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Abstract

Question Routing systems aim at routing questions to users that are more suited to answer them. Different techniques are used to match candidate users to questions, by considering properties of both. Existing techniques however do not consider the expertise of the candidate.

This work proposes an approach to Question Routing in which the user expertise is considered for question routing purposes. The proposed approach is a three stage process which allows for different configurations of existing matching techniques and user expertise. An experiment is set up in order to compare different Question Routing configurations. In total thirteen different configurations are evaluated, all based on three different content-based baseline methods. Stack Overflow is used as the source for questions, answers and users for the evaluation of the performance of different Question Routing configurations. A dataset containing 6 months worth of questions is used for the evaluation. The results show that incorporating expertise into Question Routing algorithms can provide significant performance increase.
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Chapter 1

Introduction

In recent years there has been an increase in Community Question and Answering platforms (CQA) like Bǎidù zhidao\(^1\), Yahoo! Answers\(^2\) and Stack Exchange\(^3\). With the emerge of these platforms, the relation between askers and answerer has changed drastically. Previously questions would be asked to a person directly, or perhaps to multiple persons at once. In a CQA system questions are placed on the platform and can be answered by anyone who has access to the platform and thus are not directed to a single person. An example of a question posted on Yahoo! Answers is given in Figure 1.1 where there are five answerers for the question.

The advantage of Community Question and Answering platforms is that knowledge is created and distributed. Users that were previously unable to find a person that could answer their question now have a wealth of information available to find the answer. In the case an answer is not found by traditional means, a CQA platform offers the asker a much wider audience to ask their question.

However the undirected question asking has put a burden on the answerer who now must choose from the multitude of questions available in the platform \(^1\). This burden on the answerer has two consequences. First of all, there will be questions that remain unanswered, as there are typically a lot of questions but so few answerers available. Second the quality of the answers may suffer, as some answerers want to maximize the number of answered ques-

\(^1\)http://zhidao.baidu.com/
\(^2\)https://answers.yahoo.com/
\(^3\)https://stackexchange.com/

Figure 1.1: A question with five answers on the CQA Yahoo! Answers. Two of the answers are hidden.
tions, and not the correctness and soundness of the explanation. Both cases degrade the effectiveness of the knowledge generation in the CQAs, which is their primary goal.

1.1 Motivation

To help creating a better knowledge base, the burden on the answerer should be reduced. One way of doing this is to suggest questions to candidate answerers such that the likelihood of obtaining a good answer is maximized. This process is called Question Routing (QR).

When a question enters a Question Routing system, the system predicts which users are most likely to give a good answer to the given question. To achieve this goal the system creates a profile for all users, which leverages information such as the number of answers given by the user and the users’ preference for certain tags, to estimate how likely a user will answer a given question.

Almost all approaches in Question Routing consider the question content and user preferences for the question and user profile. Using only those features ignores one crucial aspect that exists in non-CQA question and answering; the knowledge level of the answerer, which might be reflected by the quality of a user’s answers.

Current approaches do not consider the quality of answers provided by a user. Both a novice and an expert may both have the same preference, but the level of knowledge is quite different.

The evaluation of the knowledge level, or expertise, is currently not considered in most Question Routing approaches. Considering expertise is a natural extension of the currently existing approaches. Expertise will add extra information in the Question Routing system which would allow it to make a more informed decision. The working hypotheses is that including information about candidate answerer expertise can improve the performance of QR systems. The purpose of this work can be summarized in the following research question.

RQ How can user expertise improve the quality of Question Routing in a Community Question and Answering platform?

To answer this research question, several subquestions are formulated.

RQ1 How are existing Question Routing systems evaluated on performance?

RQ2 Which measures of expertise exist for Online Community Question and Answering Platforms?

RQ3 How to incorporate measures of expertise into Question Routing Systems?

RQ4 How do different measures of expertise influence the performance of Question Routing systems for Online Community Question and Answering?

In order to answer the research questions, several steps are taken. First a literature review is done in order to obtain information on how Question Routing systems are evaluated, and on how user expertise is measured in Online Community Question and Answering platforms. Second a reference process is proposed in order to facilitate
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1.2 Contribution

This work features the following contributions:

1. An analysis of the evaluation techniques used to assess Question Routing systems, and the pitfalls of such techniques.

2. A reference process for designing Question Routing systems. This reference process is used to incorporate user expertise into Question Routing systems.

3. An analysis of a reference online CQA. This provides insights into the unique problems that exist for Question Routing in the reference CQA platform.

4. Thirteen different Question Routing configurations are evaluated in order to provide insights into the effect of expertise on Question Routing systems.

1.3 Document structure

This document begins with an introduction in Chapter 1. In this introduction the problem description and relevance are given. The research questions are also proposed as well as the contributions of this work. Chapter 2 provides a in depth explanation of both Question Routing and Recommendation Systems and how both fields are related. In the same chapter methods for evaluating Question Routing systems are covered as well as the different models used in Question Routing. The chapter ends with an explanation of different measures of expertise. Chapter 3 introduces the reference process for creating Question Routing systems and several Question Routing systems are constructed using the proposed reference process. Chapter 4 introduces the experimental dimensions and provides and analyzes the results. The chapter finishes with a discussion of the results and the threat to validity. Finally the work is concluded in Chapter 5.
Chapter 2

Related work

Recommender Systems form the basis for Question Routing. The techniques used in both fields are very similar, but their purpose is different. In Recommender Systems the focus is on recommending items to users to aid the user in his quest for new and interesting content. In Question Routing the focus is on finding users that are able to answer a given question.

In this chapter the background and related work will be presented. In first Section different strategies for Recommender Systems are presented. The section that follows covers which recommender strategy is the best to use for Question Routing. Section 2.3 explains the different user and question models used in Question Routing. Next, Section 2.4 provides different metrics for evaluating the performance of a QR system. Since several metrics are common in both Question Routing an Recommender systems, Section 2.5 explains several differences between the results of Recommender Systems and Question Routing systems. The final section of this chapter explains the different ways that user expertise can be measured.

2.1 Recommender systems

Even though Recommender Systems and Question Routing techniques can be similar, not all types of Recommender Systems can be used for Question Routing. This section will discuss which types are and which aren’t fit for use in Question Routing.

Recommender Systems are systems that recommend an item to a user that interacts with the system. There are two main approaches to achieve the goal of recommendation. Collaborative Filtering (CF) is an approach where the system is agnostic of all data except user preference. Content-Based Filtering (CBF) inspects the content of the items and matches this with the obtained preferences of a user.

2.1.1 Preference Expression

Both Content-Based Filtering and Collaborative Filtering depend on how users express their preference for an item. Research has shown that different types of expressed preference exists in Recommender Systems [17]. For example clicking on something is an implicitly expressed preference, while liking something is an explicitly expressed preference. In explicit expression the users consciously expresses their preferences.
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### Related work

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
<th>Implicit</th>
<th>Explicit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unary</td>
<td>Only preference or non-preference is expressed</td>
<td>click, buy, answer</td>
<td>favorite, like</td>
</tr>
<tr>
<td>Binary</td>
<td>Both preference and non-preference are expressed</td>
<td>like / ignore, thumbs up / down</td>
<td>Star rating, grade</td>
</tr>
<tr>
<td>Discrete</td>
<td>Preference is expressed as a value in a discrete range</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continues</td>
<td>Preferences are expressed on a continue scale</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Different types of preference expression in Recommender Systems

In implicit expression user preferences are derived from user actions. The two main categories are listed in Table 2.1.

#### 2.1.2 Content Based Filtering

In Content Based Filtering (CBF) items are modeled by their properties $p_1 \cdots p_n$ and users are modeled by their preferences. Item recommendation is done by finding the items that have properties which matches with the users’ preferences. The best matches are returned as recommendations for the user. An overview on how this process works is given in Figure 2.1.

In a CBF Recommender System, finding matches for a user $u$ can be done in a multitude of ways. Whichever way is chosen, comparing a user with an item is a required step. The items that are best comparable to the user $u$ are provided as recommendations. In most cases the user $u$ and item $i$ are compared based on their similarity. In the case both users and items are represented by the same Vector Space Model (VSM) $m$, the similarity between $u$ and $i$ is often based on the cosine similarity.

![Figure 2.1: Workflow of CBF Recommendation](image)

In this workflow, the user profile is created based on expressed preferences on certain features. The item profile is created based on analyzing its features. Matching user feature preferences and items features results in a set of items that are recommended.
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similarity which represents the closeness of two vectors in space. If two vectors are
aligned in their vector space, the value of the cosine similarity is higher then when they
are not aligned.

$$cosine\_similarity(u, i) = \frac{\sum_{k}^{m} m_{ki} \cdot m_{ku}}{\sqrt{\sum_{k}^{m} m_{ki}^2} \cdot \sqrt{\sum_{k}^{m} m_{ku}^2}}$$ \hspace{1cm} (2.1)

2.1.3 Collaborative Filtering

Collaborative Filtering (CF) recommends items based on expressed user preferences [21].
The user preference is expressed either implicitly or explicitly. The expressed prefer-
ence is used to guess the preference for a for the user unseen item.

Two strategies exist that utilize expressed user preferences to generate recommend-
dations. The first is a user-based approach, where users are compared to each-other to
generate a recommendation set for a given user. The other approach is the item-based
approach where items are compared to each-other to generate a recommendation set
for a given user. Both approaches are explained in this section.

User-based

In user-based Collaborative Filtering similarity is calculated between users based on
the similarity of their preferences. If user $u_1$ and user $u_2$ both have rated items $i_{a,b,c}$ the
same, but user $u_2$ has rated $i_d$ as well, $i_d$ may be interesting for $u_1$ as well.

In a user-based CF recommender system the set $I$ of all items that are unknown
for a given user $u$ are considered. For each item $i$ in $I$ every user $u_i$ in the set of users
$U_i$ that have expresses their preference for $i$ is compared for similarity with user $u$.
The predicted preference of user $u$ for $i$ is the average of the ratings given by the other
users, weighted by the similarity of $u$ and $u_i$. The items with the highest predicted
preference for user $u$ are given as suggestion.

![Diagram](image_url)

Figure 2.2: Example of user based Collaborative Filtering. In this example unary preferences are given, which are represented by solid lines between the figures and the circles. The similarity is calculated with the Tanimoto similarity. In this case the new item E is not considered in the recommendation, as no user has had interaction with it. The only potential candidate for recommendation for user 1 is A with a value of $\frac{2}{3}$. 
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In user-based CF recommender systems existing preferences for an item of other users are required in order to predict the preferences of a user for this item. This requirement is inherent for this type of recommendation, no similarity can be calculated for a user that has no expressed preference and no preference can be predicted for an item that has no expressed preferences yet. In Figure 2.2 item E can not be recommended, because there are no known preferences. The inability to recommend new users/items is known as the ‘Cold Start Problem’ [22]. Using this approach for Question Routing poses a serious problem, because QR specifically routes new and unrated questions.

Item-based

In item-based Collaborative Filtering similarity is calculated between items. The item similarity uses expressed user preference to calculate a similarity value [21]. Users that have interacted with both item i and j are used in some similarity calculation $S(i, j)$ between item i and j. Which similarity calculation is used differs per type of expressed preferences of a user. For example when preferences are unary, the similarity between two items can be calculated by the Tanimoto similarity as given in Equation 2.2.

$$S(i, j) = \frac{|U_i \cap U_j|}{|U_i \cup U_j|}$$

(2.2)

$U_i$ and $U_j$ are the sets of users that have respectively expressed their preference for item i and item j. Thus the more users have expressed their preference on both items, the higher the similarity is between the items.

Item-based CF suffers from the cold start problem as well, new items cannot be recommended because no users have expressed a preference for this item. An example of the cold start problem and how item-based CF works is depicted in Figure 2.3. In this figure item E has no expressed preference from the users and is considered new.

Figure 2.3: Example of item based Collaborative Filtering In this example unary preferences are given, which are represented by solid lines between the figures and the circles. The similarity is calculated with the Tanimoto function. In this case the new item E is not considered for recommendation, because no user has expressed preference for it. Potential candidates for recommendation for user 3 are A and C, both with a value of $\frac{1}{3}$. 
The cold start problems also exists for new users. With no preference for an item, no items can be compared, thus no items can be suggested to a user.

2.1.4 Advantages and drawbacks

There are several advantages and drawbacks in Content Based Filtering recommender systems when compared to Collaborative Filtering recommender systems [17].

+ **DOMAIN KNOWLEDGE** In order to create a CBF Recommender System, it is required to analyze the domain in which the systems is expected to operate. This allows for an accurate model of both the users and items.

+ **USER KNOWLEDGE** Each user has its own preferences which are independent of other users. This allows for tailor-made recommendations based on the user profile.

+ **NEW ITEMS** Because of the item model and domain knowledge, a CBF recommender system can analyze any new item that is added to the system. The item profile can be constructed directly from the item properties which allows the item to instantly be a candidate for recommendation.

+ **TRANSPARENCY** Due to the domain analysis, user model and item model it is known on which features an items is selected for recommendation. Showing on which preferences an item is selected to the user helps to build user trust for the recommender system.

- **INFLExABILITY** Although domain knowledge allows for an accurate user and item model, it also requires the models not to change. Any change in the item or user properties, has a high probability that there needs to be a change in the models to cope with the change.

- **NEW USERS** New users cannot get recommendations when they enter the system. Often users are even required to express preference for a few items before a reliable user model can be constructed.

- **OVER SPECIALIZATION** When the CBF recommender system only recommends items that the user has liked before, but no novel items are recommended, the system has over specialized for the user. The user ends up in a recommendation bubble of items that are not diverse.

2.2 Question Routing in CQA

Question Routing (QR) has its roots in Content-Based Recommender Systems. The Collaborative Filtering Recommender Systems are not applicable for QR, because Collaborative Filtering approaches are unable to calculate the user preference for an unseen item. Therefore Content-Based approaches are the only option. This is also the reason why in literature Content-Based approaches are so common in Question Routing systems [28, 15, 27].
The approach for Question Routing is the same as for Content-Based Recommender Systems: in both approaches a user is matched with an item. The main difference between CB Recommender Systems and Question Routing systems is in the goal each system tries to achieve. Question Routing systems return the best users given a question, while CB Recommender Systems would return the best questions for a given user.

This results in a different coverage for each approach. Content-Based Recommender Systems create recommendations for all users in the systems, thus covering all users. However it is possible that a question is not recommended to any user, thus not all questions are covered. In contrast Question Routing systems route all questions to users, thus covering all questions. For Question Routing it is not guaranteed that all users have a question routed to them.

In an ideal setting with the optimal system, there would be no difference between Question Routing and recommending questions with a Content-Based Recommender system. All users would be covered as well as all questions.

To achieve its task a QR system uses a user and question profile based on a purposely designed user and question model. The next section explains which kind of user and question models are found in QR systems and how they are constructed.

2.3 Modeling Users and Questions for Question Routing in CQA

Both users and questions are modeled in Question Routing systems. These models often show some overlap, it is easier to calculate a preference score when the models are similar. This section therefore discusses several approaches in which both the user and the question are modeled by the same approach. The difference between users and questions is in how the profile is constructed.

2.3.1 Models used in Question Routing

In Question Routing several techniques exist for modeling users and questions. From those techniques three basic concepts for the model are used.

1. Models based on a Language Model (LM)

2. Models based on a Topic Model (TM)

3. Models based on Keyword Vector Space Model (KVSM)

**Language Models**

The LM is a basic representation for textual content. The text is represented by its words and the number of times they occur, but the order of the words is not necessarily used. Often techniques like stop-word removal and stemming are used to reduce the number of distinct words.

Language Models originate from Information Retrieval, where they are used for retrieving a document based on a query. For each document it is calculated how likely
it is that it will ‘generate’ the query. For Question Routing the probability is calculated that a user prefers a question.

There are several different probability models that are used to estimate the probability. The simplest approach is known as the Query Likelihood Language Model (QLLM). Using Bayes rule, the probability that a user $u$ has a preference for a question $q$ is calculated as $P(u|q) = \frac{P(q|u)P(u)}{P(q)}$. This formula is often simplified because $P(q)$ is the same for all users and there is an assumption that $P(u)$ is normally distributed thus $P(u)$ can be disregarded as well. This results in the formula $P(u|q) = P(q|u)$.

The common way to estimate $P(q|u)$ is to use a multinomial unigram language model. $P(q|M_u) = \prod_{\omega \in q} P(\omega|M_u)^{f_{\omega,u}}$, where $u$ is the user, $q$ is the question, $f_{\omega,u}$ the frequency of term $\omega$ in $u$. $M_u$ is the Language model of user $u$. For each term $\omega$ the Maximum Likelihood Estimation (MLE) is used in the Language model. The MLE is the total number of times term $\omega$ occurs for user $u$ divided by the total number of words that occur for user $u$.

This approach has some issues, one of which is that a question can have words that are not seen by a given user. This has an effect that the user gets a zero probability to prefer the question, even if other words do match. In order to combat this, several smoothing strategies have been developed. The most simple approach is to use ‘add one’ or ‘laplace’ smoothing, where for each word there is at least one observation. By adding one observation for each word, the probability will of a word will never by zero. In [15] Jelinek-Mercer[10] smoothing is applied, but other methods like Good-Turing [5], Kneser-Ney [13] and Witten-Bell [23] exist as well. More background information on smoothing for Language Models can be found in [3].

**Topic Models**

Topic models are models where a feature matrix is reduced to a topic matrix of smaller dimensions. In Language Models all words are used in a feature matrix to accurately approximate the underlying Language Model, this may result in sparse matrices of several thousand dimensions. One often used topic modeling approach seen in Question Routing is Latent Dirichlet Allocation (LDA) [11, 16, 6, 2].

For a topic model in general, the probability $P(t|q)$ that a question $q$ belongs to a topic $t$ is calculated. The user model is constructed using the information topical information. Users that have expressed preference for a question implicitly express preference for the topics of the question. In [2] the probabilities per topic of all answered questions is summed to gain a profile. Another approached is used in [16], where the number of answers per category is counted.

**Keyword Vector Space Models**

The model that is used for this thesis is based on the Keyword Vector Space Model (KVSM). The idea to use this model is based on regular recommendation systems, where it is used quite frequently [17]. For this model keywords or terms are extracted from the question and used in a vector representation. All terms together form a vocabulary $V$. 

---
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The KVSM uses a \( n \)-dimensional vector to represent questions and users where \( n \) is the size of \( V \). The vector represents the document as a vector of term weights. Thus each term \( t_k \in V \) is represented by a weight \( w \), resulting in the document \( d \) being represented as \( d = w_1, w_2, \ldots, w_n \), where \( w_k \) is the weight for term \( t_k \) in the document.

One common way to create the weights for the terms is to use TF-IDF (Term Frequency-Inverse Document Frequency). This weighing scheme is often used in the field of Information Retrieval. Next to assigning weights, finding similarity is also needed. The cosine similarity is a very common similarity measure for any KVSM. Cosine similarity describes the closeness of two vectors, where closer vectors have a higher similarity.

The advantage of this model is that it is easy to create and rather easy to understand. This is also true for the cosine similarity, which is widely used in Information Retrieval and its implications are well understood. Another advantage of this model is that it is capable of turning any text into a user model, which means that is can be used for cross domain recommendation.

One of the disadvantages of this model is that it tries to get the semantics of the question, but it fails to accurately do so. A question on the same subject, but with a different vocabulary will not look the same in this model. Another disadvantage is that the dimensions of the vector are rather large, which results in longer computation times. Techniques like stop-word removal and stemming reduce the dimension, but these techniques do not significantly reduce the dimensions.

2.3.2 User model specifics

Some existing Question Routing systems extend their user model further than the models discussed so far. They often use specific features of the user to increase the probability that a user will actually provide an answer to the question.

One common feature is the number of answers provided by a user \([11, 15]\). Although this feature might increase the probability that a given user will answer a question, the number of answers of a user does not account for the quality of his answers.

Therefore \([11]\) added the number of asked questions, percentage of best answers and the number of best answers to the user profile and trained a Support Vector Machine (SVM). A similar approach is used in this work, where the number of questions, user score, score per question, user expertise and user preference for a question are used to train a ranker with Coordinate Ascent.

In \([26]\) a different approach is used. The user interest and user answer quality are modeled independent of each-other. User interest is modeled with a QLLM and use maximum entropy to estimate answer quality. This approach is similar to what is done in this work, where user interest is modeled as a KVSM and user expertise is modeled independently.

2.4 Evaluating Question Routing Systems

Since Recommender Systems are the basis for Question Routing systems, their evaluation methods have an overlap as well. A good overview for evaluation Recommender Systems is given in \([8]\). This section will discuss some of the evaluation methods
mentioned in [8] and will indicate how they are used for QR. But first this section introduces three different types of verification methods.

**Offline verification** In offline verification a dataset of known expressed user preferences is used. A Question Routing system is trained on (part of) the data to learn the preferences of the users. After the training phase the QR system routes questions from the dataset to users in the dataset. Each question $q$ in the dataset has users that have expressed a preference for this particular question. This set of users for question $q$ is called the ground-truth for $q$. Using the suggested users from the QR system and the ground-truth there are several metrics that can be used to indicate the performance of the QR strategy. The advantage of this approach is the speed of which verification can take place, which allows for an easy and cheap comparison of different QR systems.

**User test** In a user test the recommendations that arise from the QR system are evaluated by the users. A user test often focuses on the user interaction and user satisfaction rather than absolute performance of the QR strategy. User tests are conducted on a small set of users, who will use the system and will have to fill in a questionnaire. The results of the questionnaire indicate the user satisfaction while the observations during the interaction with the system indicates user interaction. Since QR systems are used to help users, a user test is a good way of verifying user satisfaction without risk. Unfortunately a user tests take a considerable amount resources compared to offline verification.

**Online verification** In online verification a new Question Routing system is placed into a live environment, often together with the system that is already in place. Users are either consistently given the old or the new strategy, this is known as A-B testing. The performance of the two strategies often can be compared on one or more Key Performance Indicators (KPIs) of the platform as a whole. A KPI for a Community Question and Answering system can be the number of questions answered, the time in which an answer is provided or the quality of the provided answers. Online verification requires that there is an existing platform where experiments can take place. Often such a platform is not available which makes this approach difficult to use.

For this research offline verification is used. This approach is chosen because it allows for different system configurations to be tested easily and relatively fast. For offline verification several metrics are available to calculate the performance of a recommendation. These metrics fall into two categories, Set-based and Rank-based. Set-based metrics do no incorporate the order of the recommended items, while Rank-based metrics do.

2.4.1 **Set-based metrics**

Set based metrics are metrics that do not incorporate the rank of the ground truth nor the rank of the selected candidates in the calculation.
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**Precision, Recall and F1 score** Precision indicates how many of the selected candidates have actually answered the question. Thus it is an indication on how good the suggestions are.

Recall indicates how many of the actual answerers are in the selected candidates set. Thus it is an indication on how well the suggestions represent the full set of answerers.

F1 score is a combination of both Recall and Precision. F1 weights both the recall and the precision score, thus provides an indication on how well the suggestions are in general. The suggestions should both have a high precision and a high recall in order for F1 to increase.

Precision, Recall and F1 score are calculated per recommendation. Precision is calculated as

\[ \text{precision}(q) = \frac{A_q \cap P_q}{P_q} \]

Recall is calculated as

\[ \text{recall}(q) = \frac{A_q \cap P_q}{A_q} \]

and the F1 score is calculated as

\[ F1(q) = 2 \cdot \frac{\text{precision}(q) \cdot \text{recall}(q)}{\text{precision}(q) + \text{recall}(q)} \]

\( P_q \) is the set of selected candidates.

In order to evaluate the overall performance of the QR strategy these values are averaged over all recommendations. Thus given a set of recommendations \( R \) that have a precision, recall and F1 score, the overall precision, recall and F1 score is defined as follows

\[ \text{overall metric} = \frac{1}{|R|} \sum_{q \in R} \text{metric}(q) \]

2.4.2 Rank-based metrics

Rank based metrics are metrics that incorporate the rank of the ground truth and the rank of the selected candidates in the calculation.

**Normalized Discounted Cumulative Gain (NDCG)** NDCG is a measure that indicates how well the order of the selected candidates is compared to the order of the ground truth. If the order of the suggested candidates is exactly the reverse of that of the order of the ground truth, the score will be much lower than if the order would be exactly the same.

If the selected candidates are only a subset of the full ground truth, the NDCG metric can still give the optimal score. For instance if the ground truth is \( < 1, 2, 3, 4, 5 > \) and the selected candidates are \( < 1, 2, 3 >, \) the NDCG is optimal. If the selected candidates are \( < 2, 1, 3 > \) the NDCG is non-optimal. NDCG can thus be seen as a specialized version of precision, although their scores may be very different.

The formula for NDCG is based on the Discounted Cumulative Gain (DCG) and the Ideal Discounted Cumulative Gain (IDCG)

\[ NDCG_n = \frac{DCG_n}{IDCG_n} \]
There are multiple definitions available in literature for DCG. The main differences between these definitions is the weight of the discount for an incorrect order. Some definitions allow the first and second place to be swapped without a consequence in the resulting score. For Question Routing this is not satisfactory, as in general there may be several good answers but only one is the best. The definition of DCG in this work therefore is a strict one and was first suggested in [1].

\[
DCG_n(q) = \sum_{i=1}^{n} \frac{2^{rel_i} - 1}{\log_2 i + 1}
\]

Since relevance \(rel_i\) is defined in the original definition, it is defined as

\[
rel_i = (|A_q| - pos_i) + 1
\]

For the NDCG measure it holds that if a suggested answerer is not in the ground-truth, thus \(P_q - A_q \neq \emptyset\) the value for this item is 0. Since NDCG is calculated per question, the NDCG for the Question Routing strategy is calculated as the mean of the NDCG of all questions. Thus for a set of questions \(Q\) that are processed the overall NDCG is calculated as

\[
NDCG_{overall}^{n} = \frac{1}{|Q|} \sum_{q \in Q} NDCG(q)
\]

**Mean Average Precision (MAP)** MAP gives an indication on how well the top \(n\) recommendations were. A suggested set of candidates is sorted on their score, after which for each subset of increasing size the precision is calculated. Thus if the first is correct, the precision is 1, while if the first is incorrect the precision is 0. This approach is called the average precision

\[
AvgP = \sum_{k=1}^{n} P(k) \cdot rel(k)
\]

with \(P(k)\) indicates if user \(k\) is in the ground truth, \(P(k)\) is the precision of the recommendations up to \(k\) and \(n\) is the total number of recommendations. The MAP is the mean over all recommendations \(Q\).

\[
MAP = \frac{\sum_{q=1}^{Q} AvgP(q)}{Q}
\]

**Mean Reciprocal Rank (MRR)** MRR is based on the actual rank of the best suggestion. It shows how good the best suggestion was. For example a user that is suggested as the best, but actually was third, has an MRR of \(\frac{1}{3}\)

\[
MRR = \frac{1}{|Q|} \sum_{i=1}^{|A|} \frac{1}{rank_i}
\]
2.5 Pitfalls of performance metrics

Although the same metrics can be used for both Question Routing and Recommender Systems, the values of the metrics can differ significantly. This is a known issue [8].

The problem is in the size of the ground truth. The size of the ground truth for Question Routing is the number of answers, which can be anything from 1 to 10. For Recommender Systems the ground truth is the list of items with previously expressed preference, which can be anything from 1 to a few thousand items. Due to the larger ground truth it is easier for Recommender systems to achieve a higher precision — the probability that a selected candidate is in the ground truth is higher. For Question Routing the contrary is true, it has a smaller ground truth which reduces the probability that the selected candidate is in the ground truth.

To illustrate this problem a random recommendation test has been done. The test randomly selects 4 candidates out of a set of 1000 candidates as the recommendations. Two different scenarios are tested.

In scenario 1 the 1000 candidates are movies; 50 movies have been selected by a user and those movies are used as the ground truth. Four different movies are randomly selected from the set of 1000 and recommended to the user. In this scenario the size of the ground truth is 50, the size of the recommendations is 4 and the size of the pool of candidates is 1000.

In scenario 2 a question has received three answers from different users which are used as the ground truth. The 1000 candidates are users that can answer a question. The question is routed to four different users selected at random from the set of 1000 users. In this scenario the size of the ground truth is 3, the size of the recommendations is 4 and the size of the pool of candidates is 1000.

These scenarios are executed 10,000 times keeping a fixed ground truth, a varying recommendation selection and a fixed set of candidates. The results are given in Table 2.2. The results show that the precision is 0.003 for a ground truth of size three, while the precision of a ground truth of size 50 is 0.049. Except from MRR, other measures do not have this effect.

NDCG and MAP both depend on the order of the recommended items. For both these values it holds that getting the first item correct gives a higher score than getting the lower ranked items right. They are in fact more dependent on the number of recommendations rather than the size of the ground truth. This is much less of an issue since the number of recommendations can be controlled, which is impossible for the size of the ground truth.

2.6 User expertise

User expertise, or expertise, has many definitions and usages in literature. Even for the literature restricted to Community Question and Answering platforms there is no single definition of expertise. A comprehensive list of different interpretations of expertise given in [18].

For briefness only two of the most used definitions will be explained here, together with a definition that is independent of the level of activity of a user.
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<table>
<thead>
<tr>
<th>Scenario</th>
<th>Size of ground truth</th>
<th>Precision</th>
<th>Recall</th>
<th>NDCG</th>
<th>MRR</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>0.0031</td>
<td>0.0041</td>
<td>0.0049</td>
<td>0.0070</td>
<td>0.0044</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>0.0491</td>
<td>0.0039</td>
<td>0.0054</td>
<td>0.0179</td>
<td>0.0040</td>
</tr>
</tbody>
</table>

Table 2.2: Various measures for random recommendation @4 The values are calculated over a 10.000 runs, the recommended items are drawn from a list of 1000 items. The items in the ground truth are constant

2.6.1 User Score

User score is the experience score that the Collaborative Question and Answering system provides for a given user. For instance on Stack Overflow the user score is reputation, while on Yahoo! Answers the user score are points.

User score is used as an expertise measure in quite some research [12, 7]. User score is used because it is readily available and intuitively represents the expertise of the user. Users of the platform have only one way of knowing if an answerer is an expert, which is looking at the answerers score.

However there are some notable disadvantages of user score as an expertise measure.

First of all the user score is not topic dependent. A user that has gathered his score on topic \( t \) does not have to be an expert at any topic \( t' \neq t \).

Second it has been shown that user score can be closely related to the number of answers a user has provided [24, 7]. It has also been suggested that if a user is highly active it does not mean that the user is an expert [24], although high active users and expert user can overlap.

2.6.2 Z score

The \( Z_{\text{score}} = \frac{a - q}{\sqrt{a + q}} \) is an often used metric for expertise which measures expertise according to the number of posted questions \( q \) and the number of posted answers \( a \) [25].

This measure tries to capture the combined answer and asking pattern and how different it is from a user that asks and answers questions with a probability \( p = 0.5 \). If a users answer more questions than asks, the \( Z_{\text{score}} \) is positive, if the number of questions and answers is equal the score is about 0 and if a user asks significantly more questions than answers the \( Z_{\text{score}} \) is negative.

From the definition it is clear that the \( Z_{\text{score}} \) has similar issues as the user score. It is a topic independent measure for expertise and it also favors users that show a higher activity.
2.6.3 Mean Expertise Contribution

Mean Expertise Contribution (MEC) is a measure that is created to specifically reduce the importance of the level of activity of the user in the expertise judgment [24]. In the process this approach also incorporates topic dependency for the level of expertise. Thus this measure solves both problems that exist in the most popular measures of expertise.

MEC uses three expertise factors and is related to a single topic $t$. The three expertise factors are:

1. Answering Quality
2. Question Debatableness
3. User Activeness

The debatableness $D(q_i)$ of a question is the number of answers it has received. The answer quality of a user is the inverse rank of the answer of the user. The debatableness is normalized by the average debatableness $D_{avg}^{t}$ on the topic $t$. The average debatableness is calculated as $rac{1}{|Q_t|} \sum_{q_j \in Q_t} |A_{q_j,t}|$

The MEC value for a given user $u$ for a given topic $t$ is

$$MEC_{u,t} = \frac{1}{Q_t} \sum_{q_i \in Q_t} \frac{1}{rank(q_i)} \cdot \frac{D(q_i)}{D_{avg}^{t}}$$

where

$Q_t$ is the set of all $t$-related questions,

$A_t$ is the set of all $t$-related answers,

$U_t$ are all the users that participate in discussion about $t$,

$A^u_t$ is the set for answers provided by a user $u \in U_t$,

$Q^u_t$ is the set of questions answered by $u \in U_t$,

$A_{q,t}$ is the set of answers provided for the question $q \in Q_t$. 
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Question Routing in CQA Systems

3.1 Common Data Model for CQA systems

Even though every Community Question and Answer system is different in appearance and functionality, they do share some common entities and concepts.

All CQA platforms feature three basic entities: users, questions and answers. The users form the community and the questions and answers are the knowledge in the system. In the system users can post questions where other users can post answers to.

Next to the three basic entities, CQA often have at least three other important entities: 1) Comments; 2) Votes; 3) Tags. Comments can be placed on questions and/or answers, Votes can be given to questions and/or answers and Tags are often just given to questions.

Comments have the purpose of discussing a question and/or answer. Clarification of the question or an explanation of an answer can be requested in a comment.

Votes are used to create more user engagement, because votes help to increase reputation. Votes are also the community rating system, which allows perfect answers to bubble up, while just good answers get a lower position.

Tags are used to organize questions and help users to find relevant questions.
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Figure 3.2: Simplified Data Model for CQA Systems.

<table>
<thead>
<tr>
<th>q</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>q1</td>
<td>How to program power in Java</td>
</tr>
<tr>
<td>q2</td>
<td>How to program square in C#</td>
</tr>
<tr>
<td>q3</td>
<td>How to calculate power in C</td>
</tr>
</tbody>
</table>

Table 3.1: Example questions that could have been asked at a programming CQA

Figure 3.1 shows how comments, questions, votes, answers and users are presented on a question page of Stack Overflow. One answer is accepted, indicated by the checkmark ✓. This answer has three upvotes, two comments and only one tag. How the different features and functions interact is depicted in Figure 3.2.

3.1.1 Question Data Model

To be able to analyze questions and for the creation of a question model a number of properties p exhibited by a question are given. The provided properties do not entail the entire set of properties exhibited by a question, but mere the properties that are commonly used in the routing and analysis of Community Question and Answering systems.

In this thesis a well known feature from the field of Information Retrieval called Term Frequency — Inverse Document Frequency (TF-IDF) \cite{20} is used.

The Term Frequency (TF) is the number of times a specific term t occurs in a document. A common way to normalize the TF is to scale the number of occurrences of a term by the total number of terms in the document.

For example in question \( q_1 \) from Table 3.1, ‘How to program power in Java’, the term program occurs once, thus the TF is equal to 1. Since the total number of terms in \( q_1 \) is 6, the normalized version has a TF of \( \frac{1}{6} \), which is shown in Table 3.2.

The Inverse Document Frequency of a term t is defined as \( \text{IDF}(t) = \log \frac{N}{DF} \) where \( N \) is the total number of documents in the corpus and \( DF \) is the Document Frequency of term t, the total number of documents that contain t at least once. In Table 3.2 all non-zero values of \( DF \), \( TF \) and \( TF - IDF \) are given for the documents in Table 3.1.

Properties of questions
Table 3.2: The TF and DF of every term and every document from Table 3.1

<table>
<thead>
<tr>
<th>p</th>
<th>word</th>
<th>DF</th>
<th>$TF_{q1}$</th>
<th>$TF_{q2}$</th>
<th>$TF_{q3}$</th>
<th>$TF - IDF_{q1}$</th>
<th>$TF - IDF_{q2}$</th>
<th>$TF - IDF_{q3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>how</td>
<td>3</td>
<td>$\frac{1}{5}$</td>
<td>$\frac{1}{5}$</td>
<td>$\frac{1}{5}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
</tr>
<tr>
<td>$p_2$</td>
<td>to</td>
<td>3</td>
<td>$\frac{1}{5}$</td>
<td>$\frac{1}{5}$</td>
<td>$\frac{1}{5}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
</tr>
<tr>
<td>$p_3$</td>
<td>program</td>
<td>2</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
</tr>
<tr>
<td>$p_4$</td>
<td>power</td>
<td>2</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
</tr>
<tr>
<td>$p_5$</td>
<td>in</td>
<td>3</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
</tr>
<tr>
<td>$p_6$</td>
<td>Java</td>
<td>1</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
</tr>
<tr>
<td>$p_7$</td>
<td>square</td>
<td>1</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
</tr>
<tr>
<td>$p_8$</td>
<td>C#</td>
<td>1</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
</tr>
<tr>
<td>$p_9$</td>
<td>calculate</td>
<td>1</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
</tr>
<tr>
<td>$p_{10}$</td>
<td>C</td>
<td>1</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
<td>$\log \frac{3}{2} \cdot \frac{1}{6}$</td>
</tr>
</tbody>
</table>

**TF-IDF all words**

Questions on a CQA platform often have a title and body. The title often is the question itself, while the body provides the extra information and context for the question. These pieces of text combined can be converted to a TF-IDF vector. This vector then describes the unique words of this question, which helps to differentiate this question from other questions. Even though it describes the uniqueness of a question, this feature may contain noise. This can happen when there are many unique words and thus each question is extremely different from other questions according to cosine similarity while in fact they may be semantically very similar.

**TF-IDF of tags**

In CQA platforms each question is tagged with one or more tags. The user creating the question can attach up to a certain amount of tags to the question. The tags given to a question can provide the needed input for a TF-IDF calculation.

The tags are the terms and each question is represented by its tags. Compared to the number of words there are often significantly fewer terms in the tag based approach. This may be an advantage as there is a higher change that there are some similarities in tags and thus that questions are similar. A disadvantage may be that although the tags are similar, the semantics may be significantly different for the question.

**Structural properties**

Structural properties are properties that in no way encompass the semantics of a question, but that are mere statistics that can be gathered. These statistics can be, but are not limited to, the number of words, the number of tags and the number of answers. For a question two groups of structural properties are defined which will help in separating structural properties that can only be used for representing the dataset and structural properties that can be used to both represent the dataset as well as provide use as a question model. The two groups are static and dynamic.

**STATIC** consists of statistics that are available before a question is posted publicly on CQA platform. Examples of static properties are the number of words used or the user asking the question. All static statistics gathered are listed in Appendix B Table B.1.
DYNAMIC are statistics that can only be gathered after a question has been posted and often change over time. Examples are the number of views or score received. All dynamic statistics gathered are listed in Appendix B Table B.2

Each statistic can be a property \( p \) in the question model. The value for a property \( p \) is the value of the extracted statistic, although the values can be normalized if required. Thus for question \( q_1 \) from Table 3.1 the ‘body length’ is 26 while the ‘body word count’ is 6.

**Modeling Question for Question Routing** Now that several properties of a question are introduced, a model that can be used for QR can be described.

The model used for the QR system is a vector of the properties of the question. Such properties can be the TF-IDF of a word in a question or the number of tags used in a question. Thus given \( n \) properties, the question model \( Q = < p_1, p_2, \ldots, p_{n-1}, p_n > \) where \( p_n \) is the value of the \( n^{th} \) property. The values of the properties are normalized to fall into the range \( 0 \leq p_n \leq 1 \). Normalization is necessary to prevent that a single property will become the dominant property of a question.

Defining the question model as a vector of the question properties allows to easily combine different properties of a question into a single question model. This allows for an easy comparison of the attribution of different properties to the quality of the recommendations.

**3.1.2 User Data Model**

For the analysis of users some properties that users exhibit need to be defined. These properties may also form the basis for a user data model. The properties considered are all statistics and these are not divided into dynamic and static. These statistics do not include a textual user profile, since these are not available for some CQA platforms or are only sparsely given. In fact user profiles may indicate false preferences for various reasons [4].

Using only statistics on user behavior allows for a better insight into the user. The statistics provide insight into actual actions and user interest. This insight is very useful for any Question Routing approach of which the goal is to predict user behavior and user interest.

Each statistic is considered a property \( p \) for a given user \( u \). The statistics chosen are listed in Appendix B Table B.3

**Modeling Users for Question Routing**

The user model for Question Routing is partially based on the question model as described in the previous Section 3.1.1. The user model exists of a vector \( M_u = < p_1, \ldots, p_{n-1}, p_n > \) where \( p_n \) is the \( n^{th} \) property from the question model. The length of the vector is the same as the length of the question model vector.

To generate the user model, the question model is used as a basis. The way to use the questions to generate the user model can vary, but in this thesis the approach is to update the user model for each question a user \( u \) has expressed preference for. The
The update function is

\[ M_u = \frac{1}{|Q_u|} \sum_{q_i \in Q_u} q_i \cdot P_{u,q_i} \]

where \( Q_u \) is the set of question models user \( u \) expressed preference for and \( q_i \in Q_u \). \( P_{u,q_i} \) is the preference value of a user \( u \) expressed for \( q_i \).

The arithmetic mean is used because it gathers user interest over time, thus recurring interests will receive a greater value than sporadic interests.

This does not mean that the arithmetic mean is the best update function. It has been shown that user interest changes over time\(^\text{[14]}\), which means that the arithmetic mean would keep old users interest far too long. The rate of adaptation is very slow for the arithmetic mean.

3.2 Framework for Developing QR Systems

A reference process for creating Question Routing systems has been developed in order to be able to efficiently test the effect of different user and question models.

The reference process consists of three stages. For each stage in this process a different strategy can be created. Figure 3.3 shows the three stages and how they are related. Each stage in the reference process has a specific function in Question Routing.

In this section the relation between the three stages are discussed, as well as the purpose of each stage. The following three sections discuss the details of different strategies created for each stage, but first a short explanation of each stage is given.

1: The preparation stage prepares the data for the next stage. The preparation can include anything from just getting users and question as well as text processing, graph creating, word clustering and other techniques to find structure in the data.

The preparation is not only for question data, but user data may be included as well. The details of the preparation stage are discussed in Section 3.3.

2: The matching stage creates and matches user profiles with question profiles. The input for this stage is the prepared data from the preparation stage.

The matching stage is responsible for creating the question profiles and the user profiles. The question and user profiles are used for matching user preferences with the topic of the question. The matching between the user preference and question topic can be calculate in a range of different ways. This is why this stage is separate from the other stages. This stage outputs a list of users and their matching score for every question evaluated. The different strategies will be explained in Section 3.4.

3: The ranking stage ranks users that have the highest probability that they can provide a good answer to the question. To rank the users their matching score of the matching stage is used, but other information about the user may be used as well. The simplest approach to ranking is to order the users by their matching score.

The output of this stage is an ordered and filtered list of users that have the highest probability to provide a good answer for a given question.
3.3 Preparation Stage

For the data preparation stage two strategies are developed. The first strategy prepares the question text to create a keyword list. The second strategy prepares the question tags to create a keyword list.

3.3.1 Preparing question text

The goal of preparing the question text is twofold. First of all it is used to filter noise from the question. For instance HTML does not convey any information about the content of the question, it is only used for the markup of the question. This is also true for words that do not carry (much) content related information like ‘i’, ‘we’, ‘any’ etc.

Second, when using a Keyword Vector Space Model (KVSM) the dimensions of the vector can increase dramatically when using just the unprocessed words as keywords. An example of this is shown in Table B.5 where stemming and stop-word removal is done. The initial KVSM has 11 dimensions, while after processing the KSVM has just 6 dimensions. This is a reduction of almost 50%.
The process pipeline of text preparation is depicted in Figure 3.4. As mentioned before the text preparation stage has been created to remove noise but retaining information.

**The preparation steps**

0. The first step is the original text.

1. The HTML is removed because it does not related to the question content.

2. The non alpha-numeric characters are removed because they do not convey information. Most non alpha-numeric are used to increase readability, which does not provide information related to the question content.

3. This is also true for capitalization of words, which is why all words are lower-cased.

4. Stopwords are word that are known to be so common in a given language that they are unlikely to carry any differentiating information, thus they can be removed without information loss.

5. Stemming is a process that reduces a word to its ‘stem’. The concept behind this is to reduce different forms of a word to a single token that represents the meaning of the word. For instance the words ‘registry’ and ‘registries’ represent the same concept, but are different words. Stemming creates for both versions of the word a single token ‘registri’, which represents the concept of a registry, but not the word registry.

6. Short terms are removed.

7. Numbers are removed as well.

To further reduce the noise and vector size, all words that occur less than \( n \) times are removed, because these words do not carry any differentiating information. This is also true for words that occur in only \( m \) questions. If a word only occurs in one or two questions, it is very unlikely that it will be occur again in a new question and thus will only increase the noise in the user profile. In this work the values for \( m \) and \( n \) respectively are 3 and 2.

### 3.3.2 Preprocessing question tags

Since there are not many tags, any information that is conveyed in them is likely to be valuable and thus should be used. Therefore the tags for the question are not processed at all, each tag is considered as a token.

### 3.4 Matching Stage

The matching stage is composed of a strategy to match users with questions. In this section the design of several types of content based Question Routing strategies are
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Figure 3.4: The pipeline for processing text. The pipeline for processing text. A specific example on input and output of the different stages is given in Appendix B, Table B.5.

discussed. All of the discussed strategies are evaluated for performance in the experiments chapter. A description of a matching strategy ends with a simplified formula or pseudo code of the matching algorithm. In these formula’s $U$ is the set of candidates, $q$ is a question and $S \subseteq U$ the set of selected candidates. The general process of matching can be described as

$$S = \text{match}(q,U)$$

3.4.1 Random

The most basic Question Routing matching strategy that can be thought of is a random QR strategy. Given a question and a set of users, this system randomly picks the required amount of users from the set of given users and returns them as candidates. This QR strategy is included as a baseline. Any QR system should perform better than random.

The random QR strategy is a special case because it actually is a ranking strategy, because it randomly ranks the users. But using this as a ranking strategy would effectively remove the need for a matching stage. Therefore the Random QR strategy is placed in the matching stage.

$$\text{match}(q,U) \leftarrow \text{random}(U)$$

3.4.2 Active Answerer — AA

The Active Answer strategy counts the total number of answers each user has provided on the platform. In this strategy the matching score is the total number of answers, which is used in the ranking stage. AA is included to provide a more intelligent baseline.

This approach is not a viable real word approach because the user matching score is independent of the question and all questions will be routed to the same set of users.

$$\text{match}(q,U) \leftarrow \text{count_answers}(U)$$
3.4.3 Content based

Content based matching strategies inspect the question content to generate a match. For this several strategies exist to inspect the content of the question.

**Active Interest — AI**

The Active Interest strategy is more sophisticated than just counting total answers provided per user. For this strategy the number of answers per tag is calculated for each user. When the Question Routing system is given a question \( q \), all tags \( T \) are extracted. For all users the number of answers previously provided for tag \( t \in T \) are counted and the total count over all tags in \( T \) is summed. Now the user with the highest answer count are provided as candidates.

This strategy is considered a very simple content based strategy because it is required to count the tags used for the question, but no other processing is done.

This approach may have a viable real world application, because the user ranking score does depend on the question. However this approach favors the more active users, those who have more answers. Answering a lot of questions does not have to be an indication of expertise.

\[
match(q, U) \leftarrow \forall u \in U \sum_{t \in T} count\_answers(u, t)
\]

**General Interest — GI**

This strategy uses the TF-IDF of words property. For each question a TF-IDF vector is created and for each user answering this question his user profile is updated using an arithmetic mean of the TF-IDF of all questions the user has answered. When a question \( q \) is given to the Question Routing system, it creates a TF-IDF vector for this question. Next the cosine similarity is calculated between all users and the TF-IDF vector of the question. The matching score returned is the cosine similarity between the user and the given question The strategy is similar to a search engine where a query is used to retrieve documents. The question is the ‘query’ and the users are the ‘documents’. Each user is a ‘document’ consisting of all questions the user has answered.

This strategy uses the words in the corpus, which may result in a noisy feature vector. Some words in the vector may be used outside the actual domain in which they were found. I.E. a question posted with the tag C may contain ‘power’, but a question posted with the tag Haskell may contain ‘power’ as well. This would result in a Question Routing system that routes question to users that do not have the domain knowledge to answer, but have answered those type of questions before.

\[
match(U, q) \leftarrow \text{cosine\_similarity}(U, q)
\]

**Unique Interest — UI**

The Unique Interest differs only in one way from the General Interest strategy. Instead of the words in the question, the attached tags are used to create a TF-IDF vector for the questions.

This strategy uses a community curated set of tags that are attached to a question. Tags may be replaced by something similar like categories or topics.
The TF-IDF processing for this approach helps to filter out topics that are applied to many questions, while boosting those topics that are used only in a small set of questions.

It is expected that this approach adequately models the user interest in certain topics. However this may result in a situation where the answerer is unlikely to provide answers for other topics which reinforces his current topics. The answerer gets trapped in a 'filter bubble'.

\[ \text{match}(U, q) \leftarrow \text{cosine_similarity}(U, q) \]

**Special Interest — SI**

The Special Interest simply concatenates the vectors of both the General Interest and the Special Interest into a single vector. The cosine similarity is calculated on the concatenated TF-IDF vector of the GI and UI vector.

Due to the combination of the Unique Interest (UI) and the General Interest (GI) it is expected that this approach would perform the best. The answerer will not become trapped in a ‘filter bubble’ thanks to the broad range of GI while still being matched with the right questions thanks to the UI part of the vector.

\[ \text{match}(U, q) \leftarrow \text{cosine_similarity}(U, q) \]

### 3.5 Ranking Stage

Ranking is the third stage in the reference process for creating QR systems. The results from the matching stage are taken and users are ranked again based on their matching score and potentially other properties.

In general ranking can be described as

\[ R = \text{rank}(S) \]

where \( S \) is the result of the original QR matching strategy, \( \text{rank} \) is a function that orders and returns the set \( R \subseteq S \subseteq U\).

There are four ranking approaches used in this work.

The first strategy is to sort the users based on their matching scores of the matching stage. This is a typical classic approach.

The second and third strategies use a linear combination of the user matching score and user expertise. Thus

\[ \text{rank}(u) \leftarrow \alpha \cdot e_u + (1 - \alpha) \cdot \text{match}(u, q) \]  

(3.1)

where \( e_u \) is a user expertise feature of user \( u \) and \( \text{match}(u, q) \) is the matching score between user \( u \) and question \( q \). The weights of \( \alpha \) can be varied between 0 and 1 to tune the performance of the measure. A danger of optimizing \( \alpha \) by varying its value is that the found alpha works extremely well for one dataset, but may be very unfitting for a different dataset.

The goal of using such a ranking method is to be able to directly compare the effect of a single user feature. Since this work focuses on expertise, different measures of
expertise can be used to calculate the final ranking of the users and their effect on QR can be compared.

The fourth strategy uses a machine learning algorithm for learning to rank.

**User Score Ranking**  User Score Ranking (USR) uses the user score of the Community Question and Answer Platform as a second value next to the matching score.

The user score is normalized using linear normalization \( \text{norm}(u_s) \leftarrow \frac{u_s - \max(u_s)}{\max(u_s) - \min(u_s)} \)

where \( \max(u_s) \) is the maximum user score in the system and \( \min(u_s) \) is the minimum user score in the system. \( \text{norm}(u_s) \) is set as \( e_u \) in Equation 3.1.

User score is chosen because it is the only value that is available for every user on the platform to get an indication of the expertise of a user.

**MEC Ranking**  MEC Ranking uses the MEC value [24] as a value for ranking. MEC is chosen because it is a user activity independent measure for expertise. The MEC value is the \( e_u \) in Equation 3.1.

MEC is calculated per tag, but questions have can more than one tag. Therefore the MEC value for each tag of the question is summed to obtain the final MEC value for a user question pair. This score is then normalized using the same normalization approach as the User Score Ranking strategy.

**Learning to Rank**  The fourth approach for ranking is a learning to rank approach. In this approach the result of match is used together with several properties of the user.

Learning to rank is trained to learn the weights of the properties that are given to it. The weights are learned by providing a ranked list of items and their properties. In QR it would require a list of answerers for a question and the properties that exist between the answerer and the question.

The advantage of learning to rank is that is an automated process that can be easily trained for different datasets and is capable of fine tuning multiple weights while training. One disadvantage is that it requires a proper training set, if there are to few ranked lists it may be hard to learn good weights for the properties.

### 3.6 Evaluation

Most of the proposed QR strategies require a training phase to build a user profile. In order to evaluate the performance, a test phase is necessary as well. Therefore a dataset containing questions and their answers which have been asked between \( T_s \) and \( T_e \) is cut in two parts at \( T_c \). This creates two non-overlapping sets of questions and their answers. Set \( \mathcal{R} \) is the set of questions between \( T_s \) and \( T_c \), and all answers on those question including those answers that are provided after \( T_c \). Set \( \mathcal{E} \) is the set of questions that are asked between \( T_c \) and \( T_e \), but includes any answers provided after \( T_c \) if the dataset allows for this. Figure[3.5] shows the timespan used to select the questions and the timespan used to select the answers which are used to create both set \( \mathcal{R} \) and \( \mathcal{E} \).

Set \( \mathcal{R} \) is used for training the QR strategy, while set \( \mathcal{E} \) is used for evaluating the performance of the strategy.
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3.6.1 Data Filtering

During the testing there is a possibility that a user in the ground truth is unknown to the system. This problem is known as the cold start problem and it can have a significant impact on the performance metrics. Because the cold start problem is a different issue, all questions and answerers are filtered such that the ground truth of a question only exists of users that have answered a question in set $E$. This way the cold start problem is eliminated for this dataset.

In order to be able to create a good user profile a user must have shown enough activity to learn from. For instance the user must have answered enough questions, asked enough questions or commented on enough questions. It is much more likely that a user that has shown interest in 20 question with the tag ‘QR’ has a preference for ‘QR’ than a user that has only shown interest in 1 question with the tag ‘QR’. The more interest expressions the user has provided, the better the estimation of the users’ preference will be.

To help in both filtering ‘cold start users’ as well as in filtering users without enough preference a measure called intensity has been developed. Details of this measure are in Section 3.6.2.

Another issue that may arise during the evaluation is that the size of the ground truth is very small. Especially after filtering, many questions will have only one answer. This will negatively impact measures like precision if the QR system always recommends $n > 1$ users. To combat the negative effect, a measure called discussion factor is suggested. The discussion factor filters all questions in set $R$ and set $E$ that have fewer than $n$ answering users.

Intensity and discussion factor are not mutually exclusive. It is possible to create a combination of both sets to measure for the best possible performance. Figure 3.6 shows a Venn diagram indicating the overlap.

3.6.2 Intensity

For intensity there are two basic requirements:
1. The user has provided at least one answer in set $R$. This way the system is able to create a user profile of the user and we can ignore the cold start problem.

2. The user has provided at least one answer in set $E$. This way during verification we are sure that a perfect QR system would achieve the perfect score.

The last requirement is a tricky one because it filters candidates that have a user profile, i.e., users that have answered in set $R$, but who did not answer a question in set $E$ are filtered. This is an unwanted effect because if there is enough information to build a good user profile, the QR system should know if a user is interested or not. Removing these users prevents the QR system to ever misroute these users, which implicitly increasing the measured performance.

However, the effect on the measured performance may be of less significance if a random subset $M$ is selected from set $E$ to use for evaluation. Set $M$ does not have to contain all answerers from $E$. Thus when evaluating on $M$ there are users that have answered in set $R$, but who did not answer in $M$. Thus there are users with a user profile, that are not in the evaluation set. This allows the system to misroute those users.

Intensity is based on two parameters, a number of time slots $T_t$ and a number of required time slots $T_i$. For $T_i$ it must hold that it is larger than the number of time slots $T_E$ that overlap with set $E$. It must also be smaller or equal to the total number of time slots $T_t$. Thus $T_E < T_i \leq T_t$.

The last requirement is obvious, a user can never be required to be active in more time slots than exists. The first requirement forces the users to be active in both set $R$ and $E$, which makes intensity meet its requirements.

For example, the period between $T_s$ and $T_e$ can be divided in to 6 equally spaced time frames. Figure 3.7 is an illustration of such a division. The actual activity requirement $T_i$ can vary somewhere between active in at least 4 and at most 6 of those.
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Figure 3.7: Dividing a time period in 6 interaction slots. The slots are of equal size, do not overlap and are between $T_s$ and $T_e$.

Figure 3.8: An example of a valid 4/6 partitioning for active users. The green slots indicate that a user has been active in the time slot that is defined. In this case $S_a = \{S_2, S_3, S_4, S_6\}$

slots. In this configuration one is guaranteed that at least one activity is shown in both set $R$ and $E$. An example of a user that is considered active is shown in Figure 3.8.

Formally the intensity function can be defined as $\text{intensity}(T_t, u, S)$ as

$$\text{in}(T_t, u, S) = \forall Q_i \in S_a : Q_u \cap Q_i \neq \emptyset$$

$$|S_a| \geq T_t$$

$$S_a \subseteq S$$

where

$u$ is the user

$S$ is a set of equally spaced time slots between $T_s$ and $T_e$, each time slot contains a set of questions $Q_S$ in a time delta $\frac{T_e - T_s}{T_t}$, where $T_t$ defines the number of slots. Time slots do not overlap, thus the intersection of any two time slots is empty.

$Q_u$ is the set of questions user $u$ has provided answers for, thus showing activity.

$T_t$ The total number of time slots available

In words, a user $u$ is active when it has interacted with at least $T_t$ questions that are in $T_t$ different time slots out of $T_t$ time slots.

3.6.3 Discussion factor

Discussion factor is a measure that provides an indication of the relative amount of answers for a question. The discussion factor is directly related to the number of answers a question has received. The definition is $df(q) = |A_q|$ where $A_q$ is the set of answers for question $q$.

It is possible to transform the discussion factor to a normalized version where it is easier to see how discussed a question is compared to other questions. Given a
set of questions $Q$ the normalized discussion factor is $ndf(q) = \frac{|A_q|}{avgdf(Q)}$ where $avgdf(Q) = \frac{1}{|Q|} \sum_{q \in Q} |A_q|$ is defined as the average discussion factor of the set of questions. This is useful for creating a distinction between tags. One tag may have more discussion than another tag.

For example a question about comparing two languages has two tags, C# and Java. The average number of answers of questions tagged C# is 2, while for Java it is 3. The question in the example has 5 answers. Therefore it is rather debated, this shows by having a greater than 1 for both tags, $\frac{5}{2}$ for C# and $\frac{5}{3}$ for Java.
In order to measure the effect of user expertise in Question Routing, the proposed systems must be tested. In this section a description is given of Stack Overflow, the Community Question and Answer platform that the evaluation is executed on. A motivation is provided for different settings for the evaluation process in Section 4.1. Each of the settings is discussed in Section 4.2, including which dataset is used, how the data is filtered and which matching and ranking strategies are evaluated. Based on the described evaluation settings, the evaluation results are presented and analyzed in Section 4.3. The chapter ends with a discussion of the results.

4.1 Stack Overflow

Stack Overflow is a well known Community Question and Answering Platform. The focus of the platform is programming, in a very broad sense. Questions can be asked about different programming languages, on different libraries or on different subjects. Tens of thousand of topics (tags) are discussed in Stack Overflow, ranging from Javascript frontend problems to problems with a C backend. User can not only ask and answer questions, but also vote for answers and questions. The more votes an answer has, the higher it will be displayed on the page of the question.

Through these votes users can gain reputation, which represents a form of user score. The higher the reputation the more privileges a user gets. For instance voting requires a reputation of at least 10, commenting requires a reputation of at least 100. Driven by reputation, a small number of users answer to a majority of the questions, while most users only answer to a small number of questions. Due to this, some users will have a very complete user profile, while for other users much less information is available. Such difference between Stack Overflow users will pose specific challenges on question routing, as will be discussed later.

Another interesting phenomenon is that very few users both answer and ask questions. The two roles seem to be quite strictly separated. A user either almost strictly ask a question or almost always strictly answers a question. Very few users do both
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实践活动。Question Routing受益于只想要答案的用户，而QR使用那些只提供答案的用户。

要评估问题模型对QR的影响，使用公共的Stack Overflow的转储集合。转储包含所有问题、答案、用户、投票和徽章的完整历史，从网站首次上线到2013年9月（包含）。

4.2 Experimental Settings

图4.1显示了实验流程。本节将解释在流程中不同步骤的细节。具体来说，将解释实验的以下维度：

- 数据集的选择和验证。
- 数据过滤，这会根据不同的强度设置进行。
- 不同的匹配策略。
- 不同的排名策略。
- 候选者选择。

首先，对子集数据的选择进行解释，包括为什么选择该数据集是整个数据集的一个合理代表。其次，讨论了不同强度设置。对于每个强度选择，解释为什么选择该强度。对于每个强度，讨论该加权数据如何代表实际数据。接着，将介绍不同的匹配策略，其中对每个匹配的匹配算法进行解释。最后，描述如何从排名列表中选择候选人。

4.2.1 Selecting a dataset

为了评估问题模型的效果，从整个Stack Overflow的数据集中选择两个子集。基于所问问题的时间跨度。第一个子集，将称为集合A，从1月1日2012（Ts）开始，到3月30日2012（Te）结束。第二个子集，将称为集合B，从1月1日2012（Ts）开始，到6月30日2012（Te）结束。

集合A用于更快的实验和配置的α值。集合B用于评估，因为这个集合更大，代表了2013年9月（包含）的数据。
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the full set the best. The reason for selecting a subset instead of the entire set has to do with computational issues: evaluating all data available would have required more resources than were available.

These subsets have been chosen based on time because they include a natural and sequential set of actual questions. When creating a subset, attention should be given to the representativeness of the selected data of the whole data set. If a subset is not representative of the entire set, the results may not be applicable on the entire set. To verify that the selected dataset is actually representative, several statistics have been selected to show the similarity between these subsets and the complete set for the purpose of Question Routing.

For each of the different stages of QR, different statistics may have an effect on the results of the evaluation. In the following paragraphs a description of influential statistics in each stage will be given. Ideally, the selected subsets should have comparable statistics discussed below with the complete set.

Representativeness in preparation stage In this stage the user profile and item profile are build. These profiles are based on different statistics that are available from the questions. There are two main contributors to the question profiles, the text of a question and the tags of a question. To ensure that the question profiles do not differ significantly these two contributors must not differ significantly. Therefore two properties for question text and tags respectively, are selected to verify that the data is similar.

The first property is the question length in characters. A longer average question length indicates that there is more information or more noise in the selected data. For a shorter question length the opposite is true. If the spread is higher, i.e. the standard deviation is higher, the information carried per question is very different. This may have an effect on the user profile which is build based on questions and thus gets its information from the questions. A higher spread may cause a higher diversity of quality information in the user profile. Similarly, the second property is for tags, the tag count and spread.

The number of answers per user is also a property that has an effect on the user profile. However this value is purposely manipulated to see how more information in the user profile changes the quality of the routing strategies.

Representativeness in Matching stage The matching stage uses the user profile and the question profile to match user interest with the topic of the question. There are no other properties than the user profile and the question profile used in the matching stage. Since those two are already covered in the preparation stage, they will not be discussed here.

Representativeness in Ranking stage The ranking strategies proposed use several different features of the user to achieve a better result.

For MEC the tags are used, as well as the average number of answers per question. The tags should have a similar distribution and the average number of answers should be the same as well in the selected subset.
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<table>
<thead>
<tr>
<th></th>
<th>Full set</th>
<th>$\mathcal{A}$ — Three months</th>
<th>$\mathcal{B}$ — Six months</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users</td>
<td>2 332 403</td>
<td>381 317</td>
<td>1 326 628</td>
</tr>
<tr>
<td>Number of questions</td>
<td>5 648 975</td>
<td>381 317</td>
<td>797 554</td>
</tr>
<tr>
<td>Number of answers</td>
<td>10 284 554</td>
<td>654 000</td>
<td>1 326 628</td>
</tr>
<tr>
<td>Mean answers per question</td>
<td>$1.8 \pm 1.6$</td>
<td>$1.7 \pm 1.2$</td>
<td>$1.7 \pm 1.2$</td>
</tr>
<tr>
<td>Mean question length</td>
<td>$1215 \pm 1594$</td>
<td>$1225 \pm 1568$</td>
<td>$1251 \pm 1604$</td>
</tr>
<tr>
<td>Mean tag count</td>
<td>$3.0 \pm 1.2$</td>
<td>$3.0 \pm 1.2$</td>
<td>$3.0 \pm 1.2$</td>
</tr>
<tr>
<td>Median time to answer</td>
<td>19m09s</td>
<td>18m52s</td>
<td>19m08s</td>
</tr>
<tr>
<td>Median time to accepted answer</td>
<td>25m47s</td>
<td>25m49s</td>
<td>26m11s</td>
</tr>
<tr>
<td>Percentage unanswered questions</td>
<td>10.1%</td>
<td>6.8%</td>
<td>7.5%</td>
</tr>
<tr>
<td>Percentage ‘unaccepted questions’</td>
<td>40.0%</td>
<td>35.3%</td>
<td>36.3%</td>
</tr>
</tbody>
</table>

Table 4.1: Different statistics for the used datasets. The data is extracted from Stack Overflow.

#### Representativeness in Verification
The dataset is also used for verification and thus the verification is also affected by which data is used.

The most important feature for the verification is the ground truth. The number of answers and their rank are used for verification. For verification it is therefore essential to have a comparable average number of answers for the questions. If the average number of answers is lower, the results from verification may be lower and if the average number of answers is higher the results may be higher as well.

#### Comparing the datasets
Table 4.1 lists the different statistics gathered for the three datasets. The average number of answer per question is very similar, as well as the standard deviation from this value. The same is true for the tag count and the question length. From these observations it is concluded that the Question/Answer ratio between all sets are not very different. Thus the question and the user profiles are based on the same amount of information per question, even though the number of questions is clearly different.

The percentage of answered/accepted answers differs slightly, but this will not affect the results since this information is not used in the QR process.

Figure 4.2 shows the distribution of users and answers. This figures shows that few users provide many answers. For all different sets about 20% of the users provide roughly 80% to 85% of the answers. This shows that for all datasets the same skew exists.

#### Evaluation data
Both of the selected subsets are split in two parts, a training part and a testing part. During evaluation a random sample from the testing part of the data is taken. For set $\mathcal{A}$ this is 20% while for set $\mathcal{B}$ this is 5%. This is to speed up the evaluation process. For each different setting Table B.4 in Appendix B shows the actual number of questions used for evaluation.

### 4.2.2 Filtering the dataset
To investigate the influence of data intensity on QR, the data is filtered according to different intensity levels. The intensity of a dataset represents how active users must
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This figure shows that few users provide most answers. This is similar for all selected datasets, although the distribution differs a bit.

For the experiments four different intensity levels are used. In decreasing order of strictness these levels are 12/12, 7/12, 4/6, to the most relaxed 2/2. Using the data of intensity level 12/12 it can be evaluated how the most active users change the quality of the routing result. For set $\mathcal{A}$ users have to have answered a question approximately every seven days. This results in a user having to answer at least 12 questions. Data of intensity level 2/2 approximates the actual data the best. In this set the user has to have answered a question in both the training set and the verification set. The two other sets are used to see how a decreasing intensity affects the different routing strategies.

Effect on the data  
The different selected users in datasets of different intensity levels lead to different questions that are used during evaluation. In order to explore how intensity affects the QR result, some statistics are presented in Table 4.2 to get an impression of how the intensity level affects the data.

Table 4.2 shows the statistics for set $\mathcal{A}$ and $\mathcal{B}$ for the four different intensity levels. A general trend is visible that the lower the intensity is, the more the dataset represents the actual data. For set $\mathcal{A}$ with 12/12 intensity only just over 30% of the questions of the full dataset is used, while for the 2/2 intensity almost 80% of the unfiltered data is used.

Another interesting observation is that on the higher intensity levels the answers are given faster. The median time for answers for 12/12 intensity is around 12 minutes, while for the 2/2 intensity this is 17 minutes. This indicates that users that are more...
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<table>
<thead>
<tr>
<th>Candidates</th>
<th>Questions</th>
<th>Answers</th>
<th>Mean ± Standard deviation</th>
<th>Median time to</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Answers per question</td>
<td>Question length</td>
</tr>
<tr>
<td>A12/12</td>
<td>1054</td>
<td>124072</td>
<td>153636</td>
<td>0.97 ± 1.62</td>
</tr>
<tr>
<td>B12/12</td>
<td>1669</td>
<td>262034</td>
<td>738493</td>
<td>0.94 ± 1.60</td>
</tr>
<tr>
<td>A12/7</td>
<td>6515</td>
<td>240635</td>
<td>151811</td>
<td>0.89 ± 1.54</td>
</tr>
<tr>
<td>B12/7</td>
<td>10481</td>
<td>510340</td>
<td>317820</td>
<td>0.86 ± 1.52</td>
</tr>
<tr>
<td>A6/4</td>
<td>11586</td>
<td>269801</td>
<td>415476</td>
<td>0.82 ± 1.47</td>
</tr>
<tr>
<td>B6/4</td>
<td>19007</td>
<td>568741</td>
<td>861768</td>
<td>0.79 ± 1.45</td>
</tr>
<tr>
<td>A2/2</td>
<td>25263</td>
<td>300004</td>
<td>487232</td>
<td>0.52 ± 1.22</td>
</tr>
<tr>
<td>B2/2</td>
<td>42967</td>
<td>633211</td>
<td>1015485</td>
<td>0.51 ± 1.21</td>
</tr>
</tbody>
</table>

Table 4.2: Different statistics for the filtered datasets.

active, also provide answers faster. Table 4.2 shows the median time to answer for all different filters and sets.

4.2.3 Matching strategies

All matching strategies that are introduced in the previous chapter are tested. Each matching strategy other than AA and Ra requires a ranking strategy. The ranking strategy used is the sorting ranking strategy.

The different matching strategies used are listed in Table 4.3 together with the abbreviations used for these strategies. The results from these strategies are considered as baseline for the matching+ranking strategies.

<table>
<thead>
<tr>
<th>Strategy name</th>
<th>Strategy name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>Ra</td>
</tr>
<tr>
<td>Active Answerer</td>
<td>AA</td>
</tr>
<tr>
<td>Active Interest</td>
<td>AI</td>
</tr>
<tr>
<td>General Interest</td>
<td>GI</td>
</tr>
<tr>
<td>Unique Interest</td>
<td>UI</td>
</tr>
<tr>
<td>Special Interest</td>
<td>SI</td>
</tr>
</tbody>
</table>

Table 4.3: Matching strategy names and abbreviations The two letters are the abbreviations names that are used to refer to the routing strategy.

4.2.4 Ranking strategies

The ranking strategies are not used on their own, but in combination with a matching strategy. For this, four matching strategies are chosen to be used together with the ranking strategies. The four chosen matching strategies are AI, GI, UI and SI. The reason that these strategies are chosen is because these strategies are content-based.
For each of the four matching techniques three different ranking strategies are used. These strategies are given in Table 4.4. In total this will result in twelve different Question Routing system configurations that incorporate expertise.

<table>
<thead>
<tr>
<th>Strategy name</th>
<th>Strategy name</th>
<th>Strategy name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Expertise Contribution</td>
<td>MEC</td>
<td>User Score</td>
</tr>
<tr>
<td>Learning to rank</td>
<td>Learn</td>
<td>US</td>
</tr>
</tbody>
</table>

Table 4.4: Ranking strategy names and short description. The letters are the short names that are used to refer to the ranking strategy.

The different expertise measures used for ranking, like user score and MEC are normalized before being used for the ranking stage. Normalization is necessary to ensure that the values used in ranking are in the same order of magnitude, which allows for an easier combination of the values.

One ranker strategy uses the user score. For Stack Overflow the user score is the reputation of a user, used in many researches as an expertise measure. The actual value provided by Stack Overflow will be used. However this value is calculated over the entire set, not just the subset. To compensate for this the MEC value is also calculated over the entire set and not just the subset in use.

For learning to rank, an existing library has been used. This library is called RankLib\(^1\) which has been integrated into the Lemur\(^2\) project. The library has different configuration possibilities, but only one configuration is used in the experiments. The algorithm used is the default, Coordinate Ascent, the metric to optimize is NDCG@5, normalization is done with the linear normalizer for both training and evaluating. No other settings were different from the default settings.

For learning to rank, five different features of the user are used to train and later to rank. The features used are MEC, Reputation, Total number of answers, Average Reputation per Answer and finally the Matching Score from the matching phase.

The RankLib library is trained on a ranked list per question from the training part of the set. For each question in the training set, all answerers from the ground truth are ordered based on the score received on their best answer. This ranking is then provided to RankLib as an ordered list to learn from.

\(\alpha\) selection For the MEC and US strategies a good \(\alpha\) values must be chosen. To get an indication on which \(\alpha\) should be used, a different range of \(\alpha\) is used to get an indication of which value for \(\alpha\) produces good results.

To get the different \(\alpha\) values set \(\mathcal{A}\) is used for training and evaluation. Two different matching strategies have been tested, UI and GI. The \(\alpha\) was changed from 0 to 1 in 0.1 increments. The matching strategy is trained on the training data. After training, \(\alpha\) is set to a specific value. After setting \(\alpha\) the evaluation takes place using the set value for \(\alpha\). The results shown in Figure 4.3 indicate the performance of different \(\alpha\) values on the testing data. Using Figure 4.3 as a reference two values for \(\alpha\) are chosen. \(\alpha = 0.6\) is chosen for the MEC ranking strategy and \(\alpha = 0.7\) is chosen for the US strategy.

---
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4.2.5 Selecting candidates

To be able to route the question, a selection of candidates has to be made. To achieve this for each result produced by a QR strategy the QR system picks the top 5 best ranked candidates.

Five is used because it is a realistic number to use. Most questions have 5 answers or less, thus 5 candidate answerers should be enough to find the right user that is able to answer the question. Another value could have been chosen as well, like the average number of answers per question as shown in Table 4.2. Using the average number of answers would most likely result in a better precision. Recommending 5 users when there are only 2 actual users allows a maximum precision of $\frac{2}{5}$, while recommending 2 users would allow for a maximum precision of $\frac{2}{2}$. Thus using the average number of answers would increase the precision, but in practice betting on only two to three users may be on the risky side. It is not guaranteed that users that are used in the routing are actually active.

4.3 Experimental Results

The experiments begin with setting a baseline in Section 4.3.1. To achieve this all different matching strategies are evaluated for the performance. The performance is provided as NDCG@5, but other measures have been taken as well. For those values see Table 4.5.

The different matching strategies are evaluated on set $\mathcal{B}$ and for a 12/12 intensity. In Section 4.3.2 the intensity is varied over four different levels.

The ranking is applied in Section 4.3.3 for all different intensities and for all content-based matching strategies. Section 4.3.3 therefore shows how the different

Figure 4.3: Performance for different $\alpha$’s. The score shown is the NDCG.
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Figure 4.4: Results for NDCG for a 12/12 intensity for a six month period, set B. All content-based strategies perform an order of magnitude better than the AA approach and which in turn performs an order of magnitude better than the Random approach. The performance of content-based strategies are very close in this setting.

expertise measures affect the performance of the baseline strategies.

In the last section the results are discussed. The discussion section includes a critical review on the results and an analysis on what may invalidate the results.

4.3.1 Baseline strategies

The baseline strategies used exist of strategies which do not incorporate user expertise. The performance of these strategies is used as a baseline performance indicator.

The first approach is to create a baseline for the 12/12 intensity. This baseline will show which strategies are viable and which are not. The 12/12 intensity is chosen because it is expected that all strategies will perform best on the 12/12 intensity set. The idea behind this is that there is more information per users as well as fewer users in general. This creates a greater opportunity for getting the right user to the right question.

The set used for evaluation is set B, which is the largest set. This set has more participating users and more questions and would therefore be a more realistic example than set A.

Figure 4.4 shows the performance of the baseline approaches. From the figure it can be read that AI performs best. This is rather unexpected as this is one of the most simple approaches. However for a high intensity it is more likely that looking at the number of answers given might be a good indication of who has answered a question.

The RA strategy performs the worst, the results are two orders of magnitude worse than the rest. This is an indication that the extra information used in the content-based strategies increases their performance. Second-to-last is the AA strategy. This strategy
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performs an order of magnitude better than the Ra strategy, but is still an order of magnitude worse than the content-based strategies.

However the results of AA are interesting, as this strategy performs much better than random, but only recommends the top 5 most answering unique users for every question. This results in only 5 users for all questions in the test set, while the Ra routes questions to all users in the test set. It could be argued that AA actually performs worse than Ra, because it is very unlikely that those 5 users will have time to answer all questions routed to them.

The remaining four strategies, which are all content-based, are very close together in terms of performance. It is interesting to see that UI outperforms the SI slightly. It would be expected that the UI which has less knowledge on the user than the SI, which is based on both UI and GI, would perform the worst of the two. While the actual cause is unclear, it is possible that there is too much noise in the GI part of the SI which reduces the performance.

Another issue may be that the SI is more sensitive for the number of answers a user has provided. This would help get it a higher performance in the higher intensity datasets.

To test if the performance of SI falls as well as that of AI the strategy is evaluated on datasets of different intensities. The other strategies are evaluated as well to see if their relative performance increase. The AA and Ra are not considered, as those strategies are not viable options.

### 4.3.2 Performance change over Intensity

Changing the intensity from a high to a lower level brings the filtered set closer to the reality. Changing the intensity increases the number of users in the set but decreases the information available for those users. How the number of users, questions and other values are affected is shown in Table 4.2.

The performance on the different intensity levels of the content-based strategies can be seen in Figure 4.5. There is a significant drop from 12/12 intensity to the next level of intensity. This may be caused by the reduced amount of information available per user. With an intensity of 12/7 candidates may have answered 6 times in the testing part, but only once in the training part. This users’ profile thus exists of just the information of one question.

However dropping the intensity to lower values drastically increases the number of candidates available. This may also contribute to the reduced performance seen in the figure. As the number of candidates increases, the performance of all strategies decreases. It is harder to find the right answerers from all candidates.

It is interesting that AI is again the best performer, moreover its decrease in performance is smaller than all other approaches. The gap between the performance of AI and the other three approaches grows larger.

The lower decline can be explained by the fact that AI always picks the most answering users. If there are more users, which is the case when the intensity decreases, the users that have answered the most questions are still the same users. If the number of questions does not drastically increase the performance is likely to only slightly reduce.
For AI this has probably happened. Initially about 900 unique candidates are chosen in the 12/12 set, for the 7/12 set about 2000 unique candidates are chosen and for the 4/6 and 2/2 have about 2100 and 2200 chosen candidates. Table 4.2 shows that the increase in questions is rather small.

In contrast, the three other content-based strategies do consider new users when available. Their information is gathered and stored. Since these strategies are less sensitive for the number of answers a user has provided their suggestions are more likely to be different if there are more candidates.

Another interesting observation is that the UI and SI perform about equally well, but when the intensity is lowest at 2/2 the SI performance is slightly better than the performance of UI.

This is what initially was expected. The GI has a broad focus and was expected to route question based on their formulation/type more than content. The UI has a very narrow topical focus and thus routes questions to users on topic, but disregarding the specific type of question. Combining both UI and GI into SI was expected to use the best from both worlds. The results show that this happens when the dataset best represents the reality. It is interesting is that GI and UI both have a similar performance on on 2/2 intensity set. However SI increases in performance and outperforms both GI and UI on which it is based.

### 4.3.3 Performance Increase on Expertise

The performance of the different strategies are actually very different for each intensity level. To see if expertise can stabilize the performance, different intensity levels are used for the different combinations of matching and ranking strategies.

---

**Figure 4.5: The performance on NDCG@5 for the content-based matching strategies.**

The results show the performance on different intensities for set B. The number of candidates is shown to provide a reference on how the data changes with each intensity.
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![Figure 4.6: Performance of different expertise ranking strategies. The labels indicate the different combinations. The first part indicates the matching strategy from Table 4.3 and the part after the + sign indicates the ranking strategy from Table 4.4.](image)

In Figure 4.6 there are four different sub-figures, one figure for each matching strategy. Each sub-figure shows the results of all ranking strategies for a single matching strategy.

From the results it can be read that adding MEC always increases the performance of the routing strategy used for the 2/2 intensity set. However the increase in performance on the entire spectrum of intensity is only true for the UI strategy. For the other approaches the MEC makes the strategy perform worse on the 12/12 intensity and perform similar on the 12/7 intensity.

The consistent increase of performance for MEC in the UI may be explained by the tuning of the \( \alpha \) in the MEC strategy. The \( \alpha \) is empirically set after an evaluation of different \( \alpha \)s on a set \( A \) with a 12/12 intensity. The strategy used for this evaluation was UI, thus the \( \alpha \) may be optimized for UI. It must be noted that finding the \( \alpha \) was done on the \( A \) set, but the results shown here are gathered on the \( B \) set. Thus the data used for evaluation is not the same as the data used for finding a good \( \alpha \) value.

The decrease in performance of the other three approaches may be explained by this same phenomena. It may be the case that their best performing \( \alpha \) on 12/12 is very different between the different strategies. The general increase in performance for all matching strategies with MEC on the 2/2 intensity level may be due to a decreased difference in optimal \( \alpha \) values.

MEC does reduce the rate of decline of performance for both the GI and SI strategies. It is unclear why the MEC seems to stabilize the performance. The stabilization does not happen for the UI for which the decline rate follows the decline rate of the non-ranking routing strategy closely.

Learning to rank unexpectedly performs much worse than the baseline approach. This is unexpected because this approach uses more user features and learns which
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Figure 4.7: The performance of MEC compared to the best performing baseline.

features are important and which features are not.

However there may be an issue in the learning part. Even though there are many question answer pairs to learn from, a significant part of the questions have only one answer. For those there is nothing to learn, there is no comparing a ranked list. There are also quite some question with two or thee answers, but those may not provide enough consistency for the algorithm to learn.

The US performs just below the baseline except for UI, which increases the performance of the baseline. It is likely that only UI benefits from US because α has been selected using UI.

The strategies that perform best on the 2/2 set are shown in Figure 4.7. This figure shows that on the 2/2 set the AI performs the best on NDCG@5. Actually from Table 4.5 it can be seen that AI not only performs best on NDCG@5, but on all other measures as well.

Figure 4.8 shows the two dimensions that are varied during testing. The different strategies are ordered based on their performance on the 12/12 intensity set. The results shown are created on the B set. From this figure it can be seen that reducing the intensity also reduces the performance of every routing strategy.
Figure 4.8: The two dimensions of testing in a single figure
### Table 4.5: Experiment results for different routing strategies. The results shown are for the B set and for a 2/2 intensity. The values in percentage indicate the increase in score with respect to the respective baseline approach. The bold indicate the highest score for a specific measure.

<table>
<thead>
<tr>
<th>Name</th>
<th>Ranker</th>
<th>P@5</th>
<th>%</th>
<th>R@5</th>
<th>%</th>
<th>F1-Score@5</th>
<th>%</th>
<th>NDCG@5</th>
<th>%</th>
<th>MAP@5</th>
<th>%</th>
<th>MRR@1</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra</td>
<td>—</td>
<td>2.52·10⁻⁰⁵</td>
<td>4.41·10⁻⁰⁵</td>
<td>3.06·10⁻⁰⁵</td>
<td>8.17·10⁻⁰⁶</td>
<td>1.21·10⁻⁰⁵</td>
<td>0.21·10⁻⁰⁶</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA</td>
<td>—</td>
<td>2.92·10⁻⁰³</td>
<td>1.09·10⁻⁰²</td>
<td>4.43·10⁻⁰³</td>
<td>7.83·10⁻⁰³</td>
<td>5.55·10⁻⁰³</td>
<td>3.98·10⁻⁰³</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI</td>
<td>—</td>
<td>3.34·10⁻⁰²</td>
<td>1.23·10⁻⁰¹</td>
<td>5.06·10⁻⁰²</td>
<td>9.33·10⁻⁰²</td>
<td>7.64·10⁻⁰²</td>
<td>5.93·10⁻⁰²</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GI</td>
<td>—</td>
<td>1.44·10⁻⁰²</td>
<td>5.53·10⁻⁰²</td>
<td>2.21·10⁻⁰²</td>
<td>3.82·10⁻⁰²</td>
<td>3.09·10⁻⁰²</td>
<td>1.97·10⁻⁰²</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UI</td>
<td>—</td>
<td>1.49·10⁻⁰²</td>
<td>6.00·10⁻⁰²</td>
<td>2.33·10⁻⁰²</td>
<td>4.02·10⁻⁰²</td>
<td>3.24·10⁻⁰²</td>
<td>1.93·10⁻⁰²</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td>—</td>
<td>1.80·10⁻⁰²</td>
<td>6.84·10⁻⁰²</td>
<td>2.75·10⁻⁰²</td>
<td>4.85·10⁻⁰²</td>
<td>3.93·10⁻⁰²</td>
<td>2.68·10⁻⁰²</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GI</td>
<td>MEC</td>
<td>2.26·10⁻⁰²</td>
<td>7.50·10⁻⁰²</td>
<td>36</td>
<td>3.31·10⁻⁰²</td>
<td>50</td>
<td>5.95·10⁻⁰²</td>
<td>56</td>
<td>3.98·10⁻⁰²</td>
<td>29</td>
<td>3.07·10⁻⁰²</td>
<td>56</td>
<td></td>
</tr>
<tr>
<td>UI</td>
<td>MEC</td>
<td>3.09·10⁻⁰²</td>
<td>107</td>
<td>1.08·10⁻⁰¹</td>
<td>80</td>
<td>4.61·10⁻⁰²</td>
<td>98</td>
<td>8.30·10⁻⁰²</td>
<td>106</td>
<td>6.14·10⁻⁰²</td>
<td>90</td>
<td>4.60·10⁻⁰²</td>
<td>138</td>
</tr>
<tr>
<td>SI</td>
<td>MEC</td>
<td>2.73·10⁻⁰²</td>
<td>52</td>
<td>9.18·10⁻⁰²</td>
<td>34</td>
<td>4.02·10⁻⁰²</td>
<td>46</td>
<td>7.32·10⁻⁰²</td>
<td>51</td>
<td>5.11·10⁻⁰²</td>
<td>30</td>
<td>4.07·10⁻⁰²</td>
<td>52</td>
</tr>
<tr>
<td>GI</td>
<td>Learn</td>
<td>1.06·10⁻⁰²</td>
<td>-26</td>
<td>2.79·10⁻⁰²</td>
<td>-50</td>
<td>1.45·10⁻⁰²</td>
<td>-34</td>
<td>2.77·10⁻⁰²</td>
<td>-28</td>
<td>1.43·10⁻⁰²</td>
<td>-54</td>
<td>1.63·10⁻⁰²</td>
<td>-17</td>
</tr>
<tr>
<td>UI</td>
<td>Learn</td>
<td>1.19·10⁻⁰²</td>
<td>-26</td>
<td>2.87·10⁻⁰²</td>
<td>-52</td>
<td>1.50·10⁻⁰²</td>
<td>-36</td>
<td>2.79·10⁻⁰²</td>
<td>-31</td>
<td>1.45·10⁻⁰²</td>
<td>-55</td>
<td>1.53·10⁻⁰²</td>
<td>-21</td>
</tr>
<tr>
<td>SI</td>
<td>Learn</td>
<td>1.14·10⁻⁰²</td>
<td>-36</td>
<td>3.05·10⁻⁰²</td>
<td>-55</td>
<td>1.57·10⁻⁰²</td>
<td>-43</td>
<td>2.91·10⁻⁰²</td>
<td>-40</td>
<td>1.54·10⁻⁰²</td>
<td>-61</td>
<td>1.51·10⁻⁰²</td>
<td>-44</td>
</tr>
<tr>
<td>GI</td>
<td>US</td>
<td>1.26·10⁻⁰²</td>
<td>-13</td>
<td>4.78·10⁻⁰²</td>
<td>-14</td>
<td>1.92·10⁻⁰²</td>
<td>-13</td>
<td>3.33·10⁻⁰²</td>
<td>-13</td>
<td>2.58·10⁻⁰²</td>
<td>-17</td>
<td>1.64·10⁻⁰²</td>
<td>-17</td>
</tr>
<tr>
<td>UI</td>
<td>US</td>
<td>1.95·10⁻⁰²</td>
<td>31</td>
<td>7.51·10⁻⁰²</td>
<td>25</td>
<td>3.00·10⁻⁰²</td>
<td>29</td>
<td>5.27·10⁻⁰²</td>
<td>31</td>
<td>4.27·10⁻⁰²</td>
<td>32</td>
<td>2.86·10⁻⁰²</td>
<td>48</td>
</tr>
<tr>
<td>SI</td>
<td>US</td>
<td>1.63·10⁻⁰²</td>
<td>-9</td>
<td>6.25·10⁻⁰²</td>
<td>-9</td>
<td>2.51·10⁻⁰²</td>
<td>-9</td>
<td>4.51·10⁻⁰²</td>
<td>-7</td>
<td>3.57·10⁻⁰²</td>
<td>-9</td>
<td>2.44·10⁻⁰²</td>
<td>-9</td>
</tr>
</tbody>
</table>
4.4 Discussion

This subsection discusses 1) some interesting observations that are obtained from experiments, and 2) the generalizability of the experimental results.

4.4.1 Insights from the Experiments

Different configurations of QR systems have been evaluated, both with and without expertise. The results of the experiments show that incorporating expertise into Question Routing can increase the performance of a Question Routing system. Of the three approaches evaluated MEC proved to increase the performance on Question Routing systems most consistently. On all different baseline approaches MEC improved the performance significantly on the 2/2 intensity set.

However other approaches were tested too, which were not as successful as MEC. User Score proved to increase performance only on a single baseline, for which it was specifically trained. Learning to rank performed the worst of all used techniques, even though it had more information available.

These results indicate that care should be taken when selecting an expertise measure. Not all measures improve the performance of the QR strategy.

Spread of routing  The results have shown that MEC is a useful feature to use in QR systems. MEC consistently improved the performance of the baseline strategy. For three out of the four intensity levels evaluated, SI+MEC outperformed any other tested Question Routing system. Only on the 2/2 intensity level MEC performed just below the AI baseline. However on closer inspection an interesting observation can be made. The AI baseline has routed fewer unique users to the questions when compared to SI+MEC. For example on the 2/2 intensity set, AI routes about 14,000 questions to just 2648 users, while SI+MEC routes the same 14,000 questions to 13,430 users. So SI+MEC spreads the questions on a more diverse set of users that can contribute to the knowledge in the system. Even with the increase of the number of unique users, SI+MEC performs similar to AI.

Learning to Rank  Learning to Rank performs far below the baseline, which is unexpected. The Learning to Rank ranker strategy was expected to perform the best of all ranker strategies thanks to the extra expertise information available.

However the training set of the Learn strategy contained only a small percentage of questions answer sets larger than 3. This means that most of the rankings provided to learn from, where either just 1 answer, 2 answers or 3 answers. These short lists may not contain enough information for Learn to learn from.

Intensity  Different levels of intensity have been used for the evaluation of Question Routing systems. From the results a trend is visible, the higher the level of intensity the better the performance is for a Question Routing strategy.

The consistency of the performance of the different configurations of Question Routing systems on the different levels of intensity is not similar. Specifically MEC helps to stabilize the performance of the underlying matching strategy. For a 12/12
intensity, which is an easier routing environment MEC is useful, but in a harder environment such as with a 2/2 intensity the MEC becomes more useful and increases the overall performance of the Question Routing system.

**Tags** From the results it is clear that tag based approaches perform very well. Only MEC, which is a tag based measure, could increase the performance of the different matching strategies. The cause of this may be found in the fact that the easiest way as users to find a question, is by looking at the tags of a question. The homepage of Stack Overflow for a logged in user shows ‘interesting’ questions, which have been selected “based on your history and tag preference”.

### 4.4.2 Threat to validity

Although care has been taken to do valid experiments, some decisions and assumptions are made that may provide a threat to the validity of the results. This section will list the different threats that have been identified.

**Intensity** The intensity filter has a two way effect. The first effect is preventing the cold start by assuring that a user has answered in the training set. The second effect is to remove users from the candidate list that have not provided an answer in the testing set. Filtering these users reduces the number of false positives. This may have an effect on the results which would be higher than if all users with a user profile were considered.

**Verification** An offline verification method was used. The assumption was made that users that have answered a question, are actual experts for this particular question. However this does not have to be true. This may introduce false positives in the dataset.

The other way around is probably even worse, not all experts for the question will have answered the question. Once the question has been answered, other experts will leave it be. Therefore the QR system may route a question to a user that would have answered, but did not because an answer was already given.

**Dataset** Although the dataset has been thoroughly analyzed to verify that it represents the actual data, it still is a rather small set compared to the full data. This may skew the results that are created on this subset.

The dataset is also a single domain from a single source. Generalizing for a different domain may not be applicable, because programming is a rather specific domain.
Chapter 5

Conclusions and Future Work

This chapter gives an overview of the project’s contributions and gives suggestions for future work.

5.1 Conclusions

RQ1 How to measure expertise?

To answer this question a literature review was done. The literature showed that there are a number of expertise measures that exist. However most of the metrics used in literature are correlated to the number of answers a user has provided. This has been proven not to be a good indication of expertise. One measure was found that did not correlate to the number of answer given, the Mean Expertise Contribution (MEC). Other measures have been found that are used quite often are both z-score and user score.

RQ2 How to incorporate expertise in Question Routing?

To answer this question, a reference process was developed. This reference process exists of a three stage process that creates a Question Routing system. The first stage is data preparation, where features are extracted from the data. The second stage is matching users with questions, based on their preferences. The third stage uses the matching score and an expertise value to provide a final ranking for the users. Thus expertise was incorporated in the third stage. Setting up a Question Routing system using the reference process allows for an easier change in the used feature for expertise, while keeping the rest of the system stable.

RQ3 How to evaluate Question Routing systems

This question was answered by doing literature review. Since Question Routing systems have their foundation in Recommendation Systems, it was very likely that the same measures for evaluation could be used. All measures used for Recommendation System are applicable for Question Routing systems, however some pitfalls have been uncovered. The measures of precision and MRR are both rather sensitive the size of the ground truth. This has as a result that the precision of Question Routing systems...
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are much lower than can be expected from a Recommendation system. However other values such as NDCG and MAP are not sensitive to the size of the ground truth, thus provide similar values.

RQ4 How does expertise influence Question Routing systems?

An extensive evaluation of different configurations of Question Routing systems was done to answer this question. It was found that expertise has different effects on different Question Routing systems. The best performing expertise measure, MEC, improved the performance on NDCG of a Question Routing strategy with about 100% on the most realistic dataset. However other measures of expertise did not increase the performance of the Question Routing systems. User score decreased the performance about 10%, while a Learning to Rank approached decreased the performance up to 60%.

5.2 Discussion/Reflection

A reference process to create a Question Routing system was introduced. This reference process allowed to easily create different Question Routing system, based on different building blocks. One of these blocks was ranking the users. For this different implementations that use user expertise have been created an evaluated.

For measuring the performance of Question Routing systems care should be taken when choosing the metric to use. It was shown that due to the specific problem of Question Routing precision and MRR may not perform as well they would in other fields.

The results of the evaluation were interesting. The ranking strategy that performed the best was the MEC strategy. The maximum performance increase for the MEC strategy was 100% for the NDCG measure, while the other strategies reduced the performance.

Because of these varying results it can be concluded that user expertise can increase the performance of Question Routing systems, however care must be taken to pick the right measure for expertise. Picking the wrong measure may reduce the performance of the Question Routing system.

Different values for intensity were used to see how it effects the performance of Question Routing strategies. It has been shown that if there is more information available per user, the performance of the Question Routing strategy increases. However when intensity values increased the amount of information per users, it decreased the number of candidates as well.

5.3 Future work

The results of this work have been gathered on a single platform on a single dataset and on a single domain. In order to be able to claim generalization of the achieved results a different dataset has to be used. Stack Exchange provides dumps of all of their sites, which have the same features as Stack Overflow, but operate on different domains. This data can be used to verify that the results are cross domain. Data of a different Community Question and Answering Platform can be gathered to verify that the results will be similar to the results in this work.
This work introduces expertise for question routing. Users are routed based on their preference match with the question and their expertise. However there is no matching of question difficulty with the expertise of the user. To further improve the results of Question Routing systems question difficulty could be incorporated. An example on how this could be done is calculating the expertise of the question asker and comparing this with the expertise of the candidates.

There is quite some work done on evaluating the performance of different Question Routing systems, however there is little work done on how to properly evaluate the performance of such a system. From the results in this thesis it is clear that getting a good score is not the only performance metric that should be considered. The number of users that are selected to answer a question is important as well, I.E. the spread of the selected users. Future work could investigate which other measures of performance should be considered and how they can be used to evaluate the performance of a Question Routing system.

Finally a user study could be done to verify the performance reported in this work. Currently the actual answerers have been used as a ground truth, but they may not be a good indication of the real ground truth. Many users could have answered the question, however they did not because the question has already been answered. A user study would show how good the results of offline verification by comparing the user study with the offline verification results.


Appendix A

Glossary

In this appendix an overview is given of frequently used terms and abbreviations.

A.1 Terms

user model  A model that is used in the Question Routing system to create a user profile.

user profile  The profile created by the Question Routing system for a specific user, based on the user model.

user properties  Properties that a user has independent of a recommendation system.

question model  A model that is used in the Question Routing system create a question profile.

question profile  The profile created by the Question Routing system for a specific user, based on the question model.

question properties  Properties that a question has independent of a recommendation system.

candidates  Users that the Question Routing system can pick to route a question to.

selected candidates  Users that the Question Routing system has picked and routes the question to.

A.2 Abbreviations

MEC  Mean Expertise Contribution [24]

US  User Score — A score given to or earned by a user on a Collaborative Question and Answering platform

CQA  Collaborative Question and Answering platform

QR  Question Routing
A.2 Abbreviations

**CBF** Content-Based Filtering

**CF** Collaborative Filtering
### Tables

<table>
<thead>
<tr>
<th>Structural property</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body length</td>
<td>The character length of the body.</td>
</tr>
<tr>
<td>Title length</td>
<td>The character length of the title.</td>
</tr>
<tr>
<td>Body word count</td>
<td>The number of white space separated tokens in the body string. Excluding HTML tags.</td>
</tr>
<tr>
<td>Title word count</td>
<td>The number of white space separated tokens in the title string. Excluding HTML tags.</td>
</tr>
<tr>
<td>URLs</td>
<td>The number of URLs used in the question.</td>
</tr>
<tr>
<td>Distinct words</td>
<td>The number of distinct words, another measure of length of the question.</td>
</tr>
<tr>
<td>Asker</td>
<td>The user id or name of the user that asked the question.</td>
</tr>
</tbody>
</table>

Table B.1: The different types of **STATIC statistics of a question** that are obtained before a question is posted.
<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total score</td>
<td>The total appreciation score given by readers.</td>
</tr>
<tr>
<td>Total answer count</td>
<td>The total number of answers given to a question.</td>
</tr>
<tr>
<td>Total comment count</td>
<td>The total number of comments given to a question.</td>
</tr>
<tr>
<td>Accepted answer</td>
<td>If answers can be accepted by the asker of the question, this indicates if there exists an accepted answer.</td>
</tr>
<tr>
<td>Total number of views</td>
<td>The total number of times this question has been viewed.</td>
</tr>
<tr>
<td>Time to answer</td>
<td>The time it took before the first answer was provided for this question.</td>
</tr>
<tr>
<td>Time to accept</td>
<td>The time it took before the accepted answer was provided for this question. Only if there is an accepted answer.</td>
</tr>
<tr>
<td>Answerers</td>
<td>The distinct list of users that provided an answer of the question.</td>
</tr>
<tr>
<td>Total number of edits</td>
<td>The total number of edits a question has received.</td>
</tr>
</tbody>
</table>

Table B.2: **The different types of DYNAMIC statistics of a question that are obtained after a question is posted.**

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of answers</td>
<td>The total number of answer given.</td>
</tr>
<tr>
<td>Number of questions</td>
<td>The total number of questions asked</td>
</tr>
<tr>
<td>Answer / Question ratio</td>
<td>The ratio of the number of answers given compared to the total number of posts done. A ratio of 1 means an only answers.</td>
</tr>
<tr>
<td>Score per answer</td>
<td>The total score of a user divided by the total answers</td>
</tr>
<tr>
<td>Score per post</td>
<td>The total score of a user divided by the questions answers and comments</td>
</tr>
<tr>
<td>Score per month</td>
<td>The average score per month</td>
</tr>
<tr>
<td>Expertise level</td>
<td>An indicator for the level of expertise</td>
</tr>
</tbody>
</table>

Table B.3: **The different statistics of a user. The statistics are chosen to reflect user interaction with the Question and Answering system.**
### Tables

<table>
<thead>
<tr>
<th>Set A</th>
<th>Candidates</th>
<th>Training</th>
<th>Testing</th>
<th>Unique answerers in evaluated set (Mean)</th>
<th>Questions Evaluated</th>
</tr>
</thead>
<tbody>
<tr>
<td>12/12</td>
<td>1054</td>
<td>62183</td>
<td>61889</td>
<td>9338</td>
<td>12386</td>
</tr>
<tr>
<td>7/12</td>
<td>6515</td>
<td>117196</td>
<td>123439</td>
<td>15530</td>
<td>23439</td>
</tr>
<tr>
<td>4/6</td>
<td>11586</td>
<td>130387</td>
<td>139414</td>
<td>17516</td>
<td>26077</td>
</tr>
<tr>
<td>2/2</td>
<td>25263</td>
<td>144529</td>
<td>155475</td>
<td>20062</td>
<td>28906</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Set B</th>
<th>Candidates</th>
<th>Training</th>
<th>Testing</th>
<th>Unique answerers in evaluated set (Mean)</th>
<th>Questions Evaluated</th>
</tr>
</thead>
<tbody>
<tr>
<td>12/12</td>
<td>1669</td>
<td>137732</td>
<td>124302</td>
<td>6220</td>
<td>6212</td>
</tr>
<tr>
<td>7/12</td>
<td>10481</td>
<td>257873</td>
<td>252467</td>
<td>12630</td>
<td>12625</td>
</tr>
<tr>
<td>4/6</td>
<td>19007</td>
<td>285609</td>
<td>283132</td>
<td>14160</td>
<td>14163</td>
</tr>
<tr>
<td>2/2</td>
<td>42967</td>
<td>315929</td>
<td>317282</td>
<td>15806</td>
<td>15796</td>
</tr>
</tbody>
</table>

**Table B.4: User and Question statistics on the filtered datasets including evaluation count**

The fact that the number of candidates can be higher than the unique answerers is due to the size of the evaluated question set. Not all candidates may have provided an answer to a question in the evaluation set.

### Initial

```html
<p>How I can read <code>DWORD</code> registry value in 64 bit machine?</p>
```

<table>
<thead>
<tr>
<th>Action</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Strip all HTML tags from the text.</td>
<td>How I can read DWORD registry value in 64 bit machine?</td>
</tr>
<tr>
<td>2 Strip all non alphanumeric characters.</td>
<td>How I can read DWORD registry value in 64 bit machine</td>
</tr>
<tr>
<td>3 Lowercase all words.</td>
<td>how i can read dword registry value in 64 bit machine</td>
</tr>
<tr>
<td>4 Consider words separated by a space</td>
<td>how i can read dword registry value in 64 bit machine</td>
</tr>
<tr>
<td>5 Remove all stopwords.</td>
<td>read dword registry value 64 bit machine</td>
</tr>
<tr>
<td>6 Stem all words with the Porter stemming algorithm [19].</td>
<td>read dword registri valu 64 bit machin</td>
</tr>
<tr>
<td>All words shorter than 2 letters and all pure numbers are removed</td>
<td>read dword registri valu bit machin</td>
</tr>
</tbody>
</table>

**Table B.5: The stages for per question processing.** After this process all words in the corpus are counted and words that only occur once or twice are removed as well.
Appendix C

Results for set $\mathcal{A}$

![Graph showing performance for different $\alpha$'s. The score shown is the MAP.](image)

Figure C.1: Performance for different $\alpha$'s. The score shown is the MAP.
Figure C.2: Results for NDCG for a 12/12 intensity for a three month period, set A. All content-based strategies perform an order of magnitude better than the AA approach and which in turn performs order of magnitude better than the Random approach. The performance of content-based strategies are very close in this setting.

Figure C.3: The performance on NDCG@5 for the content-based matching strategies, set A. The results show the performance on different intensities for set A. The number of candidates is shown to provide a reference on how the data changes with each intensity.
Results for set $A$

Figure C.4: Performance of different expertise ranking strategies, set $A$. The labels indicate the different combinations. The first part indicates the matching strategy from Table 4.3 and the part after the $+$ sign indicates the ranking strategy from Table 4.4.

Figure C.5: The performance of MEC compared to the best performing baseline, set $A$.
Figure C.6: The two dimensions of testing in a single figure, set A
<table>
<thead>
<tr>
<th>Type</th>
<th>Reranker</th>
<th>P@5</th>
<th>%</th>
<th>R@5</th>
<th>%</th>
<th>F1@5</th>
<th>%</th>
<th>NDCG@5</th>
<th>%</th>
<th>MAP@5</th>
<th>%</th>
<th>MRR@1</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra</td>
<td>—</td>
<td>1.13·10⁻⁰³</td>
<td>4.60·10⁻⁰³</td>
<td>1.78·10⁻⁰³</td>
<td>2.94·10⁻⁰³</td>
<td>2.18·10⁻⁰³</td>
<td>1.25·10⁻⁰³</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA</td>
<td>—</td>
<td>8.64·10⁻⁰³</td>
<td>3.60·10⁻⁰²</td>
<td>1.36·10⁻⁰²</td>
<td>2.53·10⁻⁰²</td>
<td>2.06·10⁻⁰²</td>
<td>1.37·10⁻⁰²</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI</td>
<td>—</td>
<td>7.75·10⁻⁰²</td>
<td>3.42·10⁻⁰¹</td>
<td>1.24·10⁻⁰¹</td>
<td>2.52·10⁻⁰¹</td>
<td>2.20·10⁻⁰¹</td>
<td>1.56·10⁻⁰¹</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GI</td>
<td>—</td>
<td>6.48·10⁻⁰²</td>
<td>2.87·10⁻⁰¹</td>
<td>1.04·10⁻⁰¹</td>
<td>2.10·10⁻⁰¹</td>
<td>1.83·10⁻⁰¹</td>
<td>1.27·10⁻⁰¹</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UI</td>
<td>—</td>
<td>7.58·10⁻⁰²</td>
<td>3.36·10⁻⁰¹</td>
<td>1.22·10⁻⁰¹</td>
<td>2.46·10⁻⁰¹</td>
<td>2.15·10⁻⁰¹</td>
<td>1.48·10⁻⁰¹</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td>—</td>
<td>7.43·10⁻⁰²</td>
<td>3.29·10⁻⁰¹</td>
<td>1.19·10⁻⁰¹</td>
<td>2.39·10⁻⁰¹</td>
<td>2.08·10⁻⁰¹</td>
<td>1.43·10⁻⁰¹</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GI</td>
<td>MEC</td>
<td>5.60·10⁻⁰²</td>
<td>-14</td>
<td>2.45·10⁻⁰¹</td>
<td>-15</td>
<td>8.97·10⁻⁰¹</td>
<td>-14</td>
<td>1.70·10⁻⁰¹</td>
<td>-19</td>
<td>1.35·10⁻⁰¹</td>
<td>-26</td>
<td>8.44·10⁻⁰²</td>
<td>-34</td>
</tr>
<tr>
<td>UI</td>
<td>MEC</td>
<td>9.08·10⁻⁰²</td>
<td>20</td>
<td>3.95·10⁻⁰¹</td>
<td>18</td>
<td>1.45·10⁻⁰¹</td>
<td>19</td>
<td>2.99·10⁻⁰¹</td>
<td>22</td>
<td>2.56·10⁻⁰¹</td>
<td>19</td>
<td>1.89·10⁻⁰¹</td>
<td>28</td>
</tr>
<tr>
<td>SI</td>
<td>MEC</td>
<td>6.19·10⁻⁰²</td>
<td>-17</td>
<td>2.73·10⁻⁰¹</td>
<td>-17</td>
<td>9.94·10⁻⁰²</td>
<td>-16</td>
<td>1.91·10⁻⁰¹</td>
<td>-20</td>
<td>1.52·10⁻⁰¹</td>
<td>-27</td>
<td>9.59·10⁻⁰²</td>
<td>-33</td>
</tr>
<tr>
<td>UI</td>
<td>US</td>
<td>7.20·10⁻⁰²</td>
<td>11</td>
<td>3.20·10⁻⁰¹</td>
<td>11</td>
<td>1.16·10⁻⁰¹</td>
<td>12</td>
<td>2.37·10⁻⁰¹</td>
<td>13</td>
<td>2.07·10⁻⁰¹</td>
<td>13</td>
<td>1.47·10⁻⁰¹</td>
<td>16</td>
</tr>
<tr>
<td>GI</td>
<td>US</td>
<td>3.02·10⁻⁰²</td>
<td>-60</td>
<td>1.36·10⁻⁰¹</td>
<td>-60</td>
<td>4.87·10⁻⁰²</td>
<td>-60</td>
<td>9.31·10⁻⁰²</td>
<td>-62</td>
<td>7.67·10⁻⁰²</td>
<td>-64</td>
<td>4.70·10⁻⁰²</td>
<td>-68</td>
</tr>
<tr>
<td>SI</td>
<td>US</td>
<td>3.53·10⁻⁰²</td>
<td>-52</td>
<td>1.58·10⁻⁰¹</td>
<td>-52</td>
<td>5.70·10⁻⁰²</td>
<td>-52</td>
<td>1.11·10⁻⁰¹</td>
<td>-54</td>
<td>9.24·10⁻⁰²</td>
<td>-56</td>
<td>5.85·10⁻⁰²</td>
<td>-59</td>
</tr>
<tr>
<td>GI</td>
<td>Learn</td>
<td>3.03·10⁻⁰²</td>
<td>-53</td>
<td>1.29·10⁻⁰¹</td>
<td>-55</td>
<td>4.81·10⁻⁰²</td>
<td>-54</td>
<td>8.75·10⁻⁰²</td>
<td>-58</td>
<td>6.42·10⁻⁰²</td>
<td>-65</td>
<td>3.82·10⁻⁰²</td>
<td>-70</td>
</tr>
<tr>
<td>UI</td>
<td>Learn</td>
<td>2.90·10⁻⁰²</td>
<td>-62</td>
<td>1.22·10⁻⁰¹</td>
<td>-64</td>
<td>4.58·10⁻⁰²</td>
<td>-62</td>
<td>8.35·10⁻⁰²</td>
<td>-66</td>
<td>6.05·10⁻⁰²</td>
<td>-72</td>
<td>3.64·10⁻⁰²</td>
<td>-75</td>
</tr>
<tr>
<td>SI</td>
<td>Learn</td>
<td>3.06·10⁻⁰²</td>
<td>-59</td>
<td>1.31·10⁻⁰¹</td>
<td>-60</td>
<td>4.86·10⁻⁰²</td>
<td>-59</td>
<td>8.97·10⁻⁰²</td>
<td>-62</td>
<td>6.63·10⁻⁰²</td>
<td>-68</td>
<td>4.14·10⁻⁰²</td>
<td>-71</td>
</tr>
</tbody>
</table>

Table C.1: 12/12 Intensity results for set A
<table>
<thead>
<tr>
<th>Type</th>
<th>Reranker</th>
<th>P@5</th>
<th>%</th>
<th>R@5</th>
<th>%</th>
<th>F1@5</th>
<th>%</th>
<th>NDCG@5</th>
<th>%</th>
<th>MAP@5</th>
<th>%</th>
<th>MRR@1</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra</td>
<td>—</td>
<td>2.27·10^{-04}</td>
<td>7.26·10^{-04}</td>
<td>3.27·10^{-04}</td>
<td>4.77·10^{-04}</td>
<td>3.53·10^{-04}</td>
<td>2.57·10^{-04}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA</td>
<td>—</td>
<td>4.40·10^{-03}</td>
<td>1.59·10^{-02}</td>
<td>6.60·10^{-03}</td>
<td>1.21·10^{-02}</td>
<td>9.16·10^{-03}</td>
<td>6.51·10^{-03}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI</td>
<td>—</td>
<td>4.44·10^{-02}</td>
<td>1.72·10^{-01}</td>
<td>6.94·10^{-02}</td>
<td>1.29·10^{-02}</td>
<td>1.07·10^{-01}</td>
<td>7.67·10^{-02}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GI</td>
<td>—</td>
<td>3.33·10^{-02}</td>
<td>1.35·10^{-01}</td>
<td>5.21·10^{-02}</td>
<td>9.59·10^{-02}</td>
<td>8.07·10^{-02}</td>
<td>5.51·10^{-02}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UI</td>
<td>—</td>
<td>4.05·10^{-02}</td>
<td>1.64·10^{-01}</td>
<td>6.32·10^{-02}</td>
<td>1.16·10^{-01}</td>
<td>9.77·10^{-02}</td>
<td>6.56·10^{-02}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td>—</td>
<td>3.88·10^{-02}</td>
<td>1.57·10^{-01}</td>
<td>6.05·10^{-02}</td>
<td>1.10·10^{-01}</td>
<td>9.30·10^{-02}</td>
<td>6.24·10^{-02}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GI</td>
<td>MEC</td>
<td>3.67·10^{-02}</td>
<td>1.36·10^{-01}</td>
<td>5.58·10^{-02}</td>
<td>1.04·10^{-01}</td>
<td>8.79·10^{-02}</td>
<td>-6·10^{-02}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UI</td>
<td>MEC</td>
<td>5.95·10^{-02}</td>
<td>2.27·10^{-01}</td>
<td>9.13·10^{-02}</td>
<td>1.76·10^{-01}</td>
<td>1.41·10^{-01}</td>
<td>4.10·10^{-01}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td>MEC</td>
<td>4.06·10^{-02}</td>
<td>1.51·10^{-01}</td>
<td>6.16·10^{-02}</td>
<td>1.16·10^{-01}</td>
<td>8.62·10^{-02}</td>
<td>-7·10^{-02}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UI</td>
<td>US</td>
<td>4.41·10^{-02}</td>
<td>1.77·10^{-01}</td>
<td>6.88·10^{-02}</td>
<td>1.28·10{-01}</td>
<td>1.08·10^{-01}</td>
<td>3.4·10^{-01}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GI</td>
<td>US</td>
<td>1.92·10^{-02}</td>
<td>7.80·10{-02}</td>
<td>3.00·10^{-02}</td>
<td>5.50·10^{-02}</td>
<td>4.39·10^{-02}</td>
<td>-5.7·10^{-02}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td>US</td>
<td>2.32·10^{-02}</td>
<td>9.43·10{-02}</td>
<td>3.62·10^{-02}</td>
<td>6.59·10^{-02}</td>
<td>5.33·10^{-02}</td>
<td>-4.3·10^{-02}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GI</td>
<td>Learn</td>
<td>1.70·10{-02}</td>
<td>5.51·10{-02}</td>
<td>2.48·10{-02}</td>
<td>4.62·10{-02}</td>
<td>2.82·10{-02}</td>
<td>2.42·10{-02}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UI</td>
<td>Learn</td>
<td>1.73·10{-02}</td>
<td>5.64·10{-02}</td>
<td>2.53·10{-02}</td>
<td>4.70·10{-02}</td>
<td>2.90·10{-02}</td>
<td>2.46·10{-02}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td>Learn</td>
<td>1.82·10{-02}</td>
<td>5.86·10{-02}</td>
<td>2.64·10{-02}</td>
<td>4.93·10{-02}</td>
<td>3.04·10{-02}</td>
<td>2.66·10{-02}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table C.2: 7/12 Intensity results for set $A$
<table>
<thead>
<tr>
<th>Type</th>
<th>Reranker</th>
<th>P@5</th>
<th>R@5</th>
<th>F1@5</th>
<th>NDCG@5</th>
<th>MAP@5</th>
<th>MRR@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra</td>
<td>—</td>
<td>7.89·10⁻⁵</td>
<td>3.01·10⁻⁴</td>
<td>1.18·10⁻⁴</td>
<td>1.55·10⁻⁴</td>
<td>1.09·10⁻⁴</td>
<td>1.79·10⁻⁵</td>
</tr>
<tr>
<td>AA</td>
<td>—</td>
<td>3.87·10⁻³</td>
<td>1.40·10⁻²</td>
<td>5.81·10⁻³</td>
<td>1.05·10⁻²</td>
<td>7.97·10⁻³</td>
<td>5.54·10⁻³</td>
</tr>
<tr>
<td>AI</td>
<td>—</td>
<td>3.98·10⁻²</td>
<td>1.50·10⁻¹</td>
<td>6.08·10⁻²</td>
<td>1.12·10⁻¹</td>
<td>9.26·10⁻²</td>
<td>6.79·10⁻²</td>
</tr>
<tr>
<td>GI</td>
<td>—</td>
<td>2.49·10⁻²</td>
<td>9.94·10⁻²</td>
<td>3.87·10⁻²</td>
<td>6.93·10⁻²</td>
<td>5.74·10⁻²</td>
<td>3.78·10⁻²</td>
</tr>
<tr>
<td>UI</td>
<td>—</td>
<td>2.95·10⁻²</td>
<td>1.18·10⁻¹</td>
<td>4.60·10⁻²</td>
<td>8.20·10⁻²</td>
<td>6.84·10⁻²</td>
<td>4.49·10⁻²</td>
</tr>
<tr>
<td>SI</td>
<td>—</td>
<td>3.06·10⁻²</td>
<td>1.20·10⁻¹</td>
<td>4.73·10⁻²</td>
<td>8.45·10⁻²</td>
<td>7.06·10⁻²</td>
<td>4.74·10⁻²</td>
</tr>
<tr>
<td>GI</td>
<td>MEC</td>
<td>3.21·10⁻²</td>
<td>1.13·10⁻¹</td>
<td>4.79·10⁻²</td>
<td>8.88·10⁻²</td>
<td>6.23·10⁻²</td>
<td>4.87·10⁻²</td>
</tr>
<tr>
<td>UI</td>
<td>MEC</td>
<td>4.88·10⁻²</td>
<td>1.79·10⁻¹</td>
<td>7.39·10⁻²</td>
<td>1.39·10⁻¹</td>
<td>1.09·10⁻¹</td>
<td>8.49·10⁻²</td>
</tr>
<tr>
<td>SI</td>
<td>MEC</td>
<td>3.62·10⁻²</td>
<td>1.29·10⁻¹</td>
<td>5.43·10⁻²</td>
<td>1.00·10⁻¹</td>
<td>7.21·10⁻²</td>
<td>5.52·10⁻²</td>
</tr>
<tr>
<td>GI</td>
<td>US</td>
<td>3.47·10⁻²</td>
<td>1.35·10⁻¹</td>
<td>5.36·10⁻²</td>
<td>9.77·10⁻²</td>
<td>8.13·10⁻²</td>
<td>5.77·10⁻²</td>
</tr>
<tr>
<td>UI</td>
<td>US</td>
<td>1.69·10⁻²</td>
<td>6.66·10⁻²</td>
<td>2.62·10⁻²</td>
<td>4.69·10⁻²</td>
<td>3.69·10⁻²</td>
<td>2.34·10⁻²</td>
</tr>
<tr>
<td>SI</td>
<td>US</td>
<td>2.08·10⁻²</td>
<td>8.19·10⁻²</td>
<td>3.21·10⁻²</td>
<td>5.78·10⁻²</td>
<td>4.62·10⁻²</td>
<td>2.98·10⁻²</td>
</tr>
<tr>
<td>GI</td>
<td>Learn</td>
<td>1.54·10⁻²</td>
<td>4.58·10⁻²</td>
<td>2.19·10⁻²</td>
<td>4.09·10⁻²</td>
<td>2.36·10⁻²</td>
<td>2.24·10⁻²</td>
</tr>
<tr>
<td>UI</td>
<td>Learn</td>
<td>1.54·10⁻²</td>
<td>4.58·10⁻²</td>
<td>2.20·10⁻²</td>
<td>4.07·10⁻²</td>
<td>2.37·10⁻²</td>
<td>2.21·10⁻²</td>
</tr>
<tr>
<td>SI</td>
<td>Learn</td>
<td>1.58·10⁻²</td>
<td>4.79·10⁻²</td>
<td>2.26·10⁻²</td>
<td>4.24·10⁻²</td>
<td>2.49·10⁻²</td>
<td>2.31·10⁻²</td>
</tr>
</tbody>
</table>

Table C.3: 4/6 Intensity results for set A
<table>
<thead>
<tr>
<th>Type</th>
<th>Reranker</th>
<th>P@5</th>
<th>R@5</th>
<th>F1@5</th>
<th>NDCG@5</th>
<th>MAP@5</th>
<th>MRR@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra</td>
<td>—</td>
<td>6.43·10^{-5}</td>
<td>2.30·10^{-4}</td>
<td>9.62·10^{-5}</td>
<td>1.21·10^{-4}</td>
<td>7.17·10^{-5}</td>
<td>3.22·10^{-5}</td>
</tr>
<tr>
<td>AA</td>
<td>—</td>
<td>3.47·10^{-3}</td>
<td>1.19·10^{-2}</td>
<td>5.11·10^{-3}</td>
<td>9.18·10^{-3}</td>
<td>6.66·10^{-3}</td>
<td>4.87·10^{-3}</td>
</tr>
<tr>
<td>AI</td>
<td>—</td>
<td>3.64·10^{-2}</td>
<td>1.31·10^{-1}</td>
<td>5.47·10^{-2}</td>
<td>9.96·10^{-2}</td>
<td>8.20·10^{-2}</td>
<td>6.31·10^{-2}</td>
</tr>
<tr>
<td>GI</td>
<td>—</td>
<td>1.58·10^{-2}</td>
<td>6.10·10^{-2}</td>
<td>2.43·10^{-2}</td>
<td>4.26·10^{-2}</td>
<td>3.46·10^{-2}</td>
<td>2.33·10^{-2}</td>
</tr>
<tr>
<td>UI</td>
<td>—</td>
<td>1.69·10^{-2}</td>
<td>6.67·10^{-2}</td>
<td>2.62·10^{-2}</td>
<td>4.32·10^{-2}</td>
<td>3.41·10^{-2}</td>
<td>1.87·10^{-2}</td>
</tr>
<tr>
<td>SI</td>
<td>—</td>
<td>2.04·10^{-2}</td>
<td>7.90·10^{-2}</td>
<td>3.15·10^{-2}</td>
<td>5.50·10^{-2}</td>
<td>4.54·10^{-2}</td>
<td>3.03·10^{-2}</td>
</tr>
<tr>
<td>GI</td>
<td>MEC</td>
<td>2.78·10^{-2}</td>
<td>9.19·10^{-2}</td>
<td>4.07·10^{-2}</td>
<td>7.51·10^{-2}</td>
<td>5.06·10^{-2}</td>
<td>4.21·10^{-2}</td>
</tr>
<tr>
<td>UI</td>
<td>MEC</td>
<td>3.52·10^{-2}</td>
<td>1.22·10^{-1}</td>
<td>5.24·10^{-2}</td>
<td>9.58·10^{-2}</td>
<td>7.11·10^{-2}</td>
<td>5.61·10^{-2}</td>
</tr>
<tr>
<td>SI</td>
<td>MEC</td>
<td>3.07·10^{-2}</td>
<td>1.04·10^{-1}</td>
<td>4.53·10^{-2}</td>
<td>8.34·10^{-2}</td>
<td>5.77·10^{-2}</td>
<td>4.72·10^{-2}</td>
</tr>
<tr>
<td>UI</td>
<td>US</td>
<td>2.25·10^{-2}</td>
<td>8.63·10^{-2}</td>
<td>3.46·10^{-2}</td>
<td>5.88·10^{-2}</td>
<td>4.68·10^{-2}</td>
<td>2.92·10^{-2}</td>
</tr>
<tr>
<td>GI</td>
<td>US</td>
<td>1.33·10^{-2}</td>
<td>5.04·10^{-2}</td>
<td>2.03·10^{-2}</td>
<td>3.64·10^{-2}</td>
<td>2.84·10^{-2}</td>
<td>1.96·10^{-2}</td>
</tr>
<tr>
<td>SI</td>
<td>US</td>
<td>1.80·10^{-2}</td>
<td>6.88·10^{-2}</td>
<td>2.76·10^{-2}</td>
<td>4.93·10^{-2}</td>
<td>3.91·10^{-2}</td>
<td>2.63·10^{-2}</td>
</tr>
<tr>
<td>GI</td>
<td>Learn</td>
<td>1.40·10^{-2}</td>
<td>3.81·10^{-2}</td>
<td>1.93·10^{-2}</td>
<td>3.65·10^{-2}</td>
<td>1.97·10^{-2}</td>
<td>2.11·10^{-2}</td>
</tr>
<tr>
<td>UI</td>
<td>Learn</td>
<td>1.41·10^{-2}</td>
<td>3.74·10^{-2}</td>
<td>1.94·10^{-2}</td>
<td>3.64·10^{-2}</td>
<td>1.91·10^{-2}</td>
<td>2.02·10^{-2}</td>
</tr>
<tr>
<td>SI</td>
<td>Learn</td>
<td>1.36·10^{-2}</td>
<td>3.69·10^{-2}</td>
<td>1.88·10^{-2}</td>
<td>3.56·10^{-2}</td>
<td>1.91·10^{-2}</td>
<td>2.08·10^{-2}</td>
</tr>
</tbody>
</table>

Table C.4: 2/2 Intensity results for set A
Appendix D

Results for set $B$
Figure D.1: Results for NDCG for a 12/12 intensity for a six month period, set B. All content-based strategies perform an order of magnitude better than the AA approach and which in turn performs and order of magnitude better than the Random approach. The performance of content-based strategies are very close in this setting.

Figure D.2: The performance on NDCG@5 for the content-based matching strategies, set B. The results show the performance on different intensities for set B. The number of candidates is shown to provide a reference on how the data changes with each intensity.
Results for set $B$

Figure D.3: Performance of different expertise ranking strategies, set $B$. The labels indicate the different combinations. The first part indicates the matching strategy from Table 4.3 and the part after the $+$ sign indicates the ranking strategy from Table 4.4.

Figure D.4: The performance of MEC compared to the best performing baseline, set $B$.
Figure D.5: The two dimensions of testing in a single figure, set \( \mathcal{B} \)
<table>
<thead>
<tr>
<th>Type</th>
<th>Reranker</th>
<th>P@5</th>
<th>%</th>
<th>R@5</th>
<th>%</th>
<th>F1@5</th>
<th>%</th>
<th>NDCG@5</th>
<th>%</th>
<th>MAP@5</th>
<th>%</th>
<th>MRR@1</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra</td>
<td>—</td>
<td>7.08·10^{-04}</td>
<td>3.22·10^{-03}</td>
<td>1.15·10^{-03}</td>
<td>1.90·10^{-03}</td>
<td>1.35·10^{-03}</td>
<td>6.44·10^{-04}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA</td>
<td>—</td>
<td>7.50·10^{-03}</td>
<td>3.34·10^{-02}</td>
<td>1.20·10^{-02}</td>
<td>2.17·10^{-02}</td>
<td>1.72·10^{-02}</td>
<td>8.53·10^{-03}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI</td>
<td>—</td>
<td>7.39·10^{-02}</td>
<td>3.27·10^{-01}</td>
<td>1.19·10^{-01}</td>
<td>2.39·10^{-01}</td>
<td>2.07·10^{-01}</td>
<td>1.48·10^{-01}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GI</td>
<td>—</td>
<td>6.15·10^{-02}</td>
<td>2.74·10^{-01}</td>
<td>9.90·10^{-02}</td>
<td>1.99·10^{-01}</td>
<td>1.72·10^{-01}</td>
<td>1.18·10^{-01}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UI</td>
<td>—</td>
<td>6.93·10^{-02}</td>
<td>3.11·10^{-01}</td>
<td>1.12·10^{-01}</td>
<td>2.26·10^{-01}</td>
<td>1.96·10^{-01}</td>
<td>1.36·10^{-01}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td>—</td>
<td>6.85·10^{-02}</td>
<td>3.06·10^{-01}</td>
<td>1.10·10^{-01}</td>
<td>2.24·10^{-01}</td>
<td>1.95·10^{-01}</td>
<td>1.38·10^{-01}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GI</td>
<td>MEC</td>
<td>5.19·10^{-02}</td>
<td>-16</td>
<td>2.26·10^{-01}</td>
<td>-17</td>
<td>8.30·10^{-02}</td>
<td>-16</td>
<td>1.56·10^{-01}</td>
<td>-22</td>
<td>1.23·10^{-01}</td>
<td>-29</td>
<td>7.45·10^{-02}</td>
<td>-37</td>
</tr>
<tr>
<td>UI</td>
<td>MEC</td>
<td>8.33·10^{-02}</td>
<td>20</td>
<td>3.67·10^{-01}</td>
<td>18</td>
<td>1.34·10^{-01}</td>
<td>20</td>
<td>2.76·10^{-01}</td>
<td>22</td>
<td>2.36·10^{-01}</td>
<td>21</td>
<td>1.69·10^{-01}</td>
<td>25</td>
</tr>
<tr>
<td>SI</td>
<td>MEC</td>
<td>5.73·10^{-02}</td>
<td>-16</td>
<td>2.51·10^{-01}</td>
<td>-17</td>
<td>9.19·10^{-02}</td>
<td>-17</td>
<td>1.77·10^{-01}</td>
<td>-21</td>
<td>1.43·10^{-01}</td>
<td>-27</td>
<td>9.29·10^{-02}</td>
<td>-32</td>
</tr>
<tr>
<td>GI</td>
<td>US</td>
<td>2.90·10^{-02}</td>
<td>-53</td>
<td>1.32·10^{-01}</td>
<td>-52</td>
<td>4.69·10^{-02}</td>
<td>-53</td>
<td>8.86·10^{-02}</td>
<td>-55</td>
<td>7.27·10^{-02}</td>
<td>-58</td>
<td>3.96·10^{-02}</td>
<td>-67</td>
</tr>
<tr>
<td>UI</td>
<td>US</td>
<td>6.63·10^{-02}</td>
<td>-4</td>
<td>2.98·10^{-01}</td>
<td>-4</td>
<td>1.07·10^{-01}</td>
<td>-4</td>
<td>2.22·10^{-01}</td>
<td>-2</td>
<td>1.95·10^{-01}</td>
<td>0</td>
<td>1.40·10^{-01}</td>
<td>3</td>
</tr>
<tr>
<td>SI</td>
<td>US</td>
<td>3.62·10^{-02}</td>
<td>-47</td>
<td>1.63·10^{-01}</td>
<td>-47</td>
<td>5.85·10^{-02}</td>
<td>-47</td>
<td>1.13·10^{-01}</td>
<td>-50</td>
<td>9.29·10^{-02}</td>
<td>-52</td>
<td>5.48·10^{-02}</td>
<td>-60</td>
</tr>
<tr>
<td>GI</td>
<td>Learn</td>
<td>2.19·10^{-02}</td>
<td>-64</td>
<td>9.17·10^{-02}</td>
<td>-67</td>
<td>3.46·10^{-02}</td>
<td>-65</td>
<td>6.19·10^{-02}</td>
<td>-69</td>
<td>4.46·10^{-02}</td>
<td>-74</td>
<td>2.57·10^{-02}</td>
<td>-78</td>
</tr>
<tr>
<td>UI</td>
<td>Learn</td>
<td>2.34·10^{-02}</td>
<td>-66</td>
<td>9.84·10^{-02}</td>
<td>-68</td>
<td>3.70·10^{-02}</td>
<td>-67</td>
<td>6.77·10^{-02}</td>
<td>-70</td>
<td>4.98·10^{-02}</td>
<td>-75</td>
<td>3.05·10^{-02}</td>
<td>-78</td>
</tr>
<tr>
<td>SI</td>
<td>Learn</td>
<td>2.43·10^{-02}</td>
<td>-65</td>
<td>1.02·10^{-01}</td>
<td>-67</td>
<td>3.84·10^{-02}</td>
<td>-65</td>
<td>7.00·10^{-02}</td>
<td>-69</td>
<td>5.11·10^{-02}</td>
<td>-74</td>
<td>3.20·10^{-02}</td>
<td>-77</td>
</tr>
</tbody>
</table>

Table D.1: **12/12 Intensity results for set \( B \)**
<table>
<thead>
<tr>
<th>Type</th>
<th>Reranker</th>
<th>P@5 %</th>
<th>R@5 %</th>
<th>F1@5 %</th>
<th>NDCG@5 %</th>
<th>MAP@5 %</th>
<th>MRR@1 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra</td>
<td>—</td>
<td>6.34·10^{-05}</td>
<td>3.17·10^{-04}</td>
<td>1.06·10^{-04}</td>
<td>1.58·10^{-04}</td>
<td>1.06·10^{-04}</td>
<td>0.00·10^{-00}</td>
</tr>
<tr>
<td>AA</td>
<td>—</td>
<td>3.56·10^{-03}</td>
<td>1.40·10^{-02}</td>
<td>5.52·10^{-03}</td>
<td>9.61·10^{-03}</td>
<td>6.72·10^{-03}</td>
<td>4.44·10^{-03}</td>
</tr>
<tr>
<td>AI</td>
<td>—</td>
<td>4.13·10^{-02}</td>
<td>1.64·10^{-01}</td>
<td>6.41·10^{-02}</td>
<td>1.22·10^{-01}</td>
<td>1.04·10^{-01}</td>
<td>7.74·10^{-02}</td>
</tr>
<tr>
<td>GI</td>
<td>—</td>
<td>3.05·10^{-02}</td>
<td>1.24·10^{-01}</td>
<td>4.76·10^{-02}</td>
<td>8.68·10^{-02}</td>
<td>7.23·10^{-02}</td>
<td>4.79·10^{-02}</td>
</tr>
<tr>
<td>UI</td>
<td>—</td>
<td>3.39·10^{-02}</td>
<td>1.39·10^{-01}</td>
<td>5.32·10^{-02}</td>
<td>9.84·10^{-02}</td>
<td>8.30·10^{-02}</td>
<td>5.51·10^{-02}</td>
</tr>
<tr>
<td>SI</td>
<td>—</td>
<td>3.63·10^{-02}</td>
<td>1.48·10^{-01}</td>
<td>5.69·10^{-02}</td>
<td>1.05·10^{-01}</td>
<td>8.85·10^{-02}</td>
<td>6.05·10^{-02}</td>
</tr>
<tr>
<td>GI</td>
<td>MEC</td>
<td>3.18·10^{-02}</td>
<td>1.19·10^{-01}</td>
<td>4.84·10^{-02}</td>
<td>8.97·10^{-02}</td>
<td>6.58·10^{-02}</td>
<td>9·10^{-02}</td>
</tr>
<tr>
<td>UI</td>
<td>MEC</td>
<td>5.19·10^{-02}</td>
<td>2.00·10^{-01}</td>
<td>8.00·10^{-02}</td>
<td>1.56·10^{-01}</td>
<td>1.25·10^{-01}</td>
<td>51·10^{-02}</td>
</tr>
<tr>
<td>SI</td>
<td>MEC</td>
<td>3.63·10^{-02}</td>
<td>1.38·10^{-01}</td>
<td>5.56·10^{-02}</td>
<td>1.04·10^{-01}</td>
<td>7.80·10^{-02}</td>
<td>5·10^{-02}</td>
</tr>
<tr>
<td>GI</td>
<td>US</td>
<td>1.77·10^{-02}</td>
<td>7.20·10^{-02}</td>
<td>2.77·10^{-02}</td>
<td>4.82·10^{-02}</td>
<td>3.81·10^{-02}</td>
<td>47·10^{-02}</td>
</tr>
<tr>
<td>UI</td>
<td>US</td>
<td>4.24·10^{-02}</td>
<td>1.71·10^{-01}</td>
<td>6.63·10^{-02}</td>
<td>1.24·10^{-01}</td>
<td>1.05·10^{-01}</td>
<td>26·10^{-02}</td>
</tr>
<tr>
<td>SI</td>
<td>US</td>
<td>2.24·10^{-02}</td>
<td>9.12·10^{-02}</td>
<td>3.50·10^{-02}</td>
<td>6.32·10^{-02}</td>
<td>5.15·10^{-02}</td>
<td>42·10^{-02}</td>
</tr>
<tr>
<td>GI</td>
<td>Learn</td>
<td>1.39·10^{-02}</td>
<td>4.43·10^{-02}</td>
<td>2.03·10^{-02}</td>
<td>3.70·10^{-02}</td>
<td>2.25·10^{-02}</td>
<td>69·10^{-02}</td>
</tr>
<tr>
<td>UI</td>
<td>Learn</td>
<td>1.44·10^{-02}</td>
<td>4.73·10^{-02}</td>
<td>2.12·10^{-02}</td>
<td>3.88·10^{-02}</td>
<td>3·10^{-02}</td>
<td>71·10^{-02}</td>
</tr>
<tr>
<td>SI</td>
<td>Learn</td>
<td>1.33·10^{-02}</td>
<td>4.36·10^{-02}</td>
<td>1.95·10^{-02}</td>
<td>3.54·10^{-02}</td>
<td>2.12·10^{-02}</td>
<td>76·10^{-02}</td>
</tr>
</tbody>
</table>

Table D.2: 7/12 Intensity results for set B
<table>
<thead>
<tr>
<th>Type</th>
<th>Reranker</th>
<th>P@5</th>
<th>R@5</th>
<th>F1@5</th>
<th>NDCG@5</th>
<th>MAP@5</th>
<th>MRR@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra</td>
<td>—</td>
<td>8.48⋅10^{-05}</td>
<td>2.85⋅10^{-04}</td>
<td>1.23⋅10^{-04}</td>
<td>1.41⋅10^{-04}</td>
<td>8.36⋅10^{-05}</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>AA</td>
<td>—</td>
<td>2.97⋅10^{-03}</td>
<td>1.10⋅10^{-02}</td>
<td>4.50⋅10^{-03}</td>
<td>7.70⋅10^{-03}</td>
<td>5.31⋅10^{-03}</td>
<td>4.16⋅10^{-03}</td>
</tr>
<tr>
<td>AI</td>
<td>—</td>
<td>3.65⋅10^{-02}</td>
<td>1.40⋅10^{-01}</td>
<td>5.60⋅10^{-02}</td>
<td>1.05⋅10^{-01}</td>
<td>8.69⋅10^{-02}</td>
<td>6.64⋅10^{-02}</td>
</tr>
<tr>
<td>GI</td>
<td>—</td>
<td>2.34⋅10^{-02}</td>
<td>9.35⋅10^{-02}</td>
<td>3.65⋅10^{-02}</td>
<td>6.56⋅10^{-02}</td>
<td>5.37⋅10^{-02}</td>
<td>3.58⋅10^{-02}</td>
</tr>
<tr>
<td>UI</td>
<td>—</td>
<td>2.72⋅10^{-02}</td>
<td>1.09⋅10^{-01}</td>
<td>4.24⋅10^{-02}</td>
<td>7.62⋅10^{-02}</td>
<td>6.39⋅10^{-02}</td>
<td>4.25⋅10^{-02}</td>
</tr>
<tr>
<td>SI</td>
<td>—</td>
<td>2.69⋅10^{-02}</td>
<td>1.06⋅10^{-01}</td>
<td>4.16⋅10^{-02}</td>
<td>7.52⋅10^{-02}</td>
<td>6.24⋅10^{-02}</td>
<td>4.23⋅10^{-02}</td>
</tr>
<tr>
<td>GI</td>
<td>MEC</td>
<td>2.83⋅10^{-02}</td>
<td>21</td>
<td>1.02⋅10^{-01}</td>
<td>9</td>
<td>4.26⋅10^{-02}</td>
<td>17</td>
</tr>
<tr>
<td>UI</td>
<td>MEC</td>
<td>4.38⋅10^{-02}</td>
<td>61</td>
<td>1.63⋅10^{-01}</td>
<td>49</td>
<td>6.66⋅10^{-02}</td>
<td>57</td>
</tr>
<tr>
<td>SI</td>
<td>MEC</td>
<td>3.16⋅10^{-02}</td>
<td>18</td>
<td>1.14⋅10^{-01}</td>
<td>7</td>
<td>4.76⋅10^{-02}</td>
<td>14</td>
</tr>
<tr>
<td>GI</td>
<td>US</td>
<td>1.57⋅10^{-02}</td>
<td>-33</td>
<td>6.33⋅10^{-02}</td>
<td>-32</td>
<td>2.45⋅10^{-02}</td>
<td>-33</td>
</tr>
<tr>
<td>UI</td>
<td>US</td>
<td>3.20⋅10^{-02}</td>
<td>18</td>
<td>1.27⋅10^{-01}</td>
<td>16</td>
<td>4.97⋅10^{-02}</td>
<td>17</td>
</tr>
<tr>
<td>SI</td>
<td>US</td>
<td>1.86⋅10^{-02}</td>
<td>-31</td>
<td>7.35⋅10^{-02}</td>
<td>-31</td>
<td>2.88⋅10^{-02}</td>
<td>-31</td>
</tr>
<tr>
<td>GI</td>
<td>Learn</td>
<td>1.22⋅10^{-02}</td>
<td>-48</td>
<td>3.59⋅10^{-02}</td>
<td>-62</td>
<td>1.74⋅10^{-02}</td>
<td>-52</td>
</tr>
<tr>
<td>UI</td>
<td>Learn</td>
<td>1.21⋅10^{-02}</td>
<td>-56</td>
<td>3.51⋅10^{-02}</td>
<td>-68</td>
<td>1.70⋅10^{-02}</td>
<td>-60</td>
</tr>
<tr>
<td>SI</td>
<td>Learn</td>
<td>1.23⋅10^{-02}</td>
<td>-54</td>
<td>3.64⋅10^{-02}</td>
<td>-66</td>
<td>1.75⋅10^{-02}</td>
<td>-58</td>
</tr>
</tbody>
</table>

Table D.3: 4/6 Intensity results for set B
<table>
<thead>
<tr>
<th>Type</th>
<th>Reranker</th>
<th>P@5 %</th>
<th>R@5 %</th>
<th>Fl@5 %</th>
<th>NDCG@5 %</th>
<th>MAP@5 %</th>
<th>MRR@1 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra</td>
<td>—</td>
<td>2.52·10⁻⁰⁵</td>
<td>4.41·10⁻⁰⁵</td>
<td>3.06·10⁻⁰⁵</td>
<td>8.17·10⁻⁰⁶</td>
<td>1.21·10⁻⁰⁵</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>AA</td>
<td>—</td>
<td>2.92·10⁻³</td>
<td>1.09·10⁻²</td>
<td>4.43·10⁻³</td>
<td>7.83·10⁻³</td>
<td>5.55·10⁻³</td>
<td>3.98·10⁻³</td>
</tr>
<tr>
<td>AI</td>
<td>—</td>
<td>3.34·10⁻⁰²</td>
<td>1.23·10⁻¹</td>
<td>5.06·10⁻²</td>
<td>9.33·10⁻²</td>
<td>7.64·10⁻²</td>
<td>5.93·10⁻²</td>
</tr>
<tr>
<td>GI</td>
<td>—</td>
<td>1.44·10⁻²</td>
<td>5.53·10⁻²</td>
<td>2.21·10⁻²</td>
<td>3.82·10⁻²</td>
<td>3.09·10⁻²</td>
<td>1.97·10⁻²</td>
</tr>
<tr>
<td>UI</td>
<td>—</td>
<td>1.49·10⁻²</td>
<td>6.00·10⁻²</td>
<td>2.33·10⁻²</td>
<td>4.02·10⁻²</td>
<td>3.24·10⁻²</td>
<td>1.93·10⁻²</td>
</tr>
<tr>
<td>SI</td>
<td>—</td>
<td>1.80·10⁻⁰²</td>
<td>6.84·10⁻⁰²</td>
<td>2.75·10⁻⁰²</td>
<td>4.85·10⁻⁰²</td>
<td>3.93·10⁻⁰²</td>
<td>2.68·10⁻⁰²</td>
</tr>
<tr>
<td>GI</td>
<td>MEC</td>
<td>2.26·10⁻¹²</td>
<td>7.50·10⁻²</td>
<td>36</td>
<td>3.31·10⁻²</td>
<td>50</td>
<td>5.95·10⁻²</td>
</tr>
<tr>
<td>UI</td>
<td>MEC</td>
<td>3.09·10⁻¹²</td>
<td>1.08·10⁻⁰¹</td>
<td>80</td>
<td>4.61·10⁻²</td>
<td>98</td>
<td>8.30·10⁻²</td>
</tr>
<tr>
<td>SI</td>
<td>MEC</td>
<td>2.73·10⁻¹²</td>
<td>9.18·10⁻²</td>
<td>34</td>
<td>4.02·10⁻²</td>
<td>46</td>
<td>7.32·10⁻²</td>
</tr>
<tr>
<td>GI</td>
<td>US</td>
<td>1.26·10⁻¹²</td>
<td>4.78·10⁻²</td>
<td>-14</td>
<td>1.92·10⁻²</td>
<td>-13</td>
<td>3.33·10⁻²</td>
</tr>
<tr>
<td>UI</td>
<td>US</td>
<td>1.95·10⁻¹²</td>
<td>7.51·10⁻²</td>
<td>25</td>
<td>3.00·10⁻²</td>
<td>29</td>
<td>5.27·10⁻²</td>
</tr>
<tr>
<td>SI</td>
<td>US</td>
<td>1.63·10⁻¹²</td>
<td>9.62·10⁻²</td>
<td>-9</td>
<td>2.51·10⁻²</td>
<td>-9</td>
<td>4.51·10⁻²</td>
</tr>
<tr>
<td>GI</td>
<td>Learn</td>
<td>1.06·10⁻¹²</td>
<td>2.79·10⁻²</td>
<td>-50</td>
<td>1.45·10⁻²</td>
<td>-34</td>
<td>2.77·10⁻²</td>
</tr>
<tr>
<td>UI</td>
<td>Learn</td>
<td>1.10·10⁻¹²</td>
<td>2.87·10⁻²</td>
<td>-52</td>
<td>1.50·10⁻²</td>
<td>-36</td>
<td>2.79·10⁻²</td>
</tr>
<tr>
<td>SI</td>
<td>Learn</td>
<td>1.14·10⁻¹²</td>
<td>3.05·10⁻²</td>
<td>-55</td>
<td>1.57·10⁻²</td>
<td>-43</td>
<td>2.91·10⁻²</td>
</tr>
</tbody>
</table>

Table D.4: 2/2 Intensity results for set B