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Abstract
The distribution of multiple materials within a single structure is a strategy that various biological sys-
tems rely on to achieve outstanding mechanical performances. These biological examples illustrate
the effective utilization of hard rigid and soft flexible materials in particular. The proper composition
of such hard-soft materials exceeds the structural limitations found in their individual material coun-
terparts. The manufacturing of hard-soft material structures is especially relevant today due to recent
developments in additive manufacturing that certify the technology with local material-specific func-
tionalities and enlarged design spaces. However, to unravel the next generation of unprecedented
structural performance, today’s state of engineering and research has yet to overcome the challenges
encountered in multi-material design. The dissimilar material junctions within multi-material structures
are prone to load transmissions, so they carry a crucial structural responsibility. Therefore, the in-
terface design process must be subjected to representative interface characteristics which are often
overlooked in the literature. In this work, we present a method to characterize and model multi-material
structures to provide an optimal interface design in terms of the multi-material’s joining strength.

We consider the joining strength of 3D printed hard Verocyan and soft Agilus30 by its fundamen-
tal joining principles of material bonding and mechanical interlocking. Material bonding is character-
ized by the extent of allowable traction between the two materials. We experimentally quantify the
loading-dependent critical stress at which interface debonding initiates through mapping of digital im-
age correlation deformations on a finite element model. We numerically define the extent of mechanical
interlocking by the force required to achieve an unlocked multi-material state. The finite element mod-
els contain experimentally calibrated elastoplastic and hyperelastic material models to represent the
hard and soft material behaviors, respectively. Subsequently, a structural optimization based on a ge-
netic algorithm iteratively updates a constrained parametrized interface design according to material
bonding and mechanical interlocking objectives.

The numerical evaluations of calibrated hard and soft material characteristics show good agree-
ment in structural response with their real-world equivalents. The digital image correlation deforma-
tion method successfully acquires the loading-dependent critical stresses at which the two materials
debond from one another. The finite element analyses of individual joining principles adequately de-
termine a design’s material bonding and mechanical interlocking performances. The optimization’s
objective function value evolution suggests a trade-off in joining contributions where mechanical inter-
locking maximizes performance in more shallow, wider interface designs, whereas material bonding
performs better in narrow, deeper ones. Validation experiments illustrate the dominating contribution
of material bonding in A30-VC structures. Optimizing for two distinct hypotheses of interface failure
equations shows no significant difference in physical joining strength. However, they do support the
concept that the interface characteristics affect the optimal joining shape. Despite adequate estimation
of the individual joining principle performances, a more accurate approximation of the multi-material
physical joining strength necessitates the consideration of the effects induced by the interaction of ma-
terial bonding and mechanical interlocking. Nonetheless, this work underlines the emphasis regarding
interface characteristics in the promising structures of multi-material.
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1
Introduction

1.1. Motivation
Multi-material structures have the fascinating capability of outperforming their individual materials’ me-
chanical performance. The proper distribution of dissimilar materials allows for, among others, locally
varying structural responses, reduced material usage, and increased fracture resistance. Many of
these advantages are considered simply infeasible with monolithic structures. The composition of mul-
tiple materials within the same structure carries the potential to, perhaps counterintuitively, exceed
the capabilities of the less performing mono-materials. Therefore, proper engineering of multi-material
structures surpasses traditional engineering where the monolithic structure’s limitations are found when
no more material can be removed without the structure failing under certain loading conditions. Such
benefits are beneficial for lightweight structure applications, like those encountered in the aerospace,
automotive, and biomedical industries. Especially hard-soft material structures show to provide im-
proved mechanical performance [1], similar to the hard-soft segments in the molecular architectures
that make the prominent polyurethane plastics so favorable for many applications [2]–[4]. From a
molecular standpoint, polyurethanes mimic the architectural structures of natural spider silk and nacre,
known for their outstanding strength and toughness [5], [6]. For these excellent combined mechanical
properties of hard and soft segments, polyurethane plastic materials are one of the most versatile and
renowned materials in the majority of today’s biomedical applications and engineered products [7], [8].

Numerous traditional methods are readily available for the manufacturing of multi-material struc-
tures. Joining technologies such as derivatives of molding and thermal joining processes enable the
manufacturing of multi-material structures through adhesive bonding, mechanical interlocking, or a
combination of these mechanisms [9]. Consistently, these methods rely on additional processes for
the joining of multiple materials. Moreover, due to technological constraints, these methods produce
structures with little geometric complexities over a limited range of materials. On the other hand, addi-
tive manufacturing (AM) technologies are known for their capability of building geometrically complex
parts, generally in a single step [10]. Recent developments in AM have led to the support of multi-
material AM, certifying the technology with material-specific functionalities and subsequently enlarged
design spaces [11], [12]. This study will focus on the fabrication of multi-material parts with the use
of voxel-based 3D printing. Voxel-based 3D printing is a material jetting AM technology that is also
often referred to as PolyJet 3D printing. In essence, the technology shows great resemblance with
traditional household 2D inkjet printers. Instead, a locally jetted photo-polymer material in the shape
of small droplets is cured by exposure to UV light. The droplets, representing the 3D equivalent of a
2D pixel, i.e., a voxel, obtain their final material characteristics once cured. Consecutive layers are jet-
ted as the build tray moves downward, providing a final layer-by-layer manufactured part. A variety of
supported materials facilitates the fabrication of varying material characteristics in a single part. These
characteristics range from rigid to flexible for model materials and water-soluble for support materi-
als [13]. En masse, multi-material AM promises unprecedented freedom of design by manufacturing
tremendous geometric complexities with extended, locally varying material properties [14]. Such free-
dom of design enables highly personalized and efficient manufacturing motivating the production from
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2 1. Introduction

tailor-made patient implants to one-of-a-kind vehicle seating [14].

However, the challenge that arises with multi-material structures is the achievement of qualitatively
profound interfaces among the individual materials [15]. An illustrative example is the sheer complex-
ity of the interfaces found in bone-tendon connections. While bones are much stiffer to accommodate
for multiple loading conditions, tendons have increased toughness to sustain significant tensile loads
while also behaving in a compliant manner to allow for joint positioning. A sudden transition of dis-
similar material properties, like those found in, but not limited to, bone-tendon interfaces can introduce
high-stress concentrations [16], [17]. The dissimilar material junctions within multi-material structures
are prone to load transmissions, so they carry a crucial structural responsibility. It is, therefore, not
surprising that interface failure is commonly encountered in the shape of rotator cuff tear or the anterior
cruciate ligament rupture. In addition, a dissimilar material interface undermines bonding performance
due to the mixing of material properties in voxel-based 3D printing [18] and contact failure occurs at a
lower stress than the strength of either material [15]. Therefore, emphasis must be put on the interface
design process of multi-material parts taking into account the interface conditions. Several biological
and engineering strategies currently attempt to tackle these interface challenges, as we will describe
in section 1.3 and 1.4. First, we will briefly discuss the essential background information that is the
foundation of many of those strategies.

1.2. Background
This section supports the general understanding of topics that lay at the foundation of the methods
used in this work. We will briefly discuss the topic of Finite Element Analysis (FEA) as a structural
analysis tool, followed by the relevant topic of cohesive fracture mechanics to represent multi-material
interfaces. Subsequently, we will touch on the topic of Structural Optimization (SO) as a design tool.
These tools are integrated with the engineering simulation and 3D design software Ansys. Therefore,
in this work, we used Ansys® Academic Teaching Mechanical and CFD, Release 19.2 as our main
tool for characterization, evaluation, and optimization.

1.2.1. Finite element analysis
FEA is the simulation of a, often structural, phenomenon based on the numerical technique of the Finite
Element Method (FEM). The method approaches engineering problems by subdividing the total com-
plex system into smaller problems or ‘elements’. As the behavior of these individual and much simpler
elements is readily understood, one could study the original system by rebuilding it from these ele-
ments. Dealing with structural analyses, the assembly of calculated force-displacement relationships
for each element allows for an approximation of complex structures’ structural responses. Naturally,
the extent to which the original structure is subdivided or ‘discretized’ into a finite amount of elements
determines the accuracy of the approximation as well as the computational expense to obtain it. The
process of approximating the behavior of a continuum under the FEM is generally considered a task well
designed for digital computers, even when the amount of elements becomes substantial [19]. The FEM
is a widely adopted method for problems encountered in heat transfer, fluid flow, electromagnetics, and
structural analysis. In this work, the FEA is an essential component in performing structural analyses
on different multi-material geometries with varying fracture mechanics. As such, we will introduce the
relevant fracture mechanics now.

1.2.2. Fracture mechanics
Fracture studies commonly rely on the theory of linear elastic fracture mechanics (LEFM) to solve
fracture problems. The conditions for LEFM to be valid require the existence of a sharp initial crack
where the concentrated stresses near the tip of the crack create a so-called process zone [20]. A further
requirement is that the size of the process zone remains relatively small with respect to the fracture
sample. Once the conditions for LEFM are satisfied, one can characterize a crack by local parameters
such as the stress intensity factor, 𝐾𝐼, or energy release rates, 𝐺𝐼. However, for cracks along a multi-
material interface, 𝐾𝐼 either approaches zero or infinity as a result of the elastically mismatched interface
[21]. Therefore, as an alternative approach to that of LEFM, the cohesive zone model (CZM) was
proposed. The CZM overcomes many of the above drawbacks encountered in LEFM and has shown
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successful applicability in many interface related fracture problems, including multi-material design [22],
[23]. In addition, it is widely accepted for its ease of implementation in FEM [24]. A traction-separation
law lays at the foundation of a range of CZM implementations. The traction-separation law relates,
as the name implies, the traction and separation of the interface. With increasing separation, the
traction first increases to maximum stress, after which it diminishes to allow for complete debonding
(Figure 1.1) [25], [26]. This approach can be extended to account for mixed-mode loading conditions,
ranging between normal and tangential loading directions for the interface. Therefore, the physical
interpretation of the CZM describes the fracture of the interface by characterizing the initiation and
propagation of debonding.

Figure 1.1: Bilinear example of a loading-dependent traction-separation law, commonly used cohesive zone models (CZM).
Taken from [26].

1.2.3. Structural optimization
Structural optimization (SO) describes the process of distributing material within a design domain so
that it improves a user-defined objective subject to constraints imposed by a variety of disciplines. This
process achieves an optimal structural result when no further improvements are feasible. Within SO,
we differentiate between the three types of size, shape, and topology optimization (TO) (Figure 1.2)
[27]–[29]. In size optimization (Figure 1.2a), the structural domain is known and fixed throughout the
process, where the size of geometric features is variable. In shape optimization (Figure 1.2b), the struc-
tural domain is known, but not fixed, therefore also considers the internal and external boundaries as
a variable. Lastly, topology optimization (Figure 1.2c) allows for the most significant design alterations
within SO as its design variables also enable the introduction and removal of topological features in
the form of cavities in the design domain. The general SO problem formulation consists of an objec-
tive function, design variables, and constraints. Combined with an iterative updating algorithm, they
enable the search for an optimal structural design. In this work, we focus on the algorithm class of
genetic algorithms (GA). These algorithms function by generating numerous designs simultaneously
and systematically searching for improved objective functioning designs by interactions between each
generation of designs. GA are advantageous to other algorithms in the regard that they do not require
dedicated sensitivity analyses [28]. Furthermore, due to a more random search method, one can ac-
knowledge the favorable robustness in GA [30]. For these reasons, GA are applicable for the SO of
multi-material designs that consider interface conditions [31]. En masse, the SO commonly utilizes a
FEM to obtain relevant structural responses. Significant to multi-material interface design, these struc-
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Figure 1.2: Three categories of structural optimization (SO), before (left) and after (right) optimization alterations. (a) Size
optimization, (b) shape optimization, and (c) topology optimization. Taken from [29]

tural responses could reflect upon the fracture mechanics involved.

1.3. Biological strategies
The use of multi-material structures is not uncommon and certainly not invented recently. Numerous
biological strategies make use of multiple materials for strengthening or fracture resistance purposes.
Their current material topologies are a result of millions of years of evolution. We briefly examine two
biological functions that are related to material interfaces. First, the function of permanently attach-
ing governs how bonding can withstand forces that would otherwise result in undesirable debonding.
Secondly, we observe the function of preventing fracture. In this class, the results describe how mech-
anisms function as a crack deflection method to prevent fracture.

1.3.1. Assembly of a permanent bond
The Venus’ flower basket is a glass sponge animal at the bottom of deep waters [32]. They process
food and oxygen from the water while maintaining their position on the ocean floor. They achieve
this by anchoring themselves in the sediment with thousands of long hair-like skeletal elements called
spicules. These spicules are geometrically characterized by having backward-facing barbs along their
length and with a crown-like shape at the end (Figure 1.3.A-B). A multiplicity of these spicules ensure
a sufficiently strong bond. Similar to the sponges’ spicules, the Greta oto caterpillars also make use
of backward-facing barbs to achieve a robust bonding interface (Figure 1.3.C-D) [33]. The caterpillar
does so to undergo complete metamorphosis into a butterfly safely. The backward-facing barbs, or
hooks, are arranged over a curved surface inserted into an earlier fabricated pad of silk fibers. The silk
fiber pad consists of many tiny loops that, by also considering the hooks’ interlocking, closely resemble
the working principle of Velcro. The established interface, primarily relying on mechanical interlocking,
provides the necessary support to protect it from stresses caused by, for example, strong winds. Fur-
thermore, the roots of English ivy achieve yet another interface design [34]. It succeeds in attaching
to nearly any surface using a multi-stage strategy. First, the thin roots under the stems emit a natural
sticking substance for initial adherence to a surface, followed by a shape change of the roots that have
grown into a surface cavity for anchoring (Figure 1.3.E-G). One can observe that the former mechanism
relies on an adhesive material bonding whereas the latter mechanism, again, relies on mechanical in-
terlocking. The loss of water within the roots, i.e., drying, establishes their shape change which enables
its anchoring capabilities. These capabilities benefit from highly structured substrate surface cavities
as they provide greater degrees of interaction. From the above biological strategies for achieving a
permanent bond, one can observe that all considered designs make use of a large number of relatively
weak attachments that, when combined, form a sufficiently strong bond. Moreover, mechanical inter-
locking resembles the dominant mechanism in achieving these multi-material connections. However,
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in the occasion where there is lack of mechanical interlocking capabilities, adhesive bonding becomes
essential in achieving a firm connection.

Figure 1.3: Biological strategies of achieving a permanent attachment. (A) The Venus’ flower basket glass sponge animal with
its backward-facing barbs and a crown-like shape along its spicules (B) [32]. (C) The rear end of a Greta Oto caterpillar consists
of backward-facing barbs (D) [33]. (E) A single English ivy root, interlocking before (F) and after (G) drying [34].

1.3.2. Prevent fracture
Several biological strategies function as mechanisms that prevent crack propagation, which appear
particularly interesting as multiple materials fabricate them. One of these is the specific composition of
nacre [6]. Nacre consists of mostly stiff and hard minerals. The interface mechanics that are distributed
among the minerals control the nacre’s structural behavior. As a result of the addition of soft organic
layers, these interfaces arrange themselves similarly to a mortar in a brick wall (Figure 1.4.A). Such an
arrangement is a tougheningmechanism that deflects cracks via the interfaces, circumventing the crack
propagation in the brittle parts. This particular arrangement of dissimilar materials achieves extreme
overall structural toughness. Another biological strategy is that of the wing structure of the desert locust
Schistocerca Gregaria (Figure 1.4.B-C) [35]. Its structure revolves around a similar biological strategy
that handles the presence of cracks rather than preventing them from inevitably occurring. Its wings
consist of a lattice structure of veins that supports a thin fragile membrane. The distribution of these
veins is optimally scaled such that it defines membrane patches that match the critical crack length
of the membrane material. Acting as a barrier to crack propagation, the veins prevent cracks from
exceeding their critical length for self-propagation. Therefore, cracks that are present in the membrane
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are not able to reach a critical length. Consequently, cracks will not propagate through the remainder
of the wing. Membrane patches that are larger than this critical crack length would allow for initial
cracks to propagate. In contrast, membrane patches tinier than the critical crack length would be an
inefficient use of vein material. The currently evolved state of the wing is exemplary in a lightweight
design with high resistance against crack propagation, i.e., fracture toughness. Finally, perhaps one
of the most complex and also the most crack-resistant substances found in nature are those of horse
hooves (Figure 1.4.D-E) [36]. Localized loads often subject horse hooves to tremendous amounts
that could fatefully harm the animal. Although composed of similar materials known to humans as
nails, its morphology includes hollow tubes defined by stacked rounded planes of similar material. Its
purpose is a crack diversion mechanism that prevents cracks from propagating and redirecting them
in less harmful directions. Cracks that initiate in, for example, an upward orientation are redirected
towards the outer hoof surface, away from the foot’s living tissues. The above biological strategies
for preventing fracture illustrate that the introduction of often softer materials carries the potential to
increase fracture toughness. Furthermore, a particular material morphology introducing similar material
discontinuities enables the deflection of cracks successfully. Note that these mechanisms assume the
inevitable presence of cracks and, therefore, focus on minimizing fatal crack propagation instead of
crack initiation.

Figure 1.4: Biological strategies that prevent fracture. (A) The brick-and-mortar-like structure of hard minerals and soft organic
layers found in nacre [6]. (B) The wing structure of the desert locust Schistocerca Gregaria with crack-obstructing veins (C)
distributed through the fragile membrane [35]. (D) Hollow tubes inside the horses’ hoove wall that redirect incoming cracks (E,
black arrows) to less harmful directions (E, red arrows) [36].
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1.4. Engineering strategies
Many industries could benefit when one would successfully achieve the optimal design of an interface in
multi-material structures, perhaps similar to those found in biological strategies. Driven by the increas-
ing need for economic and ecologic sustainability, many industries and research areas are challenged
with innovative, high-performance products. Multi-material components might offer a solution to keep
up with the most recent global environmental legislation for emissions while reducing costs introduced
by energy and raw materials. Current literature reveals numerous works dedicated to diverging indus-
tries that involve the interface challenge.

In dentistry, Couegnat et al. [37] and Shi et al. [38] examined the design optimization of cavity
shapes for restoration purposes. Both studies investigated the tooth-restoration interface. Their objec-
tives defined the minimization of localized interfacial stresses to prevent crack-initiated fracture. As a
result of simulating several bonding conditions, the interface conditions were found to significantly im-
pact the structure’s stress distribution [37]. By investigating two contact extremes of perfectly bonded
(no sliding or separation allowed) versus debonded interfaces, reduced interfacial stresses were found
due to the interface shape adaptation [38]. These studies then illustrate that one can approach the in-
terface from two aspects, considering interface characteristics and its shape. In the former aspect, the
interface conditions affect the adjacent structure’s stress distributions. Therefore, one must be aware
of the essential contribution of interface characteristics in multi-material design. While in the latter as-
pect, the interface shape affects the interfacial stresses as a result of varying loading directions. Thus,
structural optimization of the interface design that includes the anisotropy of principal loading enables
one to alter how the interface is stressed.

Within Biomechanical engineering, Moussa et al. [39] considered cementless porous acetabular re-
inforcement implant design. Their objective was to minimize the elastic modulus mismatch that would
otherwise result in undesirable micromotions. However, the contact conditions were defined as fric-
tionless and therefore merely take into account the effect of mechanical interlocking. In contrast to a
frictionless contact definition, it is a common practice to assume perfectly bonded interfaces in the mod-
eling of tendon-to-bone attachments [17] and other bio-inspired adhesion of micropatterned surfaces
[40]. Again, underlining the focus on the multi-materials structure’s sensitivity towards the shape of the
interface and not the interface conditions themselves. As these decisions for frictionless or perfectly
bonded interfaces often lack the support of argumentation in literature, we assume the use of these
interface conditions are a matter of simplification in numerical modeling. Notwithstanding, we notice
that the effect of such assumptions is often overlooked or overshadowed by the insights obtained on
the mechanical interlocking aspect of the interface.

An example of not properly considering the interface conditions is further illustrated by the work of
Klarbring et al. [41] in which the authors considered the optimal design of adhesively bonded patches
for structural repair in aerospace applications. Modeled adhesive layers represent the bonding of the
repair patch to the cracked specimen. However, the adhesion strength is not discussed, nor is the
effect of the adhesion strength investigated. The lack of considering the adhesion strength leads to the
point where a failure of the bonding is not defined. Essentially simulating a perfect bond as no sliding or
separation could initiate. Despite the objective being to optimize the crack energy release rate through
the shape of the repair patch, the characteristics of the interface, i.e., the adhesive layer, could very
well contribute to obtaining this objective. For that reason, not only is material bonding required to be
modeled in optimization problems, so are the requirements in derivating accurate interface character-
istics.

Similar to the aerospace industry, the automotive industry also requires progressive reductions in
weight. Li et al. [42] developed a multi-material topology optimization algorithm to achieve lightweight
designs for automotive applications. A material extrapolation function determines the morphology of
the two available materials within the design domain. Two dissimilar materials arranged next to each
other result in an interface amid the materials. Despite the author’s recognition of interface conditions
in multi-material topology optimization, they did not bother to define any in their FEM. Consequently,
the interface consideration was perfectly bonded. It again emphasized the common simplification of
interface characteristics without any support for argumentation or discussion on such assumptions.
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Fortunately, a small amount of researchers is aware of commonly simplified modeling of interfaces
in multi-material structural optimization [22], [23], [43]–[45]. Liu et al [22] investigated problems that in-
clude the failure of a bonding interface compared to perfectly bonded interfaces. The authors achieved
the failure of a bonding interface through an exponential CZM. As a result, the interface characteristics
strongly affected the optimal design and therefore the multi-material morphology differed fundamentally
from its perfectly bonded counterpart. However, the chosen interface parameter values, such as the
fracture energy, maximum traction, and separation of the interface, are replicated from Hilchenbach
et al. [43], which does not support any argumentation of these values. Although several interface pa-
rameter values were explored, the characteristics that represent real-world interfaces remain unclear.
Another noteworthy aspect of the work of Liu et al. [22] is that their optimal multi-material morphology
lacks interlocking mechanisms over the interfaces, unlike those found in [23]. A parametric design
incapable of generating geometric detail could prevent the formation of such mechanical interlocking
mechanisms. At this point, it should be noted that the challenge of generating multi-material structures
is two-fold. This is explained by the contributions to the joining strength of the entire interface structure.
The joining strength is affected by the adhesive bond between the dissimilar materials and the extent
of mechanical interlocking [46]. To obtain the optimal interface design, a model must bear the capacity
of simulating both aspects that affect the joining strength.

By now, one may break down the joining strength of multi-material interfaces by their contributions
to interfacial stresses. The two-fold contribution in multi-material joining strength relates to the aspects
that affect the interface stresses mentioned earlier in this section, namely the interface characteristics
and shape. In other words, the interface characteristics and shape aspects that determine interfacial
stresses represent the material bonding and mechanical interlocking that determine the multi-material
joining strength, respectively. Despite the compatibility of the combined contributions of material bond-
ing and mechanical interlocking in FEM and SO, minimal research dedicates the combined description
to multi-material design. Considering today’s advanced state of numerical modeling, fracture mechan-
ics and SO, we are triggered by the further investigation of multi-material design that carries great
potential in various industries and research.

1.5. Research definition
In this work, we propose a method to model multi-material structures including the interface charac-
teristics. The goal is to provide an optimal design in terms of the multi-material’s joining strength. The
optimal design, therefore, takes into account a numerical approach to conclude on the material bonding
and mechanical interlocking aspects. The model intends to be used for hard-soft material interfaces
and therefore supports hyperelastic and elastoplastic material models simultaneously. Experimental
simulations allow for the calibration and validation of the numerical simulations. We demonstrate the
purpose of the model via a structural optimization of the interface design. In contrast to traditional stiff-
ness optimization, we consider a user-defined objective function that regards both aspects of the joining
strength. The optimization results provide insight into how dissimilar material bonding and mechanical
interlocking cooperate to achieve the final joining strength.

Raised by our interest in material bonding, we ask how dissimilar material bonding can be modeled,
based on realistic interface characteristics. We hypothesize that the dissimilar material bonding can
be modeled based on the principles found in applying a CZM for contact. This modeling would im-
ply the use of interface characteristics representing the material bonding strength in terms of traction.
We expect to obtain such interface characteristics from local measurements on experimental multi-
material samples. The lack of experimental standards for testing hard-soft material interfaces under
multiple loading conditions might indicate the challenges in acquiring accurate interface characteristics.

Following our interest in mechanical interlocking, we ask how mechanical interlocking can be mod-
eled based on realistic material characteristics. Here, we hypothesize that extent of mechanical inter-
locking is determined by the amount of loading required to reach an ‘unlocked’ state. For hard-soft
material interfaces, this reduces to accurate modeling of the diverse intrinsic material characteristics of
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rigid and flexible materials. Here, we expect a hyperelastic material model to capture the soft material’s
behavior. In contrast, a multi-linear isotropic hardening material model will capture the elastoplastic be-
havior of the hard material. The error between experimental and numerical simulations is a measure of
the accuracy of the material models. We expect to minimize this error through optimization algorithms.
The optimization actively modifies the material model parameters such that the numerical results best
fit the experimental results. We take the mechanical interlocking aspect of joining strength to be ac-
counted for in optimization through a dedicated objective function.

Subsequently, we ask how one can optimize a dissimilar material interface design for optimal join-
ing strength. We expect that a structural optimization approach allows for achieving the optimal joining
strength. In this approach, the multi-material structure will be modeled by a parametric design, defining
individual material domains and, therefore, the interface’s shape. An objective function constructed
by the FEA on material bonding and mechanical interlocking performance determines the direction of
optimality. Subsequently, a robust GA is expected to find the optimal solution most efficiently. Nonethe-
less, due to the size of the solution space and the computational expense of a single FEA, it is expected
that the complete optimization will be time-consuming.

Finally, these subquestions lead to our primary interest and research question, asking how hard-
soft material bonding and mechanical interlocking affect the multi-material structure’s optimal joining
strength. We hypothesize that both dissimilar material bonding and mechanical interlocking affect the
structure’s joining strength distinctively. Ultimately, we expect the bonding characteristics to affect the
resulting optimal shape of the interface. Strong interface bonds in normal direction are expected to
provide distinct optimal interface designs in contrast to interface bonds that have dominating strength
in the tangential direction.





2
Methods

The primary method in this work is divided into two subjects, with either one having the purpose of
elucidating the relevant research question. First, the methods for modeling the material and interface
characteristics elaborate on why and how the specific characteristics are sought. The subsequent sub-
ject concerns the SO of the interface geometry.

2.1. Material & interface modeling
In this work we consider the interface characteristics to define the extent of adherence among the two
materials. Although no adhesives will be used in this work’s multi-material parts, it may be convenient to
perceive the interface between dissimilar materials as a fictitious, zero-thickness adhesive. Distinct in-
terface characteristics, such as greater maximum traction, would resemble a strong adhesive, whereas
lower maximum traction would resemble a weaker adhesive. The CZM utilizes a similar approach of
applying a fictitious, zero-thickness material in computational models with contact. Many applications
of the CZM follow a bilinear traction-separation law [23], [47], [48]. Among the aforementioned maxi-
mum traction, further interface characteristics conclude on the interface’s stiffness and critical fracture
energy density (Figure 1.1). Although the latter characteristics allow for the numerical simulation of
complete interface debonding including debonding propagation, we solely focus on the initiation of in-
terface debonding as it will be sufficient to investigate the effect on the optimal interface design. We
define the initiation of debonding at the point of maximum traction, i.e., the critical stress. Therefore,
concerning the CZM approach, we only consider its dimension of traction.

In the first part of this work, we describe a methodology to capture the interface characteristics
in hard-soft material parts. Here, we take into account the direction in which the interface is loaded.
Therefore, we investigate the magnitude of the maximum stress and its dependency on the loading di-
rection. Similar to how the CZM operates in two-dimensional problems, we differentiate mode I (normal
to the interface) from mode II (tangential to the interface) failure (Figure 1.1). We define any loading
condition between these two extremes as mixed-mode loading. Capturing the interface characteristics
from manufactured hard-soft material parts allows one to indicate whether the critical stress is loading-
dependent on the specific material combination. Our method relies on the combination of mechanical
testing and numerical modeling to find the, potentially loading-dependent, critical stress of the interface.

2.1.1. Characterization experiments
We utilize the technology of AM for obtaining multi-material parts. We used a commercial polyjet 3D
printer by Stratasys of the model ObjectJ735 Connex3. The polyjet printer supports printing both hard
and soft materials in a single print job. The materials considered in this work are Stratasys’ VeroCyan
(VC) and Agilus 30 (A30) for the hard and soft materials, respectively. VC is characterized by Young’s
Modulus of 𝐸𝑉𝐶 = 2.2 𝐺𝑃𝑎 and strength of 𝜎𝑉𝐶 = 50 𝑀𝑃𝑎, whereas A30 has Young’s Modulus of
𝐸𝐴30 ≈ 1 𝑀𝑃𝑎 and strength of 𝜎𝐴30 = 1 𝑀𝑃𝑎. These divergent material properties may support one’s
initial impression of how dissimilar the two considered materials are.

11
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Figure 2.1: (A) From top to bottom: monolithic, mode I interface and mixed-mode interface characterization tensile samples. The
samples have equal thickness and dimensions are in mm. (B) Structural responses for individual Agilus30 (A30) and VeroCyan
(VC) materials. (C) Digital image correlation (DIC) deformation mesh colored overlay on mode I (left) and mixed-mode (right)
tensile samples. (D) Obtained equivalent stresses at the debonding front, 𝜎𝑑𝑏, along the hard-soft material interface for mode I
(M1) and mixed-mode (MM) loading conditions. The mean values represent the loading-specific critical equivalent stress of the
interface. (E) The descriptions of the full mixed-mode loading-dependent critical stress at which the interface debonds for linear
and quadratic extrapolation of the loading-specific critical stresses. (F) The parameterized interface by control points 1-4 that
separates the design domain in two material domains. C and L present a nodal interface curve and loading directional vector,
respectively. The dashed lines set up the design’s bounding box and s defines the direction of distance along the curve.
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To get their material characteristics correctly simulated in the FEA, we require simple uniaxial tensile
tests on the individual materials. The samples originate from ASTM standard D638 type IV specimen
for polymers (Figure 2.1.A). The VC sample consists entirely of a single material, whereas the A30 sam-
ple partially consists of A30 with adjacent stiffer VC for gripping capabilities. Their structural response
could then be obtained through a process of error minimization described in the subsequent subsection.

Uniaxial tensile testing of multi-material samples allows for the characterization of the interface be-
tween the two materials. Especially the debonding under specific modes is of interest. Testing for
mixed-mode debonding is especially challenging with the combination of hard-soft materials, which is
underlined by a lack of experimental standards. Therefore, we again make use of the A30 sample in-
troduced above in addition to a secondary, mixed-mode loaded sample. The former sample considers
the loading direction perpendicular to the interface resulting in mode I debonding. The latter sample
considers an inclined interface with the loading direction angled to load the interface partially in mode
I and partially in mode II, i.e., promoting mixed-mode debonding.

The experimental setup of the interface sample tensile tests consists of the Lloyd Instruments LR5K
tensile machine accompanied by a Limess Q-400 dual-camera digital image correlation (DIC) setup by
Dantec Dynamics. The tensile machine loads themulti-material samples in a vertical direction, while the
two cameras optically measure the sample’s surface from an off-center position (Figure 2.2.A). Two LED
panels provide sufficient sample lighting from the center between the cameras which are positioned
roughly 0.5 m from the sample. Before testing a sample, a calibration process on a checkerboard tile at
the sample’s tensile position generates a calibration file for the current setup containing relevant data on
the coordinate system and the position of the two cameras in it. Subsequently, a multi-material tensile
sample is fixed in the tensile machine grippers. The front-facing side of the sample is prepared with
a black-on-white speckle pattern using an air spray gun to enable pattern recognition on the sample’s
surface deformations. The imaging frequency is 1 Hz during the applied loads at a deformation rate
of 2 mm/min. Dantec Dynamics’ Istra4D 4.6.5 software manages image processing and deformation
correlations to provide essential local displacement data over a specified area of interest during the
tensile test, i.e., the DIC deformation mesh. This mesh is set up with a facet size of 21 mm and a grid
spacing of 7 mm in Istra4D’s correlation setup.

2.1.2. FEA as a tool for material characterization
The FEA of multi-material parts requires thorough attention to the modeling of the individual materials
and the contact between them. As the material characteristics of VC and A30 are vastly different, each
material requires a dedicated material model. We model the VC material with a multilinear isotropic
hardening model to capture its non-linear elastoplastic behavior. Multilinear isotropic hardening relies
on uniaxial experimental tensile data. Once acquired the engineering stress-strain data of VC, con-
verting it to the multilinear isotropic hardening definition is relatively effortless. First, we define the
yield stress and, therefore, at which point the material starts to deform plastically. Plastic strain, 𝜖𝑝, is
defined as the total strain, 𝜖𝑡, minus the elastic strain (2.1).

𝜖𝑝 = 𝜖𝑡 − (
𝜎
𝐸 ) (2.1)

With σ and E the stress and material stiffness, respectively. At this point, entering all plastic strain
values and their corresponding stress values allows Ansys to interpret the hardening model based on
the Von Mises yield criterion [47].

In contrast to relatively rigid VC material, the flexible A30 material experiences large elastic de-
formations when loaded. Material models that cover such material characteristics are hyperelasticity
models. Hyperelastic material models are common practice for applications that involve flexible elas-
tomers, synthetic polymers, and biological materials [49]–[51]. In this work, we model A30 with the
(nearly-)incompressible isotropic Mooney-Rivlin material model. To accurately capture the non-linear
elastic behavior, we utilize the five-term variant of the model as lower-term Mooney-Rivlin models are
unable to capture the elastic behavior with minimal error. The strain-energy potential for the five-term
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Mooney-Rivling is of the following form:

𝑊 = 𝑐10( ̄𝐼1 − 3) + 𝑐01( ̄𝐼2 − 3) + 𝑐20( ̄𝐼1 − 3)2 + 𝑐11( ̄𝐼1 − 3)( ̄𝐼2 − 3) + 𝑐02( ̄𝐼1 − 3)2 +
1
𝑑(𝐽 − 3)

2 (2.2)

Where 𝑐01, 𝑐02, 𝑐10, 𝑐11 and 𝑐20 are material constants and 𝑑 the material incompressibility parameter.
̄𝐼1 and ̄𝐼2 are invariants of the left Cauchy-Green deformation tensor and 𝐽 equals the determinant of
the deformation gradient (equals 1 for incompressible materials). The ideal model contains a combi-
nation of the material constants such that the resulting structural response is identical to that found
in experimental tests. To find that single combination of material constants, we introduce a process
of error minimization between the numerical results and its experimental counterpart. We set up the
minimization based on non-linear programming by quadratic Lagrangian (NLPQL), a gradient-based
optimization method that finds optimal results through iterative numerical searches. This includes the
definition of design variables, an objective function, and constraints. The five material constants com-
pose the set of design variables, x. The objective function, 𝑓𝑀𝑅(x), equals the cumulative error in
applied force between the numerical and experimental results at 30 displacement reference points.
We define a constraint on the location of the smallest cross-section to be in the center of the soft
material. This constraint prevents solutions that have expanding materials under loading from being
validated. This error minimization process embodies simultaneous calibration and validation of the A30
material’s elastic structural response by contrasting the numerical to the experimental results. Equation
(2.3) represents the optimization problem formulation for finding the desired Mooney-Rivling material
constants.

min
x
𝑓𝑀𝑅(x) =

30

∑
𝑖=1
|𝐹𝑒𝑥𝑝,𝑖 − 𝐹𝐹𝐸𝐴,𝑖(x)|

𝑠.𝑡. 𝐶𝑒𝑛𝑑 − 𝐶𝑠𝑡𝑎𝑟𝑡 ≤ 0
(x) = (𝑐01, 𝑐02, 𝑐10, 𝑐11, 𝑐20)

(2.3)

With 𝐹𝑒𝑥𝑝,𝑖 and 𝐹𝐹𝐸𝐴,𝑖 the measured and calculated forces at displacement steps 𝑖, respectively. Here,
the displacement for a single timestep is equal in both structural responses, i.e., 𝑢(𝐹𝑒𝑥𝑝,𝑖) = 𝑢(𝐹𝐹𝐸𝐴, 𝑖)
for all 𝑖. The cross-section constraint ensures that the soft material’s center cross-section at the end
of loading (𝐶𝑒𝑛𝑑) is smaller than at the start of loading (𝐶𝑠𝑡𝑎𝑟𝑡) to avert material solutions that expand
under loading. In this work, we neglect A30’s strain rate-dependent behavior recognized in additively
manufactured polymers as it would drastically increase the complexity of material modeling [52], [53].
To reduce the effect of strain rate-dependent properties, we target a fixed order of magnitude in strain
rate for all tensile tests. Calibrating the hyperelastic material constants to this strain rate ensures a
satisfactory structural response for A30 within a single order of magnitude of strain rate. Moreover,
a relatively low strain rate reduces the extent of elastic non-linearity [53] in benefit of the hyperelastic
material model’s capability to accurately simulate A30’s structural response.

Despite having modeled the relevant individual material characteristics, we yet have to consider
material and interface damage. In multi-material parts, we consider two types of failure attainable.
Failure could occur in one of the individual materials or within the interface which we will henceforth
refer to as damage and debonding, respectively. Damage in the individual materials is accounted for
via the SO constraint, which we will elaborate on in subsection 2.2.3. We define the constraint values
based on the critical equivalent strain magnitudes corresponding to the individual materials. As the
hard material barely deforms in response to the applied loadings, its constraint is disabled in benefit of
the optimization’s efficiency. The debonding of the interface on the other hand is more sophisticated as
it holds a loading-dependent criterion. Essentially, the criterion describes when the two materials in a
bonded state are about to debond. Here, we make use of the A30’s equivalent stress magnitude at the
interface as an indicator of when debonding is about to occur. Moreover, the magnitude of this critical
stress varies, depending on the angle between the loading and interface directional vectors, L and C,
respectively (Figure 2.1.F). In other words, the criterion monitors the direction of loading at the interface
to determine its critical stress. We will now discuss the methods for acquiring the critical stresses at
which the particular multi-material junction debonds.



2.1. Material & interface modeling 15

2.1.3. DIC deformation mapping
The process of mapping data is where the mechanical testing and the numerical model come together
to acquire the critical debonding stresses (Figure 2.1.C). A more detailed description is provided in
Appendix A. We illustrate this procedure of DIC deformation mapping in four steps (Figure 1.4). First,
we make optical measurements of the sample’s area of interest during loading using the DIC setup.
These measurements contain images of prepared, high contrast speckle patterns, which Istra4D sub-
sequently utilizes to generate the DIC deformation mesh. Next, we convert the DIC deformation mesh
through a Python script that translates the mesh onto the finite element geometry based on four ge-
ometric characteristics. Finally, the converted deformations are mapped onto the nodes of the finite
element mesh and defined as imported displacement boundary conditions. We repeat the process of
measuring, processing, converting, and mapping the experimental data for a single snapshot for the
definition of multiple load steps. Hence, the consecutive load steps enable the FEA of the interface
debonding, based on identical experimental deformations.

Figure 2.2: Four process steps in the digital image correlation (DIC) deformation mapping method for acquiring experimental-
based local stresses. (A) Optical measurement of region of interest during loading of the sample. (B) Nodal deformations, 𝑢𝑖,
that correlate to the deformation of the high contrast speckle pattern. All nodes combined produce the DIC deformation mesh.
(C) Translation of the DIC deformation mesh according to four geometric characteristics to align it to the finite element mesh.
(D) Mapping of the obtained deformations as imported nodal deformations.

To obtain the critical equivalent stress at which the interface starts to debond, we rely on the cal-
ibrated hyperelastic material (subsection 2.1.2) assigned to the finite element geometry. Its material
characteristics ensure that any applied soft material strain is directly accompanied by the correspond-
ing stress. At this stage, the FEA enables one to read the resulting stresses located at the debonding
front. Doing so for multiple samples of mode I and mixed-mode failure result in a set of equivalent stress
measurements at the point of debonding initiation under different loading conditions (Figure 2.1.D). The
mean and standard deviation calculations of the stress measurements provide a substantial measure
of when the hard-soft material interface starts to debond under a specific loading condition. This equiv-
alent stress is what we refer to as the loading-dependent critical stress of the interface.

However, the acquired loading-dependent critical stresses of the interfacemerely define the debond-
ing for two specific loading scenarios. The critical stress for any mixed-mode interface loading should
be known to accurately define when debonding initiates. We, therefore, extend the range of the loading-
dependent critical stresses to that of normal separation (mode I) to shear separation (mode II) via equa-
tion (2.5). This extrapolation is analogous to the common approach in mixed-mode traction-separation
laws (Figure 1.1) [26], [54]. Doing so enables describing the critical stress at which debonding occurs
as a function of the local loading direction, 𝜙 (Figure 2.1.F). We determine 𝜙 for every node along the
length of the interface based on the dot-product of the curve and loading directional vectors, C and L,
respectively. We define the node-to-node directional vectors of C based on the nodal locations along
the length of the interface. L contains the length normalized vector addition of the nodal principal stress
magnitudes.

𝜙 = 𝑐𝑜𝑠−1(|C ⋅ L|) = 𝑐𝑜𝑠−1⎛

⎝

|𝑥𝑐𝑥𝑙 + 𝑦𝑐𝑦𝑙|

√𝑥2𝑐 + 𝑦2𝑐 ∗ √𝑥2𝑙 + 𝑦2𝑙

⎞

⎠

(2.4)
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With 𝑥𝑐 and 𝑦𝑐 the x- and y-vector components for the nodal curve direction and 𝑥𝑙 and 𝑦𝑙 the x- and y-
vector components for the nodal loading direction. Note that the denominator in (4) is equal to one as the
considered vectors are of unit length. Furthermore, by taking the absolute value of the dot-product, 𝜙
only contains values from the range of 0° to 90°. This range becomes evident once we start considering
the failure mode criteria coupled with 𝜙. An angle of 0° equates to tangential loading, i.e., mode II,
whereas a 90° equates to perpendicular loading, i.e., mode I. Any angle within those two extremes
is referred to as mixed-mode loading. The determined angle is crucial for the calculation of when the
interface starts to debond. Commonly found in literature and implementations in commercial software,
a power-law equation forms the foundation of the mixed-mode magnitude for damage initiation [26].
We consider a similar approach that determines the mixed-mode critical stress 𝜎𝑀,𝑐 based on 𝜙, the
power-law exponent 𝛼 and the mode I and II critical stresses 𝜎⊥,𝑐 and 𝜎∥,𝑐, respectively:

𝜎𝑀,𝑐 = 𝛼√ (𝜎⊥,𝑐𝜎∥,𝑐)𝛼
(𝑚∥𝜎⊥,𝑐)𝛼 + (𝑚⊥𝜎∥,𝑐)𝛼

(2.5)

With 𝑚∥ = 1 −
𝜙
90° and 𝑚⊥ =

𝜙
90° . To investigate the effect of multi-material bonding on the structure’s

optimal joining strength, we examine two values for 𝛼. Here, 𝛼 = 1 presents a linear extrapolation,
whereas 𝛼 = 2 presents a quadratic extrapolation (Figure 2.1.E). Addressing the calculation of (2.5)
for every node along the length of the interface accommodates for the requirements to calculate the
interface’s average critical equivalent stress, which we will utilize to obtain the objective function, dis-
cussed in the following subsections.

Once we obtained the individual material characteristics and after obtaining our two hypotheses of
interface failure equations, we implemented a genetic optimization algorithm for a parameterized inter-
face.

2.2. Structural optimization algorithm
For creating the SO, we first parameterized the interface according to several constraints. Subse-
quently, we implemented the GA to update our interface designs according to material bonding and
mechanical interlocking objectives. We will describe these aspects of SO here.

2.2.1. Parametric design
The number of design variables can drastically impact the computational expense of structural opti-
mizations [55], [56]. Each increase in the amount of design variable exponentially adds up to the size
of the solution space, i.e., the number of solutions [57]. Therefore, it is preferred to maintain a low
amount of design variables from an efficiency perspective. On the other hand, fewer design variables
suppress the robustness of a SO [57], [58]. Each decrease in the number of design points subtracts
from the size of the solution space, i.e., possibly neglecting the solution that represents the global op-
timum for the engineering problem. In the view of robustness, it is preferred to maintain a high amount
of design variables. For the current problem, we use the coordinates of four control points to define
the design variables for the SO (Figure 2.1.F). Each control point contains two design variables, those
for the x- and y-coordinates, except for the first control point which has its x-coordinate fixed to zero.
Therefore, we consider a design variable set containing seven variables.

𝜒𝜒𝜒 = [𝑃1𝑦 𝑃2𝑥 𝑃2𝑦 𝑃3𝑥 𝑃3𝑦 𝑃4𝑥 𝑃4𝑦] (2.6)

The four control points, 𝑃1 − 𝑃4, are used for the positions through which a smooth curve must cross.
This curve then represents the interface, dividing the design domain into two regions of dissimilar ma-
terials. Four control points were found to provide a proper balance between efficiency and robustness.
Boundaries on the design variables then enclose the solution space. We define the design variable
boundaries to be 0.2 mm and 5.0 mm for the lower and upper boundaries, respectively. In addition to
these boundaries, a snap-to-grid option ensures that only coordinates from a multiplicity of 0.2 mm are
feasible. This option drastically reduces the number of solutions, therefore increasing efficiency. The
impact on the robustness, on the other hand, is negligible as we do not differentiate between designs
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that differ from each other with coordinates smaller than the snap-to-grid value.

However, the current solution space allows for the generation of designs that contain self-intersecting
lines, i.e., loops. We introduced several parameter relationships to ensure that any combination of
design variables will result in a loopless design. These parameter relationships classify designs as
infeasible if they exceed the relationship rule. The relationships are based on the directional vectors
between the control points. Here, we distinguish 3- and 4-point loopless relationships, as either three
or four control points can introduce loops. Figure 2.3 illustrates arbitrary curves that represent the divi-
sion of half of the design domain. The 3-point loopless relationships ensure that the angle between two
directional vectors set up by three consecutive control points is greater than ten degrees. This parame-
ter relationship successfully prevents corners from self-intersecting. The 4-point loopless relationships
ensure that the control points’ consecutive order is not simultaneously horizontally and vertically mono-
tonic. In other words, to prevent four control points from creating self-intersecting lines, the directional
vector between points 2 and 3 must satisfy a maximum of one opposite horizontal or vertical direction
with respect to the directional vector between points 1 and 4. This parameter relationship successfully
limits the solution space to exclude designs that contain loops generated by four control points. All
applied parameter relationships are provided mathematically in Appendix B.

Figure 2.3: Arbitrary curves that divide half of the design domain, classified for three and four control points. The 4-point
parameter relationship prevents four points from creating self-intersecting curves (bottom red lines). The 3-point parameter
relationship prevents self-intersecting curves by obstructing sharp corners (top red line).

2.2.2. Objective functions
The SO’s objective function defines whether a particular design is considered good or bad. The ob-
jective function value is critical in the optimization process for comparing and selecting designs. In the
SO of the interface design, we focus on the joining strength of VC-A30 materials. As stated earlier,
the joining strength is affected by the adhesive bond between the dissimilar materials and the extent
of mechanical interlocking. Therefore, we define two objective functions.

First, the material bonding objective concerns the extent to which one material bonds to the other.
Here, there is no contribution of the mechanical interlocking. The contact conditions are described by
perfect bonding. Perfect bonding conditions commensurate with no penetration, no normal separation,
and no tangential sliding of the two individual materials with respect to each other. These conditions
allow for determining the loading direction (𝜙) at the interface when the sample is loaded. The material
bonding objective is defined by the loading-dependent critical stress of the interface, 𝜎𝑀,𝑐, and the
length of the interface, 𝐿𝑡𝑜𝑡:

max
𝜒𝜒𝜒

𝑓𝑀𝐵(𝜒𝜒𝜒) =
∑𝑛𝑖=1(𝜎𝑀,𝑐,𝑖(𝜒𝜒𝜒) ∗ 𝐿𝑖)

𝐿𝑡𝑜𝑡(𝜒𝜒𝜒)
(2.7)

With 𝜎𝑀,𝑐,𝑖, 𝐿𝑖 and 𝑛 the nodal loading-dependent critical stress, the length between the current and
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adjacent node, and the number of nodes on the interface, respectively. We consider the average
loading-dependent critical stress over the entire interface to be an adequate performance indicator of
material bonding. A greater value equates to higher stress required for the entire interface to debond.
To properly compare the material bonding performance among various geometries, we normalized the
averaged stress to a unit of contact length. Normalizing ensures that a particular design cannot be-
come favorable in the optimization due to the advantageous use of a greater contact length.

Secondly, the mechanical interlocking objective concerns the amount of force required to separate
the individual material from each other without taking the material bonding into account. Here, we
assume frictionless sliding conditions. In these conditions, normal separation and tangential sliding can
occur without resistance to enable unlocking of the individual materials. The maximum force obtained
for reaching an unlocked state defines the performance in mechanical interlocking. We normalize the
objective function value concerning a fixed width of 75 mm as the width for the fracture samples used
for validation:

max
𝜒𝜒𝜒

𝑓𝑀𝐼(𝜒𝜒𝜒) =
𝐹𝑚𝑎𝑥(𝜒𝜒𝜒)

75/(𝑣(𝜒𝜒𝜒) ∗ 𝑤(𝜒𝜒𝜒)) (2.8)

With 𝑣 the integer number of periodic repetitions of interface designs and𝑤 the interface design’s width.

Both material bonding and mechanical interlocking objectives are active during the optimization of
the bonded interface design. Employing dedicated FEAs in Ansys facilitates obtaining the control point-
dependent values that define the objective function values. The Ansys APDL code that establishes the
required data from the FEA is provided in Appendix C. The material bonding FEA comprises perfect
bonding contact conditions, 0.2 mm quad interface elements and a 1 mm applied deformation loading
condition. The mechanical interlocking FEA uses the identical mesh but instead further comprises
frictionless contact conditions and an 8 mm applied deformation loading condition.

2.2.3. Constraints
The SO’s constraint define which regions of the solution space are infeasible. In contrast to the previ-
ously mentioned parameter relationships, the constraints include values obtained from the FEA results.
In other words, an applied constraint could determine a design to be infeasible, based on the design’s
performance. Similarly, constraints affect the solution space, but limit it to designs of interest.

In our interest to prevent a design from becoming favorable due to the arrangement of more advan-
tageous materials, we designate a volume ratio constraint on the design (2.9). This entails that within
the given design domain, the hard-to-soft material ratio is approximately equal to one. As this ratio is
not dependent on the FEA’s results but instead on the combination of design variables, we quantify
a design’s material volume ratio prior to the analysis. We approximate the area of one material by a
trapezoidal method on the control point coordinates.

𝐴14 =
3

∑
𝑖=1

𝑃𝑖𝑦 + 𝑃(𝑖+1)𝑦
2 ∗ (𝑃(𝑖+1)𝑥−𝑃𝑖𝑥) (2.9)

For the design to satisfy the constraint, the obtained area must equal half of the area corresponding to
the bounding box that encloses the interface curve. It should be noted that we allow the former area to
deviate ±0.6 mm2 from the volume constraint to prevent over-constraining.

Furthermore, we constrain the designs to those that do not show soft material damage during ap-
plied loading in the mechanical interlocking FEA. The constraint value is based on the critical equivalent
strain magnitude corresponding to A30, 𝜎𝐴30,𝑐 = 1 𝑀𝑃𝑎. This constraint successfully rules out designs
that achieve infeasible magnitudes in stress due to an otherwise never-failing soft material.

2.2.4. Algorithm
Finding the global optimum can be challenging due to the size of the solution space and local optima,
depending on the optimization problem. Fortunately, plenty of algorithms exist that attempt to obtain
the global optimum efficiently and robustly. In this work, we make use of a GA. Figure 2.4 describes the
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workflow of the algorithm. The algorithm depends on an initial set of designs, in our case a total of 128
designs with the design variables ranging between their boundaries. Each design is evaluated through
a dedicated FEA for each of the objective functions 𝑓𝑀𝐵(𝜒𝜒𝜒) and 𝑓𝑀𝐼(𝜒𝜒𝜒). The corresponding objective
function values naturally scatter the designs in a plane set up by the objective performances. We refer
to the designs that dominate in this scatter as the designs at the Pareto front. The algorithm satisfies
convergence when a majority of the designs in a current generation are located at the Pareto front.
As we define each generation to contain twenty designs, our convergence criteria for the maximum
allowable Pareto percentage of 95% means the algorithm converges if at least 19 designs of the cur-
rent generation are located at the Pareto front. In addition, a convergence stability percentage of 0.2%
satisfies convergence when a current generation is stable in comparison to the previous one. Here,
the stability is based on the mean and standard deviation of the objective functions. A generation that
did not converge is subjected to the consecutive processes of selection, crossover, and mutation. Se-
lection defines which 20 designs are picked for reproducing with other included designs. The algorithm
determines which designs to select based on the previous fitness evaluation. The selected designs
then encounter crossover in which their set of designs variables recombine to generate offspring de-
signs. The probability of crossover is 98%, implying that 2% of the selected designs avoid the crossover
process and thus remain unchanged. Finally, a 10% probability of mutation alters offspring designs by
varying one or more of its design variables. Mutation, therefore, generates entirely new designs with
the potential of improved performance and prevents the algorithm from stagnating at any local optima.
At this stage, the designs are added to the design pool. It is here where the entire process repeats
iteratively until the loop exits once convergence is satisfied. In other words, the algorithm achieves the
optimal interface design when no other known design can improve it.

Figure 2.4: Genetic algorithm flowchart for iteratively updating the multi-material interface design.

2.3. Validation
With the methods for modeling and SO comes the requirement to validate these methods. Conse-
quently, we introduce experimental validations that assess the characterization methods and the SO
performance improvements. Dedicated validation experiments allow for comparing and contrasting of
experimental and FEA results.

We validate ourmaterial models based on comparing stress-strain responses between experimental
and FEA results of identical geometries and loading conditions. Analogous structural responses indi-
cate good agreement between results and would, therefore, validate our implementation of material
models. Furthermore, we reproduce a similar comparison for the validation of the interface character-
istics. Here, we compare the stress-strain response at the interface originating from experimental and
finite element analyses. As the interface’s experimental analysis greatly relies on the DIC deformation
mapping method, its validity is investigated as well. We introduce maximum interface stresses and
strains to assess the correlation between the results obtained by deformation mapping and original
FEM loading conditions.

The GA output provides interface designs for the fabrication of periodic A30-VC samples. Here,
we briefly investigate the effect of the periodic phase on critical stress concentrations that may affect
the experimental results. Therefore, we compare the interface stress distributions in two periodic inter-
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face phases on non-periodic samples to illuminate its effect on the results (Figure 2.5 right). Hereafter,
we asses the performance of the single 𝑓𝑀𝐼 objective SO by comparing the structural responses of
optimized versus non-optimized debonded periodic interface samples. The lack of material bonding
in debonded samples enables one to investigate the mechanical interlocking aspect of multi-material
joints, without the effects of material bonding. Accordingly, we validate the contribution of material
bonding by comparing the maximum experimental tensile stresses of debonded versus bonded sam-
ples. We assess the performance of the bonded candidate designs and the corresponding structural
optimizations by introducing two experimentally measurable validation metrics. These metrics present
the design’s maximum tensile stress and the averaged stress along the interface. Despite their lack of
direct relationship with the objective functions, the measurements represent similar joining principles
in identical units. Here, the maximum tensile stress examines the magnitude of the loading vector sim-
ilarly as in the mechanical interlocking objective function. The averaged interface stresses are derived
identical to the material bonding objective function. These validation metrics enable one to conclude
on the distinguishment between linear and quadratic interface bonding characteristics. The optimized
bonded designs are then contrasted against their non-optimized counterparts to carry out validation on
the SO’s improving capabilities.

The experimental setup to obtain the validation variables is as follows. From the outcome of the GA,
we select two optimal designs per hypothesis of failure equation, i.e., a total of four optimized candidate
designs. The control group consists of two non-optimized designs, generated in a primal generation
of the optimization. The SO with an inactive material bonding objective provides a single optimized
debonded interface design. Similar to the bonded samples, a single debonded non-optimized control
design is selected from a primal design generation. We then assign each interface design to 3D printed
periodic samples which we then test under tensile conditions (Figure 2.5). The individual material parts
are printed in place for bonded samples, while they are printed separately for debonded samples. The
non-periodic interface samples are printed to investigate the interface’s side stress concentrations.

Figure 2.5: Periodic (left) and non-periodic (right) tensile samples used for experimental validation. Identical dimensions are
used for different interface designs. Dimensions are in mm.
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Results & Discussion

The current section will present and discuss the obtained results. The subsections cover the results
of both individual material and interface characteristics and the optimal interface design. Furthermore,
we will cover the experimental results to validate the numerical models and SO.

3.1. Material characteristics
Two separate material models approximate the individual material characteristics. The upper plot in
Figure 2.1.B presents the experimental engineering stress-strain data of the VC sample. We model
the hard VC material with a multilinear isotropic hardening material model. Equation (2.1) defines the
non-linear plastic response by a multilinear approximation. Applying the obtained values directly to the
multilinear isotropic hardening material model results in the finite element structural response of VC in-
dicated by the dashed line in Figure 2.1.B. The correlations of determination (𝑅2) define to what extent
the FEA results fit the experimental observations. For the structural response up to the point of yielding
of VC, we find 𝑅2𝑉𝐶 = 97.74%. From these results, one can clearly observe that VC’s relevant structural
responses are in good agreement between experimental and numerical results. Because preliminary
loading results implied induced stresses and strains far from VC’s critical magnitude, we reasonably as-
sumed one can neglect themodeling of the VC damage initiation criteria for the applications considered.

We modeled the soft A30 material with a hyperelastic Mooney-Rivlin material model. For determin-
ing the correct material constants we solely focus on the non-linear elastic behavior of the material.
The solid line in the lower plot of Figure 2.1.B presents the experimental stress-strain data of the A30
sample, characterized by the elastic S-curve response recognized in literature [52]. The NLPQL op-
timization successfully achieves the specific combination of Mooney-Rivling material constants that
provide minimal error to the experimental results: 𝑐01 = 55.75, 𝑐02 = 0, 𝑐10 = 14.45, 𝑐11 = −1.044,
and 𝑐20 = 0.3647 𝐾𝑃𝑎. The dashed line indicates the corresponding numerical stress-strain response
for A30 (Figure 2.1.B). By comparing the two results, one can observe the similarities in structural re-
sponses. For the structural response up to the point of yielding of A30, the correlation of determination
is 𝑅2𝐴30 = 99.91%, defining the Mooney-Rivlin material model to be sufficiently capable of simulating the
non-linear elastic behavior of A30. Furthermore, we acquire the damage initiation criterion, the critical
equivalent strain at which A30 initiates failure, based on the stress-strain data. We use this criterion as
a constraint that prevents the mechanical interlocking optimization from generating designs that would
be favorable with an unfeasible amount of strain. Therefore, an approximation of the damage initiation
criteria suffices for its purpose. Based on the obtained structural response, we consider the A30 ma-
terial to fail at an equivalent strain of 1.00 mm/mm.

3.2. Interface characteristics
The tensile loading of the interface samples (Figure 2.1.A) in combination with DIC measurements
establishes the DIC deformation meshes (Figure 2.1.C) to characterize the interface. The interface
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characteristics are expressed in terms of critical stress at which the bonded interface starts to debond.
The local precision of DIC allows for mapping deformations such that one could obtain these local criti-
cal stresses. Under loading, A30 strains accumulated up to around 1 mm/mm, whereas the much stiffer
VC remained relatively undeformed. The measurement, processing, converting and mapping of multi-
ple consecutive DIC deformation snapshots allows for monitoring the stresses following a progressively
debonded interface. The solid lines in Figure 2.1.D visualize the local equivalent stresses at the front of
debonding. We present the critical debonding equivalent stresses over normalized interface lengths to
compare the two loading conditions. First, we distinguish the two interface loading conditions that were
tested. On average, the debonding stresses in 45 degrees mixed-mode loading are greater than those
found in mode I loading of the interface. The mixed-mode loading of the interface causes debonding
to occur at 𝜎45,𝑐 = 1.39 𝑀𝑃𝑎, whereas mode I loading results in debonding at 𝜎⊥,𝑐 = 0.82 𝑀𝑃𝑎. We
take the mean stress measurements as a substantial measure of when the hard-soft material interface
starts to debond under a specific loading condition. Furthermore, we note the location of the measured
stresses along the length of the normalized interface. Despite not directly deducible from the figure,
the shift in measured location along the interface corresponds to the debonding propagation over time.
The slight increase in critical stresses as debonding propagates might be explained by the correspond-
ing reduction in the contact area. Nonetheless, regardless of noise, the DIC deformation mapping
method satisfies in providing an estimate of the loading-dependent critical debonding stress. Finally,
the obtained critical stresses, 𝜎⊥,𝑐 and 𝜎45,𝑐, function as reference points in the full loading-dependent
mixed-mode debonding criterion. We determine the magnitude of the critical debonding stress in mode
II, 𝜎∥,𝑐, with equation (3.1).

𝜎∥,𝑐 = 𝛼√ (𝜎45,𝑐𝑚1𝜎⊥,𝑐)𝛼
𝜎𝛼⊥,𝑐 − (𝑚2𝜎45,𝑐)𝛼

(3.1)

Figure 2.1.E presents the linear and quadratic power law extrapolations through the measured critical
stresses. As a result of investigating two values for 𝛼, we acquire two distinct debonding criteria. The
linear extrapolation (𝛼 = 1) ranges from 𝜎⊥,𝑐 = 0.82 𝑀𝑃𝑎 to 𝜎∥,𝑐 = 4.59 𝑀𝑃𝑎 for the critical mode I
and mode II stresses, respectively. The quadratic extrapolation (𝛼 = 2) ranges from 𝜎⊥,𝑐 = 0.82 𝑀𝑃𝑎
to 𝜎∥,𝑐 = 1.31 𝑀𝑃𝑎 for the critical mode I and mode II stresses, respectively. Naturally, both failure
equations intersect the measured magnitudes of 𝜎⊥,𝑐 and 𝜎45,𝑐. However, the greater curvature of the
critical stress in the quadratic extrapolation due to the higher exponent in equation (3.1) results in a
smaller critical debonding stress in mode II loading. The opposite is true for the linear extrapolation, re-
sulting in a greater critical debonding stress in mode II loading. Therefore, the latter debonding criterion
also sustains greater interface stresses in the range of 45 degrees mixed-mode to tangential mode II
loading. In the other end of the loading spectrum, the two debonding criteria show greater similarities,
however not identical. Although critical stresses for additional loading directions would allow for a more
accurate definition of 𝛼, obtaining these stresses would be out of this work’s scope. As we are merely
interested in assessing the effect of interface characteristics, the two failure equations allow for exactly
that, regardless of the accuracy of 𝛼.

3.3. Optimal interface design
Once the individual material and interface characteristics are obtained, the definition of a parametric
design sets up the requirements for the subsequent SO. However, before we assess the performance
of these designs, we will briefly consider the process results of the SO that provided these designs.
These results include the evolution of the objective functions in particular. They elucidate on their con-
tribution within the joint as they represent the fundamental working principles of multi-material joining.

Figure 3.1 presents the evolutions of the individual normalized objective functions 𝑓𝑀𝐵 and 𝑓𝑀𝐼 during
the optimization, with the dashed lines presenting their second-order polynomial curve fit. Equation
(3.2) ensures the values for the objective functions range between zero and one for comparing and
adding purposes.

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑𝑓 = 𝑓𝑖 −𝑚𝑖𝑛(𝑓)
𝑚𝑎𝑥(𝑓) − 𝑚𝑖𝑛(𝑓) (3.2)

With 𝑓 any objective function and 𝑓𝑖 the objective function value for a single design iteration. The mean
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value of the two objectives presents the total objective function value, 𝑓𝑇. Here, as we do not define
any priority in objectives, deriving the mean suffices for determining the total objective function value.
Moreover, the change of the objective functions can be observed as the design iterations evolve. Note
that the values for 𝑓𝑀𝐵 and 𝑓𝑀𝐼 commonly alternate in performance among designs. In other words,
for a single design, the material bonding objective could perform well while the mechanical interlocking
objective does not, or vice-versa. Alternating objective function values for the designs can be observed
in both optimizations with 𝛼 = 1 and 𝛼 = 2. Their alternating behavior during the evolution of designs
is the first implication that material bonding and mechanical interlocking have contradicting contribu-
tions to the overall multi-material joining strength. Their evolution further illustrates this contradicting
behavior of the objective functions in the quadratic bonding optimization. Despite their contradicting
responses, one can observe the combined behavior for iterative designs in 𝑓𝑇. Here, the generational
increments brought in by the GA result in improved performance for both linear and quadratic interface
failure equations. However, the improvement in 𝛼 = 2 designs is only minor, whereas in 𝛼 = 1 designs
it is better recognized. Each generation consists of 20 design iterations, where the optimal design can-
didates are obtained from the final generation, marked with green circles. Noteworthy is the number of
generations required for the GA to converge. The GA took more than double the amount of generations
required to find convergence in the linear bonding optimization. We explain this by the difference in
locations of the global optima within the solutions space. The solution space is consistent in the two
optimizations, whereas the locations of the two global optima are not. An optimization with its global
optimum located closer to the set of initial solutions would result in fewer generations required to find
convergence, i.e., the optimization with quadratic bonding.

Figure 3.1: Objective function value evolutions in SO for linear (left) and quadratic (right) material bonding characteristics. 𝑓𝑀𝐵
and 𝑓𝑀𝐼 present the normalized material bonding and mechanical interlocking objective function values, respectively. The com-
bined objective function value is presented in 𝑓𝑇. A second-order polynomial curve fit resembles a smoothed evolution (dashed
lines). The optimal design candidates are indicated by green circles.

Furthermore, Ansys provides the sensitivity analysis on the objective functions (Figure 3.2). The
sensitivity analysis describes the sign of the objective function’s correlation with each of the design vari-
ables. For example, the increase of the y-coordinate of control point 1 correlates with the increase in
the mechanical interlocking objective function value. Therefore, this particular sensitivity is defined as
positive. Concurrently, the increase of the y-coordinate of control point 1 correlates with the decrease
in the material bonding objective function value (i.e., a negative sensitivity). The sensitivity magnitudes
are however barely distinguishable for each design variable. The almost identical magnitude in the op-
posite direction implies that a design variable’s attempt to improve one objective function value always
comes at the expense of similar size in the other objective function value. Noteworthy is the agreement
that the increase of y-coordinates benefits the joint’s mechanical interlocking aspect. In contrast, the
increase in x-coordinates benefits the joint’s material bonding aspect. The present objective function
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trade-off seems to be coupled to the horizontal and vertical displacements of the control points. Essen-
tially, mechanical interlocking prefers more shallow, wider designs, whereas material bonding prefers
narrow, deeper ones. The optimized Pareto Fronts further illustrate this objective trade-off (Figure 3.2).
By contrasting the two objectives for the non-dominated designs in the final GA generation, one ob-
serves the result of the mentioned sensitivities. Again, underlining the negative correlation between
the two joining principles. The observed trade-off implies that each objective function carries a priority
corresponding to the contribution in joining. A proper objective priority definition would require a valida-
tion of the individual joining principles. A definition in objective priorities potentially alters the trade-off
decisions made in the SO.

Figure 3.2: Objective function sensitivities (left) and trade-offs (right). The arrows present the design variables’ increment direc-
tions, which are accompanied by their corresponding sensitivity towards the objectives of material bonding (MB) and mechanical
interlocking (MI). The Pareto Fronts scatter the non-dominated designs in terms of the objective functions of material bonding
(𝑓𝑀𝐵) and mechanical interlocking (𝑓𝑀𝐼) in linear and quadratic bonding optimizations.

The GA successfully provides optimal interface designs (Figure 3.3). Two candidates resemble the
trade-off in joining objectives. Already, one can observe the difference in optimal design shapes as a
result of distinct interface characteristics. The linear bonding designs L1 and L2 are distinguishable from
the quadratic bonding designs Q1 and Q2. Compared to the control designs, the optimized designs
have noticeably deeper cavities, while similar in width.

Figure 3.3: Selected genetic algorithm output designs for bonded and debonded contact conditions. Bonded contact conditions
contain optimized candidate designs for linear (𝛼 = 1) and quadratric (𝛼 = 2) bonding and non-optimised designs (control).
Debonded contact conditions contain an optimized and non-optimized (control) design.
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3.4. Validation
To better validate the observations from the SO for the optimal interface geometry, we now look at the
interface stresses for the optimal designs and control group. Ideally, one would want to experimen-
tally measure the identical quantities as were utilized in the objective functions. This is challenging,
and we, therefore, consider the experimentally loaded interface state using the DIC mapping method.
Comparing these results to the FEM approach enables one to elucidate on the SO’s modeling deci-
sions and performance. Figure 3.4 presents the four optimized and two non-optimized bonded designs
(Figure 3.3), along with their DIC and FEM stress and strain analyses at the moment of the samples’
maximum tensile loading. We obtained the interface stress and strain profiles from a single center
design in the periodic samples. Generally, one observes greater interface stresses at the sides of
the interface design as they are located at the surface of the cavity. These stresses then reduce as
the interface shapes inwards. Doing so with sharp corners achieves greater stress concentrations,
visualized by both DIC and FEM loading condition results.

3.4.1. DIC deformation mapping
Before we dive into the validation of the optimized designs, we first consider the method of DIC de-
formation mapping for the interface characterization. From the results on the individual material char-
acteristics in Figure 2.1.B, one can state that the material models are adequately defined to simulate
the experimentally found material properties. In combination with the DIC deformation mapping, they
allow for the examination of the loaded interface state (Figure 3.4). The comparison of these stresses
and strains against those obtained by FEM loading conditions enables one to study the effectiveness
of the DIC deformation mapping method, even for sophisticated interface designs. Both stresses and
strains for the displayed six bonded designs show good agreement between DIC and FEM approaches
in concentrations and overall distribution along the interfaces. The DIC deformation mapping method
tends to underestimate the magnitudes with respect to its numerical counterpart, which becomes most
noticeable in the interface stresses. We consider the characteristic maximum interface stresses and
strains at maximum tensile loading per design to emphasize the differences in magnitudes obtained
by the DIC and FEM approaches. Here, between the approaches, the correlations of determination of
𝑅2𝜎 = 86.36% and 𝑅2𝜖 = 98.17% represent good agreement in stress and strain distributions, respec-
tively, despite the mismatch in magnitudes.

The underestimation of the interface stresses by the DIC deformation mapping method emerges
from the accumulated errors introduced in the process steps (Figure 2.2). First and foremost, the
applied paint’s limited capability to accurately represent the underlying multi-material deformations es-
tablishes thin interface gradients in the DIC deformation mesh. These gradients inaccurately represent
the abrupt transition of deformations as a result of the underlying sudden change in elastic modulus.
These gradients affect the interface stress read-out by mapping a deformation magnitude smaller than
the actual deformation in the underlying soft material at the interface. In addition, the converting pro-
cess that translates the DIC deformation mesh according to four geometric characteristics introduces
further mapping error. A perfect alignment of the DIC deformation mesh onto the finite element mesh
would achieve an errorless transition of deformations. However, as we define the locations of the DIC
deformation mesh geometric characteristics by hand, the method is subjected to human error that neg-
atively affects the alignment. Both the paint and converting processes illuminate the limitations of DIC
deformation mapping for acquiring multi-material interface stresses. Nonetheless, these errors only
seem to consistently affect the magnitude of the experimental interface stresses, rendering the stress
distribution analogous to the FEM approach. Therefore, we consider the proposed DIC deformation
mapping method as a valid approach to acquire multi-material interface stresses, if handled with care.
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Figure 3.4: Interface stress and strain results from DIC mapping and FEM loading methods. L1 and L2 represent the linear
bonded optimized designs, Q1 and Q2 the quadratic bonded optimized designs, and BC1 and BC2 the non-optimized bonded
control designs. The interface measurements are taken at the maximum tensile loading of periodic samples.
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3.4.2. Optimized designs
Moving on to the validation of the candidate designs, we first consider the periodic phase’s effect on
stress concentrations in experimental tensile tests. Our preliminary tests indicate that testing the peri-
odic interface design without any phase shift causes critical stress concentrations at the edges of the
samples. These stress concentrations develop into premature failure during tensile loading, rendering
the results incompatible for design performance evaluation. As is depicted in Figure 3.5, the shifted in-
terface contains the same design contact but is positioned differently within the tensile sample. Despite
the identical contact geometry, one observes considerable differences in the interface stress distribu-
tions. Noteworthy are the stress concentrations at the sides of the samples without a phase shift.
Introduced by greater shear stresses, these concentrations are not obtained in equal design regions
in the shifted interface sample. The reduced stress concentrations in the shifted interface sample are
observed in DIC and FEM loading condition analyses. Therefore, we continue our periodic sample
validations based on half a phase shift of the interface design.

Figure 3.5: Single interface design tensile samples for no phase shift (left) and half a phase shift (right). The corresponding
stresses along the interface are provided by the DIC and FEM loading condition methods. S defines the distance along the
length of the interface where the circles indicate equal design regions.

Let us first consider the candidate designs obtained by the SO of the single mechanical interlocking
objective 𝑓𝑀𝐼. For the optimization of mechanical interlocking only, the designs D1 and DC1 (Figure 3.1)
represent the optimized and non-optimized debonded designs, respectively. We compare the structural
response of these periodic debonded designs obtained by FEA and physical experiments (Figure 3.6).
Foremost, we notice the consistent underestimation of the FEA results compared to those obtained in
the physical experiments. This behavior is expected as the FEA lacks contact modeling representative
for the contact conditions achieved in the physical multi-material part. The latter is noticeably affected
by natural friction between A30 and VC. However, in our numerical approach, we simply neglect these
frictional stresses, which leads to a consistent underestimation of the samples’ tensile structural re-
sponse. Despite these differences, the relative performance increase is adequately estimated in the
FEA. The physical experiments suggest that the optimized design performs 1.6 times better than the
control design in terms of maximum tensile stress. The FEA equivalent of that performance ratio is
2.3. The reason for the FEA performance not scaling one-to-one to its physical results could again
be explained by the role of the frictional contact. Here, the lack of modeling frictional stresses along
the interface affects the performance approximation depending on the contact length, where a greater
contact length is more subjected to these frictional stresses. Nonetheless, for approximation purposes,
we can confirm the single objective’s capability of adequately assessing the mechanical interlocking
performance of a design.

Next, we shall consider the candidate designs obtained by the SO of both objectives 𝑓𝑀𝐵 and 𝑓𝑀𝐼.
From the SO results, we are able to distinguish optimal designs due to distinct modeling of the interface
characteristics. However, to further validate the contribution of these characteristics, we introduce two
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Figure 3.6: Structural response (left) of periodic debonded tensile samples with mechanical interlocking optimized (blue) and
non-optimized (orange) interface designs. Loaded equivalent strain states (right) obtained from experimental and FEA results
that develop into unlocked states.

measurable metrics that resemble the objective functions, i.e., the multi-material joining principles.
Figure 3.7 presents the maximum experimental sample stresses and average interface stresses at the
maximum sample loading. In terms of maximum experimental stress, greater magnitudes correspond
with better performing designs as they are able to sustain greater loads. In terms of the average
interface stress, on the other hand, smaller magnitudes correspond to better performing designs as they
are better capable of advantageously distributing the applied loads over the interface. By comparing
the measured results in linear bonded and quadratic bonded optimized designs, distinguishing the
two characteristic interface conditions becomes less evident. Concerning both validation metrics, a
two-sample t-test with a significance level of 0.05 provides no statistical evidence to distinguish the
considered interface failure equations. Despite the different resulting optimal designs due to distinct
interface characteristics, the experimental tensile performance is statistically identical.

Figure 3.7: Maximum experimental sample stress (left) and average interface stress at maximum loading (right) for bonded
interface candidate designs. The former is the result of the mean tensile loading of the designs, where the error bars represent
a single standard deviation in uncertainty over multiple samples. The latter derives the accumulated interface stress along the
interface, normalized to the design’s contact length. The accumulated interface stress equates to the design’s area under its
stress distribution (Figure 3.4). Here, the error bars represent the single standard deviation from themean value over the interface
length. L1 and L2 are optimized with linear bonding conditions, Q1 and Q2 are optimized with quadratic bonding conditions, and
BC1 and BC2 are control designs for non-optimized bonding.



3.4. Validation 29

Through the comparison of optimized designs and non-optimized designs, we assess the perfor-
mance of the SO. Again looking at Figure 3.7, we now examine these design performances among op-
timal and non-optimal designs. Concerning the maximum experimental sample stress, a two-sample
t-test with a significance level of 0.05 provides support for a statistical difference between the opti-
mal and non-optimal interface designs. Surprisingly, this difference supports that the non-optimized
designs can sustain greater stresses than the optimized designs. As these results suggest that the nu-
merical improvements are not validated through the experimental testing, one may question the SO’s
improving capabilities. However, the results are explained by the type of failure attained in the physical
experiments as opposed to those in the FEA. The physical experiments illustrate vastly different tensile
failure, namely in front of the interface’s soft material, remaining an intact interface. As the SO assumes
that the entire interface debonds, the two results are incompatible for comparison, let alone validation.
In contrast, the debonded interface samples (Figure 3.6) did show an identical failure mechanism in
physical experiments and FEA. And it is for these designs that experimental mechanical interlocking is
able to validate the SO mechanical interlocking objective function. However, the combined contribu-
tions of mechanical interlocking and material bonding result in a transition of tensile failure mechanism.
This transition is not accounted for in the independent SO objective function analyses. The lack of
accounting for the combined effect of the two joining principles sheds light on the limitations of the cur-
rent SO formulation, preventing adequate validation of its improving capabilities. In short, we find that
what the SO optimizes for does not adequately represent the attained failure mechanisms in physical
experiments. On the other hand, the averaged stress distribution along the interface does show a con-
siderable effect of the optimization (Figure 3.7 right). Here, the optimized designs perform noticeably
better than the control designs, much more in line with the SO material bonding objective performance
predictions as indicated by their common coefficient of determination 𝑅2𝑀𝐵 = 91.09%. Certainly, one
may question this validation metric in the same regard as the maximum experimental stresses. How-
ever, the interface stress distribution is less subjected to the failure mechanism, making it a viable
validation metric. So after all, the presented SO approach enables capable performance assessments
for the individual joining principles. However, as the results also suggest, it is their combined contribu-
tion to the multi-material joint that determines the physical tensile strength. Consequently, the extent of
joining principle engagements in multi-material joining becomes imperative to the interface design. In
other words, one could not accurately determine the multi-material design’s total joining strength based
on its separated fundamental joining principles.

Earlier in section 3.3, we discussed the existing trade-off in objective functions, illustrating the con-
tributions and priorities of the joining principles. Elaborating on this topic after physical testing, we
contrast the maximum experimental sample stress for bonded and debonded designs (Figure 3.6 ver-
sus Figure 3.7 left). The combined joining principles attain stresses more than ten times greater in
magnitude than those attained in interfaces that solely rely on mechanical interlocking. The consid-
erably increased stress achieved in the bonded samples with respect to the debonded samples is a
direct consequence of the addition of material bonding. Therefore, the relevancy of material bonding in
A30-VC interfaces becomes evident. In these particular hard-soft material interfaces, material bonding
resembles the dominant joining strategy. Accordingly, one should take this dominance into account as
it affects the objectives trade-off in SO. Furthermore, as per the combination of the objectives/joining
principles, the CZM enables the modeling of a debonding interface occurring alongside the material
damage models. Therefore, allowing for the combination and transition of failure mechanisms under-
lined earlier. This work’s method for defining the interface characteristics is a derivative of the CZM
approach. As such, the work presented could easily be extended to include also the interface separa-
tion, i.e., the implementation of a full CZM, necessary for a more accurate physical approximation of
multi-material structures.





4
Conclusion

The achievement of qualitatively profound interfaces in biological multi-material structures shows the
potential to provide outstanding structural performance. Today’s state of engineering and research has
yet to overcome the challenges encountered in multi-material design to unravel the next generation
of unprecedented structural performance. With that potential in mind in this work, we break down the
fundamental working principles of multi-material joining to provide greater insights into how dissimilar
materials can optimally join. Here, the joining principles of material bonding and mechanical interlock-
ing lay at the foundation of the considered A30-VC material joint.

Concerning material bonding based on realistic interface characteristics, we present an original
method of DIC deformation mapping. The method successfully enables the characterization of multi-
material interfaces in multiple loading conditions to account for a loading-dependent maximum traction
of the interface. We achieve the interface characterization by relying solely on the traction aspect of
the commonly used mixed-mode traction-separation law in CZM. Despite minor underestimations in
interface stress magnitudes due to the limitations of the method, the DIC deformation mapping method
shows adequate capabilities in characterizing the loading-dependent maximum traction of the hard-soft
material interface. The linear and quadratic extrapolation of experimentally obtained interface charac-
teristics provides distinguishable loading-dependent contact conditions. Using these conditions, we as-
sess the performance of material bonding by the average loading-dependent damage initiating stress
along the loaded interface. The resemblance in numerical and physical material bonding performance
confirms the approach’s applicability in SO.

Regarding themechanical interlocking based on realistic material characteristics, we rely on existing
FEM linear elastic and hyperelastic material models. The calibration of these models by experimen-
tally testing the individual A30 and VC materials results in representative structural responses in the
numerical environment. The consideration of a single order of magnitude in strain rate prevents the
necessity of modeling the strain rate-dependent material properties in A30. Subsequently, we assess
the performance of mechanical interlocking by the maximum force required to reach an unlocked state
assuming frictionless contact conditions. Despite benefiting from modeling of present natural friction
between A30 and VC, the approach adequately estimates an interface design’s mechanical interlock-
ing performance, making it a viable objective function in SO.

In the interest of optimizing a dissimilar material interface design for optimal joining strength, we
successfully utilize a GA that guides the generational evolution of a parameterized multi-material inter-
face design. Derived from the aforementioned multi-material joining principles, the objective of optimal
joining strength achieves the combined maximization of material bonding and mechanical interlocking
performances. The efficiency of the SO may differ as the interpolation of the interface characteristics
affects the location of the global optimum in the solution space. From the evolution of the objective
functions, one can observe opposite contributions of material bonding and mechanical interlocking to
the overall joining strength, i.e., a trade-off. As such, mechanical interlocking maximizes performance
in more shallow, wider interface designs, whereas material bonding performs better in narrow, deeper
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ones. Therefore, optimized designs encompass the trade-off in joining principles. Experimental ten-
sile testing of these optimized designs requires thorough attention to the periodic phase to reduce the
damaging effect of stress concentrations.

Conclusively, raised by our interest in how material bonding and mechanical interlocking affect the
hard-soft material’s optimal joining, this work’s results emphasize the importance of interface condi-
tions in multi-material structures. It is here that we find that material bonding overshadows mechanical
interlocking in terms of the joining strength in A30-VC structures. Linear and quadratic bonding con-
tact conditions show no distinguishable effect on the optimal multi-material structures’ physical joining
strength. However, these contact conditions do show distinct optimal designs as to how they achieve
their corresponding physical joining strength. Despite adequate estimation of the individual joining prin-
ciple performances, an accurate approximation of the multi-material physical joining strength neces-
sitates the consideration of the effects induced by the interaction of material bonding and mechanical
interlocking. Doing so via the CZM approach, based on realistic interface and material characteristics,
enables one to achieve the optimal multi-material joining strength with an accurate embedded trade-off
of joining principles.
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A
DIC deformation mapping

We export the DIC evaluated data from Istra4D in .hdf5 file format for each evaluated step. The .hdf5 file
format stores data hierarchically and supports to be post processed in software likeMATLAB. Each step,
i.e., snapshot, contains data on the local x- and y-displacments. As a result from different coordinate
systems between the experiment and the FEA, the exported DIC data requires a conversion. For this
conversion, the following data is required:

Figure A.1: DIC data conversion tool

1. Snapshot of the reference step. The selected step functions as the original state of the DIC mesh
locations and corresponding deformations. Setting this step to be equal to the reference step in
the DIC evaluation results in a mesh with initial deformations of zero magnitude.

2. Snapshot of the current step. This step refers to the deformed state of the DIC mesh. Here, we
specify the step at which the debonding initates.

3. The coordinates in the experimental coordinate system of four reference points. We define these
references points by creating gauges at characteristic locations on the DIC evaluated data.
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4. The coordinates in the FEA coordinate system of the same four reference points.

Once all data is collected, we make use of a Python script to translate the DIC data onto the finite ele-
ment geometry. The script evaluates the fit of the DIC data in terms of error between the coordinates of
the four reference points. Once we evaluated the fit, the scripts writes the translated data into a text file.

Subsequently, Ansys reads the text data in an “external data” module. Here, we define the columns
that correspond to the x- and y- coordinates and the corresponding x- and y-displacements. We then
link this data to the solution section of the “static structural” module. This enables Ansys to utilize the
displacement data as an imported displacement for a boundary condition. The imported displacement
boundary conditions maps the displacement data onto the nodes of the finite element mesh. Note that
nodes of the DIC displacement mesh do not perfectly line up with the nodes of the finite element mesh.
As a result, the process of mapping the data extrapolates the DIC displacement magnitudes nearest
to the finite element mesh node to determine the applied nodal displacement. In areas where there is
a lack of DIC displacement data, i.e., gaps in the mesh, the Ansys mapping options allow for a filling of
these gaps through extrapolation. The same applies to the extrapolation of displacement data for the
outer areas that are not covered by the DIC mesh. We repeat the entire process of reading, convert-
ing and mapping the data for a single snapshot such that the deformations of the complete interface
debonding are captured. Therefore, the final applied deformation consists of multiple loadsteps with
corresponding snapshots that represent the interface debonding.

The definition of a construction path allows for reading the equivalent stress data along the interface
once all load steps are simulated. As the path provides results over the entire interface, one cannot
directly deduce the critical stress magnitude at the location where the interface starts to debond. For
this, we first define the location of the debonding front for each of the considered snapshots, expressed
in the distance along the interface path. We achieve this by utilizing Adobe Photoshop’s built-in mea-
surement tool that allows for the translation of measured pixels into units of length. We define the
pixel-to-mm scale based on multiple characteristic locations of the geometry. Subsequently, we read
the magnitude of the equivalent stress at these distances along the interface for all snapshots. As a
current distance of the debonding front does not always line up with the finite element mesh nodes, we
linearly extrapolate between the neighboring nodes to define the stress more accurately. Doing so for
multiple samples of mode I and mixed mode failure, results in a set of equivalent stress measurements
at the point of debonding initiation under different loading conditions. The mean and standard deviation
calculations of the stress measurements provide a substantial measure of when the hard-soft material
interface starts to debond under a specific loading condition. This equivalent stress is what we refer to
as the loading-dependent critical stress of the interface.



B
Parameter relationships

Parameter relationships constrain the design solution space to exclude undesired designs from the SO.

The following parameter relationships establish a minimal distance of 0.2 mm between the control
points:

√(𝑃3𝑥 − 𝑃4𝑥)2 + (𝑃3𝑦 − 𝑃4𝑦)2 ≥ 0.2 𝑚𝑚

√(𝑃2𝑥 − 𝑃3𝑥)2 + (𝑃2𝑦 − 𝑃3𝑦)2 ≥ 0.2 𝑚𝑚

√(𝑃1𝑥 − 𝑃2𝑥)2 + (𝑃1𝑦 − 𝑃2𝑦)2 ≥ 0.2 𝑚𝑚

The following parameter relationships prevent four control points from generating self-intersecting in-
terface lines.
(𝑃1𝑥 − 𝑃4𝑥) ∗ (𝑃2𝑥 − 𝑃3𝑥) + (−𝑃1𝑦 + 𝑃4𝑦) ∗ (−𝑃2𝑦 + 𝑃3𝑦) ≥ 0 𝑚𝑚2
(𝑃2𝑥 − 𝑃4𝑥) ∗ (𝑃3𝑥 − 𝑃4𝑥) + (−𝑃2𝑦 − 𝑃4𝑦) ∗ (−𝑃3𝑦 + 𝑃4𝑦) ≥ 0 𝑚𝑚2

The following parameter relationships prevent three control points from generating self-intersecting in-
terface lines.
𝑎𝑐𝑜𝑠( ((2∗(𝑚𝑎𝑥(𝑃1𝑦 ,𝑃2𝑦 ,𝑃3𝑦 ,𝑃4𝑦)+1[𝑚𝑚])−𝑃1𝑦)−𝑃1𝑦)∗(𝑃2𝑦−𝑃1𝑦)

((2∗(𝑚𝑎𝑥(𝑃1𝑦 ,𝑃2𝑦 ,𝑃3𝑦 ,𝑃4𝑦)+1)−𝑃1𝑦)−𝑃1𝑦)∗√(𝑃2𝑥−𝑃1𝑥)2+(𝑃2𝑦−𝑃1𝑦)2
) ≥ 10 𝑑𝑒𝑔

𝑎𝑐𝑜𝑠( (𝑃1𝑥−𝑃2𝑥)∗(𝑃3𝑥−𝑃2𝑥)+(𝑃1𝑦−𝑃2𝑦)∗(𝑃3𝑦−𝑃2𝑦)

√(𝑃1𝑥−𝑃2𝑥)2+(𝑃1𝑦−𝑃2𝑦)2∗√(𝑃3𝑥−𝑃2𝑥)2+(𝑃3𝑦−𝑃2𝑦)2
) ≥ 10 𝑑𝑒𝑔

𝑎𝑐𝑜𝑠( (𝑃2𝑥−𝑃3𝑥)∗(𝑃4𝑥−𝑃3𝑥)+(𝑃2𝑦−𝑃3𝑦)∗(𝑃4𝑦−𝑃3𝑦)

√(𝑃2𝑥−𝑃3𝑥)2+(𝑃2𝑦−𝑃3𝑦)2∗√(𝑃4𝑥−𝑃3𝑥)2+(𝑃4𝑦−𝑃3𝑦)2
) ≥ 10 𝑑𝑒𝑔

𝑎𝑐𝑜𝑠( (𝑃3𝑦−𝑃4𝑦)∗((−𝑃4𝑦)−𝑃4𝑦)

√(𝑃3𝑥−𝑃4𝑥)2+(𝑃3𝑦−𝑃4𝑦)2∗√((−𝑃4𝑦)−𝑃4𝑦)2
) ≥ 10 𝑑𝑒𝑔

The following parameter relationships establish a hard-to-soft material volume ratio within the design
domain.𝑃1𝑦+𝑃2𝑦
2∗(𝑃2𝑥−𝑃1𝑥)

+ 𝑃2𝑦+𝑃3𝑦
2∗(𝑃3𝑥−𝑃2𝑥)

+ 𝑃3𝑦+𝑃4𝑦
2∗(𝑃4𝑥−𝑃3𝑥)

≤ 0.5 ∗ ((𝑚𝑎𝑥(𝑃1𝑦 , 𝑃2𝑦 , 𝑃3𝑦 , 𝑃4𝑦) + 1) ∗ 𝑃4𝑥) + 0.6
𝑃1𝑦+𝑃2𝑦

2∗(𝑃2𝑥−𝑃1𝑥)
+ 𝑃2𝑦+𝑃3𝑦
2∗(𝑃3𝑥−𝑃2𝑥)

+ 𝑃3𝑦+𝑃4𝑦
2∗(𝑃4𝑥−𝑃3𝑥)

≥ 0.5 ∗ ((𝑚𝑎𝑥(𝑃1𝑦 , 𝑃2𝑦 , 𝑃3𝑦 , 𝑃4𝑦) + 1) ∗ 𝑃4𝑥) − 0.6
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C
APDL command code

The following APDL code obtains the necessary FEA results to derive the corresponding objective
function values:

Figure C.1: Ansys APDL command snippet to acquire objective function values.
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The following APDL code calculates the critical interface stress of a loaded bonded interface:

Figure C.2: Ansys APDL command snippet to calculate the critical interface stresses.
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Figure C.3: Ansys APDL command snippet, continued.
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