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Abstract

Renewable energy sources, e.g. solar energy and wind energy, have gained popularity as an alternative means of energy production as they do not reinforce global warming. In addition, more and more electrical appliances (e.g. electric vehicles, induction cookers, and heat pumps) are used as a substitute for appliances that need non-renewable energy sources.

This increase in the use of renewable energy resources pushes the electricity grid to its limits due to new induced load peaks. The grid is not designed for these developments and as a result, asset deterioration, higher transport losses, and outages are expected to occur. The most straightforward solution for the distributed system operator, i.e. the operating manager of the distribution network, is to expand the grid. However, grid expansion is a costly operation and there are additional promising methods to decrease grid load peaks, e.g. by using different charging strategies for electric vehicles.

The conventional charging strategy for electric vehicles is uncontrolled charging. With uncontrolled charging, the charging of the electric vehicle immediately commences once a connection with the charging pole is established. The smart charging strategy, however, is able to delay the charging moment to a more optimal time instant in view of, e.g. variable electricity prices. The vehicle-to-home (V2H) charging strategy is similar to smart charging, but in addition, V2H charging allows the electric vehicle to discharge electricity to power a nearby household.

This research aims to compare smart charging and V2H charging on their economical effects for their users. The charging strategies are implemented using two control algorithms: a rule-based controller and a model predictive control (MPC) algorithm. The rule-based controller is implemented due to its simplicity and the MPC algorithm is used for its ability to take into account predictions of system related variables, e.g. household loads. The MPC algorithm is implemented with two different forecasts namely, perfect information, i.e. uncertain variables are forecasted perfectly, and certainty equivalent, i.e. uncertain variables are predicted using a persistence forecast model. The persistence forecast model assumes that future values of an uncertain variable remain equal to the latest measurements, e.g. the solar generation of tomorrow is expected to be equal to that of today. The control problem is non-linear as an electric vehicle behaves differently depending on its status, e.g. driving or charging. The control problem is therefore reformulated into a mixed logical dynamical framework such that
it can be solved efficiently using mixed integer linear programming. An extensive comparison in performance for a microgrid case study is done using real data of solar generation, electric vehicles, and household loads for simulation. The results show that the V2H charging strategy can outperform smart charging by reducing both the peak loads and the electricity costs. However, the V2H strategy only gives a minor extra decrease in costs compared to smart charging and the performance of V2H charging is highly dependent on the quality of the forecasts. Therefore, it is concluded that, in practice, smart charging is the most effective charging strategy.

Further research is done to investigate whether the microgrid costs, using a smart charging strategy, can be reduced further by taking into account the uncertainty of some variables such as the electricity price and the household load. This is implemented through a scenario-based MPC algorithm due to its ability to incorporate multiple forecasts, i.e. scenarios, for each uncertain variable. Six different scenario generation methods are implemented which are distinguished by two characteristics: the period from which the historical error between the certainty equivalent case and the true realization of the uncertain variable is collected (i.e. yearly, seasonal, or daily) and the addition method of these errors to the persistence forecast model to generate new scenarios, i.e. as a variable or as a constant. An extensive comparison in performance for a microgrid case study is done. The results show that the certainty equivalent MPC case can be outperformed if a low number of scenarios is generated. This is achieved most effectively by collecting the persistence forecast model error from a rolling horizon of the past 24 hours and adding the error as a constant to the persistence forecast model.
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Chapter 1

Introduction

This chapter serves as an introduction to this thesis work. The energy transition is presented in Section 1-1 as context for the research problem. Next, the research objective is discussed after which the contributions in this thesis are highlighted in Section 1-2 and Section 1-3 respectively. Lastly, an outline of this report is given in Section 1-4.

1-1 Energy transition

This section introduces the energy transition as context of this research. First a description is given of why society is assisting to an energy transition. Thereafter, the potential negative effects for the distributed system operator (DSO) are discussed after which potential solutions are presented.

1-1-1 Motivation

Fossil-fuel generation technologies have been the most common choice for the generation of electricity due to their scalability, competitive investment costs, and flexible operation. A disadvantage of using non-renewable energy sources is that its supply is limited while the energy demand of the world is rising. In addition, using non-renewable energy sources releases carbon dioxide in the atmosphere that increases the greenhouse effect. The greenhouse effect causes an increase of the mean temperature of the earth, i.e. global warming, which results in rising sea levels, more frequent extreme weather events, and the expansion of deserts [34]. Renewable energy sources, e.g. solar and wind energy, do not have the aforementioned negative effects and are therefore used more and more as an alternative energy source.

In addition, fossil fuel powered appliances are increasingly replaced by electrical appliances, e.g. boilers are replaced by heat pumps, combustion engine vehicles are replaced by electric vehicles (EVs), and gas stoves are replaced by induction stoves. The increase in EV adoption is highlighted in Figure 1-1 where the expected number of EVs in the future in the Netherlands
is shown in three different policy and development scenarios: European regional policies (line), national policy (dashed), and fast technological developments (dotted) [1]. Consequently, a strong rise in the consumption of electricity is expected in the future.

The structural power system change discussed in this section, i.e. using more renewable energy sources instead of fossil-fuels, is also known as the energy transition.

![Figure 1-1: Estimated number of EVs (x-axis) in a future year (y-axis) in the Netherlands [1].](image)

**1-1-2 Consequences for the distributed system operator**

It is expected that the increase in electricity demand will cause grid overcapacity problems in the future. These grid problems are partially due to the charging of EVs during peak demand. For instance, the Nissan Leaf (2018) has a 40 kWh battery pack of which the amount of electricity required to charge it fully, accounts to roughly the same amount of electricity as four households would use in Netherlands each day. Furthermore, households have a daily cyclic electricity demand profile with a load peak at the end of the day as shown in Figure 1-2. This load peak is around the time when most people return home from work and start e.g. cooking dinner and watching tv. This load peak will increase significantly if households also charge their EVs during that time.

If the additional loads are not appropriately controlled, the aging of the power system will be accelerated due to e.g. overheating power transformers. Furthermore, it is estimated that 30% EV adoption will cause capacity problems and critically low voltages in Dutch city centers from 2030 onwards [27, 36].

On the other hand, overcapacity on the grid can also be due to solar and wind peak production. From 2020 a "Nul op de Meter", a Dutch term for self-sufficient energy households, living area will have bottle-necks in the grid due to high photovoltaic (PV) energy production resulting in problematic high voltage levels [17].
The expected grid problems are not only a concern for the DSO who is responsible for facilitating and maintaining the electric power distribution system. Households pay the DSO a monthly fee for facilitating a connection with the main grid and if the capacity of the connection needs to increase, higher monthly fees must be payed to the DSO [32]. Furthermore, the increased asset maintenance costs will eventually be passed on to the households through higher DSO fees. The expected grid problems are therefore also a concern for the households.

1-1-3 Potential solutions

There are multiple possible solutions to mitigate the voltage and capacity problems of the DSO. The most straightforward solution is to expand the grid capacity through adding extra cables in the ground, however, this is a costly operation. Furthermore, a controllable transformer can mitigate voltage and capacity problems through adapting the number of windings on the primary or secondary coil. However, this solution does not work when critical low and high voltage occur simultaneously on different feeders to the same transformer.

The grid problems can also be mitigated through the electricity production side using curtailment. Curtailment is the reduction of the output from an energy source such that it produces less than its maximum production rate. Curtailment is typically employed in an involuntary basis as it results in a lower production output. However, a compensation to the energy producers could be given for lost turn-over. On the other hand, flexible loads can mitigate grid problems from the demand side through controlling the electricity demand. For instance, instead of charging the EV immediately when people arrive home, the EV could use a different charging strategy, e.g. charging in the middle of the night. Another example of flexible loads are smart controlled heat pumps, however, it has less electrical flexibility compared to EVs. Finally, home or district batteries can also be used to mitigate grid problems, still, this is not a competitive solution due to the related investment costs [36]. An additional advantage for the owners of the flexible loads is that electricity can be bought for potential cheaper rates through a variable electricity price.
1-2 Research objective

As discussed in the previous section, the expected increase of EV adoption is likely to create grid problems for the DSO. Using the EVs as flexible load could mitigate these problems while possibly lowering the economic costs for the owners. Therefore, this thesis compares several EV charging strategies, i.e. uncontrolled charging, smart charging, and vehicle-to-home (V2H) charging, on their economical effects for their users in a microgrid. Additional research is done to investigate whether the total microgrid costs, using smart charging, can be reduced further through taking into account the uncertainty of some variables, i.e. the PV generation, the electricity price, and the household loads.

1-3 Contributions

This research aims to depict reality as close as possible without making the microgrid model too complex. This is achieved through using real data of EV charging pole arrival and departure times, PV generation, household loads, and variable electricity prices and through simulating a case study for different seasons. Furthermore, the rule-based control algorithm discussed in Section 3-4 and the scenario generation methods discussed Section 3-6 are developed by the author.

1-4 Outline

This report starts with a description of microgrids, EVs, PV generation, and household loads which will act as fundamental background knowledge for this report in Chapter 2. The modeling of microgrids and EVs together with several control methodologies, i.e. rule-based, model predictive control (MPC), and scenario-based MPC are presented in Chapter 3. The simulations of two case studies and their results are discussed in Chapter 4. Lastly, Chapter 5 presents the final conclusions of this research together with some points for discussion, suggestions for further research, and advise to the DSO.
Chapter 2

Microgrids and components description

This chapter introduces several topics related to microgrids that will be useful throughout the thesis. In Section 2-1, the advantages and the related challenges for the use of microgrids are described. In addition, the hierarchical control structure of the microgrid and the economical costs are introduced. The electric vehicle (EV) is described with its advantages, different charging strategies, and battery degradation in Section 2-2. Furthermore, the travel profile of EV owners is also highlighted. Finally, photovoltaic (PV) generation and household load profiles and their seasonal patterns are discussed in respectively Section 2-3 and 2-4.

2-1 Microgrids

The electricity grid connects a large number of distributed energy resources, i.e. energy sources (renewable and non-renewable), energy storage systems (e.g. hot water tank or batteries), and controllable loads (e.g. EVs or washing machines) together. Controlling a big number of distributed energy resources in a reliable, efficient, and safe way is a challenging objective. This control burden on the main grid can be mitigated by connecting and controlling the distributed energy resources in smaller networks, i.e. microgrids. Microgrids give therefore rise to a more decentralized controlled electricity grid.

In addition, distributed generation of energy has several advantages [14]. In the first place, the opportunity arises to locally utilize waste heat for district heating, e.g. gas turbines. Furthermore, the presence of generation close to demand can increase the power quality and the reliability of electricity. Finally, reduced line losses are achieved, since the distance between the energy source and its user is generally shorter using distributed generation compared to centralized generation.

The microgrid and the main grid are usually connected through a point of common coupling (PCC). If such a connection is interrupted, e.g. intentionally or incidentally, or if it
does not exist at all, the microgrid is addressed as isolated or islanded. Islanded microgrids are not a new concept as they have already existed for several decades in remote communities where the interconnection with the main power grid was not feasible due to technical or economical reasons [24]. Islanded microgrids are mentioned only for the sake of completeness as the concept falls outside the scope of this research.

2-1-1 Challenges

The mentioned advantages in the previous section, e.g. reduced line losses, clearly depict the potential of microgrids. In this section however, several challenges are addressed which need to be taken into account such that a microgrid can operate safely due to, e.g. complex control of distributed energy resources and deviations of voltage and frequency [24, 31].

The control complexity in a microgrid increases due to the need of power electronic converters. The power electronic converters accommodate a safe connection between different energy resources, which either operate on alternating current (AC) or direct current (DC). The connection of DC-type energy sources, e.g. PV panels, EVs, and energy storage technologies, requires the use of a DC-to-AC power converter interface. Some conventional generators can be connected directly to the microgrid, however, variable-speed generators, e.g. wind turbines, require the use of AC-to-AC power converters to match the constant frequency and voltage of the microgrid. Loads within the microgrid can be controlled using either a conventional circuit breaker or a more sophisticated AC-to-AC power electronic interface to allow more flexible control. Figure 2-1 illustrates that a power electronic converter is needed for almost each implemented distributed energy resource.

![Figure 2-1: Microgrid with several distributed energy resources in a schematic overview including an ESS and a VAr support, i.e. reactive power support [24].](image-url)
Moreover, severe voltage and frequency deviations can occur due to low availability of rotational inertia. The voltage and frequency instabilities occur when there is a mismatch between power generation and consumption. When the demand for active power increases in a AC grid, the frequency will fall and vice-versa. Similar relations are observed regarding reactive power and voltage. Equipment failure, distorted power quality, and stability problems are possible consequences of having fluctuations in system voltage and frequency [31].

Finally, there is more uncertainty in microgrid systems compared to larger networks due to limited averaging effects of stochastic variables, e.g., household loads and solar generation. The increased uncertainty makes it more difficult for a control algorithm to employ safe, efficient, and reliable control in a microgrid.

These challenges require a proper microgrid control architecture which is the main topic in the subsequent section.

2-1-2 Control

There are several controllers in a microgrid, each having different objectives, see [4] and the references therein. Altogether they contribute to having a reliable, sustainable, and economically efficient working microgrid due to the realization of the following functionalities:

- Voltage and frequency regulation
- Proportional active and reactive power-sharing
- Microgrid resynchronization with the main grid
- Power flow control between the microgrid and the main grid
- Unit commitment problem, i.e. choosing the best subset of distributed energy sources to share the loads
- Economic dispatch, i.e. optimizing the microgrid operation cost in a future time period
- Demand side management

The listed requirements are of different time scales. Microgrid control is therefore generally implemented in a hierarchical structure (considering a single microgrid). The controller types are usually divided into three control layers: primary, secondary, and tertiary.

Primary and secondary control

The voltage and frequency in the microgrid are stabilized through primary control [4]. In addition, the primary control offers plug and play capabilities for distributed energy resources and the sharing of active and reactive power between them. The power-sharing mitigates circulating currents that can cause excessive heat generation in the power electronic devices. Primary control provides reference points to the voltage and current control loops of distributed energy resources which are commonly referred to as zero-level control.
Using only primary control is insufficient as it may cause frequency deviations even in steady state. Secondary control restores the microgrid voltage and frequency and compensates the remaining deviations due to the primary control. It has a sampling time from seconds to minutes and is slower than primary control.

Primary and secondary control fall outside the scope of this research. It is assumed that the voltage and frequency deviations in the microgrid are successfully controlled by the primary and secondary control layers as the main interest of control in this research is in the third control layer.

**Tertiary control**

Tertiary control is carried out by an energy management system (EMS) which solves the economic dispatch and unit commitment problem [23]. The constraints that the EMS has to consider are associated with the operational limits of the generating units, power flow, and energy balance in the grid, see Figure 2-2. In addition, ramping-rates, minimum-up/minimum-down times, start-up/shut-down times, intermittent renewable energy sources, and intermittent non-dispatchable energy resources also have to be dealt with appropriately. The sampling time of an EMS ranges from minutes to hours.

![Figure 2-2: Centralized approach to tertiary control of microgrids (DSM = demand side management) [24].](image)

Energy management systems have the primary focus in this research as the tertiary control level is the most appropriate level for implementing vehicle-to-everything (V2X) charging strategies. Numerous energy management systems methods exist such as multi agent control, rule-based control, and model predictive control (MPC) [31]. The optimization-based approach MPC is an interesting strategy since it has the possibility to account for uncertainties...
and constraints in a pre-defined future time horizon. Rule-based control often gives inferior control performance compared to MPC. However, rule-based control is easy to implement, especially compared to MPC, therefore it is used as performance benchmark. More information about rule-based control and MPC can be found in Section 3-4 and Section 3-5 respectively.

2-1-3 Economical costs

This section presents the financial costs due to electricity usage in the Netherlands. The height of the financial costs will be affected by the implemented EV charging strategy in a microgrid and is therefore important to consider for households. The economical costs consist of the variable price for electricity usage which is paid to the electricity supplier, the costs for the use of the electricity grid which is paid to the distributed system operator (DSO), and taxes.

Tax on energy use is imposed by the Dutch government to discourage excessive energy usage and to defray the government expenses of stimulating green energy technologies [2]. The taxes are based on the total amount of purchased electricity in a period. The implemented charging strategies in this research possibly only have a minor effect on the total quantity of electricity demand due to efficiency losses as elaborated in Section 4-2-1. Taxes are therefore disregarded as economical costs in this research since the tax difference between charging strategies will be insignificant and is not expected to affect the drawn conclusions after microgrid simulations.

Electricity price

The end user costs of the electricity received from electricity supplier are based on the purchase costs of electricity by the electricity supplier from the day-ahead market. The day-ahead market, is a platform where large scale electricity producers and consumers, e.g. electricity suppliers or large industrial companies, can trade electricity for a specific hour the next day [5].

How the electricity supplier resells the bought electricity from the day-ahead market to its clients is unclear as this is arranged through private contracts with large consumers, i.e. consumers with connections larger than $3 \cdot 80$ A. It is expected that the electricity supplier resells the electricity from the day-ahead market to its clients for its original price with the addition of overhead costs from the electricity supplier.

In this research, the day-ahead market price is assumed to be the price that the households in the microgrid have to pay. This is due to the expectation that the day-ahead market price is the biggest driver of the end consumer price. In addition, the day-ahead market price of a specific hour is only assumed to be known by the microgrid at that specific hour, i.e. the price is not known one day ahead. Furthermore, only large consumers are considered in this research as small consumers, i.e. consumers with connections smaller than or equal to $3 \cdot 80$ A, do often not have or only have minor variable prices for which the potential economical costs savings are insignificant.

When analyzing the 2018 year data of the day-ahead market price [10], shown in Figure 2-3 no seasonal, e.g. summer or winter, characteristics are visible. However, on a weekly scale, a daily cyclic pattern is recognized. Figure 2-4 shows the weekly prices of 2018 plotted over each...
other and the mean profile is also shown. It is observed that an increase in electricity demand correlates with an increased electricity price, see Section 2-4 and compare with Figure 2-14.

![Figure 2-3: Day-ahead market price.](image)

![Figure 2-4: Weekly day-ahead prices together with the mean profile.](image)

Currently in the Netherlands, there exists an electricity usage balance regulation which stipulates that the amount of excess generated electricity, e.g. due to PV generation, can be subtracted from your yearly electricity demand. In principle, electricity can be sold back to the main grid for the purchase price as long as the yearly electricity demand is higher than the generated amount of electricity. However, the Dutch government has plans to change this regulation in the future such that a much smaller price is received for selling electricity. As a result, the plans will make selling electricity back to grid less profitable than before. It is uncertain how the electricity selling price will differ from the purchase price in the future, however it is expected that this difference will not be small. It is assumed in this research that the selling price will be half of the electricity purchase price.

**Distributed system operator costs**

The economical costs of the DSO are mainly driven by the peak power demand to the grid [33]. The peak power demand to the grid determines the size of the physical connection needed for which fixed periodic costs have to be payed. In addition, an extra fee is payed for the monthly peak power demand. Depending on the connection type, an additional fee is payed for the total amount of demanded energy. Every client pays the fixed connection
fees, however, clients do not have to pay a fee for the peak power and exchanged energy of electricity that is generated and fed back into the grid.

2-2 Electric vehicles

Several EV related topics are presented in this section. First of all, a description of the economic benefits of EVs is given. Several charging strategies are introduced thereafter such as uncontrolled charging and V2X charging. Subsequently, the topic of EV battery degradation is addressed. Lastly, the driving patterns of EV users are presented with the focus on the yearly driven distances and charging pole arrival and departure times. It is important to note that hybrid electric vehicles are not considered in this work and that the term EV only refers to full battery electric vehicles.

2-2-1 Motivation

Important incentives for households to own EVs are cheaper charging rates and the possibility to charge only from electricity generated from renewable energy sources. The sustainable motivations of society are clear due to the energy transition explained in Section 1-1-1. Therefore, an economical motivation for EV adoption is presented in this section.

Several advantages are identified of the electric motor compared to a conventional combustion engine [9]. Firstly, the purchase costs of an electric motor per kilowatt are less than 50% of the purchase price of a gasoline-powered engine. In addition, due to further developments of the electric motor it is expected that the current price will be reduced with 50% in 2035. As the development of the combustion engine is mature, the expected improvements are limited. Supposedly, there are a lot of improvements on CO$_2$ emissions tested by the New European Driving Cycle [35]. However, the actual improvements tested on the road proved to be limited.

Furthermore, the maintenance costs of an electric powertrain are around one-third of the costs of maintaining a combustion engine powertrain. These costs will reduce even further when EVs become a more common means of transport. Moreover, the energy use of an electric motor is on average less than a third of the energy needed with a combustion engine.

Although the total cost of ownership savings on the electric motor are substantial, the biggest savings come from the fuel costs. Gasoline production and delivery costs are approximately 6 cents compared to 7 cents (excluding electricity connection fees) for electricity per kWh. Dutch taxes increase the prices up to 17 and 19 cents for gasoline and electricity respectively [9]. However, since the EV needs three times less energy, the energy costs per kilometer are 13 and 4 cents for gasoline and electricity respectively. Thus resulting in a saving of more than 200 euros each month when driving twenty thousand kilometers per year.

2-2-2 Charging strategies

This section presents an extensive analysis on different charging strategies since this is a fundamental topic in this thesis. The uncontrolled charging strategy is discussed first after which V2X charging, e.g. smart charging and vehicle-to-home (V2H) charging, is elaborated.
Uncontrolled charging

Currently, most EVs are charged in an uncontrolled way. That is, when the EV is connected to the charging pole, charging immediately commences and stops when the battery of the electric vehicle is full.

Charging EVs is always associated with an energy loss due to AC-to-DC power conversion as discussed in Section 2-1-1. A power converter efficiency of 90 % is assumed in this research [16].

Uncontrolled charging of lithium-ion (Li-ion) batteries, used in most EVs, is often done with a constant current, constant voltage, and trickle charge mode respectively [37], see Figure 2-5. In constant current mode, the battery is charged with an increasing voltage and constant current. When the battery voltage reaches a specific value, the mode is switched to constant voltage where the voltage is kept constant while the current is reduced. Constant voltage mode is used to charge the battery until it is full while preventing overcharging the battery. The final mode, trickle charging, ensures to compensate the self discharge of the battery after the battery has been charged fully. The charging mode changes depending on the state of charge (SOC), i.e. the percentage of remaining energy, of the battery and affects the charge power. The largest segment of the battery is charged in constant current mode and the remaining smaller segment in constant voltage mode. The charge duration in both modes however, is approximately the same or even longer for constant voltage mode.

![Figure 2-5: Uncontrolled charging profile EV with Li-ion battery [37].](image)

Figure 2-6 shows the relationship between the SOC and the uncontrolled charge power in which the constant current and constant voltage modes can be distinguished. When focusing on the 400 V, i.e. three-phase, charging sessions, the battery charging power increases gradually from 0 % to approximately 25 % SOC, i.e. constant current mode. Then from 30 % to 87.5 % SOC, a marginally constant power profile is recognized. The remaining SOC is observed to resemble a negative linear correlation with the charge speed, i.e. constant voltage mode.
The SOC dependency discussed in this section is used to develop a model for uncontrolled charging of EVs in this thesis. The first slowly rising power part up to 25% SOC in Figure 2-6 is not modeled as EVs generally do not arrive with completely empty batteries. The uncontrolled power profile is thus assumed to be constant from 0% up to 87.5% SOC. Constant voltage mode cannot be ignored as it strongly affects the charge duration of the remaining part of the SOC. This is taken into account through modeling the constant voltage mode as a linear power decline from 87.5% up to 100% SOC. The maximum EV charge power is chosen as 11 kW in this thesis which is based on the analysis of three phase charging pole data [28].

**Vehicle-to-everything charging**

The increase in of EV adoption while using an uncontrolled charging strategy will create higher peak demands which is problematic for the DSO, see Section 1-1-2. However, EVs can also be employed to mitigate potential grid problems. Using an EV as dynamic load, dynamic energy storage system by feeding power to the electric grid, and for ancillary services (i.e. peak power shaving, spinning reserve, voltage, and frequency regulations) is referred to as vehicle-to-grid (V2G) charging. A single EV has a negligible effect on V2G services. Therefore, a large number of EVs is generally aggregated for employment of V2G charging. The aggregator gathers information about the market situation and schedules charging and discharging according to expected revenues [11]. The revenues are then distributed to the EV owners according to a predetermined contract. The EV aggregator maintains the link between energy market players and EV owners. In addition, the aggregated EV integration can be conceived as a virtual power plant in which EVs are clustered and controlled as a single energy source. The aggregated flexible employed EVs can also act as an energy storage system which will accelerate the integration of renewable energy sources, e.g. the use of PV panels on the roof of parking lots to contribute to the charging of EVs. Adopting regular energy storage systems, e.g. home batteries, involves high investment costs which hinders the adaption of renewable energy sources.

The term V2G refers to employing EVs with the main purpose to alleviate grid problems.
Other charging strategies exist which have other main goals, e.g. vehicle-to-vehicle (V2V) and V2H. All these controlled EV charging strategies are captured under the umbrella term V2X. The aim in this research is to employ the EVs to reduce the economical costs for its owners and households in the microgrid, the effects on the main grid are outside the scope of this research. Two V2X charging strategies are considered in this thesis which are best suitable for reducing the economical microgrid costs for households namely smart charging and V2H.

The smart charging strategy controls the charge power flow profile to the EV in terms of time and intensity and is a unidirectional process, i.e. the EV can only be charged. The V2H charging strategy is similar to smart charging, but in addition, V2H charging allows to discharge the EV to provide electricity to a nearby household. An advantage of V2H charging is that it allows the EV to act as an energy storage system, e.g. store excess generated PV energy in the midday and use the electricity to power a household in the evening. The goals of smart charging and V2H charging are to decrease the economical costs of the microgrid through reducing the economical microgrid costs and have a fully charged EV upon departure from the charging pole.

Although the potential advantages of V2X charging are promising, EV owners have doubts and concerns for the following reasons. While using V2X charging, it might be valuable to postpone charging or even to reduce the SOC if the current electricity prices are high [11]. This idea gives the fear to users that the battery is not sufficiently charged when the user needs the EV, i.e. range anxiety. Another concern is that the battery life is shortened when controlled bi-directional charging is used and that V2X charging restricts the freedom and independence of EV users. The EV aggregator should tailor the charging strategies to customer needs to increase the participation in V2X charging. Furthermore, implementation of V2H charging is not straightforward due to bidirectional power flows in the charging pole and in the EV. Most currently available commercial EVs do not support bidirectional charging, which brings extra investment and implementation costs.

2-2-3 Battery degradation

Accelerated EV battery degradation is a fear that holds people back from implementing V2X charging. The degradation of the common used EV battery type Li-ion are therefore investigated in this section.

The capacity degradation of a Li-ion battery is a function of the square root of time [13]. In addition, temperatures and the SOC of the battery effect the capacity losses as shown in Figure 2-7. The capacity losses are the most substantial when the battery is kept at a high environmental temperature and while having an high SOC.

The capacity loss of EV batteries due to high temperatures and high SOC is not taken into account in this thesis since the microgrid simulation period of two weeks is considered to have an insignificant effect on the battery capacity. Furthermore, the mentioned battery degradation is independent from the used charging strategy, e.g. uncontrolled charging or smart charging, and therefore not important to take into account.
The capacity loss of a Li-ion battery is also dependent on the number of charge cycles and the depth of discharge, see Figure 2-8. A higher depth of discharge results in a higher capacity loss when increasing the number of charge cycles. In practice this would mean that if an EV needs to charge once a week with 50% discharge depth, a battery capacity of 10% is lost after roughly twenty years. The battery capacity loss is therefore not a significant problem in regular charging behavior. However, when V2H is used, i.e. the EV is possibly charged and discharged multiple times a day, the capacity deterioration can be a relevant problem. A constraint is therefore implemented in the V2H charging strategy to prevent the charging and discharging of the EV battery too often, see Section 3-2-4.
2-2-4 Travel profile of electric vehicles

The travel behavior of EV owners is important to consider when modelling a microgrid as it depicts when the EVs are used for transportation and how much energy is needed to charge them. The travel behavior of EV owners is therefore investigated in this section. The yearly driven distances are discussed first after which the charging pole arrival and departure times are addressed.

Driven distances

Statistics Netherlands (CBS) has data of the yearly driven distances of cars, i.e. both combustion engine vehicles and EVs, in the Netherlands as shown in Figure 2-9 [8]. A spline interpolation is used find the mean yearly driven distance which is approximately 13 770 km. There is a large spread in the driven distances as a car owner has different needs for the car, e.g. going to work or doing groceries. It is assumed that the reasons for which people drive cars do not change when people drive EVs. It is therefore assumed in this thesis that the current combustion engine vehicle driving behaviors also holds for EVs drivers.
Arrival and departure times

ElaadNL provided data of twenty thousand charging sessions of electric vehicles between the year 2016 and 2019 of public EV charging stations in the Netherlands [28]. This data is used to retrieve charging pole arrival and departure times of EVs. All the charging sessions can be clusterized into three groups namely, the charge-near-home, the park-to-charge, and the charge-near-work group [29]. This partitioning is shown in Figure 2-10 where the daily normalized arrival and departure times of the charging sessions are plotted. A data point below the diagonal indicates a charging session with an arrival before and departure after midnight at a charging pole.

The cluster groups are distinguished by the charge duration and by the arrival and departure time of the EVs at the charging pole. For instance, the charge-near-home group is characterized by arrivals at the evening and departures at the subsequent morning. Furthermore, seasonal and weekend differences in arrival and departure times were also identified. The EVs tend to arrive earlier at the charging pole in the spring and summer season compared to the autumn and winter season. In addition, EVs tend to arrive later at the charging poles in the weekends than during the week.

The mean connection time to the charging pole in the park-near-home cluster is roughly 13.5 hours of which only the first 3.5 hours are used to actually charge the EV using an uncontrolled charging strategy. This leaves 10 hours of idle connection time which indicates that there is more than enough possibility to charge the EV at later times using smart charging or V2H charging in view of cheaper electricity rates.

Figure 2-9: Yearly driven distances with cars in the Netherlands in 2017.
2-3 Photovoltaic generation

Sunlight can be converted into electricity by the use of PV panels without generating pollution. PV generation is therefore a popular and subsidized energy technology in the Netherlands. Stedin provided generation data of a 65 m² roof with PV panels located in the Netherlands, see Figure 2-11. Disclosure of details regarding the PV generation data is kept to a minimum due to privacy reasons.
During the data analysis, a typical PV generation profile could be seen, see Figure 2-12 where the maximum, minimum, and median (i.e. middle value of an ordered set) generation profiles are shown. The generation starts in the morning after which the power increases until it has its maximum after noon. The power decreases thereafter and is zero at and end of the day. This profile repeats each day and coincides with the rising and setting of the sun. The power generation output depends on the time of the the year. There is a higher power output during the summer season than the in the winter season. Occasional high frequent disturbances are observed in the PV generation profile are caused by the presence of clouds which reduce the PV generation. Since the disturbances, i.e. clouds, are highly local, the production profile is expected to be more smooth when using a larger and more erratic when using a smaller PV generation surface. Considering the standard sizing of a PV panel of $1 \text{ m} \cdot 1.65 \text{ m}$, the maximum power output per panel during the year is approximately $220 \text{ W}$.

![Figure 2-12: Maximum, median, and minimum production week per PV panel in 2018.](image)

2-4 Household loads

The Dutch society of energy data exchange (NEDU) has published normalized aggregated electricity load profiles of consumers based on their connection size to the main grid [17]. Figure 2-13 shows the yearly power profile normalized to 1 kWh of energy usage with connection smaller or equal than three phase 25 A. Seasonal effects are clearly distinguished with higher electricity demands during the winter than during the summer season.
Figure 2-13: Household load profile 2018 ($\leq 3 \cdot 25$ A) with normalized electricity usage.

Figure 2-14 shows the weekly power profiles plotted over each other and the mean profile is also shown. The fact that the data depicts aggregated profiles should be kept in mind. Load profiles of single households would have much more sporadic power profiles with extrema which could largely differ from the shown data.

A daily pattern is observed after analyzing the mean profile which is described as follows. The lowest electricity demand is around 2:00 hrs., i.e. when most people are sleeping. In the early morning, the electricity usage quickly rises after which it remains roughly stable. This is attributed to people waking up and starting to use electrical appliances. There is a relatively small dip in demand between noon and 17:00 hrs., this dip is more profound in the weekends compared to the weekdays. Between 17:00 hrs. and 22:00 hrs., the largest demand of electricity occurs. This is due to people arriving home from work or school and starting to use appliances again. This peak demand is expected to grow in the future as explained in Section 1-1-1. Most people go to sleep after 22:00 hrs., the electricity demand decreases quickly in this period. The daily demand profile repeats itself thereafter.

Both the normalized electricity demand profiles and anonymised data of yearly electricity usage from Stedin clients are employed together for the microgrid simulations in this thesis.
2-5 Conclusions

This chapter introduced several topics related to microgrids which will provide a solid background for this thesis. In Section 2-1, the advantages and the related challenges for the use of microgrids were described. In addition, the hierarchical control structure of the microgrid was introduced and it was concluded that the tertiary control layer is best suited for implementing EV charging strategies. Thereafter, the variable electricity price and the costs for the DSO were presented as the economical household costs in a microgrid. The EV was discussed subsequently in Section 2-2 where a description was given of the advantages of EV adoption, different charging strategies (i.e. uncontrolled charging and V2X charging), battery degradation, and the travel profile of EV users. It was concluded that smart charging and V2H charging are most suited for this thesis to reduce the economical microgrid costs. Finally, the PV generation and the household load profiles were discussed in Section 2-3 and Section 2-4 respectively. The presented topics in this chapter are taken into account through the development of both the microgrid model and the control algorithms which will be explained in the subsequent chapter.
Chapter 3

Microgrid modelling and control

This chapter presents which microgrid modelling methods and control frameworks are used in this thesis. The modelling of microgrid systems and electric vehicles (EVs) are shown first in Section 3-1 and 3-2. In Section 3-3, the reformulation of non-linear models is discussed through the use of the mixed logical dynamical (MLD) framework. Section 3-4 elaborates the developed simple rule-based control algorithm. A more sophisticated control strategy, i.e. model predictive control (MPC), is presented in Section 3-5 together with the scenario-based MPC algorithm. Finally, several scenario generation methods are introduced in Section 3-6.

3-1 Microgrid modelling

The microgrid is modeled as if all the distributed energy resources are connected on one phase line and reactive power is assumed to be non-existent to reduce complexity. The microgrid model will contain EVs, household loads, and photovoltaic (PV) panels. The EV model is presented in Section 3-2. However, no model is used to simulate the household loads and the PV generation as the data as presented in Section 2-4 and 2-3 is used for simulation. The following sections will present the most important microgrid system dynamics considered in this research, i.e. the power equilibrium and the economical costs.

3-1-1 Power equilibrium

The most fundamental constraint in microgrids is the power equilibrium, i.e. the demand and supply in the grid of electricity must be equal. Problems can occur such as frequency deviations, voltage drops, and outages if the power equilibrium is not maintained. In this research however, it is assumed that the electricity demand of the microgrid can always be fulfilled through the supply of the main grid. Likewise, the microgrid can always provide a surplus of electricity back to the main grid. The microgrid is therefore never in an isolated state. The power equilibrium is described as:
\[ P_g(k) = \sum_{i=1}^{n_{EV}} P_{EV}^i(k) + P_{PV}(k) + P_{ah}(k), \]

with \( P_g(k), P_{EV}(k), P_{PV}(k), \) and \( P_{ah}(k) \) as the grid power, the EV charge power, the PV generation, and the aggregated household load respectively. The parameter \( n_{EV} \) denotes the total number of EVs in the microgrid.

3-1-2 Economical costs

As discussed in Section 2-1-3, the economical microgrid costs consist of costs due to the electricity supplier and due to the distributed system operator (DSO).

The microgrid costs due to the electricity supplier \( C_{el}(k) \) is dependent on the electricity exchange with the main grid and is described by the following piece-wise affine model:

\[
C_{el}(k) = \begin{cases} 
  c^p(k)P_g(k) & \text{if } P_g(k) \geq 0 \\
  c^s(k)P_g(k) & \text{if } P_g(k) < 0,
\end{cases}
\]

where \( c^p(k) \) and \( c^s(k) \) are respectively the current purchase and sale prices of electricity.

The microgrid DSO costs \( C_{DSO} \) are mainly dependent on the peak power demand to the grid in a period and is modeled as:

\[
C_{DSO} = c_{DSO} \max(\{P_g(1), \ldots, P_g(N_s)\}),
\]

where \( N_s \) is the final time instant and \( c_{DSO} \) the DSO cost weight.

3-2 Electric vehicle modelling

The EV model is described in this section where several model aspects related to the charging of EVs are highlighted. The EV battery dynamics are presented first. The constraints due to the charge power limitation, range anxiety, and battery degradation are discussed thereafter. Finally, a description is given of how certain EV properties vary between each EV in the microgrid.

3-2-1 Battery dynamics

The EV battery state dynamics are dependent on what the EV is currently being used for, e.g. driving or charging. The battery state dynamics are therefore formulated as a piece-wise affine model as shown in Equation 3-1:

\[
x(k+1) = \begin{cases} 
  A := x(k) - E^{dem} & \text{if } \delta^c(k) = 1 \wedge \delta^c(k+1) = 0 \\
  B := x(k) + T_{EV}\eta P_{EV}(k) & \text{if } \delta^c(k) = 1 \wedge \delta^c(k+1) = 1 \\
  C := x(k) & \text{if } (\delta^c(k) = 0 \wedge \delta^c(k+1) = 0) \ldots \\
  \quad \vee (\delta^c(k) = 0 \wedge \delta^c(k+1) = 1),
\end{cases}
\]
where \( x(k) \) denotes the EV battery level at time instant \( k \) and the binary variable \( \delta^c(k) \) indicates if the EV is connected to a charging pole. Three different EV states are distinguished: departure from charging pole, connected to charging pole, or not connected to charging pole, denoted respectively by parts A, B, and C.

When the EV is used for driving, it will gradually deplete the battery in reality. However, to reduce model complexity, the energy depletion is modeled as an instantaneous energy loss \( E^{\text{dem}} \) during charging pole departure, i.e part A in Equation 3-1. The battery level remains equal after EV departure, i.e. part C. When the EV is connected, i.e. part B, the battery level is dependent on the power exchange \( P^{\text{EV}} \) with the charging pole while taking into account the power conversion efficiency \( \eta \) as discussed in Section 2-2-2. The converted power is multiplied with the sampling time \( T_s \) to obtain the amount of exchanged energy. The power conversion efficiency is dependent on the EV charge power as follows:

\[
\eta = \begin{cases} 
\eta^c & \text{if } P^{\text{EV}}(k) \geq 0 \\
\frac{1}{\eta^d} & \text{if } P^{\text{EV}}(k) < 0,
\end{cases}
\]  

where \( \eta^c \) and \( \eta^d \) denote the charge and discharge efficiency respectively. The battery dynamics are implemented separately for each EV in the microgrid since each EV has different characteristics as discussed in Section 3-2-5.

### 3-2-2 Charge power limitation

As explained in Section 2-2-2, the maximum EV charge power is modeled to be dependable on the battery level from a state of charge (SOC) of 87.5 % and higher. This dependency is approximated through a linear function in a piece-wise affine model for the maximum EV charge power:

\[
\bar{P}^{\text{EV}}(k) = \begin{cases} 
\bar{P}^{\text{EV}} & \text{if } \text{SOC} < 87.5\% \\
\frac{a^{\text{lin}} x(k)}{E^{\text{cap}}} + b^{\text{lin}} & \text{if } \text{SOC} \geq 87.5\%,
\end{cases}
\]  

where \( \bar{\cdot} \) represents the maximum of the considered variable and \( a^{\text{lin}}, b^{\text{lin}} \) are parameters of the linear approximation.

The EV power limitation constraint is then described as follows:

\[
\delta^c(k) \bar{P}^{\text{EV}} \leq P^{\text{EV}}(k) \leq \delta^c(k) \bar{P}^{\text{EV}},
\]  

where \( \cdot \) represents the minimum of the considered variable. Note that \( \bar{P}^{\text{EV}} \) does not depend on \( k \) as \( x(k) \) in Equation 3-3 is known when the controller determines an optimal \( P^{\text{EV}}(k) \). The \( \delta^c(k) \) multiplication in Equation 3-4 is to ensure that the charge power is zero when the EV is not connected to the charging pole.
3-2-3 Range anxiety

Ensuring that the EV user has a full battery at charging pole departure will help the smart charging and vehicle-to-home (V2H) charging participation rates due to range anxiety as explained in Section 2-2-2 and is presented through the following equation:

\[ x(k) = \bar{x} \quad \text{if} \quad \delta^c(k) = 1 \wedge \delta^c(k + 1) = 0. \]

Furthermore, each EV has a minimum SOC battery level assigned to it which is the minimum amount of energy that the EV should always have while connected to a charging pole. Through this constraint, the EV user is still able to use the EV for incidental trips made earlier than the known EV departure time, which mitigates the potential range anxiety further.

3-2-4 Battery degradation constraint

The EV battery capacity degradation is dependent on the number of charge cycles as explained in Section 2-2-3. The smart charging strategy only spreads and shifts the needed EV energy compared to uncontrolled charging. It is therefore expected that smart charging does not impose an increased battery degradation compared to uncontrolled charging. However, as the V2H charging strategy allows a bi-directional power flow, the number of charge cycles using V2H charging can be significantly more compared to the smart charging strategy. To mitigate this increased battery degradation, a constraint is implemented for the V2H charging strategy which ensures that switching between charging and discharging the EV is only allowed after a time interval of 30 minutes.

3-2-5 Varying properties

Certain EV related properties (i.e. charging pole arrival and departure times, the battery capacity, and the daily energy demand) are varied between each EV such that a better reflection of reality is achieved in the microgrid model. The varying properties are implemented through creating distributions of the EV features and using the roulette wheel method, as explained in Section 3-6-1, to assign different property values to each EV in the microgrid.

A normal distribution of the EV battery capacity is created using the mean in Table 4-1 and a standard deviation of \( \sigma = 10 \text{kWh} \). Furthermore, the charging pole arrival and departure times of EVs are taken from the charge-near-home group as presented in Section 2-2-4. A distribution of the daily energy demand of EVs is developed from the distribution of yearly driven distances of cars and through using the fact that the average EV drives 5 km/kWh [1, 8]. Each EV in the microgrid is assumed to have the same driving efficiency as it only has a minor effect on the daily EV energy demand.

3-3 Mixed logical dynamical framework

An MPC algorithm is used in this thesis to implement smart charging and V2H charging, see Section 3-5. The algorithm solves an optimal control problem to find the control action for the
following time instant in the simulation. Implementation in on-line control becomes therefore intractable when the MPC algorithm takes too much time to solve the programming problem. It is therefore desired to keep the microgrid model complexity as low as possible. The current microgrid model is non-linear due to e.g. piece-wise affine battery dynamics. Therefore, an MLD framework is used to reformulate the model into an efficient solvable mixed integer linear programming (MILP) problem [25].

The MLD framework introduces auxiliary variables that are either binary, e.g. \( \delta(k) \), or continuous, e.g. \( z(k) \) [3]. The auxiliary variables are related to other continuous variables, e.g. \( f(k) \), through implementing constraints as shown Equation 3-5:

\[
f(k) \geq 0 \iff \delta(k) = 1 \quad \text{true iff} \quad \begin{cases} -f \delta(k) - f & \leq f(k) - f \\ -(f + \epsilon) & \leq f(k) - f + \epsilon \\ \end{cases}\tag{3-5a}
\]

\[
f(k) \leq 0 \iff \delta(k) = 1 \quad \text{true iff} \quad \begin{cases} f(k) \leq \tilde{f}(1 - \delta(k)) \\ f(k) \leq \epsilon - (f - \epsilon) \delta(k) \\ \end{cases}\tag{3-5b}
\]

\[z(k) = f(k) \delta(k) \quad \text{is equivalent to} \quad \begin{cases} z(k) \leq \bar{f} \delta(k) \\ -z(k) \leq -\bar{f} \delta(k) \\ z(k) \leq f(k) - f(1 - \delta(k)) \\ -z(k) \leq -f(k) + \tilde{f}(1 - \delta(k)) \\ \end{cases}\tag{3-5c}
\]

where the constant \( \epsilon \) denotes a small number, typically the machine precision.

The reformulation of the battery state dynamics using the MLD framework is briefly shown here to illustrate the process. See Appendix A for the full reformulation of the battery state dynamics. The auxiliary variables:

\[
\delta^{EV}(k) = 1 \iff P^{EV}(k) \geq 0 \quad \text{and} \quad z^{EV}(k) = \delta^{EV}(k) P^{EV}(k),
\]

are introduced together with the related constraints as shown in Equation 3-5. Implementing the introduced auxiliary variables in Equation 3-1 results in the following piece-wise affine equation:

\[
x(k+1) = \begin{cases} A := x(k) - E^{dem} \\ B := x(k) + T_s(\eta^c - \frac{1}{\eta^d})z^{EV}(k) + \frac{T_s}{\eta^d} P^{EV}(k) \\ C := x(k) \\ \end{cases} \text{if } \delta^c(k) = 1 \land \delta^c(k+1) = 0 \\
\text{if } \delta^c(k) = 1 \land \delta^c(k+1) = 1 \\
\text{if } \delta^c(k) = 0 \land \delta^c(k+1) = 0 \tag{3-6}
\]

where part B of the model is made linear in its parameters while taking into account a correct power conversion efficiency implementation. Finally, through using the EV connected indicators from the model battery parts, the model is rewritten as a single MILP equation:

\[
x(k+1) = \delta^c(k) \left( \delta^c(k+1) B + (1 - \delta^c(k+1)) A \right) + (1 - \delta^c(k)) C = \delta^c(k) \delta^c(k+1) \left( \left( \eta^c - \frac{1}{\eta^d} \right) T_s z^{EV}(k) + \frac{T_s}{\eta^d} P^{EV}(k) + E^{dem} \right) - \delta^c(k) E^{dem} + x(k) \tag{3-7}
\]

The reformulation process is similar for the other presented piece-wise affine equations.
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3-4 Rule-based control

Rule-based control is used in this research to implement the charging strategies, i.e. uncontrolled charging, smart charging, and V2H charging, as it is straightforward to implement. Another advantage is that the control algorithm can incorporate if-then statements, e.g. charge with maximum power if an EV arrives at the charging pole. If-then statements are a natural and structural way to approach the microgrid control problem.

Figure 3-1 shows a decision tree which represents the developed rule-based control algorithm. The decision tree is used at each time instant during the microgrid simulation and decides for each charging pole what the EV charge power should be. The rule-based control algorithm makes several decisions, depending on the implemented control algorithm, to determine the EV charging power.

Firstly, the rule-based control algorithm checks if an EV is connected to the charging pole, if this is not the case, no power is given to the charging pole. When an EV is connected to the charging pole, it can only be possibly charged if the EV battery is not already full. When the EV battery is lower than 100 % SOC, the rule-based controller checks the implemented charging strategy. If uncontrolled charging is considered, the EV will be charged using maximum power, denoted in Figure 3-1 as \( P_{EV}^{max} \) instead of \( \bar{P}_{EV} \), as defined in Equation 3-4. If either smart charging or V2H charging is considered, the minimum power that the EV needs to receive for all coming future time instants to have a full battery before its departure from the charging pole is considered. If the needed power is higher or equal to \( \bar{P}_{EV} \), the EV will be charged with maximum power to have a full battery at departure. When the needed power for a full battery is lower than \( P_{EV} \), the current electricity price is considered. The electricity price is considered high or low based on the current time in the simulation using generalizations made from Figure 2-4, e.g. the price is low between 22:00 hrs. and 7:00 hrs. If the current electricity price is low, the EV is charged with the minimum value between the \( P_{EV}^{max} \) and the peak power charge margin, denoted as \( P_{EV}^{peak\_margin} \). The peak power charge margin is the amount of power that all connected EVs can charge with while not increasing the historical aggregated peak power demand to the main grid. The margin is taken into account to confine the DSO costs as much as possible. If the current electricity price is high while the smart charging strategy is considered, the EV will not be charged. However, if the current electricity price is high while a V2H charging strategy is considered, the EV is allowed to discharge with the maximum value between the minimum charge power \( P_{EV}^{min} \), depicted as \( P_{EV}^{min\_in} \) in Figure 3-1, and the zero power margin \( P_{EV}^{zero\_margin} \). The zero power margin is the amount of discharge power that all connected EVs could discharge collectively to provide the households in the microgrid with power without selling electricity back to the main grid. This margin is implemented since the selling price of electricity is much lower than the buying price which makes it less profitable to sell electricity back to the grid, see Section 2-1-3.
3-5 Model predictive control

This section presents the MPC framework. First, a general description is given of the control algorithm such that a basic understanding is developed. Thereafter, the MPC implementation in microgrids is considered.

3-5-1 General description

The MPC framework makes explicit use of a model to compute a control signal through minimizing a possibly constrained cost function while simulating future states in a receding horizon fashion. In general, the aim is that a future output on the considered horizon should follow a determined reference signal or be driven towards an equilibrium point while penalizing the needed control effort.

MPC algorithms are able to deal with different control challenges such as optimal, stochastic, dead time, and multi-variable control [6]. Nevertheless, it is conceptually easy to understand.

Figure 3-1: Rule-based control decision tree for uncontrolled charging, smart charging, and V2H charging.
Various MPC algorithms only differ amongst themselves in the model used to represent the process, the disturbances which are present in the model, and the cost function to be minimized.

A drawback of MPC strategies is that implementation in on-line control results in a higher amount of computational complexity compared to implementing e.g. classical proportional–integral–derivative or rule-based controllers, even more so when taking into account system constraints. In addition, the performance of MPC depends greatly on the quality of the used model.

A general mathematical foundation of MPC is given below [6, 15]. Consider a linear time-invariant system of the discrete-time type:

\[
\begin{align*}
  x(k + 1) &= Ax(k) + Bu(k) \\
  y(k) &= Cx(k),
\end{align*}
\]  

(3-8)

where \(A\), \(B\), and \(C\) are the system matrices and the variables \(x(k)\), \(u(k)\) and \(y(k)\) denote respectively the state, control input, and measured output at sampling instant \(k\). MPC approaches the following optimal open-loop control problem at each time instant \(k\):

\[
\begin{align*}
  \min_u & \quad J(x(k), u) \\
  \text{subject to} & \quad x(k + i + 1|k) = Ax(k + i|k) + Bu(k + i|k) \\
  & \quad Hx(k + i + 1|k) \leq h \\
  & \quad Du(k + i|k) \leq d \\
  & \quad i = 0, 1, \ldots, N_h - 1 \\
  & \quad x(k|k) = x(k),
\end{align*}
\]  

(3-9)

where \(N_h\) is the prediction horizon and \(k + i|k\) denotes the predicted value of a variable at a future time instant \(k + i\), based on the knowledge of the system at time instant \(k\). The matrices \(H\) and \(D\) are constraints on the states and input respectively, with \(h\) and \(d\) denoting the corresponding constraint values for the state and input constraints. Equation 3-9f ensures that the initial conditions of the optimal control problem remain unchanged. The cost function \(J(x(k), u)\) is commonly chosen as a regularization cost for driving the state and input to zero:

\[
J(x(k), u) = \sum_{i=0}^{N_h-1} (x^\top(k + i|k)Q_x x(k + i|k) + u^\top(k + i|k)R_u u(k + i|k)),
\]  

(3-10)

where \(u := \{u(k|k), u(k + i|k), \ldots, u(k + N_h - 1|k)\}\) is a sequence of control inputs, and the matrices \(Q_x \geq 0\) and \(R_u > 0\) are weight matrices. Equation 3-9 is a convex quadratic programming problem which can be solved efficiently.

Only the first element of the open-loop optimal control input is applied to the system. Subsequently, the optimization is solved again for the next time instant, this process continuous reiteratively in a receding-horizon manner.
3-5-2 Microgrid implementation

A few modifications have to be made on the general MPC framework presented in the previous section to be able to use the algorithm in a microgrid system [25]. The MPC objective function, i.e. the cost function, as shown in Equation 3-10, is not suitable to implement in microgrid control. Therefore, a description of a suitable MPC cost function is discussed first.

The aim of the MPC algorithm is to determine a value for the microgrid system input, i.e. the EV charge power flow $P^{EV}(k)$, while keeping the economical microgrid costs as low as possible, i.e. the electricity price and the DSO costs as explained in Section 2-1-3. The economical costs are therefore part of the MPC cost function. Furthermore, the implementation of the full EV battery at charging pole departure constraint, as described in Section 3-2-3, can cause infeasibility problems in the optimal control problem. The constraint is therefore reformulated into a soft constraint and also implemented in the cost function. Moreover, a high penalty is implemented in the cost function when the SOC of the EV battery drops below a certain threshold value such that the EV battery is never completely empty, see Section 3-2-3. Although the constraint is implemented through the cost function, it is not considered to have a fundamental effect on the control action. In summary, the main cost drivers in the objective function are the economical costs and the full EV battery at charging pole departure costs.

The different microgrid costs in the objective function are weighted such that appropriate priorities are given to reducing the economical microgrid costs and filling up the EV battery for charging pole departure. The objective function weights remain the same in each simulation.

Some variables in the microgrid are difficult to model as they are subject to uncertainty, i.e. the household loads, the electricity price, and the PV generation. Therefore, two MPC cases are considered, namely the perfect information and the certainty equivalent case. The perfect information case is able to perfectly forecast the uncertain variables, i.e. there is no uncertainty. This case will give the best possible control performance. The certainty equivalent case is more realistic as it uses a persistence forecast model to predict future values of an uncertain variable. The persistence forecast model has a simple assumption on the uncertain variable as it assumes that future values will be the equal to the latest measurements, e.g. the PV generation of tomorrow is equal to that of today, see Equation 3-11:

$$P^{PV}(k + 1|k) = P^{PV}(k + 1 - T|k), \quad (3-11)$$

where the variable $T$ depicts a time shift. The time shift is set to one day backwards for the PV generation. However, the time shift for the household loads and the electricity price is chosen as one week backwards as the variables show a stronger weekly cyclic behavior, see Section 2-1-3.

The open-loop control problem of the microgrid MPC implementation is posed as a MILP problem due to the MLD framework presented in Section 3-3 which ensures efficient solving of the control problem.
3-5-3 Scenario-based

A disadvantage of the MPC framework, described in the previous section, is that it does not take into account uncertainty as only one forecast of uncertain variables, i.e. the household loads, the electricity price, and the PV generation, is assumed to occur. However, it is likely that the forecast of the uncertain variable deviates from the true measurements, e.g. tomorrow’s weather can be sunnier or cloudier than expected which affects the PV generation. The scenario-based MPC is therefore introduced as control algorithm. The scenario-based MPC algorithm is similar to the regular MPC, but in addition, it can take into account multiple forecasts, i.e. scenarios, of uncertain variables and generate a control action that is optimized for all scenarios [26, 30]. It is therefore expected that the scenario-based MPC algorithm can outperform the MPC certainty equivalent case.

The number of needed scenarios is an important parameter in the scenario-based MPC algorithm. A high number of implemented scenarios will ensure that the uncertainty of variables is represented well in the open-loop control problem. However, a high number of scenarios will also result in high computational complexity and could generate a conservative control action. In addition, a high representation of the uncertainty is only useful when the implemented scenarios form a good approximation of the real uncertainty which is difficult to achieve. The number of implemented scenarios is therefore a trade-off between depicting the uncertainty well and generating a conservative control action with high computational complexity.

3-6 Scenario generation

As discussed in the previous section, the scenario-based MPC algorithm can possibly give improved performance compared to the MPC algorithm. The scenario-based MPC algorithm achieves this through taking into account multiple scenarios for each uncertain variable, i.e. the household loads, the electricity price, and the PV generation, such that the optimal control input is also optimized for uncertainty. However, there is only one good point forecast available, i.e. the persistence forecast model. In this section, six different methods are presented, which are used to generate additional scenarios such that they can be implemented in the scenario-based MPC. The generated scenarios through these methods are always implemented in addition to the single point forecast scenario generated from the persistence forecast model. The five scenario generation methods which use the historical forecast errors are highlighted first after which the matching profile scenario generation method is presented.

3-6-1 Historical forecast error methods

The historical forecast scenario generation methods use information of the historical forecast error to generate new scenarios from an available point forecast. In general, the historical forecast errors are collected into an error distribution in the form of an histogram. Thereafter, new scenarios are generated through sampling from the error distribution using the roulette wheel method and adding them to the point forecast. This scenario generation process and its variants are explained in more detail in this section.
Error collection

The most straightforward period to collect historical forecast errors from is the past year. When the yearly forecast error distribution is randomly sampled and added to the point forecast, the assumption is made that the uncertain variable has stationary stochastic properties, i.e. the statistical properties of the forecast error do not change over time. This assumption can be inaccurate, certainly in microgrid context were uncertain variables are often dependent on many factors e.g. the hour of the day or season in the year. The yearly forecast error collection is therefore used as a performance benchmark in the comparison with other scenario generation methods.

A different approach is to collect only the recent forecast errors, i.e. of the past 24 hours. In this way, short temporal stochastic behavior of the uncertain variable is incorporated through an adapting error distribution which is updated after each time instant. A disadvantage of this method is that it does not represent longer temporal stochastic behavior of uncertain variables very well as the size of the forecast error distribution is limited.

When the temporal stochastic properties are known of the uncertain variable, forecast error collection can be done while grouping the errors in these temporal characteristics. For instance, the PV generation has seasonal and hourly trends, e.g. more generation during the summer than in the winter and more generation during midday than early in the morning. The historical PV generation forecast error can therefore be grouped seasonally and hourly. The grouping creates several error distributions which are sampled when the related season and hour is forecasted in the simulation.

To summarize, three forecast error collection periods are used to implement the historical forecast error scenario generation methods: the past year, the past day, and hourly using seasonal data.

Roulette wheel method

When the forecast error distributions are obtained, they are sampled using the roulette wheel method to add the errors to the available point forecast to generate new scenarios. The roulette wheel method enables to random sample a histogram while taking the probability of those samples into account [20]. To implement the roulette wheel method, one first divides the collected forecast errors into a number of chosen intervals i.e. bins or levels, such that an histogram is obtained, see Figure 3-2. Probabilities of the bins are then assigned to each bin such that the total surface of the histogram has probability one. This is achieved through normalizing the frequency of samples in each bin to the total number of samples in the error distribution. The bins are subsequently stacked such that a binned zero to one probability is presented, see Figure 3-3. Next, one can draw a number from a standard uniform distribution which corresponds to one of the stacked bins from which a sample is drawn.
Error addition

The construction of scenarios occurs by adding the sampled error from the forecast error distribution to the point forecast. In this research, two methods of error addition are considered for the construction of $n_{sc}$ scenarios. The most straightforward method is to add a variable error at each time instant of the point forecast as shown in the example:

$$P_{PV_{scen},i}(k+j|k) = P_{PV_{pf}}(k+j|k) + e(k+j|k)$$

$$j = 0, 1, \ldots, N_h - 1$$

$$i = 2, 3, \ldots, n_{sc},$$

(3-12)

where the variables $P_{PV_{scen},i}$, $P_{PV_{pf}}$, and $e$ are respectively the $i^{th}$ constructed PV generation scenario, the PV generation point forecast, and the sampled error. Note that the scenario index $i$ starts at two as the first scenario implemented in the scenario-based MPC is the point forecast itself.

An advantage of adding a variable error to the point forecast is that the error distribution is sampled $n_{sc}N_h$ times in each time instant, i.e. a lot of uncertainty data is implemented in the scenarios. Adding a variable error method creates scenarios which all have different profiles from each other.

The second method adds a constant error to the whole point forecast as shown in the following example:
\begin{equation}
P^{PV}_{\text{scen},i}(k+j|k) = P^{PV}_{\text{pf}}(k+j|k) + e(k|k) \\
j = 0, 1, \ldots, N_h - 1 \\
i = 2, 3, \ldots, n_{sc}.
\end{equation}

Scenarios constructed with constant errors are upwards or downwards shifted versions of the point forecast profile, i.e. the scenarios from a band around the point forecast. The scenario-based MPC algorithm optimizes for those scenarios and the optimal control solution might also give reasonable performance for scenarios which are not generated but lie inside the outer scenario bands around the point forecast. In other words, the scenario-based MPC algorithm might give equal performance while using a lower number of scenarios as the controller might take into account not constructed scenarios situated in between the generated scenarios.

A possible disadvantage of constant error addition is that the optimal control solution is too conservative, e.g. an outlier scenario increases the scenario band such that a lot of extra implicit scenarios are also taken into account. In addition, the error distribution is only sampled \( n_{sc} \) times in each time instant, this number might be too low for an adequate representation of the error distribution in the generated scenarios. Furthermore, the constant error addition creates scenarios that all have the same profile as the point forecast while the realization of the uncertain variable is likely to have a different profile.

To summarize, three periods of error collections are discussed from which are sampled and added to the point forecast either as a variable or as a constant. This means that there are \( 3 \cdot 2 = 6 \) historical scenario generation methods which can be used for the scenario-based MPC algorithm. However, the scenario profile difference between adding the error as a variable or as a constant using the hourly seasonal error collection period is small as the error distribution is sampled at least each hour. Therefore, the hourly seasonal error collection period is only implemented using the constant error addition. This results in a total of five historical scenario generation methods:

- Yearly error variable
- Yearly error constant
- Daily error variable
- Daily error constant
- Seasonal hourly error

The names of the mentioned scenario generation methods indicate the error collection period and how the error is added to the point forecast, e.g. the yearly error constant scenario generation method collects the error in a yearly period and adds it as a constant to the point forecast.

### 3-6-2 Matching profile method

The matching profile scenario generation method considers the profile of the uncertain variables of the past six hours and picks similar historical profiles as new generated scenarios.
The method is different from the historical scenario generation methods as the generated scenarios are not based on the persistence forecast model.

The method takes the profile of an uncertain variable of the past six hours and compares it with all past measurements in the year using the root mean square error technique as illustrated in the example below:

$$\text{root mean square error} = \sqrt{\left(\mathbf{P}_{PV}(k) - \mathbf{P}_{PV}(k - T)\right)^2},$$

where $\mathbf{P}_{PV}(k)$ is a vector of PV generation measurements of the past six hours up until the current time instant $k$ and $\mathbf{P}_{PV}(k - T)$ is a vector vector with the same length as $\mathbf{P}_{PV}(k)$ but shifted a period $T > 6$ hours backwards in historic measurements. The root mean square error is calculated repeatedly while increasing $T$ until the all historical measurements are compared. The historical profiles are subsequently ordered based on the value of the root mean square error and the best matches, i.e. profiles with lowest root mean square errors, are picked as scenarios.

An advantage of the matching profile method is that the generated scenarios have diverse profiles. However, temporal uncertainty information of the uncertain variable is completely disregarded as the scenario generation is purely based on matching the profile of past measurements.

The profile of the uncertain variable is analyzed only for the past six hours such that there is a balance between not taking into account enough information from the recent measurements, i.e. analyzing a too short time period, and finding less good profile matches, i.e. analyzing a too long time period.

## 3-7 Conclusions

This chapter highlighted the microgrid modelling methods and control methodologies used to implement and simulate uncontrolled charging, smart charging, and V2H charging. Microgrid modelling was discussed in Section 3-1 where the power equilibrium constraint and the economical costs were elaborated. The modelling of EVs was discussed thereafter in Section 3-2 where the battery dynamics were considered first after which several EV constraints were elaborated regarding the charge power limitation, range anxiety, and the battery degradation. Some model equations were posed as piece-wise affine equations which made the implementation of an MPC algorithm in on-line optimization inefficient as the optimal control problem was non-linear. The MLD framework was therefore introduced in Section 3-3 to reformulate the model equations such that a MILP problem was obtained, which can be solved efficiently. Furthermore, the rule-based control algorithm is introduced in Section 3-4 where its operation is explained through a decision tree. The more sophisticated control method MPC, presented in Section 3-5, allows to take into account future system states. First a general description of MPC is given after which adaptations are discussed regarding implementation in microgrid context. In addition, the implementation of a certainty equivalent and a perfect information MPC case are discussed thereafter. The scenario-based MPC algorithm is presented at the end of section 3-5 which allows to take into account multiple forecasts of uncertain variables. Finally in Section 3-6, six scenario generation methods are discussed:
• Yearly error variable
• Yearly error constant
• Daily error variable
• Daily error constant
• Seasonal hourly error
• Matching profile

The labeling of the scenario methods indicate the way the method constructs scenarios, e.g. the yearly error constant method collects the forecast error of the whole year and adds it as a constant to the persistence forecast model. The scenario generation methods are used together with the scenario-based MPC to implement microgrid control. The control algorithms and microgrid models discussed in this chapter are used to simulate the EV charging strategies as shown in the following chapter.
Chapter 4

Simulation and results

This chapter presents the results of simulating two case studies through incorporating the microgrid models and control algorithms as discussed in the previous chapter. The New Orleans building is introduced as basis for the microgrid case studies in Section 4-1. Thereafter in Section 4-2, the first case study is presented which considers the primary research goal to find out which charging strategy, i.e. uncontrolled charging, smart charging, or vehicle-to-home (V2H) charging is the most effective in reducing the economical household costs. This is achieved through simulating the charging strategies using a rule-based controller and model predictive control (MPC) algorithm and comparing the results. Further research is done through the second case study, see Section 4-3, to investigate whether the total microgrid costs, using smart charging, can be reduced further by taking into account the uncertainty of the electricity price, the household loads, and the photovoltaic (PV) generation. This is achieved through using a scenario-based MPC algorithm and comparing six scenario generation methods while varying the number of implemented scenarios.

4-1 Case study introduction

The New Orleans building in Rotterdam is chosen as microgrid case study since it has several microgrid friendly characteristics, see Figure 4-1. First of all, with an height of 158 m, the building is the tallest residential complex building in the Netherlands which contains 235 apartments, i.e. households. Furthermore, right next to the building, there is an indoor parking lot with room for 268 cars. Moreover, the roof of the car parking has 672 m$^2$ of unused area which could be used for PV generation. The high number of households, the car park availability, and the possibility of PV generation makes the building a good candidate for employment of smart charging and V2H charging strategies.
A higher electric vehicle (EV) adoption will increase the potential economical benefits for the microgrid and is therefore interesting to consider. The microgrid case study is therefore viewed in the future year of 2040 as it is expected that during that time EV adoption will be much higher than today. Relevant data of the year 2040 is extracted from Table 4-1 and is translated to the New Orleans building. Through this method it is deduced that the microgrid will have 106 EVs, a 1.07 scaled household electricity demand compared to the demand of today, and a mean EV battery capacity of 90 kWh in the year 2040. Furthermore, the PV generation and the electricity prices from which data is available are used to simulate the microgrid in year 2040 as future developments of these variable are uncertain.

Table 4-1: Expected EV and household development in the Netherlands assuming a fast paced technology development [1].

<table>
<thead>
<tr>
<th></th>
<th>2015</th>
<th>2020</th>
<th>2030</th>
<th>2040</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of EVs [-1000]</td>
<td>8</td>
<td>50</td>
<td>1,484</td>
<td>3,831</td>
<td>5,224</td>
</tr>
<tr>
<td>Total number of cars (including EVs) [-1000]</td>
<td>7,977</td>
<td>8,321</td>
<td>7,420</td>
<td>6,384</td>
<td>5,224</td>
</tr>
<tr>
<td>Total number of households [-1000]</td>
<td>16,900</td>
<td>17,300</td>
<td>17,800</td>
<td>18,100</td>
<td>18,100</td>
</tr>
<tr>
<td>Mean EV battery capacity [kWh]</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>Total household electricity demand [TWh] (inc. heat pump, exc. PVs and EVs)</td>
<td>82</td>
<td>88</td>
<td>99</td>
<td>91</td>
<td>83</td>
</tr>
</tbody>
</table>

The implemented control strategies use the EV charging pole arrival and departure times in different ways. The EV arrival times are not considered in the rule-based controller as the
controller does not need this information to employ basic implementation of the charging strategies. However, the EV charging pole departure times are taken into account without uncertainty in the rule-based control algorithm to reduce the user range anxiety through ensuring full EV batteries upon departure as explained in Section 3-2-3. As the (scenario-based) MPC algorithm has the ability to take into account simulated future values, it is assumed that the EV charging pole arrival times are also known without uncertainty by the algorithm. In addition to the arrival times, the MPC algorithm also knows the EV battery state of charge (SOC) at the future arrival time. These assumptions are made to not further increase the microgrid model complexity. Similar to the rule-based controller, the MPC algorithm takes into account the EV departure times to ensure full EV batteries at charging pole departure.

A prediction horizon $N_h$ of one day is chosen for the MPC algorithms such that the daily cyclic behavior of variables is taken into account, e.g. EV charging pole departures at the next day and no PV generation during the night opposed to generation during the day. The prediction horizon is not chosen as a longer period to keep the computation time of the optimal control problem low. The sampling time is set to 15 minutes as this is largest time between measurements of the available data, i.e. the electricity price, the household loads, and the PV generation.

The simulations are executed using Matlab R2017a software together with the Gurobi 8.1 solver to address the mixed integer linear programming (MILP) problem. A MacBook Pro 2015 computer with 2.5 GHz Intel Core i7 processor, 16 GB 1600 MHz DDR3 memory, and AMD Radeon R9 M370X 2048 MB Intel Iris Pro 1536 MB graphics card is used for simulations. To give an indication of the computation time: a two week simulation of a V2H charging strategy for 106 EVs using MPC takes approximately 14.5 hours.

4-2 Case study 1: comparing electric vehicle charging strategies

This aim of this case study is to investigate which charging strategy, i.e. uncontrolled charging, smart charging, or V2H charging is the most effective in reducing the economical household costs. This is achieved through simulating the charging strategies using a rule-based controller and a MPC algorithm. The MPC algorithm is implemented in a perfect information case and certainty equivalent case. A microgrid simulation period of two weeks is chosen to take into account the weekend period while keeping the computation time of the simulations low. The results of the simulations are compared and conclusions are drawn at the end of this section.

The effects of seasonal dependent variables, i.e. PV generation and household loads, on the economical costs reduction are taken into account in this case study through the simulation of extreme seasonal cases, see Section 2-3 and Section 2-4. The case where there is maximal PV generation together with minimum household demand is denoted as the summer season. On the other hand, the winter season represents minimum PV generation together with maximum household loads. Finally, the median season depicts the median (i.e. middle value of an ordered set) PV generation together with a median household load, which could represent a case during either spring or autumn. Note that these simulations depict extreme cases e.g. the PV generation is not necessary high each day in the summer. The electricity price does not have seasonal effects, therefore, the period of the extracted PV generation data is also chosen as period for the electricity prices in each season.
It is observed that the PV generation in the New Orleans 2040 microgrid case never exceeds the household load. However, in other microgrid cases it could occur that more PV power is generated than the current household demand. Therefore, an extra summer simulation is included where the PV power is three times higher than normal, this case is denoted as the $3 \cdot PV$ summer simulation. The PV generation is roughly 1.5 times the household load during maximum production in the $3 \cdot PV$ summer simulation.

4-2-1 Results

Table 4-2 shows the simulation results of the summer season of the microgrid case study. The headers indicate the implemented charging strategy, i.e. uncontrolled charging, smart charging, or V2H charging, using a specific control algorithm, i.e rule-based or MPC using perfect information (PI) or certainty equivalent (CE). The first column depicts the total and the specific microgrid cost elements. As explained in Section 3-5-2, the total microgrid costs consists of a weighted summation of the economical costs (i.e. electricity costs and the distributed system operator (DSO) costs due to the peak power demand to the grid), and the full EV battery shortage at charging pole departure costs. The total costs are compared first to analyze the performance of the control strategies. The costs elements are compared thereafter to investigate the effectiveness of the charging strategies in view of the improvements for the households.

<table>
<thead>
<tr>
<th></th>
<th>Uncontrolled</th>
<th>Smart</th>
<th>V2H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rule-based</td>
<td>MPC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CE</td>
<td>PI</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CE</td>
<td>PI</td>
</tr>
<tr>
<td>Total costs</td>
<td>14019</td>
<td>14565</td>
<td>15744</td>
</tr>
<tr>
<td>Economical costs</td>
<td>3429</td>
<td>3223</td>
<td>3263</td>
</tr>
<tr>
<td>Electricity costs</td>
<td>2619</td>
<td>2498</td>
<td>2514</td>
</tr>
<tr>
<td>due to EVs</td>
<td>681</td>
<td>559</td>
<td>944</td>
</tr>
<tr>
<td>Peak power</td>
<td>319</td>
<td>241</td>
<td>306</td>
</tr>
<tr>
<td>Mean EV departure</td>
<td>0</td>
<td>8.4384</td>
<td>9.2675</td>
</tr>
<tr>
<td>shortage [kWh]</td>
<td></td>
<td>0.0040</td>
<td>0.0032</td>
</tr>
</tbody>
</table>

Total costs comparison

It is observed that implementation of smart charging or V2H charging using rule-based control results in higher total costs compared to uncontrolled charging. This is due to the fact that the rule-based control implementation for smart charging and V2H charging is less effective in filling up the EV to 100 % SOC for charging pole departure compared to uncontrolled charging.

The mean EV departure shortage is always zero using uncontrolled charging. This is because the EV charging pole arrival and departure times are assigned such that an EV always has enough time to charge its daily energy demand.
As expected, when considering the total costs of either smart charging or V2H charging, the MPC algorithm always shows a better performance than the rule-based control algorithm through which the perfect information model always has the best performance. In addition, the V2H implementation using perfect information MPC has the lowest total microgrid costs compared to all other implemented control and charging strategies.

Furthermore, V2H charging using either rule-based control or certainty equivalent MPC is less effective in reducing the total costs than the smart charging counterpart control algorithms. This is due to the fact that V2H charging enables a bidirectional power flow through the power converter in the EV. The power flow conversion, i.e. AC-to-DC or vice versa, is associated with energy losses as explained in Section 2-2-2. The potential cost savings of discharging the EVs to support the household loads due to, e.g. current expensive electricity prices, should outweigh the costs of importing extra electricity to compensate extra conversion losses at a later time instant. This dilemma can only be taken into account effectively through the control algorithm if the forecasts of uncertain variables, i.e. the PV generation, the household loads, and the electricity prices, are of high quality. The V2H rule-based control implementation will therefore always perform worse than the smart charging counterpart as the algorithm does not take forecasts of uncertain variables into account. Although the MPC algorithm does take expected developments of uncertain variables into account, the results show that the certainty equivalent case still fails to outperform the smart charging counterpart in decreasing the total costs. Table 4-3 presents the simulation results of the summer season with the assumption that the EV power conversion is 100% efficient, i.e. no energy is lost during charging or discharging. The results show that in this case, the certainty equivalent MPC V2H charging manages to outperform both the rule-based and certainty equivalent MPC smart charging implementations.

<table>
<thead>
<tr>
<th>Table 4-3: Comparing EV charging strategies simulation results of summer season assuming no EV power conversion losses.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Total costs</td>
</tr>
<tr>
<td>Economical costs [€]</td>
</tr>
<tr>
<td>Electricity costs [€] due to EVs</td>
</tr>
<tr>
<td>Peak power [kW]</td>
</tr>
<tr>
<td>Mean EV departure shortage [kWh]</td>
</tr>
<tr>
<td>Electricity costs [€] due to EVs</td>
</tr>
</tbody>
</table>

Table 4-4 shows the results of the median season, winter season, and 3 · PV summer season simulations. The results show no new important information compared to the aforementioned observations of the summer season simulation. The differences in costs are due to the differences of household energy demand, PV generation, and electricity prices throughout the year.
### Table 4-4: Comparing EV charging strategies simulation results of the 3·PV case, median season, and winter season.

<table>
<thead>
<tr>
<th></th>
<th>Uncontrolled</th>
<th>Smart</th>
<th>V2H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rule-based</td>
<td>Rule-based</td>
<td>Rule-based</td>
</tr>
<tr>
<td></td>
<td>CE</td>
<td>MPC</td>
<td>CE</td>
</tr>
<tr>
<td><strong>3·PV summer</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total costs</td>
<td>12958</td>
<td>13445</td>
<td>1915</td>
</tr>
<tr>
<td>Economical costs</td>
<td>2364</td>
<td>2189</td>
<td>2204</td>
</tr>
<tr>
<td>Electricity costs</td>
<td>1710</td>
<td>1602</td>
<td>1621</td>
</tr>
<tr>
<td>due to EVs</td>
<td>562</td>
<td>457</td>
<td>471</td>
</tr>
<tr>
<td>Peak power [kW]</td>
<td>296</td>
<td>233</td>
<td>232</td>
</tr>
<tr>
<td>Mean EV departure</td>
<td>0</td>
<td>8.3848</td>
<td>0.0037</td>
</tr>
<tr>
<td>shortage [kWh]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Median</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total costs</td>
<td>15001</td>
<td>15506</td>
<td>3923</td>
</tr>
<tr>
<td>Economical costs</td>
<td>4458</td>
<td>4199</td>
<td>4274</td>
</tr>
<tr>
<td>Electricity costs</td>
<td>3542</td>
<td>3412</td>
<td>3416</td>
</tr>
<tr>
<td>due to EVs</td>
<td>802</td>
<td>671</td>
<td>676</td>
</tr>
<tr>
<td>Peak power [kW]</td>
<td>365</td>
<td>246</td>
<td>311</td>
</tr>
<tr>
<td>Mean EV departure</td>
<td>0</td>
<td>8.4168</td>
<td>0.0042</td>
</tr>
<tr>
<td>shortage [kWh]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Winter</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total costs</td>
<td>14301</td>
<td>15161</td>
<td>3373</td>
</tr>
<tr>
<td>Economical costs</td>
<td>3921</td>
<td>3703</td>
<td>3728</td>
</tr>
<tr>
<td>Electricity costs</td>
<td>2888</td>
<td>2782</td>
<td>2765</td>
</tr>
<tr>
<td>due to EVs</td>
<td>521</td>
<td>416</td>
<td>398</td>
</tr>
<tr>
<td>Peak power [kW]</td>
<td>385</td>
<td>281</td>
<td>320</td>
</tr>
<tr>
<td>Mean EV departure</td>
<td>0</td>
<td>8.5513</td>
<td>0.0076</td>
</tr>
<tr>
<td>shortage [kWh]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Cost elements comparison

Figure 4-2 shows the economical cost decrease compared to uncontrolled charging in the summer season. The results show that the rule-based control implementation of smart charging has a larger economical cost decrease compared to the certainty equivalent MPC implementation of smart charging. On the other hand, rule-based V2H charging performs worse than the certainty equivalent MPC implementation of V2H. However, the outperformance of rule-based control over certainty equivalent MPC, or vice versa, in view of one charging strategy is not fixed as different seasons show contrasting results. These different results are attributed to the objective function of the MPC. First of all, the economical cost decrease of the MPC algorithm could be improved through tuning the weights in the objective function such that more priority is given to reduce the economical costs than to maximize the SOC of the EV.
at charging pole departure. Tuning the weights differently could therefore result into e.g. certainty equivalent MPC outperforming the economical cost reduction of rule-based control in view of smart charging. Furthermore, the mean values of uncertain variables in the MPC objective function, e.g. the electricity price and the household loads, vary throughout the year which affects the ratio between the different costs in the objective function. As a result, different optimizations priorities are given to the costs in the objective function without changing the weights. In conclusion, it cannot be deduced from the results if either a rule-based control or a certainty equivalent MPC implementation gives the best economical cost decrease in view of one charging strategy.

![Figure 4-2: Economical microgrid costs decrease compared to uncontrolled charging in summer.](image)

However, it is not expected that weight changes in the MPC objective function will result in higher economical cost reductions for certainty equivalent MPC V2H compared to the certainty equivalent MPC smart charging implementation since the total microgrid costs of the certainty equivalent MPC V2H implementation are always higher than the smart charging counter part. Furthermore, the rule-based controller of V2H has always higher economical costs than the smart charging implementation.

The results show further that a rule-based smart charging implementation already gives a substantial economical cost reduction compared to the other implementations.

### 4-2-2 Conclusions

Although V2H can outperform smart charging in some cases, e.g. when comparing total cost using perfect information MPC, it often fails to do so as the persistence forecast model prediction is not accurate enough to compensate the costs of increased EV power efficiency losses. In addition, a simple smart charging rule-based control algorithm can already reduce the economical costs with respect to using uncontrolled charging significantly. Moreover, the implementation of V2H is more involved than smart charging as explained in Section 2-2-2. It is therefore concluded that smart charging is the most effective charging strategy to reduce the economical microgrid costs in practice.
4-3 Case study 2: comparing scenario generation strategies

The aim of this case study is to investigate if the total microgrids costs, considering smart charging, can be reduced more than the certainty equivalent MPC algorithm by taking into account the uncertainty of the electricity prices, the household loads, and the PV generation. The potential uncertainty is taken into account through implementing and comparing six scenario generation methods:

- Yearly error variable
- Yearly error constant
- Daily error variable
- Daily error constant
- Seasonal hourly error
- Matching profile

in a scenario-based MPC algorithm. Smart charging is considered as the previous case study concluded that it is the most effective charging strategy for reducing the economical microgrid costs in practice.

The previous case study is adapted to fit the needs of this case study. A simulation is done for one week and for 25 EVs to prevent high computation times for the simulation. The uncontrolled charging and smart charging strategies are simulated using rule-based control and MPC using a perfect information and certainty equivalent case as performance benchmarks.

All data of the uncertain variables which is not used for simulation is used to initialize the historical forecast error histograms of the scenario generation methods, see Section 3-6-1. The median season is therefore chosen as simulation period in this case study to ensure that the error histogram contains data of different seasons. Only one year worth of data is available for simulating the uncertain variables. Consequently, the scenarios are generated also using forecast errors which would only be available in the period after the simulation, e.g. simulation is in March but error distribution of scenario generation method contains data from April in the same year. However, it is not expected that this data approach has a significant effect on the results as the uncertain variables show generally similar behavior in seasons when comparing different years, e.g. roughly similar household loads in the summer of the year 2018 compared to the summer of the year 2019.

The simulations are done while using one scenario generation method for all uncertain variables simultaneously. It is possible that one scenario generation method works better for a specific uncertain variable e.g. the household loads, but worse for another. Investigating which scenario generation method works best for which uncertain variable is therefore suggested as topic for further research.

The relation between the performance of the scenario-based MPC and the number of generated scenarios is also taken into account through simulating for an increasing number of generated scenarios, i.e. 5, 10, 20, 40, 80, and 160 scenarios.
4-3 Case study 2: comparing scenario generation strategies

4-3-1 Results

Figure 4-3 shows the total microgrid costs after simulating the smart charging strategy using six scenario generation methods for a varying number of scenarios in the scenario-based MPC algorithm. The dashed lines in the figure show the benchmark performance of rule-based control and MPC implementations. Note that the y-axis of the figure does not start at zero to improve the visibility of the different results. The same results are also shown in Figure 4-4 only up to a lower number of scenarios such that the performance differences of the different methods are better distinguishable.

![Figure 4-3: Total cost comparison of scenario generation methods using scenario-based MPC.](image)

Figure 4-3 shows that the total cost increases for all scenario generation methods as the number of scenarios grows. This trend is explained through the quality difference between the persistence forecast model and the generated scenarios. The implemented scenarios in the scenario-based MPC consist of the persistence forecast, i.e. the best available prediction of the uncertain variables, and additional generated scenarios using a scenario generation method. Each scenario generation method has a different assumption on the uncertainty, however, these assumptions are all considered to be simplistic, e.g. a stationary assumption on the error distribution while the household load shows seasonal differences. The performance of the scenario-based MPC is therefore worsened when the emphasis is put too much on finding an optimal control action based on the generated scenarios than on the persistence forecast, i.e. implementing a high number of scenarios.
Furthermore, the results show that each scenario generation method has an optimum number of scenarios for which the scenario-based MPC gives the best performance. For instance, the daily error variable generation method performs best using ten scenarios while the seasonal hourly error generation method has its optimum when using eighty scenarios. This difference is attributed to the characteristics of the scenario generation methods of which most methods use collected forecast errors based on either long periods of data, i.e. yearly or seasonal, or on short periods of data, i.e. daily. The short-term error data encapsulates more the temporary uncertainty effects, i.e. the collected persistence forecast error distribution is prone to change often. The emphasis on the short-term error data compared to the single persistence forecast should therefore be kept low in the scenario-based MPC algorithm to prevent relying too much on a dynamic error distribution data. This is visible in Figure 4-3 as the performance of short-term based scenario generation methods deteriorates quickly, faster than the long-term error based generation methods, when the number of scenarios is increased. On the other hand, the total costs of the long-term scenario generation methods rise much more slower than the short-term methods when increasing the number of implemented scenarios. Following the similar reasoning as the short-therm performance, the long-term scenario generation methods encapsulates longer temporal uncertainty effects, i.e. the collected persistence forecast changes slowly. Therefore, reasonable optimization performance is still achieved when more emphasis is given on the generated scenarios instead of the persistence forecast.

Although the minimum number of generated scenarios is five, the matching profile scenario generation method seems to have the best performance when generating as few scenarios as possible. This is an indication that similar looking historical profiles of uncertain variables...
do not have a high probability of having similar future profiles.

No generalizations can be made on differences between scenario generation methods which add the error drawn from the error distribution as a constant or as a variable to the persistence forecast.

Almost all scenario generation methods fail to outperform the certainty equivalent MPC total microgrid costs except for both the daily error constant and daily error variable scenario generation methods while using a small number of generated scenarios. The results show that the best performance is achieved by generating ten scenarios with the use of the daily error constant scenario generation method. It is possible that the true optimal needed number of generated scenarios is slightly higher or lower than ten for the daily error constant method. More simulations have to be done to find this optimum more precisely.

4-3-2 Conclusions

All scenario generation methods have higher total microgrid costs when the number of implemented scenarios increases. Furthermore, each scenario generation method has an optimal number of scenarios for which that method gives the best performance. A higher optimum number is related to scenario generation methods which are based on long-term forecast error collection, e.g. yearly or seasonal, a lower optimum number is related to short-term forecast error collection methods. Finally, all scenario generation methods, except for the daily error methods, fail to outperform the total microgrid costs of the certainty equivalent MPC. The best performance is achieved through using the daily error constant scenario generation and generating a low number of scenarios.

4-4 Conclusions

This chapter presented a description of two case studies after which the results and conclusions were discussed. The aim of the first case study was to find out which charging strategy, i.e. uncontrolled charging, smart charging, or V2H charging is the most effective in reducing the economical microgrid costs. The charging strategies were implemented through a rule-based control and a MPC algorithm considering a certainty equivalent and a perfect information case. It was concluded that the smart charging strategy is the most effective charging strategy in practice. Although V2H charging strategy is able to reduce the economical costs more in some cases, i.e. using perfect information MPC, the performance is highly dependent on the quality of the forecast of the uncertain variables which often is insufficient. The aim of the second case study was to investigate if the total microgrid costs of certainty equivalent MPC, considering smart charging, could be reduced further through a scenario-based MPC algorithm. Six scenario generations methods were compared and simulated while varying the number of generated scenarios. It was concluded that the total microgrid costs of smart charging can be reduced further through implementing a daily error scenario generation method and generating a low number of scenarios for the scenario-based MPC.
Chapter 5

Conclusions and recommendations

5-1 Summary and conclusions

The expected increase of electric vehicle (EV) adoption poses potential problems for the distributed system operator (DSO), who is responsible for maintaining the grid. It is expected that the increase in electricity demand, partially induced through EVs, will cause peak loads that will possibly result in grid deterioration or outages. A promising solution is to employ different charging strategies for EVs. Therefore, the aim of this research is to compare uncontrolled charging, smart charging, and vehicle-to-home (V2H) charging in a microgrid on their economical effect for their users. The economical microgrid costs consist of the electricity costs and the DSO costs which depend on the peak load to the main grid. The charging strategies are implemented using a simple rule-based controller and a model predictive control (MPC) algorithm which is able to take future values of variables into account, e.g. photovoltaic (PV) generation. The MPC algorithm is implemented using a perfect information case, i.e. the PV generation of tomorrow is forecasted perfectly, and a certainty equivalent case using a persistence forecast model, i.e. it is assumed that the PV generation of tomorrow is equal to that of today.

The results show that V2H charging can decrease the economical microgrid costs more than smart charging in theory. However, it is difficult to achieve this performance as it is strongly dependent on the quality of the forecasts of the uncertain variables, i.e. the electricity price, the household loads, and the PV generation. The quality of the forecasts needs to be high as V2H charging will risk increased power conversion losses through discharging the EV with the aim to lower the economical microgrid costs. Furthermore, the implementation costs are higher for V2H charging than for smart charging as most commercial EVs and charging poles only support unidirectional charging. It is therefore concluded that smart charging is the most effective charging strategy. Furthermore, a simple rule-based control implementation of smart charging can already reduce the economical microgrid costs significantly.

Additional research is done to investigate if the total microgrid costs can be reduced further through taking into account uncertain variables. A scenario-based MPC algorithm is used.
for its ability to consider multiple forecasts of an uncertain variable. Since there is only one forecast available from the persistence forecast model, six different scenario generation methods are used to compare on performance. Most scenario generation methods generate scenarios using the historical forecast error of different periods, i.e. yearly, daily, or hourly, and through adding the error either as a constant or as a variable to the persistence forecast model. Microgrid simulations are done while varying the number of implemented scenarios in the scenario-based MPC.

The results show that each scenario generation method has an optimal number of scenarios for which that method gives the best performance. However, the total costs of all scenario generation methods keeps increasing when more scenarios are implemented than the optimum number. A higher optimum number of implemented scenarios is related to scenario generation methods which are based on long-term forecast error collection, e.g. of the past year or season, a lower optimum number is related to short-term forecast error collection methods, e.g. of the past day. Finally, all scenario generation methods, except for the daily error methods, fail to outperform the total microgrid costs of the certainty equivalent MPC. The best performance is achieved through using the daily error fixed scenario generation and generating a low number of scenarios.

5-2 Discussion and future work

Several discussion points and suggestions for further work arose during this thesis and are presented in this section.

The electricity price is, among others factors, based on the demand and supply of electricity as discussed in Section 2-1-3. The electricity price would therefore be effected if other microgrids would also implement smart charging or V2H charging. The extra demand for cheaper electricity prices will increase the electricity rates which will reduce the potential economical cost decrease for microgrids. It seems therefore that early adopters of smart charging or V2H charging will have a larger financial benefit than users who will implement smart charging at a later stage.

The simulations in this research are based on a residential microgrid where most EVs are not available during the day as they are being used for transportation for going to e.g. work. Therefore, there is not much opportunity in the microgrid to store possible excess generated PV energy during the day in EVs. As a result, the excess energy is sold back to the grid for a relative low price. Therefore, it is interesting to consider a microgrid in a business context in which EVs are available throughout the day not during the night, e.g. a shopping mall or a business park.

It is shown in this research that the economical microgrid costs due to uncontrolled charging can be reduced with 6.8 % in the summer using smart charging in a perfect information MPC case, see Figure 4-2. This would amount to a saving per EV of €2.19 in two weeks. However, the economical cost reduction could be higher in reality as taxes and the electricity supplier overhead costs are not taken into account in this research as explained in Section 2-1-3. Furthermore, through changing the weights in the MPC cost function, more preference could be given to economical cost reduction than to ensuring that the EV has a full battery at departure. This weighting is up to the user as it is a trade-off between financial benefits.
and comfort. A suggestion for future work is to investigate if the potential financial benefits due to smart charging are worth the investments costs of implementing the smart charging strategy.

The scenario generation methods are applied on all uncertain variables, e.g. the electricity price, the household loads, and the PV generation, simultaneously during simulating the second case study. However it is possible that one scenario generation method could perform better for a specific uncertain variable and worse for another. It is therefore suggested for further research to investigate how the scenario generation methods affect the scenario-based MPC performance when different methods are used for different uncertain variables.

5-3 Advice to distributed system operator

The DSO faces the major challenge of maintaining the electricity grid during the energy transition. Some potential grid problems such as the increasing peak power demand are partially attributed to the increased use of EVs that are charged using an uncontrolled charging strategy. This research compares uncontrolled charging, smart charging, and V2H charging on their economical effects, i.e. the electricity price and the DSO costs attributed to the peak power demand, for their users in a microgrid. The results show that smart charging is the most effective charging strategy in practice as V2H charging brings higher implementation costs and its potential extra economical cost decrease is highly dependent on the forecast quality of uncertain variables, e.g. the electricity price. Furthermore, a significant economical cost reduction is already achieved through the implementation of a simple rule-based controller, therefore, it is probably not worth the extra investment costs to implement smart charging using a sophisticated control algorithm such as MPC. The question remains however if the potential economical savings for the microgrid households are sufficient considering the smart charging implementation investment costs. Nevertheless, the DSO should encourage the implementation of residential smart charging strategies as it will result in lower peak demands to the grid compared to uncontrolled charging.
Appendix A

Reformulation of electric vehicle battery dynamics

Full elaboration of the reformulation of the piecewise linear battery dynamics using the mixed logical dynamical (MLD) framework, see Section 3-2-1 and 3-3 [3].

The battery dynamics are defined as a piecewise linear model:

$$\begin{align*}
x(k+1) &= \begin{cases} 
A := x(k) - E_{\text{dem}} & \text{if } \delta^c(k) = 1 \land \delta^c(k+1) = 0 \\
B := x(k) + T_s \eta P^{EV}(k) & \text{if } \delta^c(k) = 1 \land \delta^c(k+1) = 1 \\
C := x(k) & \text{if } (\delta^c(k) = 0 \land \delta^c(k+1) = 0) \lor (\delta^c(k) = 0 \land \delta^c(k+1) = 1)
\end{cases}
\end{align*}$$

The following auxiliary variables and constraints are introduced:

$$\delta^{EV}(k) = 1 \iff P^{EV}(k) \geq 0 \quad \text{is true iff} \quad \begin{cases} 
- P^{EV}\delta^{EV}(k) \leq P^{EV}(k) - P^{EV} \\
-(f + \epsilon)\delta(k) \leq -f(k) - \epsilon
\end{cases}$$

$$z^{EV}(k) = \delta^{EV}(k)P^{EV}(k) \quad \text{is equivalent to} \quad \begin{cases} 
z^{EV}(k) \leq P^{EV}\delta^{EV}(k) \\
-z^{EV}(k) \leq -P^{EV}\delta^{EV}(k) \\
z^{EV}(k) \leq P^{EV}(k) - P^{EV}(1 - \delta^{EV}(k)) \\
-z^{EV}(k) \leq -P^{EV}(k) + P^{EV}(1 - \delta^{EV}(k))
\end{cases}$$

and used to rewrite the B part of the battery dynamics:
Reformulation of electric vehicle battery dynamics

\[ B := \delta^{\text{PEV}}(k) \left( x(k) + T_s \eta^c P^{\text{EV}}(k) - x^\text{pl} \right) + \left( 1 - \delta^{\text{PEV}}(k) \right) \left( x(k) + \frac{T_s}{\eta^d} P^{\text{EV}}(k) \right) \]

\[ := \delta^{\text{PEV}}(k) T_s \eta^c P^{\text{EV}}(k) + x(k) + \frac{T_s}{\eta^d} P^{\text{EV}}(k) - \frac{T_s}{\eta^d} P^{\text{EV}}(k) \delta^{\text{PEV}}(k) \]

\[ := z^{\text{EV}}(k) T_s \eta^c + x(k) + \frac{T_s}{\eta^d} P^{\text{EV}}(k) - \frac{T_s}{\eta^d} z^{\text{EV}}(k) \]

\[ := T_s \left( \eta^c - \frac{1}{\eta^d} \right) z^{\text{EV}}(k) + \frac{T_s}{\eta^d} P^{\text{EV}}(k) + x(k). \]

(A-1)

The battery dynamics are now rewritten into a single mixed integer linear programming (MILP) equation using the electric vehicle (EV) connected indicators considering the model parts:

\[ x(k + 1) = \delta^c(k) \left( \delta^c(k + 1) B + (1 - \delta^c(k + 1)) A \right) + (1 - \delta^c(k)) C \]

\[ = \delta^c(k) \delta^c(k + 1) (B - A) + \delta^c(k) (A - C) + C \]

\[ = \delta^c(k) \delta^c(k + 1) \left( T_s \left( \eta^c - \frac{1}{\eta^d} \right) z^{\text{EV}}(k) + \frac{T_s}{\eta^d} P^{\text{EV}}(k) + x(k) - x(k + E^{\text{dem}}) \right) + \]

\[ \delta^c(k) \left( x(k) - E^{\text{dem}} - x(k) \right) + x(k) \]

\[ = \delta^c(k) \delta^c(k + 1) \left( T_s \left( \eta^c - \frac{1}{\eta^d} \right) z^{\text{EV}}(k) + \frac{T_s}{\eta^d} P^{\text{EV}}(k) + E^{\text{dem}} \right) - \]

\[ \delta^c(k) E^{\text{dem}} + x(k). \]

(A-2)
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Glossary

List of acronyms

AC  alternating current
CE  certainty equivalent
DC  direct current
DSO distributed system operator
EMS energy management system
ESS energy storage system
EV  electric vehicle
Li-ion lithium-ion
MILP mixed integer linear programming
MLD mixed logical dynamical
MPC model predictive control
PCC point of common coupling
PI  perfect information
PV  photovoltaic
SOC state of charge
VAr volt-ampere reactive
V2G vehicle-to-grid
V2H vehicle-to-home
V2V vehicle-to-vehicle
V2X vehicle-to-everything
List of symbols

- Maximum value
- $\delta^c$ EV connected indicator
- $\delta^{P_{EV}}$ Positive EV power indicator
- $\eta$ EV power conversion efficiency
- $\eta^c$ EV charge efficiency
- $\eta^d$ EV discharge efficiency
- Minimum value
- $c^p$ Purchase price of grid electricity [€]
- $c^s$ Selling price of grid electricity [€]
- $C^{DSO}$ DSO costs [€]
- $c^{DSO}$ DSO cost weight
- $C^e$ Electricity supplier costs
- $E^{cap}$ EV battery capacity [kWh]
- $E^\text{dem}$ Daily EV energy demand [kWh]
- $k$ Time instant
- $n_{EV}$ Total number of EVs
- $N_h$ Prediction horizon
- $n_{sc}$ Total number of scenarios
- $N_s$ Final time instant
- $P^{ah}$ Aggregated household load [kW]
- $P^{EV}$ EV charge power [kW]
- $P^g$ Grid power exchange [kW]
- $P^{PV}$ PV generation [kW]
- $T_s$ Sampling time [h]
- $v^k$ Peak power demand to grid in horizon [kW]
- $x$ EV battery level [kWh]
- $z^{EV}$ Positive EV power exchange [kW]