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Abstract

Wavelets are a recent development in signal processing. These kind of functions
are both well-localized in time and in frequency, and so using these to transform
the signal gives insight where certain frequencies are needed. The classical way
of constructing wavelets, as described by Daubechies and Meyer [5, 12] is only
well-suited for R™, so new methods are developed for a broader range of spaces.
In this paper, we describe the algorithm developed by Coifman and Maggioni
[2], and the algorithm developed by Coulhon et al. [3]. Lastly, we modify the
last algorithm using the finite speed of propagation property, and so we obtain
a new way of developing wavelets.
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1 Introduction

In the age of big data, new solutions have to be found to analyze this data. To
eliminate the noise out of this data, several algorithms have been constructed.
One of the ways is using a lowpass filter: taking the Fourier transform and
throwing away the higher frequencies. A newer approach uses wavelets, which
have the advantage of localizing features on different scales, so it is easy to keep
the important information, while throwing away the noise at the other scales
and locations. It turns out that using some smart techniques, the construction
of wavelets in these cases is of the same order of the Fast Fourier Transform.

Moreover, if one wants to process signals or images, usually the Fourier
transform is used to go to the frequency scale, and then the signal is filtered.
This has a few drawbacks, as the Fourier transform loses information about
the position, and at places where the signal changes heavily, it can be hard to
properly reconstruct the signal back out of the Fourier transform. Wavelets
can solve these problems: they have fast decay on the space side, and compact
support on the frequency side (or the other way around), therefore they are well-
localized on both sides of the Fourier transform. By convoluting the signal with
these functions, shifted and scaled, only the places where the signal changes
heavily will have a large contribution. Therefore, both the position of these
points in the signal, and the behaviour can be reconstructed much better.

In this paper, we focus us on differential equations, and the aid of wavelets
therein. If the differential equation has nonhomogeneous terms, the Fourier
transform may have issues with the stability of these terms. We work from the
semigroups generated by those differential operators, to build wavelets. Those
wavelets can then be helpful for solving the equation. We consider a few algo-
rithms for making wavelets, based on different assumptions on this semigroup
we base the construction on. We give a short explanation of the different ap-
proaches.

For compact semigroups, Coifman and Maggioni [2] use that the eigenvalues
only have an accumulation point at 0. So we can consider the eigenfunctions
for which the eigenvalues are bound away from zero. Then their span is finite-
dimensional, and we can use a modified version of the classical approach of
Meyer [12]. As the eigenfunctions are in general not localized, but the scaling
functions and wavelets are, they invented a trick: They approximate the spaces
constructed by the eigenfunctions by spaces which are spanned by localized
functions. After finding a way of orthogonalizing these functions in such a way
that both the localization and the approximation are preserved, they end up
with the following theorem:

Theorem 1.1. Fiz e > 0. Let (X,d) be a (quasi-)metric space, and let p be a
doubling Borel measure, such that p(X) < co. Let (T¢)¢>0 be a compact selfad-
joint contraction semigroup on L*(x,u) generated by a nonnegative selfadjoint
operator, such that d(supp(T:f)) < 0 + a for every f such that d(supp(f)) < a
for some a > 0, where d(A) is the diameter of A. Here, § only depends on the
space X . Suppose that @y is a set of functions such that d(supp ) < ad for
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each ¢ € ¥y (a < ¢, where ¢ is a parameter depending on the space) and such
that ||Pp & — &|| < € for each eigenfunction & of Ty such that the corresponding
eigenvalue is greater than €. (Pg, is the orthogonal projection on the space ®g.)

Then there exists a sequence of subspaces W;, such that L*(X, ) = @;‘;_1 W;
and each W is spanned by an orthonormal basis of wavelet functions {1 }icz(j)
such that d(supp v;,;) < cé?.

They consider the function spaces ®; :=T 2’ ®,_1. These spaces turn out to
approximate the spaces V; spanned by the eigenfunctions £y, where the eigen-
value A > el=2""" quite well. By orthogonalizing the spaces using a multiscale
approach, a base of these function spaces is found. These are projected back on
the orthogonal complements of the spaces V11 in V}, and then orthogonalized
again. This way, an orthogonal wavelet basis is constructed

So although it is not very apparent from the theorem, the construction is
dependent on 7. This means that if there are two semigroups satisfying the as-
sumptions for the same space, in general different wavelets will be constructed.
The construction will in general fail for noncompact semigroups, as the orthog-
onalization step, which uses a modified Gram-Schmidt procedure, requires a
finite basis.

For these noncompact semigroups, a different approach has to be found.
For instance, the approach of Coulhon, Kerkyacharian and Petrushev [3], is an
alternative. To obtain localized wavelets, they use a partition of unity. Then
they apply the square root of the nonnegative selfadjoint operator L to it, using
the selfadjoint functional calculus. Using some technical kernel estimates, they
manage to prove that each of the operators \Ilj(ﬁ), where W are the functions
in the partition of unity, is an integral operator. The kernels of these operators
turn out to be wavelets. Eventually, the following properties are proven:

Theorem 1.2. Let (X,d, ) be a metric space with a doubling measure, and let
L be a nonnegative selfadjoint operator. It generates a semigroup P, := e tL.
Assume that each Py is an integral operator with kernel p(xz,y) that satisfies the
following properties:

o fort>0andxz,ye X
Cefcd2(a:,y)/t

pe(r,y) < .
(B, VO)u(B(y, VD)

e There exists an o > 0 such that for all t > 0 and z,y,y € X with

d(y,y') <Vt

d(y,y') ) “ e—td* @)/t

(z,y) —pe(x,y)| < C .
Pt =) ( VI )\ JuB (B, V)

o fort>0andx e X
/ pu(z,y) duly) = 1
X
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Let (¥;)j>0 be a partition of unity on Ry, such that supp ¥y C [0,b] and
supp¥; C [V~ 09T for some b > 1. Then there exists a system of wavelets
{hje} such that £ € X and

(a) each ¢ has exponential decay, and is Hélder continuous of order c.

(b) [Wjelly = u(B(Eb=9))/P=1/2 where the constants in the equivalence de-
pend only on p.

(c) ¢(\/Z)1/)Of = 1ge for ¢ € C°([0,0)), (;S
Vje for ¢ € C°([0,00)), ¢ =1 on [b7

(d) For each f € L*(X, ), we have that

=1 0n[0,b]. Moreover, o(b=I/L)th;e =
V).

7B <SS wse) | < 2013

Jj20 ¢

The third approach we have in the paper is new. It is a modification of the
one from Coulhon, Kerkyacharian and Petrushev [3]. We change the assump-
tions for the semigroup P;, and obtain wavelets using the same construction
as above, but with different properties. For example, we use the Finite Speed
of Propagation [4, (3.5)], and obtain that the wavelets have compact support
instead. The theorem above changes into the following theorem:

Theorem 1.3. Let (X,d) be either R? with the Euclidean metric, or a Rie-
mannian manifold, and let u a doubling Borel measure on X. Moreover, as-
sume that the p-Poincaré inequality 8.1 holds for the (Riemannian) gradient.
Then assume that L is a nonnegative selfadjoint operator. It generates a semi-

group P, := e L. Assume that each P, is an integral operator and its kernel p;
satisfies the bound

play) < G
JuBla V)u(Bly, VD)

and assume that
sup |[tY/2V Pyl pp < 00
t>0

Then there exists a b > 1, and a countable system {Yjc}j>0eex of wavelets
which obey the following conditions:

a) Every v; has compact support. Moreover, ;e can be written as the ker-
nel of an operator W;: ;e = \Ilj(\/f)(,f) This operator satisfies the
condition |[b=IV ;| p—p < 00, uniformly in j.

b) |
4jellp = p(B(E,b77))L/P=1/2
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c¢) For every ¢, € C(R), such that =1 on [0,1] and o =1 on [b=1,b],
we can find an € > 0 such that

(b~ VL)hog — toellp < €

and

(0™ IVL)je — jellp < &

d) For every f € L*(X, ), we have the equivalence

713 < S0t w0 I < 20713

j20 ¢

The theorem can be proven in a more general setting, but for the sake of the
argument, the space X is chosen such that the term “gradient” is well-defined.
It is beyond the scope of this thesis to explain what we mean by a “gradient”
in more general spaces.

Property (c) differs from the corresponding property of the second approach.
This follows because we want to use the finite speed of propagation. For this, we
need to have a partition of unity consisting of functions with compact Fourier
transform, which at best can have exponential decay. This directly transmits
over to property (c)

1.1 Applications of multiresolution analyses and wavelets

We have not actually defined what a wavelets is. A wavelets is a band-limited
function with exponential decay. This way, it is localized in both space domain
and frequency domain. A few examples of wavelets can be found in figure 1.
These wavelets are scaled down by powers of two, and translated, such that
they form some sort of basis for L2. The projection of an L2-function onto the
various wavelets yield coefficients. This is called the “wavelet transform”, and
the sequence of coefficients obtained this way is the transformed function.

As an example why wavelets are useful, consider the function f(z) = e_é +
5(|lz = 1| = 1| = |[# — 1| + 1). To compute the Fourier and wavelet transforms,
it is sampled on the interval [—4,4] at 512 points, and put into the computer.
The discrete Fourier transform is shown in figure 6, and the wavelet transform,
using Daubechies “db20” wavelets [5], is shown in figure 8. In the zoomed pic-
tures, the effect of the absolute value disturbance is shown clearly: The Fourier
transform has some wiggles at the high frequencies, as indifferentiabilities have
high frequency contributions. In the case of the wavelet transform, we see three
wiggles repeat at a logarithmic scale. These are the wavelets in the neighbor-
hood of x = 0,1,2, and as the rest of the function is smooth, the other places
do not give any significant contribution.

To see the difference these localized contributions make, we cut off the top
half of the frequencies/wavelets. As the amplitude of the cut off frequencies
are quite small, the reversed Fourier/wavelet transform gives a signal which
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Figure 1: A few examples of wavelets. Image retrieved from http://www.
continuummechanics.org/wavelets.html

resembles f quite well, as can be seen in figure 2. The biggest differences are at
the points = 0, 1, 2, as can be seen in the zoomed in pictures. At these places,
the reverse Fourier transform is a smoothened out version of the original signal,
while the reverse wavelet transform models the indifferentiability better. This
is, because only the top three peaks in figure 8 are cut off, while there are a lot
of wiggles in figure 6 thrown away.

Multiresolution analyses and wavelets can solve more problems than just
the drawbacks noted above: The following examples are due to Coifman and
Maggioni, as application of their approach[2, Chapter 8]. One of the problems
multiresolution analyses and wavelets can solve is a non-homogeneous heat equa-

tion on the torus T:
ou_ 0 (D
ot oz \“oz")-

where 0 < ¢ < 1 is a non-uniform function, for instance the function c¢(xz) =
sin? (z). By sampling the torus in various equidistant points, and considering the
space spanned by the Kronecker delta functions in each point, one can construct
a multiresolution analysis by applying a discretized version of the right hand
operator “I” of above equation to this space of functions, and then for level j
apply T2 ! to the set of kronecker delta functions, thus obtaining the various
resolutions. By looking at the functions in the level j = 4, it turns out that the
dimension of the space is reduced to two. The “scaling” functions in this set
are smooth on the place where there is high conductivity (c is close to 1), while
they oscillate at the point where there is low-conductivity. By looking at the
points above a specified precision, one can see that the points with very high
conductivity are very tightly clustered together, the points with low conductivity
are much further apart.

A different example of the construction of wavelets, is in the case of a noisy
image of a white disk on a black background. It will follow that the scaling
functions and the wavelets are actually images. The approach that is taken in
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Figure 2: f(z) = e~ % + L(jo— 1] — 1| — |z — 1| + 1)
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Figure 3: Above picture zoomed in at x = 0. Blue is the original signal, red
is the signal after cutting off the highest frequencies in the Fourier transferm,
green is the signal after removing the contributions of the finest layer of wavelets
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Figure 4: Above picture zoomed in at x = 1.
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Figure 5: Above picture zoomed in at x = 2.
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Figure 6: Fourier transform of f.

-0.0002

Figure 7: The Fourier transform, zoomed in at the high frequencies. The wiggles
are necessary for the behavior of the above signal at « € {0,1,2}.
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Figure 8: Wavelet transform of f. The wavelets get scaled every 2* points, and
then translated by integer amounts.

Figure 9: Wavelet transform, zoomed in at the higher “frequency” contribu-
tions. The repeating three peaks are the contributions for the behaviour at
x € {0,1,2}.
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this example is to get 5 x 5 squares, centered around a given (z,y) coordinate,
and seen as a point in R?®. The idea of these patches is that it is clear that
it is centered on a point in the disk, on the boundary, or outside the disk,
while still having a small enough patch such that the computer can still handle
it. Continuing with the example, the patches around points which lie close
together are considered, and among them the patches with the lowest distance
in R? (the patches look similar). By making a new metric which takes these
“edges” into account, we can make sure that the wavelet denoising algorithm
will preserve the boundary of the disk. The pictures of the scaling functions
made this way, show the ring around the disk clearly [2, Fig. 17]. This is a
nonlinear way of denoising the image.

1.2 Organization of the thesis

In the next chapter, some of the used theory of functional analysis and integral
theory is mentioned, together with some basic results in complex and harmonic
analysis. In chapter 3, the theory in chapter 2 is applied to get some interpo-
lation and extrapolation results on boundedness and compactness of operators.
In chapter 4, we start with the first definitions and properties of the type of
space we work with. The definition of wavelets, and a short introduction on the
classical methods can be found in chapter 5. Then in chapter 6, the algorithm
of Coifman and Maggioni is covered, which is used to make a multiresolution
analysis and therefore wavelets out of compact semigroups. For the noncom-
pact semigroups, chapter 7 gives the approach of Coulhon, Kerkyacharian and
Petrushev to make a wavelet frame using a partition of unity, and a sampling
theorem. Finally, we relax the assumptions of chapter 7 in chapter 8. We modify
Coulhon’s approach for semigroups which satisfy the Davies-Gaffney estimation,
which is a weaker condition than the one their original work assumes.
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2 Preliminaries

2.1 Functional calculus and the Bochner integral.

In this section, we describe some fundamental theory in functional analysis we
will use throughout the thesis.

We will use the Fourier transform regularly, where we will use the following
definition:

F(6) = Ff(e) = / f)e e dr,  ¢eR

If we use a different domain of integration in a particular case, we will comment
on that. In some cases, the Fourier inversion formula also holds, which is

fla) =77 @) = 5o [ O as,  aer

Moreover, we will need a functional calculus for selfadjoint operators. We
will do so by spectral theory [8, Chapter 3.3 and Theorem 4.3] and [7]: For a
selfadjoint operator L on a Hilbert space H there exists a spectral resolution
(E\)a € R, i.e. each E) is a projection, E_o =0, Es = I, and E\E, = E, for
1 < A. From this spectral resolution, we can define a projection-valued measure
such that Ep, ) = Eyt — Eq—, Eqp) = Ep+ — Eq+, etc. For a x € H, we can
define the Lebesgue-Stieltjes measure pg, »2(A4) := ||[Eax|?. Note that this
measure is finite, as pp,,|2(R) = || Bz — E_soz||? = ||z — 0[|* < co0. Now, for
f e L3R, I Exz)2), We have that

| F(L)a])? = / POV iy < .

We denote D(f(L)) :={z € H : f € L*(R, g, »2)}- Then for z € D(f(L)),

we have

f(L)z = / F\) dBre

Here, E), refers to the projection-valued measure, not to the spectral resolution.
We will also write

(L) = / F(A) dE;.

As an example, for bounded measurable functions f, we have that D(f(L)) = H,
as || f(L)z|?* < ||fl|% ||x]|? for each & € H. If f is continuous, this definition is
compatible with the definition of f(L) in the continuous calculus.

Note that by above definition of the functional calculus, the spectral resolu-
tion is constructed is such a way that

L= / AdE).
R

Furthermore, we need the Bochner integral, i.e. a Banach space valued
integral [11]: Let X be a Banach space, and (Y,v) be a measure space. Then
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for step functions ¢ = 22;1 xnla,, with A, v-measurable sets, and z, € X
for n = 1,2,...,N, we define fycpdy = ZnN=1 Znv(Ay). Then for strongly
measurable functions f : Y — X (i.e. there exist step functions f, converging
almost everywhere to f, such that || f,| < [/f]| a.e.), which satisfy [, [|f]|dv <
o0, we have that

/Wf—nww%o
Y

by the Dominated convergence theorem. From this, it also follows that fy fndv
is a Cauchy sequence, and so by the completeness of X we have that

/ fdv:= lim fndv e X.
Y n—oo Y

This integral has some nice properties: For a functional 2* € X* we have

the Pettis integral
</ fdz/,x*> :/ (f,z") dv.
Y Y

Moreover, for a Bochner integrable function f, and a closed linear operator A
on X such that f(Y) C D(A) and such that Af is Bochner integrable, we have
that

ALﬂww@:KAU@mww

2.2 Interpolation estimates for holomorphic functions

In this subsection, we state some results about estimates of holomorphic func-
tions in terms of bounds of two enclosing (half-)lines. The first one is the
Phragmén-Lindel6f Theorem on sectors, and after that we prove a couple of
corallaries, one of which is the Hadamard Three Lines Lemma, which is needed
for the Riesz-Thorin Interpolation Theorem down below.

For the proof of the Phragmén-Lindeldf Theorem, we refer to [13, p. 108].

Theorem 2.1. Let S ={z € C:0 < (p + arg(z — 2z0)) mod 2w < w/a} be the
open sector bounded by two rays meeting at an angle w/a in a point zg € C for
some o > % and some Oy € (—m,w|. Suppose that F is analytic on S, continuous
on S and satisfies |F(2)| < Ce*” for some B € [0,c) and for all z € S. Then
the condition |F(z)| < B on the two bounding rays implies that |F(z)| < B for
all z€ S.

Using this theorem, we now prove the Hadamard Three Lines Lemma.

Corollary 2.2 (Hadamard Three Lines Lemma). Suppose ® : C — C is holo-
morphic on the inside of the strip 0 < Rez < 1 and continuous and bounded
on the closure of the strip. Furthermore, suppose |®(z)| < My on the boundary
Rez = 0 and |®(z)| < My on the boundary Rez = 1. Then, for all y € R,
x € (0,1),

|®(z +iy)| < My~ M.
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Proof. We define a function ¢(z) := ®(z) Mg M, *. This function is holomor-
phic on the open strip 0 < Rez < 1, and continuous on the closure. Moreover,
as | M| = | M| = 1 for all y € R, it follows that ¢(z) is bounded on the closure
on the strip, with |¢(iy)| = |¢p(1 +iy)| = 1 for all y € R.

Now consider the bijective mapping £ : z — —ilogz on 0 < argz < 1. This
maps the halfline (0,00) to the line Rez = 0, the halfline {re’ : r € (0,00)}
to the line Rez = 1, and the open sector bounded by those halflines to the
open strip 0 < Rez < 1. Now it follows that ¢ o £ satisfies the assumptions
of Theorem 2.1, with « = 7, 8 = 0, and B = 1. Hence |[(¢p 0 )(2)] < 1
for all z € C\{0} with 0 < argz < 1. But £ maps {z : 0 < argz < 1}
into the open strip surjectively. Hence [¢(z)| < 1 for 0 < Rez < 1. And so
|® (x4 iy)| < |[My~ "W MY = M= M7 for y € R, z € (0,1). O

The other corollary which we are going to state will be used to prove the
equivalence between the Davies-Gaffney estimate and the Finite Speed Propa-
gation property. The corollary gives an exponential bound for right half of the
complex plane given that the function is bounded on this half, and the function
satisfies a similar bound on the nonnegative real numbers:

Corollory 2.3 ([4, Prop 2.2]). Suppose F' is an analytic function on Cy :=
{x+iy:x >0,y € R}. Assume that, for given number A,B,v >0 and a > 0
we have |F(-)| < B on C4 and

|F(t)] < Aette™/t  VieR,.

Then we have
|F(2)] < Be®*  VzeC,.

Proof. We consider the function u on C,:

u(¢) == F(v/¢).

Fix € > 0. By the first condition, we have |u(¢)| < B, hence |u(()e¢| < BeRe¢ <
Bel¢l. Moreover, by evaluating ¢ — u(¢)e¢ on the line Re z = ¢, it follows from
the hypothesis that

sup [u(¢)ef] < Bes
Re(=e¢

Moreover, from the second condition, we have for ¢ € [e, 00)

(O] = [F (/)
< Ae®/Ce=7/(0/Q)

= Ae®/Ce=¢,

So
[u(¢)et| < Ae/¢
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and

sup [u(¢)e¢| < sup Ae®?/¢
c>e ¢>e

= Ae/e

Now we can apply the Phragmén-Lindel6f Theorem 2.1 twice with the regions
bounded by [e,00) and Rez = ¢, where we choose a« = 2, zg = ¢, 8 = 1 and
0y € {0,7/2} and we apply it to the function ¢ + u(¢)e¢. This function is
bounded on the rays by max{Ae®/¢, Be*}. By the theorem, we have

sup |u(¢)eS| < max{Ae®/¢, Bef}
Re(>e

Now we can use Theorem 2.1 again, now with & = 1, 8 = 0 and bound Be® on
the halfplane {Rez > ¢}. We get

sup |u(¢)e’| < Be®.
Re(>e

The reason why we had to do this in two steps was that we otherwise had
a = = 1, while according to the hypothesis of the Phragmén-Lindel6f Theorem
we must have S < a. Now we let ¢ — 0, and we obtain

sup |u(¢)e¢| < B.
Re (>0

Lastly we substitute ¢ = 7/z, and we have

|F(2)| = |F(v/¢)| = [u(¢)] < Ble™/*| = Be™R 2 .

2.3 The Riesz-Thorin Interpolation Theorem

Theorem 2.4 (The Riesz-Thorin Interpolation Theorem). Consider a linear

functional T, which maps the step functions in the measure space (X, ) to the

step functions in the measure space (Y,v). Suppose po, qo,p1,q1 € [1,00] and

1 1-—-¢t ¢ 1 1—-t t
= + = +

p Po 171 q qo q1

fort e (0,1). If go = q1 = 00, we suppose further that v is semifinite. Suppose
T can be extended to a bounded operator T : LPo (X, p) — L% (X, ) with norm
My > 0 and that it can be extended to a bounded operator T : LP*(u) — L9 (v)
wit hrom My > 0. ThenT can be extended to a bounded operatorT : LP(X, i) —
LY(X, ). Furthermore, | Tf|l; < My~ "M}||f|, for all f € LP.

Proof. First assume that pg = p;. Then we can use Holder’s inequality with
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1 _ 1 1 .
1= /=D + 7 to obtain

s = (/. ITflqdu>1/q
-(/. I(Tf)l‘t(Tf)tl"du>l/q
< ([ 1prmros du)(l_wqo ([ 1srioran) "
<(fne du)(“)/qo ([ wman) o

=715 ITfIlg,
< My~ I, MDA
= My~ M; || flp

We now continue with the case py # pi1, where we assume without loss of
generality that pg < p < p;. We fix simple functions f on X and g on Y. To
prove that 7' is of strong type (p,q), we will define an holomorphic function,
which is bounded by MyC(f,g) on Re z = 0, bounded by M;C’(f,g) on Rez =1
and such that |®(¢)| = | (T'f, g) |, the duality operation of L4. Then we can use
Hahn-Banach to find a bound of ||T'f||, in terms of My, My and f. Finally we
extend this result to general f € LP.

Write f := Z;'L=1 ajewi]lEj, where 0; € Rya; > 0 for j = 1,...,n, and
the E; are pairwise disjoint. Similarily, we write g := >_/" bpe'®*1p, , where
¢ € R,bp, > 0 for k=1,...,m. We now define two complex functions «, 3 on
the strip {0 < Rez < 1} by

1—=2 z 1—2 z
a(z) = — B(z) := .
Do b1 q0 q1

Note that «(t) = Il] and ((t) = % Using these definitions we can define f, and
g by

n

fa= Z a?(Z)/a(t)ewj 1g,

J=1
B 2?21 bl(cl—ﬁ(z))/(l—ﬁ(t))eiek 1p, if B(t) 7& 1
oy if B(t) = 1

As p < 00, we have a(t) > 0, hence z — f, : {0 < Rez < 1} — Simple(X) is
well-defined. Finally, we are able to define ®:

D(z) := /Y(sz)gzdy
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By writing out the definitions of f, and g,, and using linearity of T, we can
rewrite  as

5(2) = ZM ;x(z Ja( t)b(l B(2))/(1=B()) ,i(0;+6x) f (Tlg,)lp, dv if B(t) # 1
Sipa® /a<t>bkel<9 +on) [(T1g,)1p, dv if B(t) =

It is not hard to see that ®(z) is holomorphic on the open strip {0 < Rez < 1}:
that follows easily from the fact that z — e* is holomorphic on C. Now ®(z) is
bounded on the strip, as |®(z)| = [®(Re z)| < sup,¢jo17 [®(2)| < 0o, where the
equality is due to the fact that |c?¥| = 1 for real ¢ and y. The last thing we have
to check before we are able to use the Hadamard Three Lines Lemma 2.2 is the
bound on the boundaries Rez = 0 and Rez = 1. We claim thaf these bounds
are equal to respectively Mol fI[5/"[lgll5/* and My 7115/ lgll5*.

Indeed, let z := iy, y € R, fix x € X, and let j €{1,...,n} such that x € Fj.
This j is unique, as all those F;s are mutually disjoint. We have

[fiy(@)| = a5 ™" 1, ()]

oz a(t
_ |aj( y)/a( )|
— |ep((1—iy)p§1+iypfl) 10%(<lj)|

— oP/Polog(a;) _ aﬁ?/PO

= (a;1g, (x))"/"
= | f(x)|P/Po.

Similarily, by fixing an « € Y, and then finding k such that z € F}j, we can
do exactly the same with g, (z) and find that |g;, (z)| < |g(z)|2—% /(=07 =
lg(x) |‘1,/ % where ¢’ and q}, denote the Holder conjugates of g and ¢g respectively.
Finally, in the definition of ®(iy), we can use Holder, and obtain

B(iy)| = /Y (T fiy)giy dv

< ||Tfiy||qo||9iy||q6
SN llpo—s ol fiy llpo 1 gyl o

<o ([ aspmman)™ ([ i)

— 7/q
= Mol fI5/* llgllg" ™
For ®(1 + iy) we can do the same calculations, where we now have that
|q@ (/)] = |gplivey +1+)p )|
= |aP/P1|
and similarily [p(=F(+)/(1=F®)| — |pa'/9 |, For the estimation of |®(1 + iy)]

we now use Holder with the functions in L% and L9, and using the same

estimations we finally arrive at |®(1 + iy)| < M1||f|\§/p1 ||g||g,/q1.
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We have now shown that ® satisfies the assumptions of the Hadamard Three
Lines Lemma 2.2. Using this lemma, we have that

1D (@ + iy)| < (Mol FIE/7 [lgll&/ %)= (My | £I12/7 | g2/ %)=

¢ (1-2)(1- F)+a(1- L)
q/

_ P +55)
= My M7 [Ifll, 7 " gl

—z _ =

S

_ p(52
=My "M{|fllp
In particular, we have

¢ (1-1)

_ p(3%) —t
O(t) < My~ "M\l " llglly = My~ M{|| fllpllgll

Noting that ®(t) = [,.(Tf;)g¢dv = [,,(Tf)gdv, and using Hahn-Banach, we
have

ITfllq= sup |(Tf, g)l

llgllgr <1
= sup D(t)
llgllgr <1

< sup My~ M| flpllglly
lgll <1

= My~ Mi|flly

So we have proved the theorem for simple functions f. To prove the theo-
rem for the whole of LP(X), fix an f € LP(X). Then there exists a sequence
of measurable simple functions (f,)22; such that f, — f pointwise almost
everywhere, and |f,| < |f| for all n € N. We let E := {z : |f(z)] > 1},
g = flg,9n = folg,h = flge,h, := frlge such that f = g + h and
fn = gn + hy, for all n € N. Furthermore, we have that g, — ¢ almost every-
where and h,, — h almost everywhere.

Note that p(E) < oo, because

oo > || £l

— [ 1#Pau
X
> [ 1P
E
> / 1P dp
E
= u(E)
using the definition of E in the fourth line. Therefore, by using Holder, we have

L?(E) C LY(E) when oo > p > g > 1. So we automatically get that g € LPo(X),
using that its support is contained in E.
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On the other hand, we have |hlloc < 1, so that h € LP* if p; = oco. If
p1 < o0, we have

> ||l ess sup |77
xeEc
> / FPLFP P e du
X
— |In|z:

So h € LP1(X). Moreover, using that |g,| < |g] and |h,| < |h|, which follow
immediately from this estimate of f, we can use the Dominated Convergence
Theorem three times to obtain

Il fo = fllp =0
lgn = gllpy — 0
||hn - h”m — 0.

Now we can use that T is bounded on LP°(X) and LP*(X), so we have that

”Tgn - Tg”qo —0
TR, — Th”q1 — 0.

By measure theory, there exists a subsequence such that T'g,, — T¢g almost
everywhere as k — oo, and a subsequence of (n;)72, such that Thnkl — Th
almost everywhere as [ — co. On this subsequence, we have T fnkl = Tgnkl +
Thnk, — Tg+ Th = Tf almost everywhere. Using Fatou’s lemma, we finally
get

ITfllg < Yiminf |7 foy, llg < Timinf Mo ="My || fu, |, < Mo~ Millf]l,
And so we have that T is of strong type (p,q), with ||T||,—, < My ‘M}. O

2.4 Finite speed of propagation

In this subsection, we show that the Davies-Gaffney estimate and the finite
speed of propagation property are equivalent for a nonnegative selfadjoint op-
erator L are equivalent. Then we show that we can modify the Finite Speed
of Propagation property to replace the cosine in its definition with a partition
of unity. This will be useful when we look at noncompact Markovian semi-
groups to see if they generate wavelets. We start with the definitions of both
aforementioned properties.

Definition 2.5 ([4, p. 513 and 517]). Let (X,d, 1) be a metric measure space.

1. Suppose that L is a nonnegative self-adjoint operator on L*(X,u), such
that {e7'L};>¢ is a bounded semigroup of linear operators. We let d(Uy,Us) :=
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inf,ev, yev, d(z,y). We say that {e **}.cc, satisfies the Davies-Gaffney
estimate if

(e~ f1 f2) | < Ce 5 [ fual fell

for some C >0, and all f1, fo € L*(X, u), U; C X, (i = 1,2) disjoint sets
such that r := d(Uy,Us) > 0, supp f; C U; and for all t > 0.

2. A nonnegative selfadjoint operator L satisfies the finite speed of propaga-
tion property with respect to a smooth function ¢ and speed v if

(64VD) fi, f2) =0

for 0 < t < r/v, where r := d(Uy,Us), with U; C X open sets, and
fi € L*(U;, ). Here ¢(tv/L) is defined using the spectral theory discussed
i section 2.1

The reason for the name “finite speed of propagation”, is that when you
apply the cosine function cos(tﬁ), you obtain the solution of the wave equation
corresponding to the (second order) operator L. Then this property says that
in a point of distance r from the initial wave, before the time r/v, you cannot
have effects of the wave of speed v. This v is dependent on the operator, and
in particular finite. Hence the name

Now we can state the theorem.

Theorem 2.6 ([4, Thm 3.4]). Let (X,d, 1) be a metric measure space, and let
L be a self-adjoint non-negative operator acting on L?>. Then the finite speed
propagation property with respect to the cosine and the Davies-Gaffney estimate
are equivalent.

Proof. Firstly assume the Davies-Gaffney estimate. Fix two open sets Uy, Us C
X. Let f; € L?(X, p) such that supp f; C U; (i = 1,2). We define a function
F:Cy —-Chbhy

F(Z) = <6_sz1, f2> .

Since by assumption e~*% is bounded on L?(X, 1), it follows that F' is a bounded
analytic function on C,:

sup [F(2)| < sup / =] (Bafu, fo) |

zeCy zeCy

— supsup / e~ e~ d| (Ex fu, fo) |
t>0 yeR

= ig}g/ |67t>\| d[ (Exf1, f2) |
< O fallll f2l|-

zZA

The fact that F' is holomorphic follows from the holomorphicity of e™**, and

the dominated convergence theorem (with dominating function (f1, fa2)).
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It satisfies the assumptions of Corollary 2.3, with
B = C| fill2ll f2ll2
by Cauchy-Schwarz and
A=Clfilalfills @m0 = r2/4:= d(Uy, Un)?/4
by the definition of the Davies-Gaffney estimate. So by Corollary 2.3 we have
[F@)] < CllAll | fallze™ e 5.

Next, write the Hadamard Transmutation Formula for s > 0:
<e*SLf1 f2> = /00 <cos(t\FL)f1 f2> ﬂ dt.
’ 0 ’ Vs
This follows from the Fourier transform of the heat kernel:

Flwres e ) (t) = Ve t/4

So

2
Now taking the inverse, we have e~ = f’l(\/ée’i)(w), or, written out as
an integral, we have,

675w2 _ i T /OO eftQ/(4s)6iwt de.
2\ s Joo

Which implies, with A := w?,
1 R ,
—sA —t2/(4s) Jitv/X dt
¢ 2./7s /CD ¢ ¢

= \/%/0 cos(t\&)e*ﬂ/(“) dt. ()

We view both sides of this equation as a function of A. Now we note that by
the spectral theorem which was explained above we have

675L _ /efsA dE)\
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S

We write out e~*L and use Fubini:

(i fo) = / e~ d(Bxfu fo)

g,

1 oo
~ V7S /o / cos(tVN)e /49 A (B, f1, fo) dt
—12/(45)

— /OOO <COS(t\/Z)f1,f2> ¢ \/7% dt

Where Fubini is justified as the integrated function is continuous in both ¢ and A,
hence measurable. Moreover, the Lebesgue-Stieltjes MEASUTE [L(E f,.fo) is 2ﬁnite,
and the function is uniformly bounded in X: |cos(tv/A)e t/(49)] < e=t7/(45),
Morover, this function is integrable with respect to the Lebesgue measure in
the variable ¢. So we have

\/% / " cos(tVN)e 9 At d (By i, f)
0

(1 0) = cos(tVA)e /1) € 13([0,00) x [0,00), £ ® p 1. )

where L is the Lebesgue measure. This proves the Hadamard Transmutation
formula.

Moving on, we change in the formula t — v/ and s — i, and we get, after
applying the substitution rule,

s (et ) = [ (eos(VIVERL ) e
0 Y

for s > 0. We now extend the expression above holomorphically to C; and we
get for ( € C

12 <e—L/<4<>f1, f2> = /OO \/% <cos(\/£\fol, f2> e ¢t dt
0 s

Note that we have just proved that u(¢) := C_1/2F(i) = (12 <e_L/(4<)f1, f2>
is the Laplace transform of v(t) := \/% <COS(\/£\/Z)f17 f2>! Moreover, by the

estimate of F' we gave above, we have

[u(Q)] < ClLAN f2lllg /e Re¢

To prove that L admits the finite speed of propagation property, we want to
show that suppv C [r?,00). To do this, we use a version of the Paley-Wiener
Theorem [10, Theorem 7.4.3], which states that

supp f C K <= |f(§)| < CePeeximIme e e

for convex closed sets K C R", and f (&) is the Fourier transform of f, extended
to the whole of C™. We have the Laplace transform instead of the Fourier
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transform, so we need to substitute ( = . Then £ = —i¢ and Im& = —Re(.
The right hand side becomes

IL(f)(C)| < CeoPwex(@:—Re Q)

We want to apply this theorem for K := [r? oo) and ¢ € C,. Then the inner
product simplifies to a product, and we can estimate

esumeTg(—xRe(:) — e infmzﬂ(IReC) _ e_rzReC

where we used that Re{ > 0. We have from before that

[u(O)] < ClLA A2 e

For a fixed € > 0 we can estimate for all ¢ € C, such that || > &2

[w(Q)] < ClIfi |||l falle™ e ReC

So we get that supp L1 (u¢.) C [r?,00) for ¢. a holomophic function which
is 0 for |¢| < €2, 1 for [¢] > 2¢? and 0 < ¢ < 1. Now letting ¢ — 0, we

have suppv C [r?, 00), that is <cos(\/f\/f)f1, f2> =0 for t < r2. Putting that

differently, we have <cos(t\/f)f1,f2> = 0 for t < r. So we have proved the
finite speed of propagation.

Conversely, assume the finite speed of propagation property. Then by the
Hadamard Transmutation Formula, and the fact that for (z,y) € [r, 00) x [r, 00)
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it holds that |(x,y)| > rv/2 we have
)

(e fi, fa) | < /0°° | <COS(t\E)f17f2> |W de

—t%/(4s)

— /Too | <cos(t\/E)f17f2> |€Wdt

o eftQ/(4S)
ganJDmmmm/ e

e—a?/s) oo gt/ \ P
< Cllfll2ll f2ll2 da dy

CVEs e Jms

(a2 +4°)/(45) 1/2
/ / ——dzdy
T 2 1 0o 1/2
<cmwm«/ / ewwm@w>
0 2

< C| f1llll f2]]

1 1/2
—clalifl (g [ e/ 5a)

. 1/2
fQMMMIZ*4% 4ﬂw3

2 1/2
= ClANNf (&2 /)
= Cllfall falle™""/.

1
2

Cla

This is the Davies-Gaffney estimate. U

Now we want to define a property which looks like the finite speed of propa-
gation property, but we have replaced the cosine with a partition of unity. First
I am going to repeat the definition of a partition of unity:

Definition 2.7. Let 1) € C*°(R) have exponential decay. It is said to generate
a partition of unity if

o0
Z Py =1 pointwise,

j=—o00
where ¢;(x) := (277 ).

Theorem 2.8. Let L be a nonnegative self-adjoint linear operator on a metric
measure space (X,d,pn). Let v € C®(R) generate a partition of unity, such
that supp F1 is compact. Then if L has the finite speed of propagation property
with speed v with respect to the cosine, it has the Finite Speed of Propagation
property with speed vR with respect to v, where R is such that 1[)(5) =0 for
€] > R.
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Proof. As it is possible to rewrite the cosine by complex exponential powers,
we can rerun the argument of last proof with ¢VZ instead of cos(tV/L):

/ e”ﬁ...dtzi/ cos(tV/\) ... dt

—o00 0

where the omitted part is an even function. We would end up with a property
like _
<61t\/ff1,f2> =0 O<t<r

So, if L admits the finite speed of propagation property with respect to the
cosine, it satisfies the Finite Speed of Propagation property with respect to the
complex exponential. By a simple scaling argument, we can see that this will
hold as well if L has the Finite Speed of Propagation property with speed v.
(i.e., scale L accordingly).

We start the actual proof by writing v in terms of its Fourier transform, by
using the Fourier Inversion Formula at time tv/X, A > 0.:

V) = o /_ G

If we let fi1,fo € L*(X,u), with suppfi € U; € X, U; open and r :=
d(Uy,Us) (as before), we have

(VD 1) = [N (B2
:% [ ‘: / WEEYNA(Exfi, fo) de
-5 [ Z S (VP pr, 1) d

We were able to use Fubini in the third line because [¢€V2| =1 for all £ € R
and all A > 0, and ﬁ € L*(R, £) which follows from the exponential decay of 1.

Now notice that we have the definition of e®tVL in the last line. We know
that when we apply this to fi, and take the dot product with f5, that the result
is zero for 0 < &t < r/v, that is, when ¢t < é To get a bound which is uniform

in &, we now use the compact support of 1[):
1 RN z{\/f _ 1 r n z{\/f
3 | B () ag= oo [ a6V fa) ae

Asf<R,wehave0<ﬁ§UL€. So for 0 <t < -5, we have

0 L P(€) <€i€tﬁf17f2> d§ = <¢(t\/f)f1,f2>
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But that means that L has the finite speed of propagation property with respect
to v, with speed vR. O
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3 Generalising operator properties from one L”
space to the other

In this chapter we show that properties for an operator T', like being a con-
traction on L> or being compact on L? will extend to all LP spaces. This can
be used to prove that a certain operator semigroup is a symmetric diffusion
semigroup. We start with extending the property of being a contraction for
self-adjoint (in the L?-sense) operators T

Theorem 3.1. Let (X, ) be a measure space. Let T be a self-adjoint operator
on L?(X, ). Then if T can be extended to a bounded operator L°° (X, i) which is
contractive on L (X, 1), then it is a contraction on LP (X, u) for allp € [1, o).

Proof. The first thing to prove is that T is a contraction on L'(X, u). To that
end, note that L>(X, u) N L3(X, u) is dense in L (X, ). We will use that to
estimate the L'-norm in terms of L>(X, ) N L*(X, u) functions.

Fix e > 0. Then for f € L*(X, i) there exists a g € L™ (X, ) with ||g]loc <1
such that ||f|lx < [{f,9)| + /2. Moreover, there exists an h € L (X, u) N
L?(X, u) such that ||h — gllec < &/2||f|l1 and ||h]|c < 1. Then

Il < [{fr9) | +e/2
<M+ g—h) [ +e/2
[ [+ 1l llg = Plloo +2/2
[(fh) | +e/2+¢e/2

(i +e

As e was chosen arbitrarily, we have just proven that

£l = sup{| {f, )|+ h € L¥(X, 1) N L2(X, ), [[]loc < 1}
Now back to the proof in case p = 1. By the above remark and the fact that T'
is self-adjoint, we get for f € LY(X,pu) N L3(X, 1)
ITfllx = sup{[(T'f,9) | : g € L®(X, 1) N L*(X, p), | glloc < 1}
= sup{| (f,.T7g) | : g € L=(X, 1) N L*(X, ), [|g]l o < 1}
sup{| (f,T'g)| : g € L™(X, u) N L*(X, p), |9l < 1}
sup{|| fl1[|1Tgllo = g € L=(X, ) N L2(X, ), [lglloc < 1}
£l sup{llgllo = g € L(X, 1) N LA(X, 1), [lglloc < 1}
= Iflh

Hence T can be extended to a contraction on L*(X, p).
Let p € (1,00). Then we can apply the Riesz-Thorin Interpolation Theorem
24 withpy=qo=1,p1 =q :oo,q:p,tzl—f to obtain that

ININ

1T fllp < ITIZITNE P Al = 1212 £l = (£

This concludes the proof. O
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The following results are heavily based on Davies.[6, Thm 1.6.1 - 1.6.3)

Theorem 3.2. Fiz 1 <pg<p<p; < oo, and suppose that (X, p) is a o-finite
measure space. Furthermore, suppose that the linear operator T : LPo(X, u) N
LPr (X, p) — LPo(X, p) N LPY (X, 1) can be extended to a compact operator on
LPo (X, ), and to a bounded operator on LP*(X,u). Then T is compact on
LP(X, ).

Proof. If {E.}"_, is a sequence of pairwise disjoint subsets of finite positive
measure, then we can define a projection P on L1(X, p) for all 1 < ¢ < oo by

Pi= Yo uE) s, [ fan
r=1 T

This projection is of finite rank (its dimension is n), and it is a contraction on
LY(X, ) for all 1 < ¢ < co. Denote ¢’ for the Holder conjugate of g. Then

n q

~1
S w1, | )

I1PfIIG =

r=1

=/X Zi:,u(Er)_l]lEr /Erfdu

q
dp

:Z/ kzn: 1]1Ek/Ekfduqdu
:Z/ /fduqdu
ZX_:/X‘M(E ) g, (y /f ) du(a du(y)

=> WE fdu
r=1 Er

= ulE) / L-fdu
r=1 E.

n Q/q/
<3 (g (/ e du) JRERY
r=1 E, E;

=S (B (B / 17 du
r=1 B
< |Ifle

In the third and fourth line, we used that the E, are disjoint, and that supp 1z, =
E, in order to change the domain of integration in the fifth line.

]IET d/,l,
X

q
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The fact that X is o-finite ensures that there is a sequence P, of such
projections such that P, — I strongly on L%(X,pu), for all 1 < ¢ < co: By
the o-finiteness we have a sequence of pairwise disjoint sets of finite positive
measure {F,}°2; such that u(E,) < oo and |J, E, = X. Then we set P, =
,u(El)ﬂ 1g, fEl fdp and if we constructed P,,, we can construct P,y as follows:

We split up all sets {Fk}szl constructing P, in two, obtaining new sets of
positive measure {Gj}7Y,. Then we set

2N
Ponf = 3G e, [t u(Bun) M, | ran
k=1 k E

n+1

By the Lebesgue differentiation theorem, we have that each of those integrals
converge to f almost everywhere if n — co. Moreover, we have that |Gy U
E,+1 1T X when n — co. Hence P41 f — f strongly in LI(X, p).

As T is compact on LP° (X, u), we have ||T — P, T py—p, — 0 as n — oo:

As |T — P.T|pg—po = SUD)|| £, <1 (T — P,T)fllp,, we can find a sequence
(fr)p2, C LP°(X, ) such that || fz|lp, < 1 for all k € N, and such that ||(1 —
P)T fillpo = T —PoT) fllpe = |7 — PoT || pg—spo- Now using the compactness
of T, we can find a subsequence (fx, )72, such that T'fy, — g € LP°(X, u) when
Il — oo. We get

T [T = BTy,

= lim lim ||(T_PnT)fk?1||P0

n—00 [—o00

< lim im ([T = gllpo + 119 = Pagllpe + 1Png = PuT fuullpo)
< lim lim (|7, = gllpo + 19 = Pugllpo + [1Pallllg = T frillno)

n—00 [—00

< Tim 1 2T, — gllp, + g — Pagll)

n—o00 |

=2.0+0=0

So P,T — T in operator norm.

Furthermore, as T is bounded on LP* (X, u), it holds that |7 — P, T |y, »p, <
TN+ ||| < 2)|T || py —py» and so these terms are uniformly bounded. Now
the Riesz-Thorin Interpolation Theorem 2.4 implies that

i ([T~ Py < Jimn [T = PTf, 1T~ PLT(%, =0
But P,T is of finite rank, so T is a limit of finite rank operators in L?(X, ),
hence it is compact on LP(X, u). O

Note 3.3. We didn’t use the assumption that py < p;. In fact, the theorem is
even true when 1 < p; < p < py < oo, with exactly the same proof! We only
used that LP(X, i) could be interpolated by LPo(X, ) and LP' (X, u).

With this compactness, it turns out the spectrum of T is independent of p!
The following proof is followed almost literally from [6, Theorem 1.6.2]
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Proposition 3.4. Suppose that 1 < pg < p1 < 0o, that (X, p) is a o-finite mea-
sure space, and that T : LP° (X, u) N LP (X, p) — LPO(X, p) N LPY(X, i) can be
extended to a compact operator LP°(X, ) — LP(X, u) and to a bounded oper-
ator LP* (X, ) — LPY(X, ). In this case, the spectrum of T is the same for all
D € [po,p1), and the spectral projections corresponding to non-zero eigenvalues
are independent of p on LPo(X, p) N LPY (X, p).

Proof. We will show that for arbitrary p € (pg,p1) the spectrum and spec-
tral projections coincide with the spectrum and spectral projections of T' on
LPo(X, p1). Denote the extension of T to LP(X, p) by T),, and define T}, simi-
larily. By above theorem, the set

S:=0(4,,)Uo(4,) CC

is countable and closed with 0 as only limit point. Now, it holds for |z| >
max (|| Ty, ||, [|Tp) and f € LPo(X, p) N LP* (X, p) that

(T, — 2D f=2"1"'T, - D)7'f
=71 Z 2"y f
n=1

=271 Z 2" f
n=1
= (TPO - 21)71]0

and it holds for all z € S by holomorphic extension (recalling that the resolvent
of an operator A as function of z (z — R(z, A)) is holomorphic on the resolvent
set p(A)). If 0 # s € S, and + is a small enough contour looping once around
s, we can use the Dunford-Riesz calculus [8, Chapter 1] to get the spectral
projection for s for such f:

1
pr:ML(Z—Tp)lfdz

1
C2mi ),

:Ppof

As LPo(X, p)NLP (X, p) is dense in both LP(X, ) and LP°(X, u), it follows that
P, and P,, have the same finite dimensional range. By some basic functional
calculus, and noticing that P, = 1 (7)), we have T, P, = (2 = 215 (2))(Tp)-
Now the spectral mapping theorem tells that o(T,P,) = {Al(A) @ A €
o(Tp)}. As P, and P,, have the same range, and T, and T}, coincide on
LPo(X,p) N LP(X, i), we have that o(T,Py) = 0(Tp,Pp,) = {Alis3(A) : A €
o(Tp)}. Moreover, o(T,(I — P,)) = o(T,)\{s}, and the same statement is true
for T,,. Hence if s ¢ o(T},), we have o(Tp,Pp,) = {0}, which means that
0(Tp,) = 0(TpyPpy) U o(Tp,(I — Pp,)) = 0(Tpy)\{s} U {0}, in other words,

(Z - Tpo)_lfdz
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s & 0(Tp,). However, if s € o(T,) we have o(Tp,Pp,) = {s,0}, from which it
follows that s € 0(T),). So s € 0(T},) <= s € o(Ty,).

We have not considered the case s = 0 yet. But 0 always lies in both o (7},)
and o(T},), unless X is finite, in which case the theorem is trivial, as it then
holds that LP(X, u) C LPo (X, p). O

Note 3.5. Once again, this theorem also holds when p; < pg. We again have
that T}, is compact, because of the last remark. The only thing that fails when
p < po, is the last statement about finite-dimensional X. But in this case
LPo(X, ) C LP(X, p) for each p; < p < pg, which will give a similar statement
about the case s = 0.

At last, we tie everything together.

Corollory 3.6. Let (X, p) be a o-finite measure, and let (T;)i>0 be a semigroup
on (X, ), which is bounded on every LP(X,u), p € [1,00|, such that T; is
compact on L*(X,p) for all t > 0. Then Ty is compact on every LP(X, u),
1 < p < 0. Moreover, the spectrum of Ty is independent of p € (1,00), for all
t >0, and every L? eigenfunction of Ty is in LP(X, ) for all 1 < p < oco.

Proof. This follows from above theorems and remarks by choosing py = 2 and
p1 = oo or p; = 1. The statement about the eigenfunctions follows from the
identity of the spectral projections: For each s € o(T), the spectral projections
P, and P,, such as defined above, have the property that P,f = Pof = f for
each eigenfunction f corresponding to s in L?(X, ). But this also says that f
is an eigenfunction for s in LP(X, u). O
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4 Symmetric Diffusion Semigroups

4.1 Basic definitions

To introduce the symmetric diffusion semigroup, we need to describe the space
we work with.

Definition 4.1. Let (X,d, u) be a (quasi-)metric measure space, and let x € X,
r > 0. We denote the open ball around x with radius r with

B(z,r):={y € X : d(y,x) <r}.

We say that (X,d,pn) is of homogeneous type if u is a non-negative doubling
Borel measure, which means that there exists a constant Cx > 0 such that for
every x € X, § > 0 the following inequality holds:

u(B(z,26)) < Cxpu(B(x,5)).

We will assume that p(B(x,0)) < oo for all z € X and all 6 > 0. Note
that this automatically implies that p is o-finite. If we consider the sequence
(B(z,2™9))22,, we see that, by the above estimate, all of its elements have finite
measure. Moreover, it holds that B(z,2"6) 1 X.

In the following, we assume that (X,d, u) is a space of homogeneous type,
where d is assumed to be a metric. In case where a theorem or lemma only
specifies (X, 1) in its hypothesis, we assume that this measure space is o-finite.

Notation 4.2. We denote the distance between a point x € X and a subset
S C X by d(x,S) := dist(z,S). Moreover, the diameter of a set S C X is
denoted by d(S) := diam(S). The context will make clear what “d” means.

The benefit of this notation is that it works if you have multiple metrics on
the same space. So if you have a different metric p, then the diameter of S with
respect to p is denoted by p(S).

We are finally ready to introduce the symmetric diffusion semigroup:

Definition 4.3 (]2, Def 13]). Let (T})i>0 be a semigroup of linear operators
on (X, ), with each Ty mapping L*(X, ) into itself. Suppose furthermore that
(Ty)e>o0 is strongly continuous in L?(X, p), which means that for all f € L*(X, p)
it holds that Ty,f — f if t — 0. Then (T})i>0 is called a symmetric diffusion
semigroup if it satisfies the following properties:

(i) For eacht >0, Ty can be extended to a contraction on LP(X, u) for every
1<p<oo,ie [[Tilpop <1

(ii) Each T; is self-adjoint.
(iii) Ty is positivity preserving: Tf >0 for every 0 < f € L*(X, p).

(iv) The semigroup has a positive self-adjoint generator.
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We call (T})1>0 a compact symmetric diffusion semigroup if it also satisfies the
following property:

(v) Ty is a compact operator on L?(X, u) for each t > 0.

Definition 4.4 ([2, Def 8, 16 and 18]). Let (T3)¢>0 be a symmetric diffusion
semigroup.

1. If (Tt): is compact, with spectrum Ao > A1 > ... > 0, it is said to have
v-strong decay, for a v > 0, if there exists a constant C > 0 such that for
each A € (0,1):

#HEk: 2 A< C (zlogi)v.

2. A function f is called n-local around © € X for some n > 0, if supp f C
B(z,n). Likewise, a family of functions {fx}rex is called n-local, if there
exists a set {xytrex such that supp fr C B(xk,n) for each k € K. This
set {xy ek is called the center set for this family.

3. (Tt)e=0 acts n-locally for some n > 0, if for every x € X, every t > 0 and
every f &-local around x the function Tif is  + d-local around x.

Note 4.5. Some of the properties are redundant. By the theorems in the
last chapter, we know that if T} is a contraction on L*°(X, u), then it is a
contraction on every LP(X, u) for p € [1,00]. Moreover, we have proven that if
Ty is compact on L?(X, ), then it is compact on all LP(X, ) for 1 < p < oo.
And the spectrum is independent of p € (1,00). Lastly, every L? eigenfunction
isin LP(X,pu), 1 <p < 0.

Notation 4.6. We will denote the spectrum of T := Ty by o(T). Then by the
spectral mapping theorem, it follows that o(Ty) = {A\'}reo(r). We will denote
{éx}reo(r) for the corresponding (orthogonal!) basis of eigenvectors, where we
assume without loss of generality that they are normalized in L*(X, ).

In the upcoming few sections, we assume that (7) is a compact symmetric
diffusion semigroup with y-strong decay, that acts n-locally on X, unless stated
otherwise.

4.2 Multiresolution analysis

The following construction is courtesy of Coifman and Maggioni [2, Sec. 4.3].
To set up the wavelets, we need to set up a multiresolution analysis. To this
end, we discretize the symmetric diffusion semigroup (7); at the times t; =
29 —1=1+2+...4 271 Here the “2” is arbitrary, we could have used any
other factor > 1.

With this discretization, and a “precision” e € (0, 1), we define portions of
the spectrum by o;(T") = {\ € o(T) : A > e}. Moreover, we define subspaces
V; by V;j :=span{&, : A € o;(T)}. If we let V_y := L?*(X, ), then the set of
subspaces {V; };>_1 is a multiresolution analysis, that is, it satisfies the following
properties:
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(i) Vou = L3(X, p), N; V; = span{& : Ai = 1}.
(i) Vj41 CV;Vji€Z,j> 1.
(iif) {&\ : A% > e} is an orthonormal basis for V;.

Indeed, the first part of the first statement is true by definition. For the
second part, one has to note that for any 0 < a < 1, the sequence (a™)%
is strictly decreasing. Thus it holds that o;11(T) C o,(T), and so for the
intersection it is true that (J2, 0;(T) = {A € o(T) : A¥ > eVj € No} = {1} U
o(T). So when one looks at the corresponding spans, it holds that Vj11 C V,
which proves statement (i), and lim; o Vj = Uj=_; V; = span{; : \i = 1}.
We use this notation as the eigenvalue ‘1’ may have multiple eigenvectors, and
the above introduced (abuse of) notation &, does not take that into account.

For the third statement, note that {£) : A% > e} is a basis for V}, as we
defined the latter to be the span of these functions. Moreover, we chose the
basis of eigenfunctions {&x} o (1) to be orthonormal, so that is also true for the
basis of Vj, since it is a subset of this orthonormal basis.

The next two chapters of the paper will cover how to get a better orthonormal
basis than the one given above. This is necessary, as the wavelets should be
localized, and the basis {{x}reo, () is in general not so. With this better base
of Vj, it will be easy to construct the wavelets.
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5 Wavelets

In this chapter, we define what a wavelet is.

Definition 5.1. A family of functions ¥ is said to consist of p-wavelets for
some p > 0 if for each b € ¥ the following conditions hold

i) ¥ has exponential decay.

ii) For all k € Ng, k < p,
[ v dut) =0
X

i) L?(X,u) = span ¥

The classical way to construct these wavelets, as described in [5, 12], is using
a multiresolutional analyses, as described in last section. In these publications,
there is an additional requirement, that there exists a function ¢, such that the
translations (¢(x —n))nen forms a Riesz basis for Vp, and the other V; are there
defined as f € V; <= f(2:) € V;_1. It follows that V;4; C V;. Then it follows
that the dilated and translated system 27"/2¢(2~™z — n) forms a Riesz basis
for V,,.

We now take a look at the orthogonal complement of V;; inside Vj: V1 =
V;®W;. Then it follows that W is a space spanned by wavelets. These wavelets
can be constructed as follows: Note that Vy C V_;. So in particular, ¢ can be
written in terms of the basis V_1: ¢ = > ¢,¢(2- —n). Then one can proof
that ¢ := Y (=1)"cpt16(2 - +n) is a wavelet, and ((277 - —n)),, forms a
Riesz basis for W;. By the property that L? =@ j V;, and the property that
Vo=WieVi =W, & W, @ Vs, ete. it follows that L? = EBj W;. And so
(¢(277 - —n)), ; spans L2. The proofs of the previous statements, and the more
rigorous construction can be found in [12].

We now go back to the multiresolution analysis we defined in previous sec-
tion. As above, we define the spaces W} to be the orthogonal complement of
Vi1 within Vj, such that the relation V; = V11 @ W, holds. Then the direct
orthogonal sum

) - B W,
j=—1

is a wavelet decomposition of the space. Note that in this setting, we do not have
a “master” wavelet 1, as we constructed above, because there is no equivalence
to the function ¢ above. But W; is spanned by wavelets.



6 CONSTRUCTION OF AN ORTHOGONAL BASIS 38

6 Construction of an orthogonal basis

In this chapter, we will follow the construction by Coifman and Maggioni [2] to
build an orthogonal basis of localized functions, which will span the Vj;, which
we defined in Section 4.2, up to a precision €. To be able to do this, we will
introduce a way to orthonormalize a set of functions at different scales and
locations. But first, we need a few definitions.

Definition 6.1 ([2, Thm 6]). Let (X,d, ) be a space of homogenous type. A
collection of open subsets Q := {{Qj}rex, }jGZ C P(X) is called a family
of dyadic cubes for X if there exist constants dx > 1,n1 > 0,¢1,c0 € (0,00),
depending on Cx, such that the following properties hold:

(i) For every j € Z, (X \ Upex, Qi) = 0.
(ii) For j = jo, either Qjox © Qi or p(Qjk N Qjo.rr) = 0.
(iii) For each j € Z,k € K; and j' < j, there exists a unique k' such that
Qi k € Qjk-

(tv) Each Qj contains a point x;k, called the center of Q, , such that
B(xj, min{e18%, d(X)}) € Qjk € Bl c26%)
(v) For each j € Z and k € K;, if we define

Qi x = {x € Qi : d(a, X\Qjx) < t&% },
then (1(0:Qj,r) < 2t p(Qjik)-

For each j € Z, the set {Qjr}rek, is called the set of dyadic cubes at scale
J, and the set of ponts I'; := {x;r}rek, 45 called the set of dyadic centers at
scale j. For each j € Z, the unique dyadic cube at scale j containing x € X will

be denoted by Q,(x).

One can prove that such a family of dyadic cubes always exists for a space
of homogeneous type. The uniqueness of Q;(z) follows from property (ii) and
(iii): property (ii) gives that either Q;, and Q;, coincide, or that they are
disjoint up to a null set. Then property (iii) says that they must be disjoint,
otherwise the choice of &’ is not unique.

For the Euclidean space R"™, we get the classical dyadic cubes back with
choices §x =2,n=1,¢1 = 1,c0 = /n and K; = 292",

From now on, we will redefine the ¢; from the last chapter as &% — 1 instead
of 27 — 1.

Definition 6.2 ([2, Def 12]). Let H be a Hilbert space and {vi}rex € H. Fiz
e >0. A set of vectors {& }icx €-spans {vi }rex if for every k € K:

| Pspan{ei:iezyvr — vkllr <€
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where Py denotes the orthogonal projection onto the subspace V.. We will use
the notation ({vi}trex) C ({&i}iez).. We define

dim ({vg frexc) = inf{dim(V") : V'e-spans {vy }rex}

Remarks 6.3. Note that this definition is more general than just a differ-
ent basis for the same span. This also means that there are situations where
dim, ({vg }rex) < dim({vg}rex). For instance, in R?, {4} e-spans {#,e3}, and
so dim.({#,e9}) <1< 2 =dim({Z,eg}). Also note that in the definition of an
e-span, {&;}; is a basis for each of the vectors vy, not for their span. While {2}
e-spans {&,e5}, it does not e-span {Z,§}, while these two sets of vectors have
the same span.

The precision € comes from the definition of V; in the last chapter. It turns
out that (V;) C (T3, V0>E, hence we have to deal with this € in the rest of the
proofs. But in some situations we can just take a different basis for the same
span, and this basis is a e-span for each € > 0.

Notation 6.4. If ¥ is a family of functions and S C X, we let

Vs :={¢ € V:suppy C S}

We are finally ready to present the orthogonalization procedure. As the
proposition and its proof are both notation-heavy, we first explain what hap-
pens in a more comprehendable way:

We have a set of functions we want to orthogonalize: W. In the proposition,
we assume that all of those functions have their support in sets with the diameter
smaller than a given constant. We split the space up into dyadic cubes, starting
from cubes with a diameter larger than this constant. Then we only look at the
functions which support are in precisely one cube (that is, their support does
not cross the boundary to a neighbor of this cube). Looking at each individual
cube in this layer, we orthogonalize the functions with support in this cube.
This makes sure that they will still have support in the cube. By considering
the union of these orthogonalized functions, we have a basis for this layer.

Then we proceed with the parents of the cubes. As we have considered
all functions whose support lies fully in one of the children of the new cubes
we consider, we look at the functions which lie fully in one of these cubes,
but their support “cross” the boundary of the children of this cube. Then we
orthogonalize these functions with respect to the new basis for the last layer
and to themselves. Once we are done with a layer, we go to the parents, and
consider the functions whose support lies fully in one of these cubes, but whose
support intersect with multiple children of the considered cube. At the end, we
have considered all the functions, and we have made a set which is mutually
orthogonal.

The last thing that the proof does is checking the dimensions of these or-
thogonal sets, and making sure that this dimension is still comparable against
the size of the dyadic cubes in the corresponding layer.

The proof is followed almost literally from [2, Prop. 22]
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Proposition 6.5. Let (X,d, ) be a space of homogeneous type, d(X) < oo and
Q= {QkaeKj Yiez a family of dyadic cubes, and 6x > 1,1 > 0,¢1,c2 > 0 as in
Definition 6.1. Fixz J > 0 and assume X € Q, more precisely X = Q1 r fora
jx < %log(c;'0x7d(X)). Fize >0. Let U = {1, }ser be an ad¥-local family,
a < c1, with center set I'. Suppose ¥ is “uniformly locally finite-dimensional”,
in the sense that there exist c.,c’ > 0 such that for all k € K,

g) e

dimg, 59 gx)-1e(PQuk) < cLu(Quk),

and for alll > 0,k € K4,
dimq&;’ﬂ(2d(X))—15({¢w}xeruaa§; @riin) < (@) Q1)

Then there exists an orthonormal basis

= {@}imo.n = { {H{ouritieni e, },

0,...,.L

where L < jx, such that
(Z) <\IJ> < <(I)>(jx+1)s'

(1) Forl =0,...,L, allk € Kjq; and all i € Iy, supp ik C Qiyik- In
particular, ¢y 18 czég(ﬂ—local.

l
< U \II|QJ+Z,I¢> < <U q>l’>
kEK 41 =0 (I+1)e

and #1; 1 < ! (« min{d)_((l_l), 1" Qrtik)-

Proof. We will need to orthonormalize various sets of functions V', to get an
orthonormal basis for their e-span, containing dim. (V') elements. For this, one
can use a modified version of the Gram-Schmidt algorithm. We will call this
process e-orthogonalization.

The first “layer” [ = 0 is constructed as follows: For each dyadic cube Q s\
at scale J, consider ¥, := ¥l|g,,, and ¢16%d(X) 'e-orthonormalize this set
of functions to obtain ®q : {@o,k,i}icz,,- Then property (ii) is satisfied by
construction (when you orthonormalize only functions with support in Q.
the basis must have support in Qs again). Also observe that

< U ‘i/o,k> C (Do),

ke s

(i1i) Forl >0,

as the restriction of every function on the left side to every dyadic cube Q) is
c10%d(X)~1e approximated in ®y by construction, and as all the Q are dis-
joint, and have size at least ¢10% it follows that there are at most (¢18% )~ 1d(X)
such cubes, hence every function on the left hand side is e-approximated.
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We move on with the second “layer”, | = 1. There we consider

\ill,k = \II‘QJ‘Fl,k \ U \II|QJ,k’

Qi CQu+1,k
={y eV :suppy C Qi1 but suppy € Qs VQuik C Qirs1k}
- U {’lﬁx E\PIZEE(?QQJ’]C/}.

Qi CQut1,k

This last inclusion holds, as supp®, C Qg4 implies x € Q@ for some

Qik € Qit1,k- Now, suppyy € Q. together with the adi--locality forces
that d(z,Qy41.k\QJr) < ad%, or put differently, x € 9,Q 1 4.
From the assumptions (with [ = 0) we deduce that

dimclé}J((Qd(X))—ls(\ijl,k) < Z dim,, 57 (2ax))-1e({¥e € ¥ 1 @ € Dp50 Quir})

Q,],k/ QQJJrl,k

< Y @) uQu)

Qi CQut1,k
= (ad%)" U Qi)
Qi CQit1k

< cg(aé(;()”,u(QJH,k).

We ¢85 (2d(X))~e-orthonormalize W, j to the functions in @y, obtaining
@k, and then we c;6% ' (2d(X))'e-orthonormalize this set again to itself to
obtain ® ;, := {¢1 r,i}iez, , for each k € K41 As every function in both \ill,k
and <i>1’k have support in @ jy1 &, this is also true for every function in ®; ;. This
proves property (ii). To see that (iii) also holds, observe that <Uk€,<‘]+l \il,k> -
(®1)., as the functions in Uy, are 2¢16% 7 (2d(X))"'e approximated in @,

and there are d(X)(c16%)~" such k, hence their union is e-approximated.
Moreover,

< U Vo U U qjl,k> C (Po), +(P1), S (PoU P1),,

ke, kEK )41

At last,

#ILk < dimcl6}]{+1(2d(x))*15(\ill’k)
g dimcltg‘)f((Qd(X))*le(\Illxk)

< (%) Q1)

The first inequality follows from the assumption on the orthogonalization pro-
cedure. The second inequality follows from the observation that in general more
subspaces will (e + ¢)-span a given subspace than e-span the same subspace. As
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every e-span is also a (e + d)-span, the “inf” in the definiton of dim. s wil have
more elements, hence the dimension could be lower.

We now proceed for the layers [ > 1. This will mostly be a repetition from
the case Il = 1. We consider for k € Ky,

Wy = \II‘QJJrl,k \ U \II|QJ+Z—1J€’

Qrii—1,x CQI+1k
= {w S \II : Supp,lzb g QJ-’rl,k bUt SUdej g QJ-&-l—l’k;’ VQJ+Z_17k/ g QJ—i-l,k}

- U {wac eEv:re aa(;;(—lQJ—i-l—l,k}-

Qryi—1.x CQI+1E

Once again, the inclusion follows because supp ¥, € Q j4i,1 implies € Q yy1—1,1

for some Qyy1—1,60 € Q1. Moreover, supp ¥, € Qj4i—1,k, and the aé‘)](—
locality enforce that d(z,Q 11 k\Qrti—14') < ad% = aéﬁ{l(S}](H*l. From this
it follows that x € aa(;;z(QJH,Lk/).

By assumption it follows that

dimcléj{*’l_l(2d(X))*15(\ijlyk) C C;/(ad)_(l+1)nN(QJ+l,k)

We clé}I(H(2d(X))_15—0rthon0rmalize \ill,;C to the functions in ®g,...,®;_1,
obtaining ®; 1, and then we c;6% " (2d(X))~'e-orthonormalize this set to ob-
tain ®; 5 = {@1ki}iez, .- Once again by construction, these function have
support in Q4. This proves property (ii). To see that (iii) also holds, first

observe that <Ukech+,, \i/l,k> C (@) ¢, since these functions are ¢,0%d(X)e-

approximated in each dyadic cube of scale J+I, and there are maximal d(X)(¢y 53](“)_1
such cubes. In fact,

(0. oo (0

U=0keK 5,y '=0
and secondly,

#Tuk < dime, it g0 16 (k)

< dimclé‘)]((Zd(X))*le(‘ill,k)
< a0y )" u(Qrain)

We stop if #1;, = 0VEk € K. That means we have actually considered
all functions and orthonormalized the whole space. Otherwise, as X € Q, we
eventually have X = Q1 is the only dyadic cube left at scale J + L. We
simply orthonormalize the functions in ¥ to ®g, ..., ®;_; which have not been
considered yet, and that finishes the construction. This happens at most at
scale L < jx by assumption.
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The last thing left to check is property (i). This follows from property (iii),

because
L
() = (¥[x) = < U \IJ|QJ+L,k> < <U (I)l’>
keEKs+L I'=0 (L+1)e

And so (¥) C (D) O

(Ix+1)e*
We will now apply above orthogonaliation method to functions of the form
To% ¢

Theorem 6.6 ([2, Thm. 27]). Let (X,d,u) be a space of homogeneous type
with d(X) < oo, and let Q be a family of dyadic cubes, such that X = Q o1k
for some jx > 0 and k € K 1. Moreover, let 6x,n,c1 and co be as in the
definition of dyadic cubes. Furthermore, let (T})i>0 be a symmetric diffusion
semigroup, acting 6')]5’-locally on X. Fize > 0, and let ¢ := {Ps}zer be a
a0 -local family with center set T (see Definition 4.4.2) (ag < c1), such that

Vo C (o). Assume that there exists constants c.,c! such that, when we set

€= 100 (2u(X)) e, then for all 1 >0 and k € K41,
dime (Po|Q sy 11.1) < cLpp(Qryt1k) and

dime ({¢z 2z €T'N aao(;;lQJo+l7k}) < (a0 x) Qg +1.k)-

Then there exists a sequence of orthonormal bases {®;}j=1,  jx:

;= {01,k Viez(ik) YheK sy 4550 J1=0,...ix —j

with the following properties:

(Z) <V7> < <®j>(jx—j+2)g

(it) supp i1k S Quotjtik for all L = 0,....5x —j, k € Kyyjpu, @ €

Z(j,1k).

(iii) #I(j,1,k) < (14857 (a0 — 1) min{dx" ™ 1) Qo sjin).
Proof. We define for every j > 0 <i>j = 6;{_1<I>0 = T;;®o. Then using that
(Vo) € (®o),. we obtain for the basis {\9&x} ;5. of Vj

|1Pg, N6 — A& = |1 Pry 00 Tt 65 — Ty, 6
= ||IT%; (Poox — &)l

< T [ Pogén — &All
<e¢

so that <i>j e-spans V;. We want to apply Proposition 6.5 to obtain an e-
orthonormal basis for V;. So we need to check the hypotheses for this propo-
sition, for a; := 14 837 (ap — 1) and J; := Jo + j. To do this, we have the
following properties of T":
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(P1) We have that dim.7'(S) < dim. S for any finite dimensional subspace
S C X. This follows from the fact that T is a contraction: For a fixed
n > 0, we can find an e-span V of S, denoting {sy }« as the corresponding
basis of S, such that dimy < dim.(S) + 7. We have

1PrsyT(V) =T(V)| = ITPsV =TV
< TIPSV - V] <

And so for V' e-spanning S, we have T(V') as a e-span of T'(S). We get
that dim. 7'(S) < dimT(V) < dimV < dim.(S) + 7. Now letting  — 0
we have established the claim.

(P2) As T acts d3-locally, it follows that Tig(_l acts (5;, — 1)83°-locally. Now,
as ®g is aoé)‘](o—local, we obtain that ®; is 6)](7 — 6)‘](0 + aoé){? = 55{(1 -
5 (g — 1)) = ozj(S‘)]g—local.

(P3) By definition of acting locally, T' preserves the center of each function in
Dg.

Now we check the hypotheses. We are given a space of homogeneous type,
and dyadic cubes, and we know that X € Q. We have checked that <i>j is ajé)‘]g—
local, what we have not checked yet, is that a; < ¢;. The following inequalities
are equivalent.

ap < ¢
ag — 1 § C1 — 1
0% (a0 —1) <657 (er — 1)
1+ (o —1) <1+ (er — 1).
Now, .
1467 (1 —1) <141 (1 —1)=c1.

The last thing to check is that <i>j is uniformly finite dimensional:

dimQEI(éj|QJj,k) < dimg (T Po|Q, 1)
< dim,/ (Tég_l(@o@(lj,k)
< dimg/ (®o|Q 1, 1)
< Q)

The first lines follows because the set of 2¢’-spans is bigger than the set of
¢’-spans, hence the infimum over the dimension can be lower. The third line
comes from property P1, the last one from the assumptions. For the second
line, note that for ¢, € ®y we have supp ¢, C supp 1y, ¢, C B(z, ajé‘)](j), hence
supp Ty, ¢ € Q g,k = supp ¢z € @, k, and so T5§_1<1>0|ij,k C Tg&_l(@o|QJj,k).
So the dimension of (e-spans of) this first subspace will be lower than the di-
mension of the second one.

J
X
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Now for the second inequality

dims’({T5§(_1¢x rxel'n aaj(s;(lQJjJ,_l,k})
= dims’(T(;g(_l{d)r xel'n aajé;(z@,]ﬁrl’k})
< dimg/({¢x rxel’n aajé;(lejJrl’k})
< e (aj0%")"1(Qury+1,k)

Now we can use Proposition 6.5, and obtain for each j an orthonormal
set ®;. Properties (ii) and (iii) from the theorem are satisfied automatically,
and for property (i) one need a triangle inequality to get (V) C <<i>]> -

€
<<I>j>(j —j+1)ete- This concludes the proof. O

Using these @, we can construct the wavelet basis. We apply the multiscale
orthogonalization technique in Proposition 6.5 to the set {(P; — Pj41)®;.1.k,i}
where P; is the projection onto V; we constructed in Section 4.2. We obtain

an orthonormal basis of wavelets which spans the orthogonal complement W)
of Vj41 in V. By construction, these wavelets have compact support.
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7 Construction using partitions of unity

In this section, we will use the approach of Coulhon, Kerkyacharian and Petru-
shev [3] to build a wavelet frame using a sampling theorem.

7.1 Assumptions

In this section, we assume that (X, d, 1) is a space of homogeneous type, where in
this case, (X, d) is assumed to be a metric space. Moreover, we assume that the
reverse doubling condition also holds, such that u(B(z,Ar)) > CAu(B(z,r))
for some C' > 0. Thirdly, we assume that balls cannot vanish at some place
under the measure pu, that is inf e x pu(B(z,1)) > ¢ > 0.

We will assume that the operator L is a self-adjoint non-negative operator on
L*(X,p). By [8, Theorem 9.11], it generates an analytic semigroup (P.).cc, -
We assume that each P, is an integral operator with kernel p,(-,-), obeying the
following conditions:

i) fz,y € X and 0 <t <1, then

- cd2(tm,y)
V(B V) u(By, D))
Additionality, if z € C such that ¢ := Rez € (0, 1], then
e—cRe a2(wy)
p-(z,y)| < C (7.2)

V(B VD)u(B(y. V)
(Gaussian estimate)

ii) There exists a > 0 such that if x, 9,7y’ € X, t > 0 and d(y,y’) < V/t, then

d ; i [e% e~ CdQ(tU—'-,y)
lpe(z,y) — pela,y) < C ( (?i/éy )) . (7.3)
V(B V) u(By, D)
(Holder continuity)
iii) For all z € C such that Rez > 0 and all z € X,
[ v dutn) =1 (7.4)

These assumptions on L will have a few consequences. Before we can get to
those, we state some technical details.
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7.2 Integral operators and kernels

We start with a proposition that tells us which conditions an operator T : L' —
L must have in order for it to be an integral operator.

Proposition 7.1. A linear operator T : LY(X,u) — L>(X,pu) is bounded if
and only if T is an integral operator with kernel K € L™ (X x X), i.e

z) = /X K (2, 9) () duly)

for almost every x € X. If this is the case, | T||1o00 = || K|loo- Moreover, the
boundedness of T can be expressed in the bilinear form

(Tf, 90| < cllflllgl
for all f,g € LY (X, ).

Proof. Note that the last statement is a direct consequence of Holder’s inequal-
ity and Hahn-Banach’s extension theorem. First assume that 7' is an integral
operator with kernel K € L*°(X x X). Then

1T flloc = sup (T f)(z)
—sup| [ Ke.1w du(y)’

sup /X K (2,9) 117 ()] du(y)

IN

IN

sup sup 1 (z.9)| - [ 1] duy)
rzeX yey

[ Nloo £ 1]2-

S0 [ Tl[1-00 < [HK]|oo-
Conversely, assume that T : L*(X,u) — L*(X, p) is bounded. Then con-
sider the space

LNX, L' (X, p) {Z fagn s N €N, (fa)nzy € LNX, 1), (gn)n=1 € L'(X, u)}

and the operator S : L*(X, ) ® LY (X, u) — C defined by
N N
S (Z fngn> = (T fn,9n)
n=1 n=1

Now note that L*(X,u) @ L*(X, ) is dense in L'(X x X, ® pu). Moreover,
note that S can be extended to a bounded operator L*(X x X, u® u) — C:

1S -9l =1Tf,9) | < TS llgll
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where we used the last statement of the proposition.
Now, by duality, there exists a function K € L*°(X x X) such that

S(fg) = /X /X K(z,y)9(x) £ (4) du(y) du(z)

and [|Klloo < [|S|lor(xxx,uop < Tl But S(f - g) was given by (T'f,g),
which means that for all g € L' (X, 1) we have the identity

[ @n@a@ane) = [ [ K dno) duto)

b'e xXJx

which tells us that (Tf)(z) = [y K(x,y)f(y)du(y) as claimed. Lastly, we
combine both directions of the proof to find that ||T]|1—00 = || K ||co- O

We need a definition of a function that will dominate most of the kernels in
the remainder of this section:

Definition 7.2. For §,0 > 0, define the function D5, : X x X — R by

ose)
Vi(B(z,0))u(B(y,d))

Later on, we will need some properties of these functions. We will state
these properties next.

Dé,a(xv y) =

) d/2—c
Lemma 7.3. a) Ds,(z,y) < 2¢%u(B(z,6))~" (1 + @) for each
z,y € X, 6,0 >0, by the doubling property of p.

b) D)\éta(xvy) S (2/)‘)dD§,a('ray) for 0<A<I.
¢) Dyso(z,y) < AN Dso(z,y) for X > 1.

d) If 0 < p < oo and o > d(1/2+ 1/p), we have
1Ds.o (2, )p < e(p)p(B(x,8)1/P~!

1/p
. 9dp/2
where ¢(p) := (727(1,27(“75/2)1;)

e) We have
/ Dis o (2, 4) Ds o (u, ) dps(u) < eDis o (2, )
X

. otdt1
if 0 > 2d, where ¢ := ;Lﬁ
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Proof. a) Note that B(xz,d) C B(y,d(x,y)+3) as a very simple consequence
of the triangle inequality. Together with a consequence of the doubling
condition,

u(B(@, ) < 2\ (B, 1))

for A > 1,7 > 0, it follows that

W(B(2.5)) < u(Bly.d(x.y) +5))
= u(Bly. 5252 ¢ 1))
d
< (d ))Mw@my

And so
(“QW“DA<WM<+M§w>ﬂ(uw@mDA

Putting this together with the definition of Ds ., we end up with

d/2 d/2—c
2 CY)
B(x,9) )

D5,U(xay) S

b) Note that above mentioned doubling conditions implies for 0 < A < 1 and
r > 0 that

u(B(w,r)) < (2/N)p(B(a, Ar))
by applying this condition with 1/A. So for these A and J,0 > 0 we have
(1 | dla, y>) -

Vi(B(x, A0))u(B(y, Ad))
d(m,y>) 7

ey (
BT V(B (B(y,9))

< <i> Ds o (,y).

In the last line, we used that A < 1 implies that 1/A > 1, hence (1 +
d(z,y)/(A))77 < (14 d(z,y)/d)~7 because of the negative exponent.

c¢) For A > 1, we get that

D)\zi,a(xv y) =

( d(:c y)) 7
Diso(2,y) = (B, ) u(B(y, 1))
( d(w,y)) 7
\/M w(B(y,9))

S A D(5,O‘($7y)a
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where we used that A > 1 implies that (A+d(z,y)/0)™7 < (1+d(z,y)/0)~°
Moreover, we used that B(z,d) C B(z,Ad) in order to estimate the de-
nominator.

d) In order to prove the bound of the LP-norm of Ds,, we will need the
following result. For o > d, we have

/X(l +6td(z,y)) "7 duly) < (27 = 277) " u(B(,9)). (7.5)
To proof this equality, split the space up in annuli {E; };?';0, where Ey =

B(z,6) and E; = B(x,276)\B(z,2771§) for j € N. Then using the dou-
bling property we get

—1 T —0 1 ZL’ o
/X(1+5 d(z,y)) "7 du(y Z/ (L4067 d(z,y)) "7 du(y)

2 u(B(x,276)\B(x,277165))
B(x,9)) +Z (1+2i-1)7

= 20 (B(a,21715)) - p(B(x, 21715))

= u(B(z,8)) + )

= (14-2771)
N x,296
(,0) +Z (+21)))
%) odd
<uB o) (14 -0y 2
7=0
< w(B(z,9)) (1 +(2¢-1) igid—w)
=0
= u(B(x,5)) (1 + (2 - 1) ;d(I)
_9—d
— w(B(z,5)) (1 T _22_U>
= (B, 0) 5
_ u(B(,)
<
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This proves the claim. Now we have

1Psate )l = </X(D6,o(x,y))” du(y)> N

(] (s (0222 )

9d/2 d(z,y) dp/2—op 1/p
= W(B(w.9) </X (1+452) d‘“y))

24/2 p(B(z,8) \'*
w(B(x,d)) (2d — 2dp/2op)

9dp/2 1/p B
~ (g B0

IN

using o > d(% + %), which implies that op — dp/2 > d. This validates the
use of the claim in the fourth line.

e) Note that the triangle inequality implies that

1+ 6 td(z,y) < 146 Yd(y,u) + 1+ 6 d(z,u)
(I+ 6 Yd(z,uw)(1+dYdy,uw) — 1 +071d(z,u))(1+ 06" 1d(y,u))
1 1

14+ 60=td(z,u) 1 + 67 td(y,u)

Now we use that (a 4+ b)? < 27(a® 4 b7) for nonnegative a and b, which
is true because if a < b, then (a + b)? < (2b)° = 2757, and if b < a then
(a+b)7 <2747, so either way (a + b)? < 27(a” +b%). We end up with

(1+ 6 td(z,y))° 27 n 29
(55 Td(,w)7 (1 + 0 1d(y, )7 = (156 14w 0)7 | (150 1d(y,w)7

Moving on, we use the same inequality p(B(x,§)) < 2¢(14+5~1d(x, u))?u(B(u, §))
we used before, and obtain

(L+ 52 d(z,))" ) o
1(B(u,0))(1 + 6~ d(x, )7 (1 + - 1d(y, u))” = u(B(w,6))(1+ 6~ d(x,u))7 ¢
2U+d
+

u(B(y,8))(1+ 0~ d(y,u))7—
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We integrate left and right, with respect to u and obtain
2"+d(1 +5 1d(alc y))~°
~ Vu(B(w,6)u(By,9))

/ Ds o (x,u)Ds o (u,y) dp(u) <

1
' (/X W(B, )1 + 6 d(x, aye-a) )
1
+ | Ee T d““‘))

1 1
o+d
< 2 D5,U($ay) (2d _9d—c + 9—d _ 2d0>

2a+d+1
9—d _ 9d—o

Where we have used estimate (7.5) for the both integrals on the right hand
side.

- Dé,a(xv y)

O

Now that we have D;s ,, we can use it to estimate kernels of operators. The
next thing we prove is that certain functions generate integral operators whose
kernels are dominated by this Ds . The proof is followed almost literally from
[3, Thm 3.1]

Theorem 7.4. Let g : R — C be a measurable function such that its Fourier
transform g exists and that it satisfies for some o > 2d

lgll. = / 16(6)](1 + €])° dé < oo.

Then g(02L)e=0"L, 0 < § < 1 is an integral operator with kernel g(62L)e~% L (z, y)
satisfying

52
9(0°L)e™" *(,y)| < ¢ollgll+Dsolx,y)  Va,ye X

and

9P L) (z,y) — 9B L) ()] < eollg]ls (”(y’y')) Do ()

0

for all x,y,y € X such that p(y,y’) < 6. «a > 0 is the constant from As-
sumption (7.3) on p;. ¢, is a constant depending on the structural constants in
Assumptions (7.1, 7.3) on p; and depending on o > 0. Moreover, it holds that

/X (B L)e P (r,y) du(y) = g(0) Ve X.

Proof. Let (Ey)x>0 be the spectral resolution associated to L, as we have
defined in Section 2.1. Then the operator g(éQL)e*‘SrzL is defined as

9(52L)6752L=/ 9(52/\)6752>\dE)\.
0
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Note that the Fourier inversion formula holds for g, as [|g]l1 < ||g|l+ < co. In
particular, this means that ||gfe < 5=/g|l1. Hence

52 52 1, .
19(0%L)e ™ F a2 < A = g(82X)e ™" Moo < o 19l

This shows that 9(52L)e*52L is a bounded operator on L?(X,u). Hence its
domain is all of L?, and we can write for ¢,% € L*(X,u) N L3(X, )

(@D bo.0) = [ ge*Ne " d(Er0.0)
:/ FLG)ONe " d (Brg, ¥)
= / GO N de d (36, )
/ / Je N0 A (B, ) de
o Rﬁ(f) (7 0=0Lg,y) ag
i€) [ [ poamie) (0. )0() 50 (o) dp(y) de

/X/X %Ag(g)pémfiﬁ)(x,y) A€o (z)P(y) du(z) duly).

—zL

In the sixth line, we used that e is a kernel operator with kernel p,. Moreover,
we have used Fubini twice in the above calculations: in the fourth line and in
the seventh line. We will now justify the use of Fubini. Let h € £2(X, u). Then

// &)lle= A0~ d|| Exh3 d = /|g ldf/ e "N Exh3

< lgll1[IlI3 < oo

and, using that ||p;]|c < ¢, uniformly in Im z, for some ¢ > 0,

/R/X/X|g(§>||p52(17i5)($,y)HQJ)(SC)HJ(y)‘du($> dpu(y) dé
SC/R|§(§)|d§/x|¢(x)|du(x)/x|@(y)\du(y) — cllallllh el < oo

Combining the above calculations with this estimation, we have that
2 ~
{902 L)e™" 9,0 | S gl

This enables us to use Proposition 7.1 to obtain that g(52L)e*52L is a kernel
operator. Moreover, from the calculations, we have that the kernel is given by

9D ag) = 5 [ 9Opsa-ieev)de
T JR
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The next step is to show the estimations for this kernel. By assumption (7.2),
we have that

19(82L)e 0" (2, )| <

cd2 y)
\/,u(B(x /|g le S du  (7.6)

In order to estimate the kernel, we split up in two cases: d(z,y) < 6 and
d(xz,y) > d. We start with the case d(z,y) < 0:
For o > 0, it follows that 277 < (1 + @)_”. Hence

oo _ cd?(z,y) o0
/ G(wle” F0EH du < / 19(w)] du
0 0
d(z,y)

<o [l fu) au(1+ S

Putting everything together, we have that

1g(62L)e™® F(x,y)| < eDs.o (2,99«

In the case d(x,y) > J§, we use an elementary estimation: by differentiation,
it follows easily that sup,q2’e™" = (8/e)? for f > 0. Hence e=* < (8/e)Pz~F
for x > 0. We will use this estimation for 8 = 0/2, together with the estimation

2d (way) > (1+ ( ) ) to prove the claim:

exp{—M} < exp{— (1 + dQ(;’y)> 2(1iu2)}

) —o/2
S (1 I d ((;I;vy)> (1 +u2)a/2

(1 + d(”; y)> (1 + ul)”

In the third line, we used that a? +b? < (a +b)? for ab > 0. Plugging this in in
above estimation (7.6), we obtain that

19(6L)e ™" *(z,y)| < Ds.o(z,y) 9]l

This proves the first estimation.
For the Holder continuity of the kernel, we will use assumption (7.3), of the

heat kernel. To be able to do this, we split g(62L)e~% L = ¢(§2L)e 0" L/2¢=6"L/2
Then by a simple use of Fubini, the kernels are related by

g(6°L)e 0 (2, y) = / g(6°L)e” 2 (2, u)e™ 2L (u, y) dp(u)
X

and this enables us to use above estimations to estimate the first part. We write
g2 = ¢(2-), and use the first part on this dilated function. Moreover, we use
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ECRY)
that e=“o7 < ¢, (1+ 228)) = which follows from the estimations in the two
cases above. For d(y,y’) < d, we have that

19(82L)e "L (2, y) — g(62L)e " L (x, )]
< /X 1962 L) 25" (2, 0) 1D 21ty ) — P 2| dpa(a)

-/ |g2<<j§) )¢ () 2 w)l s o (s ) — pa s )| )

< cllalle (“52)" [ Dao ) Dsalw) st
Selgl (A22) Dsaton)

In the last line, we used Lemma 7.3 €), and the fact that o > 2d.
The last thing to prove is that g(52L)e*52L]l = ¢g(0)1. This follows directly
from assumption (7.4): For z € X, we have

[ o0 et ant) = 5= [ ) [ s e dut) du
= o [ 4w au=4g0).
T JR

The swap of integral is just a straightforward application of Fubini, we omit the
justification of it. O

Note that by Cauchy-Schwarz, and rewriting (1+|¢]2)7/2 = (14]¢[2)@+D/2 (14
|€2)"/2, we can show that [|g|l« < ||g|lgo+1. Furthermore, we can rewrite
the norm ||g||. in terms of the derivatives of g. By integration by parts, one
can prove that £*§(¢) = (—i)*F(g®)(€). Moreover, we have that [§(¢)| <
Jo lg(@) 1€ dz = [lg]s. Hence we get that |¢[¥|3(©)] < ¢®]lr. Pick k > o >
2d, k € N. Then we have that

(L+[€D**21g(€)] < 21 (1g(O)] + IE1**[a(©)1)
< 2" (lglls + N9+ |l

which implies that
.= g 1 kq
gl / G(E)1(1 + €]y de
- / GOI(L + 1€ 21+ 1¢) 2 de

< c(llgls + lg™ 1)

When we want to use the theorem, we will check this condition instead of the
one given there.
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We have to set up yet another theorem, which gives different conditions for
functions to generate integral operators with kernels satisfying the same kind
of estimates as the ones in last theorem. This one will be used by functions
with compact support, which are constant around 0. In particular, we will use
it with a partition of unity.

The proof is followed almost literally from [3, Thm 3.4]

Theorem 7.5. Let f € C*+4(R9), k > 2d with supp f C [0, R] for some
R > 1, and f@"t1)(0) =0 forn € {0,1,...,k+1}. Then f(0v/L),0 <6 <1
is an integral operator with kernel f(6v/L)(z,y) satisfiying

|f(OVL)(2,y)| < exDsp(z,y)

with ¢ = e (f) = GR¥F(|| flloo+ [ fFPFH | oo +max, <opa [ f(0)]) where
Gk 1s a constant depending on k,d and the constants in Assumptions (7.1, 7.3)
on p¢. Moreover, it satisfies

F0VD ) - S6VD ) < ¢ (L) Dasten)

if d(y,y’) < 9, where ¢}, :== cxR™ and « is the constant from Assumption (7.3)
on pt. Lastly,

/X FOVI)y) duly) = £(0)  Va € M.

Note that it follows from [7, Theorem 3.1] that f(L) is a bounded operator
on LP(X,p) for 1 < p < 0.

Proof. We start with proving the theorem in the case when R = 1. The idea
of the proof is to apply Theorem 7.4 to the function X — f(v/A)e.

Choose a 6 € C*(R) such that 6 is an even function, with suppf C
[-1,1], 6(N) = 1 for all A € [-1/2,1/2] and 0 < § < 1. Denote Py()) :=

Sk L0025 and let

g0 (N) = (V) Pe(VA)e*
FLN) = FN) = 0(A) Pe(N\)
g1\ = (VM)

for A > 0. We extend go to A < 0 by setting go(A) := 0(\/|\]) Pr(1/|A])e*. We
have go € C*°(R), supp go C [—1, 1] and by Leibniz’ differentiation rule we have
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for its derivative for almost every A € [—1,1]

k+2 Jk+2—i

S Z mdfﬂm%ww@(m)e”

55 et (B m) ()

=0 j5=0
k+2 k+4+2—1
k+2 m Tm m
-3 > Gre- 3_] j,z(cm&gnm 200 (/3]
=0 75=0
k42
. dfjif(%)(o)wl o
AN 20)!
k+2 k+2—1 2)| % ‘
=>_ > k+2 77 2 (cm st T 200 (VD)
=0 j5=0 —J "]'mzl
f(2l) 0 Il L .
(2[)(! ) (l—j)!|)\|l Isign(\)7 | et

We get, after estimating all the constants and using that A € [—1,1], that

k+2k+2—1 1 k+2

98PN <ek) Y0 ST ST ST )T 2 sign(A) A0 (/[A])
i=0 j=0 m=1li=j
k+2k+2—1 ¢ k+2

B> D > 2 I (VA

i=0 j=0 m=1l=j
< (k) sup (16" ]|ce sup [FED(0)]
0<m<k+2 1<k+2
Note that |go ()] is also bounded by this constant, perhaps with a different ¢’ (k).
As go’s support is compact, we have ||goll1 < L£([—1,1])||go|c0, and similar for
the (k + 2)nd derivative of gg. In total, we finally get
lgollr + g™+l < e(k) sup |f(0)]
n<2k+4
Hence, by the remark of Theorem 7.4, we have that go(62L)e% %~ = §(5v/L) Px(6v/L)
is an integral operator satisfying the required inequalities with R = 1. )
We proceed with g1 (A\) = f1(y/]\]) for A € R. Then f,(6v/L) = g1(62L)e0 L.
Moreover, because both f and € have support inside [—1, 1], the same holds for
both fi and g;. Furthermore, f; € C?**4(R,) as # and Py are infinitely many
times differentiable, and f € C?**4(R,). Due to the fact that 6 is even, we
have that f(n)( 0)=0foralln=0,...,2k+4 and that
1A oo < HfD oo + ¢ max [f™M(0)]  0<j <2k +4.

n<2k+4
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This follows directly from the estimates of gg above. We next show that ¢; €
C*k*+2(R) and estimate the derivatives of gy, just like what we did above. By
Leibniz’ differentiation rule, we have for 1 <m < k+4+2and A >0

BN = Y T (V)

_ m! by - \—n+i/2 £(9)
_z%n!(m—n)!e ;cj/\ A7 (V).

Here it holds that |¢;| < n!. Now by Taylor’'s theorem we get that |f1(j)| <
@=L 2™, and so

dr m
(35) AT < a1 for 1< <,

And we get the same estimate for A < 0. Now note that above calculations
and estimations imply that A — f1(1/|A]) € C¥2(R). From this it follows that
g1 € CF2(R). We also get that

m _ 2m 2m
<3 AT oo < elm+ DA™ o

n=0

using the compact support of g;. This applied with m = k + 2 implies that
||g£k+2)||1 < ¢k + 3)||f1(2k+4)||00, and it follows immediately that [|g1|1 <
e||filloo- We apply Theorem 7.4 to conclude that fi(5v/L) is an integral op-
erator with a kernel satisfying the required estimations, and the constants cg
and ¢}, are of the correct form based on all the estimations we did.

Putting everything together, we have f(5v/L) = f1(0v/L)+60(6v/L)Py.(0vV'L)
is an integral operator with the kernel satisfying the estimations with R = 1.
Lastly, the identity [, f(6vL)(z,y) du(y) = f£(0) follows directly from the same
statement in the last theorem.

We will now extend the result for the case R # 1, by using a dilation
argument. Assume that f satisfies the hypotheses of the theorem, and set
h(X) := f(RX). Then h satisfies the hypotheses with R = 1. We have that

1F(0VI)(z,y)| = [h(6RVI)(z,y)]
< cx(h)Ds/r (7, )
< (2R)%cr(h)Dsi(z,y)
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using the properties of the function Ds ;. Similarily we have
[F(OVL)(z,y) = F(6VL)(,y)| = |W(ER™VL)(2,y) = h(SR™VL)(x,y)]

) Ds)p.i(z,y)

< il ( 5/R

g (1

(2R)d+a /(h) (d yéy)) D(;}C(.%‘ y)

) ) Ds i (z,y)

if d(y,y’) < 6/R. For the case §/R < d(y,y’) < §, we have

[F(6VL)(x,y) — F(6VI)(x,y)| < (2R)%cr(h)| Do (x,y) — Dsr(z,y)|
(2R)%¢},(h) Ds (0, y)

< (2R)4c)(h)2%Ds i (2, ) (R

IN

In the second line, we used if Ds k(z,y) > Ds(x,y") that Ds g > 0, and in case
Ds (z,y) < Dsx(w,y"), it follows from the fact that a=*—b=F < (a+b)~% <b=*
if @ > b, together with the doubling property of the measure. The last thing to
observe is that

cr() = i (11 + R# B0t e R717(0)])

< QR oo + 1F Y oo+ max 17 (0))

using the chain rule. So the theorem holds in general. O

7.3 The sampling theorem

In this section, we set up a sampling theorem, in which we estimate LP-norms of
certain functions by their behaviour in countably many points inside the space
X. This estimation can be made as precise as necessary, but you would need
points which are closer to each other. We start with introducing the function
space.

Definition 7.6. For 1 < p < oo we define the space
SPi={feLP:0(WL)f = f VO € CX(Ry),0 =1 on [0, )]}

Similarily we define X%, for compact sets K C [0,00), where we require that
0 =1 on K instead. These spaces are called the spectral spaces of V/L.

The idea behind this definition is the spectral projections Fy2 of L. These
projections need not be continuous however for p > 2, and so we correct it
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with functions which are smooth outside the interval [0, A]. This will make sure
that we get a continuous projection again for all 1 < p < oco. By requiring the
statement holds for all such functions, we correct for the part [\, 00).

We proceed with the definition of a mazimal d-net:

Definition 7.7. We say that X C X is a d-net on X (6 >0) if d(§,n) > 0 for
alln, & € X, and we call ¥ C X a maximal §-net on X if X is a d-net on X
that cannot be enlarged, that is, there is no x € X\X such that d(&,x) > § for
all £ € X.

These maximal §-nets have some simple properties, which we will state next.

Proposition 7.8. Suppose that (X, d,u) is a space of homogeneous type and
let § > 0.

(a) A mazimal §-net on X always exists.

(b) If X is a mazximal §-net on X, then

X =[] B(59)

fex

and

B(£,6/2)UB(n,6/2) =0 ifn#&neX

(c) Let X ba a mazimal 6-net on X. Then X is at most countable and there
exists a disjoint partition {A¢}eex of X consisting of measurable sets such
that

B(§,0/2) € A¢ € B(§,0),  {ed.

The partition {A¢}ecx is called a companion disjoint partition of X .

Proof. For (a) note that we can partially order all the é-nets on X by inclusion.
We like to use Zorn’s lemma to prove that there exists a maximal d-net, so we
have to prove that every totally ordered set of d-nets C has an upper bound
that is again a d-net. We denote I := [JC, the union of those d-nets. It is
immediately clear that I is an upper bound for each §-net in C, so we only need
to prove that I is again a d-net. Let £, n € I. Then there exists J, K € C such
that £ € J and n € K. Now using that C is totally ordered, we have that either
J C K or K C J. In the first case, we have that £,7 € K, and in the second
case that £,n € J. In both cases, it holds that d(&,n) > §. This proves that I is
a d-net, and as we noted earlier an upper bound of C. We have now proven the
assumptions on Zorn’s lemma, and obtain that there exists a maximal é-net on
X.

Part (b) follows immediately from the definition, and the triangle inequality.

We start the proof of part (¢) by showing that X is at most countable. We
cut off X by balls of larger radii, and show that each of those sets is finite. Let
y € X. Then consider X N B(y,n) for n € N, and let £ be an element of this
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set. Now for 6 < n, it follows from the doubling property and property (b) of
this proposition, denoting “#” for the counting measure, that

#(XNBy,n)u(By,n) = > u(By,n))

EeEXNB(y,n)

< X 2d(1+c“f;y))du<3<an>>

EeXNB(y,n)

< X 200 HBE §/2)

EeXNB(y,n)

= 3 ulBE/2)

£EXNB(y,n)
< cu(B(y,2n))
< 2'u(B(y,n))

By dividing left and right by u(B(y,n)), we have that X N B(y, n) is finite for
eachn € N. Since X = (J,-, XN B(y,n), it follows that X is at most countable.

Next we will construct the partition {A¢}ecx. As we have proved that X
is finite or countable, we can order it as X = {£1,&2,...}. Now we can define
the sets A, for i € N. We define A¢, := B(&1,0)\ U, e ,ze, B(1,0/2) and for
1>1

Afm = B(flad)\ U Aij U U B(Tl75/2)
j<i—1 neEX . n#£E;
Then by definition A¢, € B(&;,0), and by the disjointness of B(n,d/2), we have
that B(&;,6/2) € X\U, 4, B(n,6/2), so in particular B(&;,6/2) € Ag,. More-
over, by construction, A¢, and Ag; are disjoint for j # 4, and as {B(&;, 9) }ien is
a cover for X, it follows that {A¢}ecx is a cover for X as well. O

For the rest of the section, we assume that ¢ is a smooth cutoff function,
ie. ¢ € C°(Ry), supp¢ C [0,b] with b > 1,0< ¢ <1 and ¢ =1 on [0,1].
By Theorem 7.5, we know that there exists a constant a > 0 such that for any
0>0and z,y,z’ € X we have

6(6VL)(x,y)| < K(0)Dso(z,y)  and

SVDa0) ~ oV )| < KG0) (N5 ) Do)

where d(z,z') < 8, the Holder continuity of ¢(6v/L)(z,y). Here, the constant
K(o) > 1 is independent of z,y,z’,0, but it depends on ¢,0 and the other
parameters. o > 2d describes the smoothness of ¢(6v/L)(x,y)

We next present a proposition for ¥4 functions, in which the LP-distance
between those functions on the sets A¢ and in the point ¢ are estimated. This
will be needed for the sampling theorem.

The proof is followed almost literally from [3, Prop. 4.1]
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Proposition 7.9 (Marcinkiewicz-Zygmund inequality). Fiz A > 1. Let X5 be
a mazimal 6-net on X where 6 := /X with 0 < v < 1. Suppose {A¢}ecx, is a
disjoint partition of X consisting of measurable sets such that B(€,0/2) C A C
B(&,0) for each & € X5. Then for every f € X% with 1 < p < co it holds that

3 /A (@) — FEOP du(z) < (K (o )y )| FIE,

£EXs
and for f € X%

sup sup |f(z) = f(§)] < K(o:)7*c[ flloo
feXs x€Ae

Where K (o) is the constant from above, o, :=2d+ 1 and ¢® = 92d+1

Proof. Let ¢ be the cutoff function as above. Then we have
f= oIS = [ o0 VD ) dy

for f € ¥%,1 < p < oco. Now we use the Holder continuity of ¢ as stated above
(with 6 = A71). If f € £%°, we have,

sup sup |f(x) — f(§)]

EeXs IEAE
= sup sup / (BN VI)(@,y) — sATVI)E y)) f(y) du(y)
EEXs .’L‘GAE X
< sup sup / K(0) (2, €))* Dso. (2, 9) | £()| dia(y)
feXsx€Ae JX

< K(o)y° /X Ds 0. (2,9) £ ()| da(y)

< K(0:)7" ¢ flloos

where we used Proposition 7.11 b) with p = ¢ = oo, which is stated down below.
For 1 < p < oo, we get using similar calculations

3 /A (@) — FE)P duz)

£eXs
=£§6 /A 5 /X (6O VI) () — 6O VI)E ) () duy)| du(z)
<Koy 3 / 5 < /. (Ad(x,f))o‘Da,a*(z,y)lf(y)ldu(y)) da

< ko2 [ ([ Doalelilant)) ante

< (K(o )y e)PIfI
For the last inequalty we used Proposition 7.11 b) again, this time with ¢ :=
D O
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We are finally ready to state and prove the sampling theorem. The proof is
followod almost literally from [3, Thm 4.2].

Theorem 7.10. Let 0 < v < 1 such that

1
K(O—*)Fyaco S 57

where the constants on the left hand side are the same as in last proposition. For
a given X > 1, let Xs be a mazimal -net on X with 6 := 3. Suppose {A¢}eex;

18 a companion disjoint partition of X consisting of measurable sets such that
B(&,0/2) C A C B(£,9), £ € X5. Then for any f € X% for 1 <p < oo,

1/p

Sl < | 3 mAls@F | <2,

£eXs
and for f € ¥%°
1
I llee < sup [F(E)] < [|flloo-
£EXs

Furthermore, if we fir 0 < e <1 and have 0 < v < 1 such that

K(o)y%c® <

WM™

instead, then for f € 38,1 <p <2, we have

(L=allflp < Y w(AIFEF < 1+

£eXs

Proof. We start with some elementary calculus: Note that ()P is a convex
function for p > 1, so in particular we have for 0 <t < 1

(ta+ (1 —t)b)? < taP + (1 —t)bP a,b>0
We substitute ¢ := ta and d := (1 — t)b, and have
(c+d)P <t'7PcP 4 (1 —t)'7Par

Therefore,

1-p
(1—t)P He+d)P < (1i ) & +dP

hence 1 — ¢t = 1) for

By substituting 0 := - (which means 1+ 6 = 5

1 [ 1 I
0<d<1, and Substltutlng a:=c+dand b:=d we have

aPl < ! |
(14 6)p-1 §p—1

a—bP +bP
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We extend this result for a,b € C by

1
—blP p
Tl < el b (77)

We assume that K (o,)7*c® < 1/2. Note that

lal < Ja = b+ bl

for 1 < p < oo by filling in § = 1 in estimate (7.7). We use this with a = f(x),
b= f(£) and we integrate the inequality over Ac. This yields

o [ 1F@P dute) < [ 15@) = HOF duta) + m(Ad £ O

and
1 P x) — Pdu(x )P du(x
FrrASOF < [ 1@ foraue + [ 15w ane)

We sum up over £ € Xs and use the Marcinkiewicz-Zygmund inequality Propo-
sition 7.9 and end up with

e IEDY / OF du(e) + 3 wAS P

£eXs £EXs
< (K (o )y P+ D nl(Ae)lf(6)
EEXs
<% ||pr+ D u(Ae)|f(©)
£EXs

and by moving the first term on the right hand side to the left, we have

A< Y nAdls©

£EXs

After taking left and right to the 1/p’th power, we have proven the left hand
inequality for 1 < p < oco. For the right hand inequality, we start with the other
estimate:

o<y / &) dpu(a) + |||

§€X5 £eXs
< (K (o )y )PILIR + 111

< (7 + VIS

2
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This implies that

S w4 EF < (2 + 21|z

2
£EXs
< 27| flI5

Again, taking left and right to the 1/p’th power proves the right hand inequality
for 1 < p < 0.
The next thing to prove is the case p = oco. By the triangle inequality, we
have
la] < Ja—b] + o

which is just the same inequality we used before in case p =1 and 6 = 1. Once
again, we fill in ¢ = f(z) and b = f(§) and take the supremum over x € Ag,
and obtain

sup |f(z)| < sup |f(z) = F(E)]+[f (&)

€A TEA

After taking the supremum over £ € Xy, and apply the Marcinkiewicz-Zygmund
inequality yet again, we end up with

[ flloo < sup sup [f(2) — f(E)| + sup [f(§)]
£EXs xEA: £eXs
< K(o.)v*c|| flloo + sup [£(&)]
£EXs

<

[ fllos + sup [£(£)]

£EXs

DN | =

and move the first term on the right hand side to the left:

Sl < sup I£(O)]
cex,

€Xs

The other estimate is proved directly: It is easily seen that

sup [F(©)] = sup{|f(E)] : € € X5 € X} <sup{|f(z)] : 2 € X} = [l

For the last estimate, we need a little more elementary calculus. If we restrict
p < 2in (7.7), we claim that

(1=0)a]” <

—rla— b7 + o

as we have for 6 — 0 that (1 — ¢) =1, and for § > 0 we have

_ 1

= ot
4_1  _ 4
ds (1+06)P~1 ~ do
=(1-p@A+4d7"

L+ 6)t
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The derivative is bounded by 12%’ < ui;ggp <1l—pfor0 << 1and for
1 < p < 2. We can make these bounds uniform in p:

11—

1< rop <Y

This shows that the function W decays slower than the function 1 — 0 for
all 1 < p < 2. As they are equal for § = 0, we have that 1 — § < (1+6)p,1 for

0 < § < 1. This proves the claim.
We now substitute § := ¢/3 and fill in a = f(z), b = f(§) (£ € X5) and
integrate x over A;. Then we have

P 1 P P
(1-¢/3) /A @ ) < (s /A @)~ SOF aute) + HASOF
and by exchanging a and b
1 P
(1= /AN < s /A 150) =~ SO dute) + /A @)l dua)

We sum these estimates up over £ € Xjs, and use the Marcinkiewicz-Zygmund
inequality Proposition 7.9:

A=e/3)fly < — 3 / F@) = FOP du@) + 3 n(AdIF©P

P
(/31 &5 J A ey

1
< W( (0. )7 ||f||p+£§5 (A f(8)
< *IIfH’”r > n(AIf(©)
£eXs

And so 5

A=a)lfllz = @ =39lfIF < > A f ).

£EXs

Moreover,

(1=</3) 32 WA < s 3 [ 10@) = FOP dntw) + 111,

£eXs (e/3)7~ gexs 8
< g Ko VIS + 151

< (L+¢/3) 13-
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And so

1+¢/3
1—¢/3

2¢/3
1—¢/3
2e/3
1-1/3
32

= (142291l

= L+ )l fllp-

This proves the theorem. O

> uAIFEF < /1l

EEXSs

=1+

A

<1+ A

7.4 Construction of the wavelets

Now that we have all the technical results, we can state the properties of the
kernels p;. Moreover, we will use a partition of unity to create a wavelet basis.

We start with with some LP estimates for integral kernels, in particular we
will give a bound for integral operators ||H||,—q with 1 < p < ¢ < co. In order
to do so, we need the following version of Schur’s inequality:

Proposition 7.11. a) Suppose % — % =1- % with 1 < p,q,r < 00, and let
H(z,y) be a measurable kernel verifying

HC ol <K and  [[H(z, )|, <K Ve,yeX
Then for the operator (H f)(x) = [ H(z,y)f(y) du(y) we have that ||H f|, <
K| fllp for f € L.
b) Let H be an integral operator with kernel H(x,y) such that |H(x,y)| <
¢'Ds.o(x,y) for some 0 <d<1ando>2d+1. If1 <p<gq < oo then
11
[Hfllg <872l f € LX)

with ¢ = ¢ (k2~4)(/a=1/P)92d+1 yyhere k > 0 is chosen such that inf,e x u(B(x,1)) >
k.

Proof. a) We will use Hahn-Banach to express the L9(X, i) norm in terms
of functions in the dual space L? (X, u):

[1Hfllg = sup [(Hf,9)]
lgllgr <1

If we denote the Holder conjugates of p and r by p’ and 7’ respectively,
we have
1 1 1 1 1 1 1 1
—+-4+—-=1--4+-+1--=1-(1--)4+1-=-=1
p q P q r r r
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R 1_ 1,1 1 _ 1.1 11,1

This implies that - = 2+ 5, 7 = 5+ and £ = 7 + .

We will split up f, g, H, then use Holder’s inequality for three functions,
and in the end we have the L?-norm of H:

[(Hf.g)| = /X /X H,y)f(y) dp(y)g () du(z)

< /X /X F@) 9@ 1H (@ 9)| du(y) dpa()
- / / (lg(@) |7 |H ()M (1 @) PLH ()7
X JX

()P (@) dply) du(z)

<[ (/. |g<z>|q’|H<x,y>|Tdu<y>>W (f |f<y>|pH<x,y>|'“du<y>)l/q

: </X | @)IPlg (@) du(y))l/rl dp(z)

< (/X/X 19(2)|9 H (z,y)|” duly) du(x))l/p/
([ [ 1swptr dm))l/q

' < /X /X )P lg(@)]? duly) du(x)> N

AN N A%
< (Klglg ) (AR (1 IENgl)
= K|l lglly < o

We used Fubini in the 6th line, which is always allowed for nonnegative
functions except when the result is infinite, which is not the case. Now we
have

IHfllg = sup [(Hf,9)[ < sup Kllflpllglle = KIIfl
lgllgr <1 gl <1

b) Pick 1 <r < oo such that 1/p —1/g =1 —1/r. Then by Lemma 7.3 (a)
and (d) we have

1H ()l < ce(r)p(Bly, 6))Y 1 < le(1) (27 ks) /Y,

Here we used the doubling property in the last inequality, and the fact
that c(p) is decreasing. We have a similar estimate for || H (z,")||,, and
so we can use part a). This gives the required estimate and proves the
theorem. O

Note in particular that p¢(x,y) < ¢’Ds,, so this proposition proves that
et is a bounded operator on LP(X, ) for every p € [1, oq].
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The next thing to prove is a lower bound on the heat kernel p;. The proof
is followed almost literally from [3, Lemma 3.19]

Proposition 7.12. Let x € X. Then py(x,z) > ¢/ u(B(x,V't)) for some ¢ >0
and 0 < t < 1. Moreover, when d(z,y) < \/t, then

d@a@)“ et o)
VE T JuBe By, VD)

Proof. The last part is immediate from assumption (7.3) For the first part, we
rewrite e L = et/2Le~t/2L in terms of the kernels. By using Fubini, we get

%@w>dMM%¢m—C(

M@M=Ammemm@®@o

By replacing v = x, and using that p;/o(x,y) = pi/2(y, ) = pej2(y, ), we have
that

M%@=AMM%W®M)

We will now estimate the right hand side, using Cauchy-Schwarz. Let [ > 1,
then

/pt/Q(xay)Qd,u(y)Z/ pt/g(l’,y)zdu(y)
X B(z,2!V/%)

1 2
= (B 2VD) </B(w,2%) Pe/2(2,y) dﬂ(y)>
2—ld

- (B, V) <1 - /X\B(z,ztﬂ) Prj2(:9) dMy)) '

We estimate the integral on the right hand side. We split up the space into
annuli:

X\B(z,2'Vt) = G B(z, 2"\ B(z, 2"t =: D E,.
n=1 n=1

We can now estimate each part separately, using that p;/o(z,y) < D \/{70(33,3/)
for any o > 3d/2 + 1, and Lemma 7.3 a):

c 1 d(x,y) —o+d/
/Enpt/z(fv,y)du(y)é B /En(1+\/i Y~ 2 dp(y)

C

< (1 +2l+n\/it71/2)7o+d/2
u(B(z, V1)) /B(mwﬂ)

< colitnyd 1

(1 + 2l+n)07d/2
< &
- (21+n)073d/2
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By summing over n, we have that

oo

p (l‘ y) d,u < 2(l+n (3d/2—0) ~ (I4+n) _
/X\B(;v,QRf) 2 Z Z

n=1 n=1

As the constant in the inequality is independent of [, we can now choose [ so
large that the integral is bounded by 1/2. Then p:(z, x) for this
choice of [. This proves the proposition

> 27ld72
= w(B(z,V1))

In the remainder of the section, we present another way of making a wavelet
frame for L?(X, p), by using the sampling theorem above. We start with the
definition of a frame.

Definition 7.13. Let H be a Hilbert space. A system (hy)5>; C H is a frame
for H if and only if there exist constants ¢,C > 0 such that

clal> <Y (@ ha) P < Cllal®*  VzeH

n=1

A frame is a generalization of an orthogonal basis: note that any orthonormal
basis spanning a Hilbert space H is a frame: by Pythagoras’ theorem we can
choose ¢ = C = 1.

Just like in the last section, we start the construction with a function ® €
C*(R4), which is 1 on [0,1], 0 < ® < 1 and supp® C [0,b], b > 1 as in
Lemma 7.16 down below. We set U(u) := ®(u) — ®(bu). It then holds that
0< V¥ <1andsuppV¥ C [b~1,b]. Moreover, we assume that ® is selected such
that U(u) > ¢ > 0 for u € [b=3/%,b%/4]. We define

Uo(u) = P(u), U, = V(b u)

Then (V)52 is a partition of unity, and ¥; € C=(R), supp ¥; C [/, b/ H!]
for j > 1, supp ¥y C [0,b] and 0 < ¥ <1forall]>0

The following result is a discrete version of the Calderén reproducing formula
(1], from this lemma it follows that we can write f =35, U, (VL)f for f €
LP(X,p), 1 <p<oc:

Lemma 7.14. Let g, p € C*(Ry), supp po C [0,b] and suppy C [b~1,b] for

someb > 1, 0o(0) =1, o (0) = 0 for n > 0 and go(A )+ 519007 )\) =1
for all x € Ry. Then for any f € LP(X,p), 1 <p < oo,

f=eo(VI)f+3 ¢~ VI)f

in LP(X, ).
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Proof. For p =2, we have for N € N that

VD) + e VDI = [ V) + St VR | b
S (THdBg = f (NS )

Here we used that only two terms of the infinite sum are nonzero for any given
A > 0. The convergence is in the L? sense. For p # 2, we look at f € L?(X, )N
LP(X,p). For N > 0, we have that

N
po(VL)F+ Y o IVL)f - f

j=1

p
N

= /OOO Go(VA) + D (b 7VA) — 1| dErf

P
J P

From the L?-convergence above, we know that there exists a subsequence (Ny)$2, C

N such that ¢o(VA)+ Zjvz’”l ©(b=73/X) converges almost everywhere to 1. More-
over, from the choice of ¢y and ¢, we have for each A that only two terms of the
sum are nonzero, so we have that the sum is uniform bounded by |0 ||oo+2]|¢ |00
for each A € R. Using that || [;~ gdE\|| = ||g]ls for bounded functions g, we
can use the dominated convergence theorem along (Ng)g, and we end up with

WD+ VD)~ f

j=1

p

H /0 do(VA) + iwb‘jﬁ) —1| dEAf
j=1

p

=0
p

]/wu—l)dEAf
0

For general f € LP(X,u), we can use a density argument: There exists a se-
quence (f,)5%, C LP(X, ) N L?(X, u) such that f, — fin LP(X, u) if n — oo.
Then for a fixed € > 0, we can find an M € N such that || f, — f|| < ¢ for all
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n > M. We have that

N
wo(VL)f+Y o VL) f — f
j=1

p
N

< | [woVD) + S e0VD) | (f - f)

j=1

N
+ o (VL) fu + Y @0 IVI) fu = fu| + 1 = Fully
j=1

p

N
< | leo(VL) + D o(b7VL) + 1) If = fallp
=1 pP—p
N .
+ || o (VL) fun + Z (b~ IVEL) fr — fn

p

< Ke

if we choose IV large enough. Here K depends on the LP norm of the finite sum
of the partition of unity, which is finite because of Proposition 7.11. This proves
the lemma. O

So now we know that for f € LP(X,u), f = Z;’;l U, (VL) f in the LP sense.

The next claim we make is that § < Z;’;l U%(u) < 1. Note first that
for u € (b™,b™*!) only two terms in the sum are nonzero: We have 1 =
U, (u) + Uppp1(u). So we have

D) = (u) + U5 () = W () + (1= Wi (w)?
j=1
We use this to prove the bounds:

Z W3 (u) = U5, (u) + (1 = U (u)?

=02 (u) + 1 —2¥,,(u) + V2 (u)
=202 (u) — 20, (u) + 1
1 1

= 2(¥7, (u) — 5)2 t3
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This expression has a minimum at ¥,,(u) = 1/2, with Value > Wi (u) = %
Moreover, on the interval [0, 1], it has its maxima on ¥, {70 1}, " where in
both cases it holds that Z;‘;l W% (u) = 1. This ebtabhbheb the bounds.

Now we introduce the spectral resolution (F))x>o of VL, such that F =
E)\2 :

/OOAdFA:\FL:/OOﬁdEA :/oo)\dE,\a
0 0 0
and we note that ||¥;(v/L)f|j3 = <\I/](\/Z)f, \If](\/f)f> = <\IJ§(\/Z)f7f> for

f € L*(X, u), because ¥, is self-adjoint. This implies that

S I = (VD) = [ S s

7=0

where we could switch sum and integral because of the upper bound we just
proved, the fact that d (F,f, f) is a finite measure, and the dominated conver-
gence theorem. Using the upper and lower bounds, we get

o0

1 OO1 e
M= [ SURLH < IWGDSE< [ atusn =10

7=0

for f € L3(X, ). We fix 0 < ¢ < 1, and depending on that, we fix 0 < v < 1
such that

K(o)y%c® =¢/3,
where these constants are the same ones as in the sampling theorem and the
Marcinkiewicz-Zygmund inequality. We let §; := vb=7=2 for each j > 0, and
let &; C X be maximal §;-nets on X, and we suppose {Ag}ge x; are companion

disjoint partitions of X, with respect to the maximal §;-nets X;. By Theorem
7.10, we have for f € Ef)Hz

(L=l fl3 < D wADIFEP < L+l fl5.

§EX;

By the definition of ¥; it follows that \I/J(\F)f € Eb7+1 for f € L?>(X, p): Let
0 € C>(Ry) such that O(u) = 1 for all u € [0,5/T!]. Then §(VL)¥;(VL)f =
(09;)(VL)f = ¥;(VL), as = 1 on the support of ¥;. On further inspection,
it follows that W;(v/L)f € ¥2,,, by the same argument. So we can apply the
previous estimation to W;(v/L), and we get

*Hfllz (1*€)Hf||2 (1-¢) ZII‘I’ f||2<z Y wADIY (VL) F(E)P
i=0¢€X;

o0

< (1+e) ) I (VD)5 < 1+l 113 < 201 /113

J=0
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Where we have silently assumed that e < 1/2. We can now apply Theorem 7.5
to ¥;, from which it follows that \I/j(\/f) is a kernel operator, and so we obtain
for f € L?(X,p)

v, (VL) £(€) = /X )5 (VE) (€, u) du(u)
- /X @)U (VI) (. €) dpa(u)
= (£ 4,(VD(-9),

where the second line can be obtained by taking the inner product with any
L?*(X, u) function with support on X;, and then using the self-adjointness of
\Ilj(\/f) Now we define the functions which will turn out to be the wavelets:
We define the system {{tj¢}ecx, }j>0 by

bre(@) = \/u(ADY, (VI) (@, )

We end this section with the main properties of this system. We start with
the boundedness of the operators ¥ J(ﬁ) Using Theorem 7.5 and [7, Theorem
1.2] (where F := ¥;(1/%)), we have that W;(v/L) is a bounded operator on LP.

For the estimations in the remainder of the properties, we need a couple of
results, to show that some functions which are not (weakly) differentiable can
still generate integral operators. The proof of part a) is heavily based on the
proof of [3, Prop 2.9]. For part b), the first part of the the proof of [3, Th 3.7]
is followed.

Proposition 7.15.  a) Let U,V : L*(X, ) — L*(X, i) be integral operators
such that for some 0 < § <1 and 0 > d+ 1 we have

|U(£L’,y)| S ClDzs,a(xvy) ‘V(l’,y” S 02D5,U(x’y)‘

Let R : L*(X,p) — L*(X,p) be a bounded operator. Then URV is an
integral operator whose kernel is bounded by

| Rl2—2

URV (z,y)| < ||U(=,- R|lo—2||V (-, < cieac’
RV )| S I el Rl V)l S e~

b) Let f be a bounded measurable function with supp f C [0,7] for 7 > 1.
Then f(V/'L) is an integral operator with kernel f(v/L)(z,y) satisfying

[/l
Vi(B(z, 7 )u(By, 7))

Proof. For a), note that by Proposition 7.11 b), we have

If(VD) (@, y)| < e

IURV[|1500 < [|U]l2500l|Rll22[|[V]I152 < e6™ 4| R][2-2
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So URYV is an integral operator. In order to estimate the kernel, we will find an
expression for it. For this, take f € L?(X, u) such that supp f C B(a, R), an
arbitrary ball on X.

For the next part, we need Bochner integrals, which are briefly explained
in Section 2.1. By the bound on |V (z,y)|, the doubling property applied to
B(a,d +d(y,a)) 2 B(y,d), and Lemma 7.3 d) we have that

/ IV ) @)l dpty) < /B o B 0) 7 duty

1/2
< c|fll2 ( /B » ﬂ(B(y,5))1dﬂ(y)>

1/2
0Hf||2 -1 and
< NIEC0) (/ aR)(1+5 d(y,a)) du(y)>

< 0

So the Bochner integral [ V/(-,4)f(y) du(y) exists. We will now show that it
is in fact equal to V' f: For any g € L*(X, ) we have

</X V(,y)f(y) du(y)7g>

V() f(y),g) duly)
(

(s
(

) ( )

x>V<x,y>du<x>) £(9) du(y)

g ([ v<x,y>f<y>du<y>) dju(z)
1,9)

-/,
-/,
é

We were able to use Fubini, because

// IV (2, 9l fW)llg()] dp(z) dply) < gl

/ V)1 ()] du(y)

2

<lalls [ IVC-) 1@l o) < o
by what we already showed. By varying g € L?(X, u1), we have that

sz/XV(-,y)f(y)du(y)-

By using the property of Bochner integrals that one may exchange operator and
integral, we get

RVf=R /X V(o y) () duly) = /X ROV ()£ (y) dpu(y)-
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And so, by applying U to above expression and using some properties from
Pettis integrals, we obtain

X

For arbitrary f € L?(X,u), we can use a partition of unity to split up f =
> ¢;f. As those ¢; each have compact support, we can show this way that
indeed

(URV)f / / (z, w)R(V (-, y))(u) dp(u) f(y) du(y)

by using the boundedness of the operator. Now it follows that the kernel
URV (z,y) is given by

URV (z,y) = /X U, w) RV () () dpu(u)

By using the bounds on |U(z,y)| and |V (z,y)|, and some properties of the
function Ds ,, we have

c102(c(2))?[| R[22
p(B(x,8))'/2u(B(y, 8))"/?

By noticing that (¢(2))? < ¢°, this part of the lemma is proved.

For part b), let 6 € C°° be a function such that #(z) = 1 for 0 < z <1
and 0 < @ < 1 and such that suppé C [0,2]. Then (7~ 1x)f(z)0(r x) = f(x)
for 2 > 0. Furthermore, by Theorem 7.5 we have that #(7~'/L) is an integral
operator, whose kernel satisfies

|9(Tﬁl\/Z)(.’E, y)| < CDT_17U(x7y)
Using some basic properties of functional calculi, we have that
O(r VL) F(VL)O(r7 VL) = (A= 0(r 1N fF(NO(rN) (VL)
= ()WL) = f(VL)

So we can apply part a) with U,V = 0(7~'V/L) to see that f(v/L) is an integral
operator whose kernel satisfies

||f(ﬁ)||2—>2 < 1/ lloc
V (B, 1)) u(B(y, \/M (@, 77 1))u(B(y, 7))
This proves the proposition. U

[URV (z,y)] < [|U(z, )[RV (- y))ll2 <

|f(VL) (@, y)| < e
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Now we want to give bounds for kernels of projections which are generated
by indicator functions of specific intervals. The existence of these kernels was
proved above. The proof is followod almoest literally from [3, Lem 3.19]

Lemma 7.16. a) There exist constants cs,cq > 0 such that for any > 1

CBN(B(vail))il < ]1[0,7'](\/5)(m7m) < C4LL(B("E,T71))71.

b) There exists a b > 1 such that if T > 1 and 771 < @ (see Notation 4.2)
if d(X) < o0, then

esp(B(w, 77 1) T < U (VD) (w,2) < cop(B(a, 7))~
Here c5,c6 > 0 only depend on the parameters of the space.

Proof. For part a), we first note that 1y - (vV/L)e~*" is a kernel operator by part

b) of Proposition 7.15. Then it follows that (1[077](\/5)6’”’)(3:,3/) = pe(z,y)
when 7 — co. This is because for f,g € L?(X, ), we have

T [ (VD)) )T dn(s) dua)
= lim <]1[0’T](\/Z)e_th,g>

T—00
o0

= lim [ L (VNe P d(Er],9)

T—00 0

- / T e (B g)
0
—th’ >

//my o(@) duly) du(z)

In the fourth line, we used the Dominated Convergence Theorem.
In order to prove the bounds on 1[0771(\@) (z,2), we need the same type of
bounds for p;(z, z):

¢ (B, VB) ! < pola, ) < en(Bla, VE) !

We already proved the lower bound in Proposition 7.12. The upper bound
follows immediately from the assumptions on p;.

We now prove the upper bound of 1o -(v'L)(z,z). As Ly - (u) < e~ WL
we get that

-2

]l[o,f](\/f)(x,x) <ee ™ E(x,x) < cp(Bz, 7))L

This proves the upper bound.
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For the lower bound, we rewrite

2 2

et = ]l[o T] —tw? + Z ]l(Qk.,_ ok+1,

2k, 2
< 1o, (u +Z]l(2kr2k+1r]() e
k=0

Ljo, - (u +Z]102k+1f]

—t22k7'2

From this, the lower bound on p¢(, ) and the upper bound on 1o (vVL)(x, z)
and the doubling property we have

¢u(Be D) < pula,x)
< Lo (VD) (@,2) + 3 Lo arein(VI) (@, 2)e

k=0

< I[O,T](\E)(CE, x) 4y Z 67t22k7—2’u(B(x7 24@71771))71

oo

< ]1[0,7'] (\/Z) (Z‘, $) =+ C4/,L(B(x7 7-_1))_1 Z e—t22k722(k+1)d.
k=0

—t2%k 72

Now we fix € N and choose t such that 7v/¢ = 2". Then we have that

01271“d C/

W(B, 1) = 1(Be, D)

< ]]-[077'] (\/Z)('Tv x) +

C42d27rd i 722k22r2(k+r)d
— e
(BT 2

< 1o (VE) () + — S22 S g
< Ijo,n ) w(B(x,771)) o .

Hence we have that
L d — C42d§:€_22k2kd <1 ](\/E)(x x).
pw(B(z,771)) — - ’

We can take r € N sufficiently large, such that the term on the left hand side
is actually positive. Then this implies the lower bound of 1jy ,1(VL)(z,z) and

proves part a).
The upper bound in part b) follows directly from part a). Using part a) and
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the reverse doubling condition, with 771 < @, we have for [ € N

ﬂ[r,zlr](\/z)(%@ = 1[0,217](ﬁ)($7$) - ]1[0,7](\@)(53795)

C3 Cq

> _
T (B, 27trY) p(B(x,mh)
cge2ld — ¢y
~ Bz, )
This proves the lemma with b = 2! for sufficiently large [ such that the bound
is positive. O

Now we can list and prove the properties of the system {¢;¢}
Theorem 7.17. The system {j¢}jen, cex; obeys the following properties.

(a) Localization: For any o > 0 there exists a constant ¢, > 0 such that for
any £ € Xj, 7 >0, and x € X we have

[Wje(@)] < cop(B(E,079)) 72 (1 + b d(2,€)) 77
and if y € X is such that d(x,y) < b~7, then
(Ve (@) = Vie(y)] < cop(B(Eb77) T2 (Wd(w, ) (1 + Y d(x,€)) 77
with o > 0.

(b) Norm:

1

e, ~ pw(B(,b77))r 3

where 1 < p < oo. The constants in the equivalence only depend of p.

(¢) Spectral localization (“frequency localization”): voe € Xf for & € Xy and
hje € Efbj,l,bjﬂ] if§ée X, j>1and1<p<oo.

(d) The system (Vj¢) is a frame for L*(X, ) as in Definition 7.13, with con-
stants ¢ = % and C' = 2.

Proof. d) follows immediately from the construction we did above. a) follows
from Theorem 7.5, so only parts b) and ¢) remains to be proven. We start with
the easier part c).

For j =0 let § € C°(Ry) such that f(u) =1 for 0 < u < b, and for j > 1
let & € C2°(Ry) be such that f(u) = 1 for all ¥ =1 < u < /T, Then we have
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for all j > 0 and all f € LP (X, p), p~t+p 1 =1,
(£.00/Dyse) = w(AD* 1,00/ D)W (V) (,0))
— p(AD)Y? /X @) OVD),(VI)(-6)() du(z)

— (AL /X /X B(VI) (. 9)¥;(VI) (. £) du() f () dpu(z)

— (ALY /X (O(VD)U, (V) (. 6) f () du(z)

—M(A-g)lﬂ/X(e(ﬁ)\pj(ﬁ))(&m)f(x)du(a?)

= (ADV20(VI)W,; (VL) £(€)

= u(AD?((0%,) (VL) f)(€)

= u(ADA (L (VL) £)(©)

=AD"V (f,0,(VD)(- ).
As this is true for all f € LP'(X,p), it follows that o € 2P and ;e €
Eﬁ)_j_1)b_7‘+1]-

It now remains to prove b). For this, notice that by Theorem 7.5 we have
|U,; (VL) (z,y)| < c’u(Aé)l/QDbj}a(x,y), and so we can use part d) of Lemma
7.3 to obtain that

sl = ll(AD Y25 (VI)(E, )l < elp)d m(AD) (B, b79)) /P
< cu(BE,bI) /P12,

For the other direction, we note that ¥y = 1 on [0, 1] and that we assumed that
® was selected such that ¥ > ¢ > 0 on [b=3/4b%/4]. We want to give lower
bound estimates for |¥o(v/L)(x,y)||3 and ||¥;(v/L)(z,y)||2. We can estimate
these norms by the values in (£,&): From the identity
Po(VL)*f(€) = o(VI) P (VL) f(€)
— [[ vtV € (VD )1 ) dilo) dita)
and Fubini we obtain that

and by filling in y = £ we have

VS(VL)(E,€) = /X [Wo(VI) (& w)* du(u) = 2o (VI)(E, )13
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This is also true for ¥;. Now we can use that o > 1o q) and W; > Lp5-s/4 pits/4)
together with the lower bound estimates in part a) and b) of Lemma 7.16. We
have that

wgg(f) (A
WE(€) > (A
CQN(Aé)l[bj—3/4’bj+1/4]

Y

Vo1 (VL)(£,€) > ¢3
) VI)(€.€)
\/E)(E’ﬁ) - 02“(‘4@1[1’1&”1]@3/4@) > ?eg

J
3
i\ .2

% C ]].[bj—3/47bj+3/4]

—~

v

By the remark before we have established the lower bounds for |||l and
ljella. We will extrapolate this to all 0 < p < oo using the upper bound
estimates. To make the upcoming estimations easier to read, we notate f; := 1);¢
for j > 0. Now for 0 < p < 2 we have

es < I foll3 < Ifollpllfoll35™ < el follpn(B(E, 1)) /2@

This implies that [|fo, > ¢'u(B(&,1))Y/P=/2. Similar estimates hold for f;,
j # 0, with a different constant and B(,’) instead of B(,1). For the case
p > 2, we have by Holder’s inequality, with 1% =1- %

cs < I folls < IFIpllfllpr < el FIBu(BE 1)/P =2

Andsso | foll, > ¢ u(B(&,1)/2H/P" = ¢ u(B(§, 1))/ H41P = ¢ u(B(€, 1) /P12,
Again, similar estimates follow for f; with j > 0. This proves the equivalence
and the proposition. O
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8 Wavelets and the finite speed of propagation

8.1 Partition of unity without compact support

In the last chapter, we showed a way to construct wavelets out of positive selfad-
joint operators using a partition of unity. We like to redo the construction, but
this time, we want to use the finite speed of propagation property we discussed
in Section 2.4. We can do this, as the Davies-Gaffney estimate is a weaker
conditions than the Gaussian estimate (7.2). The partition of unity will not
have compact support in this new setting, but the finite speed of propagation
property will give the wavelets compact support.

We start again with a partition of unity, like in last chapter, but this time,
we assume the functions ¥; to satisfy the conditions of Theorem 2.8, that is,
supp F¥ C B(0, R) for some R > 0, and ¥, has exponential decay of the form
U(x) = g(z)e”*® with o > 1 and g(z) bounded. We would like to prove that
\Ilj(\/f) is an integral operator. However, in the last chapter we used Theorem
7.5 to prove this, but we cannot do that anymore, since the estimations in the
proof heavily relied on the compact support of the function. Instead, we will
state a theorem which is similar to Theorem 7.4 which is modified to our new
setting. For this, we first need to prove that e~tVT is a kernel operator for each
t > 0. We will do so by the H°°-calculus, briefly covered in Section 2.1.

In this chapter, we rely on the assumptions of the last chapter. We will not
explicitly state them in each theorem.

Proposition 8.1. For each t > 0, the operator e~V s an integral operator.

Proof. We start by proving that R(z, L) is an integral operator for Rez < 0.
For this, we note that

(z—N)"t= —/ e e " du.
0

Integrating left and right over A, with respect to the spectral resolution (Ex)x>o
of L, we have that

(z— L)t = —/ e e E du.
0

Now we use that fact that e~ %L

that

is an integral operator with kernel p,, and get

R(z7 L)fl(x) = — /000 euz67ULfl(x) du
_ /  us / pul,y) f1(y) da(y) du
0 X
_ / / "y (z,y) dufy (y) du(y)
X JO
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This would imply that R(z,L)(z,y) = —fooo e"*py(x,y) du, if we can justify
Fubini in the last line:

/ Ieuzllpu(w,y)llﬁ(y)ldu(y)du:/Ie“zl/\pu(%y)ﬁ(y)ldu(y)du
< [1e=|aucynl

< 0

Now note that we have e V> < 1/(1 4 )), and so [le=*VE a0 < [|(1 +
L)~ Y|2—2. This implies that e V|1 —00 < [|(14 L) |10, and so e~ VE ig
an integral operator.

Now we use the Cauchy representation of e~tVL
calculus [8, Chapter 9], and write for 0 € (7/2,7)

via the sectorial functional

e*tﬁfl(x) = /as eft‘/ER(z,L)fl (z)dz

= _/830/)(/0 e—tﬁ+uzpu(x,y) dufy (y) du(y) dz

We want to apply Fubini a second time. That is allowed, because for f; €
LY(X, ), we have

[ e e plinwid duan) < [[ 1 llnw)] deda)
S/Ifl(y)ldu(y) <00

After applying Fubini, to the integral — fase Ix I e~ tVErUzy (2,y) dufi (y) du(y) dz
to exchange the outer two integrals, we end up with

9Sg JO

tVL

Hence e~ is an integral operator. O

Theorem 8.2. Let g : R — C be a measurable function such that for some
oc>0

lolle = [ la(€)1(1-+1¢l)” a€ < o0
Then g(éﬁ)e*‘%ﬁ is an integral operator for 0 < 4 < 1.

Proof. Note that just like in the proof of Theorem 7.4, we have that ||§||; < oo,
hence ||g|lcoc < 00 and the Fourier inversion formula holds. Let ¢, ¢ € C°(X, d).
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Then we have for g(6v/L)e VT

(o) To.u) = | " 0N a3, )

0

= | 5 i@ ae P amon)
1 .

a(e) /0 NI 4 (P o) e

21 Jp
= o [ a(e) {(e0-9VEg ) a

2 Jr

1 . —5(1—i&)VIL

=5 [3©) [ [ e 0O a0 @)0t) dute) dunty) de

= [ [ 5 [ 90500 e, y) deola)oty) duta) duty
X JX R

We used Fubini twice: in the third line and in the sixth line. In the third line,
it is allowed because

/ / 19(6)le= =19 | Fyg|2 e < / 9(6) dIFadl3 de = 19l1213]1 < oo

In the sixth line, we have that
/ / 19(6) e OVE (2 ) |6(2)] 14 (v) | A€ dp() dpa(y)
< / 9(6)] de / 16(2)| dpu(z) / 6(y)| dpa(y) < oo

This actually shows that <g(5\/f)e’5ﬁ¢, 1/1> < ||éll1]]%]l1, so that by Proposi-

tion 7.1 we have that g(éﬁ)e*‘sﬁ is an integral operator. By the calculations
above, we have that the integral kernel is given by

oOVDe VP (wy) = o /R §©)e TN () de. O

As by assumption we have that ¥ has exponential decay, we can write it
in the form ¥(x) = g(x)e " = g(z)e” (@~ D%e~? with a > 1, where g(z) is a
bounded function. It is then easy to verify that ||z + g(z)e”(*~D7||, < oo.
Hence we can apply the above theorem and obtain that \11(6\@) is an integral
operator.

Furthermore, as [7, Theorem 1.2] does not require F' to have compact sup-
port, we can apply it again. From this, it follows that \11(6\@) is a bounded
operator on LP(X, u).

Note that by the assumptions on L we have that the semigroup (e™*").ec,
satisfies the Davies-Gaffney estimate. So by Theorems 2.6 and 2.8 we have
that L has the finite speed of propagation property with respect to ¥. We can

zL



8 WAVELETS AND THE FINITE SPEED OF PROPAGATION 85

use this to prove that y ~— W;(v/L)(x,y) has compact support. Indeed, take
U1,U; C X such that d(Uy,Us) > b—}?. Then let fi, f2 € C°(R) such that
supp fi C U;, i = 1,2. Then we have

<‘I’j(ﬁ)f17f2> / J(VL) fi(2) fa () dpu(z)

/ / VL)(x,y) f1(y) du(y) f2(z) dp()

_ / / (@) f1 () Ta(w) du(y) dp(z)
Uy JU>

By varying f; and fs, we can show that supp(y — \I!J(\FL)(x, y)) C US Now by
varying U, such that d(Uy, Uz) > £, we can show that supp(y — ¥; (VL) (x,y)) C
B(x, 37 2 hence the kernel has compact support. By definition of t;¢, it follows
that ;¢ also has compact support. From this it follows that tail estimations like
the first estimation in Theorem 7.17 a) are trivial. However, by construction of
the kernel, the Holder continuity in Theorem 7.17 a) may not be true. For this
reason, we discuss a different kind of smoothness assumption on L in the next
section.

For the sake of argument in the remainder of this section, we assume that
the metric space (X, d) is either R? with the Euclidean metric, or a Riemannian
manifold. In these cases, we let V be the (Riemannian) gradient. We will
assume that this X is selected such that the p— Poincaré-inequality

[ 1700 < Cruey- ”P(/ IVflpdu>l/p7 () /f "

holds for any ball B C X, with r :=rad(B) and f € L}, .(X,p) (cf. [9, (5 ) .

8.2 Gradient estimates

In this subsection, we relax the assumptions on L. Instead of the Holder conti-
nuity assumption on the kernels of the semigroup, we require a uniform bound
on the gradient of the semigroup:

sup [[t1/2Ve ||, < 00 (8.2)
t>0

for some p € (1,00). In the case & = 1 in (7.3), this assumption follows imme-
diately from the Holder continuity: multiply left and right by v/¢/d(y,y’), and
take 3’ — y. Then note that the remainder term on the right hand side is in
LP(X, p)

As we needed the Holder continuity assumption for Proposition 7.9, we have
to give an alternative to this proposition. For this, we need to show that the
same estimate holds for ¢(v/L), used in this inequality.
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We will show that the gradient estimate given above also holds for all other
kernel operators derived from this one, especially for e~V and U(VL):

Proposition 8.3. Assume that (8.2) holds for some p € (1,00). Then

sup ||tVeftﬁHp—>p < 00.
>0

Proof. From the proof of Proposition 8.1 we have that the operator e tVT ig

given by
e tVT — 7/ / e tVEemuLl gy
9Sp JO

as a Bochner integral in the space of bounded operators. By the theory on
Bochner integrals, briefly covered in Section 2.1, we have that

Ve tVL — —/ /00 e tVEygeTul qy 4.
8Se Jo

In order to show that tVe VL is bounded on LP(X, ), we want to estimate
| <tV67tﬁf,g> | for f e LP(X,p), g € LP (X, ), where i =1-1

p
Ktve*tﬁf,gﬂ - <//te“”ﬁve“L dudzf,g>}

= /// tuil/Qe”zft‘/E(ul/QVe*“Lf)(x) dudzg(x) du(x)
= /// tu_1/2e“2_tﬁ(u1/2Ve_“Lf)(x)g(x) dp(z) dudz

< //tu—l/Qeuz—tﬁ
< // tu~ 25 VE qy d 2
t

sup /29 1 L9

<ul/2Ve_"Lf7 g> ‘ dudz

So if the first integral is uniformly bounded in ¢ > 0, we have that tVe*VE is a
bounded operator on LP (X, 1t), moreover, we have that sup; \|tV67tﬁ||p—>p <
oo. Lastly, that also justifies Fubini in the third line.
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We choose 6 € (7/2, 7). Then we have that

/ / tu~ 245 VE qy d 2 =/ / 2e?’ > ~tVE dudz
859 0 BSB 0

= 2tﬁe*t\/E dz
ase  2VZ

= |2v/7 te t*dz
9Sq /2

o0 —i0/2 o i0/2
= |27 (/ te”tre T dr — / tetre dr)‘
0 0

— |oym <€i9/2 _ efi9/2)’
= /msin(6/2)

We have /2 € (w/4,7/2). This means that sin(f/2) < sin(w/2) = 1, and
so the integral is uniformly bounded by /7. This, together with the earlier
estimations, means that sup,. ||tVe_t\/prﬁp < 00. O

Using this result, we can show that b=/ V¥(y/L) is also a bounded operator.

Proposition 8.4. Assume that (8.2) holds for somep € (1,00). Thenb=IVW; (/L)
is a bounded operator on LP(X, ).

Proof. We use the same principle as in the proof of Theorem 8.2. We once
again write U(b~7v/L) = g(b=3v/L)e=t "VL. Then we write for f € L?(X, 1)

g VD VI = o [ gt 19V fag
™ Jr

as a Bochner integral. By appling the gradient to ¥(b~7+/L), and testing against
arbitrary h € L? (X, u) with ||h||,; < 1, p’ being the Hélder conjugate of p, we
have

Hb‘j Vg(b= VL)t VEy

P

~|(5 [aeprveromovirac))

R
B /X % /R§<s><b-jw—b’j<1-if>ﬁf><x> déh(z) du(z)
1

27 Jz

B /X (b-3Ve O=OVE ) (2)h(z) dpa(z) dg‘

1 [, e b1
S5 / GBI Ve OEOVE ) F IRl de
R

19111 -
< o sup ||tVe t\/f”p—)p”pr U
T ¢
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We can adapt previous theorem for ¢ € C°, ¢ =1 o0n [0,1], 0 < ¢ <1, by
writing ¢(6v/L) = QS((S\/E)E\/EG_\/Z =: g(;(\FL)e_‘/E7 and then we use that gs
has compact support, so it is bounded and in L*(R). From this, we obtain that
[V (5v1)||p—p < oo. With this information, we can give the replacement for
Proposition 7.9.

For the estimates needed in that proposition, we will need Theorem 3.2 by
Hajlasz-Koskela [9]. We repeat the proof here.

Theorem 8.5. Assume that X is a Riemannian manifold, or R™, and that
W is a doubling measure, such that the p-Poincaré inequality (8.1) holds, with
we€ L} (X,p) and p € [1,00). Then

[u(@) — u(y)] < Cdle, y) ((Maage.) (Vu) (@))7 + (Magge.) (Va) (1)) /7)

for almost every x,y € X, where Mg f(x) := supg.,«r m fB(z’T) | £ dge.

Proof. We first note that the Lebesgue differentiation theorem holds for any
space of homogeneous type: At first, the Vitali covering lemma works for any
separable measure space, and the doubling property actually implies that X
is separable. Then, by restricting the maximal function to a maximal radius
R, we can redo the argument in case of the Lebesgue measure to show that
the maximal function is weak type (1,1), (we need the R to get a maximum
radius for the Vitali covering lemma). Using this, and the fact that continuous
functions are dense in L!, the proof of the Lebesgue differentiation theorem
holds without change. More details can be found in [9, Appendix 14.6].

So by the Lebesgue differentiation theorem, almost all points in X are
Lebesgue points of u. Let z,y € X be such points. We write B;(z) :=
B(x,27%) := B(x,27%(z,y)) for i € Ny. By the definition of Lebesgue points,
we have that (u) g, () = u(x) asi — oo, where (u) 5. ) = p(Bi(z fB () wAp.
We will now use the p-Poincaré inequality and the doubling of u to obtain that

|u(x) Bo(a: ‘ < Z| W) Bi(x) — >Bi+1(1) |
u — (u
(= i),
‘ ,U(Bi+1(x)) Bit1(x) '

- C
<2 w(Bi(x)) /Bim i = ) g0 [0

1/p
—i # w)?
SZ:CQ ' <N(Bi($)) /Bxx)(v ) du>
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<N 2T (Myga ) (V)P ()P

i=0
= Cr(Md(m,y)(vu)p(x))l/p
Similar estimates also hold for y. We want to write |u(x) — u(y)| < Ju(z) —

(W) By () | F1u(y) = (W) 5, () |+ () By (2) — (W) By |- We have estimated the first
two terms, now for the last one:

| <U>Bo(z) - <u>Bo(y) | <| <U>BO(I) - <u>230(z) |+ <u>B0(y) - <U>230(m) |
K

—_— u— (u o | dp
(2B (@) /QBM' (W2 (o)|

1/p
1 P
=K (u@Bo(x)) fo d“)
< K(MZd(z,y)(vu)p(x))l/p

<

By noting that Mg ) (Vu)? < Mgz, (Vu)?, and combining the three esti-
mates, we have proven the theorem. O

Using above theorem, we can prove the equivalence to Proposition 7.9

Proposition 8.6. Assume that the q-Poincaré inequality holds for some ¢ > 1,
and that (8.2) holds for some p € (q,00). Fiz A > 1, and let X be a mazimal
d-net on X with 6 := v/, with 0 < v < 1. Suppose {A¢}ecx is a companion
disjoint partition of X. Then for any f € X%,

Z/A |f(@) = FE)P du(z) < KAPIATIVoAT VL), I f]1-

fex

Proof. We use that f € 3%, so that we can apply dANWIL)f = f. We use
the notation (f)q, == u(Q)~" [, fdu, and write u := H(A"'VIL)f. Now using

Theorem 8.5, we have
[u(e) = u(€)] < CO((Mas(Vu) ()9 + (Mas(Vu)(£))M/7)
< CO((Mas (V) ()9 + (Mg (Vu)(€))V9)
< CO((Mas (V) ()7 + K (Mos(Vu)? () /)

where

1
M x):i= sup ————— dp,
Rf( ) (]<7‘£R /L(B(l‘, T)) /B(z,r) f g

and

Mpgf(x) :zsup{ﬁ/de,u:xEB:B(y,r),O<r<R,y€X}
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Moreover, we used that € B(x,20) for each « € A¢, and the equivalence
Mgf < Mpf < KMgf,

which follows from the doubling property of the measure. So we have that
Mpu(€) < Mpu(€) = Mpu(z) < KMgu(z). Continuing with the argument, we
have

Z/A ) —u |”<5”Z/ (Mas(Vu)!(2))P/? dp()

fex cex

p /X (Mas (Vi) ()P da(z)

<o / (Va)?)"/7 du(z)
X
= |Vl
= PINTIVOATVI) f|IB O

In this case, we have to be careful with our é-net X'. Theorem 8.5 is true
for all Lebesgue points z and y of f, and so we need to have that all £ € X
are Lebesgue points. But as these are dense, it does not give a problem during
the construction of X. This does mean that X depends on f. That is not a
problem, however, as we will apply this proposition to the fixed functions ¥;
and not to any arbitrary function.

With this proposition, we can apply Theorem 7.10 again without big changes
(the constants inside the calculations change a little bit). So the construction
of the wavelets does not change.

In the new situation, we have a theorem similar to 7.17

Theorem 8.7. Assume that the q-Poincaré inequality holds for some ¢ > 1,
and that (8.2) holds for some p € (q,00). Then for the wavelets ;¢ and the
operators W;(\/L), the following statements hold:

(a) Localization: Every ;e has compact support. Moreover, we have that
1679V, (VL)| psp < 00, uniformly in j > 0.

(b) Norms:
sellp = u(B(E,b~7))L/P=1/2

(¢) Spectral localization: ¥; have exponential decay, therefore we can find
€ > 0 such that

lo(~ VL)oe — vuells <& N0~ VI wje — wyellp < e
for ¢, 0 € C*(R), =1 on [0,1], p =1 on [b=1,b].
(d) The system {1j¢} is a frame for L*(X, p).
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Proof. (a) follows from the finite speed of propagation in the first subsection,
and the gradient estimate of Proposition 8.4.

(b) follows using the same proof of Theorem 7.17 (b): By the compact
support of \I/j(ﬁ)(z,g), we have that there exists ¢’ such that

Wje(@)] < (A2 Dy o (,€).

Hence we can use Lemma 7.3 d) again to obtain that [¢);¢(x)] < cpu(B(&,b77))/P~1/2,
For the other inequality, we once again use the trick to write |[1;¢]|3 = ?5 €3
and use Lemma 7.16 again to prove the lower bound.

For (c), using the same calculations as in Theorem 7.17 (c), we have that

(£.0(/Dyse) = n(AD)2(69,)(VI)F)(E) for all f € L (X.p). Similarily
we have that (f,1j¢) = u(Ag))lm(\I/j)(ﬁ)f)(f). Therefore we have

106~V L)thje — el = sup{p(AD) (0%, — ;) (VL) £)(€) -
ferl” (X, u), | flly <1}

If we choose 0§ = ¢(b~-) for j = 0, or § = ¢ for j > 1, we have that only the
tail is left over in above expression. But by the exponential decay, we have that
the tail is small, and so it must follow that [|0(b=7 v/ L)1 — el < € for some
e>0.

(d) follows from Proposition 8.6 and the sampling theorem 7.10, which we
modify by requiring that K+ < 1/2 respectively Ky < €/3, where K is the
constant in Proposition 8.6. O
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9 Conclusion

In this paper, we presented two algorithms to construct wavelets out of semi-
groups on spaces of homogeneous type. The first approach requires the semi-
group to consist of compact operators, and build a multiresolution analysis, out
of which the wavelet spaces and bases can be constructed via the classical ways.
The second way requires conditions on the heat kernel, and build a wavelet
frame using a partition of unity. The last thing that is done in this paper, is
modifying the algorithm, by using that the Davies-Gaffney estimate holds, and
so the finite speed of propagation property holds. Then the partition of unity
cannot have compact support anymore, but instead has exponential decay. By
this finite speed of propagation however, it turned out that the wavelets have
compact support instead. As the Hélder continuity may not hold anymore, we
replaced the Holder continuity assumption for the heat semigroup by a Poincaré
inequality and an LP-gradient estimation.

9.1 Future work

In the future, one may examine if the requirements on the semigroups can be
reduced even further. Or one could research if all the space requirements are
strictly necessary, so that wavelets could be build on spaces where for instance
the doubling property does not hold.
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