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Summary

Typically, an intersection consists of a number of approaching roads and a crossing area. The
conventional approach to solve this problem is to assign sequentially the right-of-way to a
stream of vehicles, grouped by compatible (non-conflicting) directions. The effectiveness
of a conventional traffic controller is highly affected by how traffic demand is modelled and
whether the signal plan can be responsive to the changes in traffic condition. Intuitively, real-
time traffic measurements and the optimization of both the sequence and signal timing leads
to the most flexible and responsive control strategy. The significant progress achieved in the
development of vehicles automation and telecommunication technologies is promising to
offer the right tools to achieve such strategy. The main focus of the available literature has
been directed at developing solutions for a traffic scenario with full penetration of connected
or automated vehicles. Solutions developed for the transitional phase mainly consider how
connected or automated vehicles can be used to improve the efficiency of the intersection
within the conventional control strategy.

This thesis aims to develop a novel control strategy that efficiently controls traffic with
different penetration rates by relying purely on wireless communication to integrate the con-
trol of automated and human drivers. Automated vehicles are considered to be also con-
nected while conventional vehicles are not. The intersection does not need traffic lights so
while V2I communications can be used to individually control automated vehicle, the motion
of conventional vehicles will be indirectly influenced by controlling the speed of automated
vehicles. Radar detection technology is used at the intersection to detect and track all vehicles
present. Within the scope of this research, the main research question has been formulated
as follows:

How can the performance of an intersection be improved based on a certain objec-
tive by using a speed and sequence control strategy for traffic with a mixed level of automa-
tion?

In order to answer the main question, after formulating the control strategy in detail,
a simulation environment is used to evaluate the performance of the proposed controller.
This study, opposite to most literature, focuses on coordinating mixed traffic (automated and
conventional) using a strategy commonly used to coordinate automated traffic only. In or-
der to achieve this, traffic is modelled in induced platoons (i-platoon) and it is controlled by
a combination of self-organization and individual coordination. The concept of i-platoons
originate from the need to use automated vehicles to indirectly control conventional vehi-
cles. Generally, an induce platoon is defined as a cluster of vehicles with time headway small
enough to assume that the driving behavior of the vehicles is significantly influenced by their
leader. If the leader is an automated vehicle, the i-platoon is defined controlled, uncontrolled
otherwise. The controller uses real-time information on all i-platoons to optimize the cross-
ing of controlled i-platoons via V2I communication. The scheduling of controlled i-platoons
aims to decrease the total delay by guiding them to drive through the intersection without
stopping. The uncontrolled i-platoons enter the intersection on their own accord, following
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vi Summary

standard traffic rules at an unsignalized intersection.

From a design perspective, the solution framework is translated into a bi-level opti-
mization problem with the ultimate goal of computing the acceleration profile (control sig-
nal) of controlled i-platoons that yields the minimal total delay for all i-platoons in the net-
work. The upper level optimization is a combinatorial optimization that aims to find the
sequence of i-platoons with the least delay. It is solved by using a branch and bound tech-
nique with deep-first search algorithm. In the upper level, each sequence is associated with a
control signal which generate the least delay for that sequence. This optimization is solved in
the lower level, where, given that sequence, the best acceleration profile is computed. Con-
sidering that the lower optimization is computed iteratively, the trajectory optimization is
simplified to an piece-wise acceleration profile. Controlled i-platoons can either cruise until
leaving the intersection with the current speed or decelerate with the maximum comfort-
able deceleration until they reach a speed with which they can use to cruise for the rest of the
journey. The movement of uncontrolled i-platoon needs to be predicted to avoid collisions at
the crossing area from conflicting streams with controlled i-platoons. This is achieved using
car-following and basic crossing models.

The effectiveness of the proposed traffic controller is evaluated in terms of average
total delay and average number of stops. The performance of the controller is compared to
the performance of fixed traffic light controller. The controllers are tested in 48 different sce-
narios considering penetration rates and traffic volumes. This testing is executed using the
simulation platform Vissim-COM in Matlab. Vissim is a microscopic road traffic simulator
based on individual behavior of vehicles. The intersection environment is simulated in VIS-
SIM whereas the controller is programmed in Matlab. The COM Interface is a technology
designed to enable inter-process communication between the Vissim software and Matlab,
thus enabling the simulation of V2I communications.

The results show that the traffic control strategy is able to improve the efficiency of the
intersection under unsaturated conditions (scenario 1,2,3). In this case, the coordination of
vehicles lowers the need of stopping at crossing and make the journey of vehicle hindered-
free. This results is achieved already with low penetration rate of 20%. Along with a reduction
of delay, the strategy achieves a higher fairness in the delay distribution, as vehicles (in form
of i-platoons) are sorted based on their exit time. During saturated condition (scenario 4),
the control strategy shows a performance drop. At the lowest penetration rate 20%, the per-
formance is even worst than traditional strategies and overturns only with higher penetration
rate, in particular from the rate 60%. When uncontrolled i-platoons start queuing on the mi-
nor road and there is not enough platoons on the major road to slow down in favor of the
minor road, the traffic condition cannot be improved. This results consist in a drawback of
the strategy because it relates to the combination with self-organizing rules which do not
allow for control over uncontrolled i-platoons.

The results have shown that the new strategy of self-regulating and individual control
is able to efficiently coordinate vehicles at an intersection. In addition, the concept of in-
duced platooning has proven to be an interesting way to integrate the control of conventional
and automated vehicles. Due to the novelty of the control strategy, the research considered
a very simple intersection layout to validate first its feasibility. In order to investigate further
its applicability, a more complex environment should be considered in future work. Better
balancing between computation effort and model accuracy is also an important element for
improvement, even more so considering implementations in real-life cases.
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CHAPTER1
Introduction

1.1. Motivation

Signalized intersections can be considered natural bottlenecks as the coordination between
vehicles with incompatible paths leads to a decrease of road capacity. In an urban environ-
ment characterized by a grid of numerous intersections, the traffic condition is heavily af-
fected by the performance of control systems at these nodes. It is estimated that delays at
traffic signals contribute a 5 to 10 percent of all traffic delays, or 295 million vehicle-hours of
delays, on major roadways alone in the USA (National Transportation Operations Coalition,
2012). Therefore, the traffic signal control systems play an essential role in optimizing the
flow of traffic through the city.

Typically, an intersection consists of a number of approaching roads and a crossing
area. The crossing area is a space used by vehicles with conflicting directions. The traffic
control goal consists in transforming inflows from all approaching roads into outflows while
preventing collision and achieving a performance objective (Yan et al., 2011). The conven-
tional approach to solve this problem is to assign sequentially the right-of-way to a stream of
vehicles, grouped by compatible (non-conflicting) directions. The timing of the right-of-ways
is provided in a signal-time plan which is displayed to the traffic via a traffic light showing
green,yellow and red lights. The calculation of this plan is based on the traffic demand with
the objective of optimizing (not always explicitly) performance metrics. However, the traffic
demand is an unpredictable variable and fluctuates in time (Hoogendoorn, 2016). The effec-
tiveness of a conventional traffic controller is therefore highly affected by how traffic demand
is modelled and whether the signal plan can be responsive to the changes in traffic condi-
tion. Intuitively, real-time traffic measurements and the optimization of both the sequence
and signal timing leads to the most flexible and responsive control strategy.

This strategy cannot be implemented at the current state of traffic management for a
number of reasons. The most common sensor technology for vehicle detection is induction
loop. These sensors are installed under the pavement of the road and they are usually located
at the proximity of the stop-line and at a certain upstream distance. Loops can only provide
instantaneous vehicle information when a vehicle is passing over the detector and cannot
measure the vehicle state as it approaches and eventually reaches the intersection (Jing et al.,
2017). Moreover, the utilization of multiple loops in order to increase the detection capabili-
ties is discouraged because of their intrusive nature and consequent high cost of installation
and maintenance. The lack of coverage coupled with cost inefficiency have encouraged the
interest in new non-intrusive detection technologies. Among them, the traffic radar technol-

1



2 1. Introduction

ogy appears to have the greatest potential by being able to detect and track vehicles trajec-
tories for long stretches of roads. Even though the technology has yet to be implemented in
large scale applications, the integration of these sensors in the current framework of a traffic
controller has been tested in real-life cases study (Krikke, 2017),(Kooijman, 2016). Under the
assumption that accurate information can be obtained and delivered with a sufficient update
rate, the conventional control strategy is still limited by the fact that real-time optimization
of both the sequence and signal timing would lead to an abrupt variation of right-of-ways
(green light). Such signal can be perceived too chaotic and confusing to road users and can
create a safety problem when drivers are not capable of reacting in time to the unpredictable
light change.

The significant progress achieved in the development of vehicles automation and
telecommunication technologies during the recent decades is promising to offer solutions
to overcome the aforementioned limitations. Within the framework of connected vehicles,
vehicles can communicate wirelessly with each other V2V (Vehicle-2-Vehicle) and with the
infrastructure V2I (Vehicle-2-Infrastructure). Through this channel, it possible to track the
movement of vehicles by providing continuous detailed information such as individual posi-
tion, speed, acceleration and route choice. Hence, communication between vehicle and in-
frastructure supplies the controller with an accurate image of the incoming traffic condition
ahead of time. In addition, such V2I technology offers authorized parties the possibility of
controlling the trajectory of vehicles. Intersection controllers can exploit these opportunities
to coordinate the known arrival of vehicles individually. Undoubtedly, the automated vehicle
environment has the potential to revolutionize the conventional approach of the traffic man-
agement problems. For these reasons, wireless communication and automated driving have
drawn the attention of numerous amount of research.

The main focus of the available literature is directed at developing solutions for a traf-
fic scenario with full penetration of connected or automated vehicles. This condition allows
to take full advantage of the new vehicular technologies and it improves significantly the per-
formance of an intersection controller that applies traditional strategies. The realization of
the full penetration scenario is expected to go through a long period of transition where ve-
hicles with different levels of automation will have to co-exist on the road. Only few papers
have addressed the impact of the transition phase on the performance of the controller (Yang
et al., 2016),(Ilgin Guler et al., 2014). These papers mainly considered how connected or au-
tomated vehicles can be used to improve the efficiency of the intersection within the con-
ventional control strategy. This thesis aims to tackle the current limitations of the literature
by testing a novel control strategy that controls traffic with conventional and automated ve-
hicles. The proposed strategy intents to rely purely on wireless communication to integrate
the control of automated and human drivers so that complete flexibility of traffic control can
be achieved. The following section describes what are the challenges of applying this control
strategy, which will be used as basis to define the research goal of this thesis.

1.2. Problem Description

This research focuses on an urban intersection that relies purely on wireless communication
to coordinate right-of-ways of the traffic. No traffic lights are used for ordinary operations.
The incoming vehicles should be controlled in such a way that the V2I communication is
able to influence the crossing behavior of human and automated vehicles at the urban in-
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tersection in a safe and efficient manner. By equipping the intersection infrastructure with
radar detection technology, the radar detection of conventional vehicles can act as proxy for
the communication from the vehicle to the intersection infrastructure. The communication
from the infrastructure to the conventional vehicles cannot be facilitated. Thus, it needs to
be investigated how the controller can use the intersection environment in order to indirectly
control the conventional vehicles. Assuming that the behavior of a driver can be influenced
by the behavior of the preceding vehicle, it needs to be investigated how the speed of the
automated vehicles can influence the conventional drivers to the extend that their behavior
can be controlled. The opportunity to coordinate the vehicles individually leads to the ques-
tion of which strategy can be used to schedule the intersection crossing and dynamically
assign the right of ways to the vehicles. The proposed control strategy should be considered
as an opportunity to improve the current performance of conventional controls when auto-
mated vehicles start to be driven in the urban environment. Therefore, the ultimate goal of
the research consists in designing a traffic controller able to safely and efficiently coordinate
a mixed flow of conventional and automated vehicles, while aiming to improve the perfor-
mance of the intersection controlled by standard traffic controllers.

1.3. Research Objectives and Scope

In light of the problem and goal description presented previously, the main research question
of the thesis can be formulated as follow:

How can the performance of an intersection be improved based on a certain objec-
tive by using a speed and sequence control strategy for traffic of automated and conven-
tional vehicles?

There are different ways to develop this study. The scope of the research is to investi-
gate the problem from a traffic engineering perspective. The focus will be on the methodol-
ogy choices and techniques needed to design a control algorithm that will be able to perform
according to the stated objectives. In order to support this investigation, the following sub-
questions will be addressed:

1. What control approach is the most suited to deal with the traffic environment with a
mixed flow of conventional and automated vehicles?

2. How can the coordination of the right-of-ways be assigned?

3. How can the speed profile of the automated vehicles be parameterized in order to op-
timize them?

The ultimate goal of the research is to improve to the performance of an intersection
under the stated conditions. To quantify the effectiveness of the proposed solution and to
investigate the condition for its hypothetical deployment, the following sub-questions will
also be considered:

4. What is the range of penetration rate of automated vehicles necessary to affect correctly
the human driving?
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5. What is the improvement in terms of efficiency and qualitative driving comfort for dif-
ferent traffic flows compared to traditional signal control?

6. What are the implications of applying the control scheme to a more extended network
of multiple intersections?

1.4. Research Approach

The thesis development consists of two main blocks: the controller design and the simulation
platform, depicted in Figure 1.1. The first block describes the approach taken to design the
controller and thus answer the methodology research sub-questions 1-3. The second block
serves the purpose of evaluating the design made and thus answer the performance research
questions 4-6. The development of these blocks is not strictly chronological and can run in
parallel. In the remaining part of the section, each block is described in more detailed.

v
LITERATURE 

REVIEW
SIMULATION OF 
CONTROL LAYER

FORMULATION 
OF 

CONTROLLER

SIMULATION OF
INTERSECTION 

SYSTEM

SIMULATION OF 
TRAFFIC LAYER

DESIGN OF CONTROLLER

SIMULATION PLATFORM

Methodology research subquestions (1-3) Performance research subquestions (4-6)

Figure 1.1: Flowchart of the Methodological Approach

1.4.1. Design of the Controller

The design of a traffic control system is a complex process that involves the formulation of
several assumptions and choices that may influence the performance of the resulting system
in different ways (Hegyi, 2012). Literature review is the input for the decision making process
proving an insight on how these choices have been made in previous research which share
similarity in their research objectives or research framework. The findings are then used as
guidelines to formulate the controller mathematically. The formulation of the controller is
divided into steps with simple goals, progressively increasing the complexity of its function-
ality. Before proceeding to the next step, the controller is evaluated to check whether the
design achieves its goals. This is where the controller design interact with the simulation
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platform block. Once the controller reaches its final state, a complete simulation is run and
thus ultimately evaluating its performance.

1.4.2. Simulation of the Controller

In order to evaluate the performance of the proposed algorithm, a custom microscopic simu-
lator needs to be developed. The simulator needs to model two interacting layers: the traffic
layer simulating the traffic dynamics and the control layer executing the control strategy us-
ing the real traffic information. This task can be achieved by programming both layers in a
computing environment or starting with existing simulation software that models the traffic
layer and programming only the control layer. Building a traffic simulator involves an inten-
sive effort and can be time-consuming, especially considering that it is an evaluation tool and
not the focus of the research itself. Depending on the resources available, there are different
open-source and commercially-available options. In this research, the simulation software
VISSIM (PTV, 2013) is used. A key feature of the software is availability of a Application Pro-
gramming Interface (API) module that serves as interface between the traffic simulator and
the user defined applications, such as a traffic controller. The intersection environment is
simulated in VISSIM whereas the controller is coded in Matlab (The MathWorks Inc., 2018).
Using the COM Interface, the implementation of the controller algorithm in the modelled in-
tersection is finally tested and the results analyzed. In this last phase, the customized simula-
tion provides the opportunity to explore in which traffic condition the algorithm works best
and which parameters affect its efficiency. In order to quantify the benefit of implementing
the controller, a comparison of the intersection performance is made using as reference a
fixed-time traffic signaling control algorithm.

1.5. Thesis Outline

This report is split into five parts, namely introduction, literature review, controller design,
controller evaluation and final critical assessment. The controller evaluation is split in two
chapters, dividing the evaluation methodology and the evaluation results. The critical as-
sessment is also split in two chapters, dividing discussion and final conclusions of the re-
search. Figure 1.2 illustrates how the thesis outline reflects the research approach described
in the previous section. The literature review is presented in its homonym chapter and the
formulation of controller is described in the Design of Controller chapter. The simulation
platform block is presented in the Evaluation chapters. The planning and implementation of
the simulation are described in the Evaluation Methodology, whereas the results of the sim-
ulation are presented in the Evaluation Results chapter. A reflection of both design choices
and simulation results are presented in the Discussion chapter. The discussion also consider
practical implementation. The Conclusions chapter provides an answer to the sub-questions
and finally to the main question, along with recommendations for future work.

A short description of each chapter is given in the following list.

1. Introduction
Problem description and motivation to investigate the subject. The resulting research
questions and research approach are presented.
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Figure 1.2: Flowchart of the Thesis Outline in relation to the Methodology Approach

2. Literature Review
Theoretical background on the design of a traffic controller including the current prac-
tise and the proposed methodologies for automated vehicle scenarios.

3. Controller Design
Assumptions and design choices made during the design process are explained along
with the specification of the control algorithms.

4. Evaluation Methodology
Proposed methodology to evaluate the performance of the traffic control. Both the
evaluation plan and the simulation platform are described.

5. Evaluation Results
Results of the simulations of the intersection according to the simulation platform and
evaluation plan described in the previous chapter.

6. Discussion
Critical assessment on the methodology chosen, assumptions made during the design
choices and the results. Implication for real implementation are also considered.

7. Conclusion and Recommendation
Final conclusions and recommendations for future studies.



CHAPTER2
Literature Review

As described in Chapter 1, the goal of this research is to tackle the gap knowledge of mixed
automated traffic control strategy by designing a traffic controller that uses a new control
concept. In order to assist the decision making process necessary to develop the controller,
research sub-questions on the methodology were formulated. In this chapter, a literature re-
view is carried out to find how these questions have been answered in previous research. The
results of this review will be used to select the control design most appropriate. In Chapter 3
these choices will be applied within the specifics characteristics of the research scope.

2.1. Connected Vehicles and Automated Vehicle Environ-
ments

Vehicle automation and vehicle communication have often been treated as distinct paradigm
of the broad Intelligent Transport System (ITS) filed (Zhang et al., 2018). Within the frame-
work of traffic control systems, both phenomena are considered game changers on how traf-
fic management is implemented. However, little attention has been paid on defining their
coexistence. This section aims to understand the interdependence of these two technologies
and clarify their role within this research.

2.1.1. Connected vehicles

Connected vehicles combine several emerging technological advances, such as advanced
wireless communications, on-board computer processing, advanced vehicle sensors, GPS
navigation and smart infrastructure to provide a networked environment (Jing et al., 2017).
The concept of distributing and sharing information was firstly promoted for safety purposes.
The intention is to provide a safety message to warn drivers about hazards they may en-
counter through dedicated short-range communications (DSRC) (Al-Sultan et al., 2014). The
amount of allocated bandwidth of DSRC has been shown to exceed the needs for its use by
traffic safety applications. As such, several applications have emerged to utilize the addi-
tional bandwidth (Florin & Olariu, 2015). Connected vehicles, as an emerging technology,
can mainly communicate with each other (V2V) and with the infrastructure (V2I). Within the
scope of traffic management, the main system components of the wireless technology are the
on-board unit (OBU) and road-side unit (RSU). Each vehicle is equipped with an on-board
unit device and a set of sensors to collect, process the information and send it on as a mes-

7
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sage to other vehicles or RSU. The vehicles connect to the road-side unit or to other vehicles
through a wireless link based on the IEEE 802.11p radio frequency channel, also called WAVE
(Wireless Access in Vehicular Environments). When vehicles communicate with each other
(V2V), they are responsible for the direct communication, without relying on the roadside
infrastructure. In the case of infrastructure to vehicle communication, the RSU acts as infor-
mation source and internet connectivity provider to the surrounding vehicles. In addition,
RSU can also expand the communication range by forwarding information to other RSU that
will forward it to the surrounding OBUs (Weil, 2008). Experimental tests have shown that the
DSRC performs well within a range of 300 meters in terms of latency and message loss due
to high speed of vehicles (Z. Xu et al., 2017). The RTT (Round Time Trip) of the DRC commu-
nication has been tested to be under 100 ms and the PLR (Packet Loss Rate) is between 0.5%
and 1% under vehicle speed changes from 60 km/h to 120 km/h. However, a key drawback of
DSRC is its low scalability which hinders the performance in dense traffic. A potential solu-
tion to overcome this drawback and also expand the communication coverage is launching
cellular-based LTE-Vehicle (LTE-V) networks. As a primary use-case of the next generation
wireless networks (5G), LTE-V is now under live trail test stage in China and European coun-
tries. A third option has also been proposed, a one that envision the integration of both DSRC
and LTE-V techniques (Abboud et al., 2014).

As it is, the vehicular communication technology requires vehicle to be equipped with
a set of sensors, computing and storing devices to process real-time data provided by the
sensors and wireless transceivers to communicate sensor data to the RSUs. In addition, the
communication protocols used to communicate with the RSUs should follow a standard, in-
dependent of the automotive brands.

2.1.2. Vehicle automation

Vehicle automation involves a wide variety of technologies ranging from mechanics, arti-
ficial intelligence, and multi-agent systems. The International Society of Automotive En-
gineers’ (SAE) has provided a systematic classification of vehicle automation((SAE, 2016)),
which helps to map the level of automation with the requirements of the traffic solution. The
classification defines six levels according to how the dynamic driving task is divided between
the human driver and the machine. This task is performed entirely by a human driver at
Level 0 (no automation) and entirely by an automated driving system at Level 5 (full automa-
tion). In the intermediate levels, the task is shared simultaneously or sequentially, requiring
a necessary but critical human-machine interaction.

Figure 2.1: SAE classification of vehicle automation. Source (European Commission, 2018)
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Vehicles capable of driver assistance fall in Level 1, such as adaptive cruise control or
lane-keeping. Either the longitudinal or the latitudinal control is performed by the vehicle.
When the assistance include both steering and acceleration/deceleration, vehicles are capa-
ble of partial automation (Level 2). Both of these levels assume that the human driver con-
tinues to actively monitor the driving environment. The introduction of conventional cars
capable of operating without this active monitoring represents the threshold between partial
automation (Level 2) and conditional automation (Level 3), defining also the line between
non-automated and automated vehicles. Levels of automation beyond conditional automa-
tion can operate sorely on inputs coming from the vehicle’s sensors and from other vehicles
or infrastructure units. The difference between Level 4 (high automation) and Level 5 (full
automation) is that the first is capable of operating in only some contexts or driving modes.
Vehicles assisting the driver are already available on the EU market (levels 1 and 2) and au-
tomated vehicles that can drive themselves in a limited number of driving situations (levels
3 and 4) are being tested and some of them should be available by 2020 (European Commis-
sion, 2018). From a traffic management point of you, the interesting use cases of automated
vehicles involve the application of level 3 or higher. When the system performs the driving
tasks, the vehicle trajectories can be influenced.

The Society of Motor Manufacturers and Traders states that vehicles with some level
of automation do not necessarily need to be connected, and vice versa, although the two
technologies can be complementary (SMMT, 2017). It is likely that vehicles with autonomous
capabilities will increasingly rely on connectivity (i.e. the ability to receive and transmit data)
to achieve autonomy, and that technology convergence will result in vehicles that are both
connected and autonomous (CAVs) (Lyons & Babbar, 2017). Part of the technologies that
increase the level of automation are relying on the vehicle connectivity principles, such as
cooperative adaptive cruise control (C-ACC) and vehicular platooning.

Under these consideration, this research will focus on the coexistence of two vehi-
cle types: manually driven vehicles (Level 0-2), and connected automated vehicles (Levels
3-5). For convenience, these groups will be referred as conventional vehicles, and automated
vehicles respectively. Conventional vehicles have no means to communicate with the envi-
ronment (V2V or V2I) and even though they might have some driver assistant feature, their
movement is determined by its human driver at all times. Automated vehicles support V2I
and V2V communications and at least while driving in urban intersections, the driving task is
assigned to the vehicle’s control unit.

2.2. Traffic Control Systems

This section investigates the theoretical framework for traffic control systems from the per-
spective of traffic engineering and control engineering. This research provides the tools to
facilitate a structured design process for the new traffic control, as well as support the analy-
sis of the control approaches taken in literature.

2.2.1. System Components

A signalized intersection can be considered as a controlled system. As any system, the inter-
section can be defined as a process with input and output. A graphical representation is given
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in Figure 2.2. The input of the process consists of controllable u(t ) and uncontrollable d(t )
variables that influence its behavior. Uncontrollable variables are also called disturbances
and often originate from the system’s environment. One of the main influential uncontrolled
variable is the traffic demand. The output y(t ) of the process consist of the measurable com-
ponents of the system and are typically used for monitoring the system and evaluate its per-
formance, e.g. speed, flow. The process itself consists in the traffic behavior of vehicles at the
intersection.

The dynamics of the process are expressed in the state of the system x(t ). The state
of a system is a mathematical quantity x(t ) that describe unambiguously the current and
dynamic knowledge about the system at a specific instant in time, i.e. queue length. A fu-
ture state x(t +1) can be computed by applying a system equation that relates the state with
inputs and signal control x(t +1) = f (t , x(t ),u(t ),d(t )). A second equation, called measure-
ment equation relates the output y(t ) to the state x(t ), y(t ) = g (t , x(t ). The formulation of the
state x(t ) is dependent on the problem at hand and the models that are used to describe the
system’s behavior (Hegyi, 2012).

Figure 2.2: Signalized intersection as a controlled system

Based on the knowledge of the traffic demand and the traffic dynamics, the controller
design the signal control u(t ) in such a way that the output of the process correspond to a
desired behavior, reflecting desired objectives h(·).

2.2.2. Controller

The traffic system can be controlled by a number of different control methodologies. The
type of controller implemented at an intersection depends on a number of aspects, namely
the control objective, any existing constraints and the disturbances that act on the process.

Generally, there are two categories under which we can group the main goals of traffic
controllers: improving the traffic condition and/or improving the environmental impact of
vehicles (pollution). The control objectives are typically formulated in terms of measurable
outputs y(t ) and sometimes in terms of estimated or predicted states x(t+1). In regards to the
traffic condition, common output-based objectives are minimizing travel time or delay and
maximize the throughput or the speed. Common state-based objectives are queue length or
waiting time. In dynamic traffic control measures, the choice of the control objectives often
depends on the input information and measurements available. Constrains might exists due
to physical limitation of the system such as space available for queuing at turning lanes or
may describe the desired system behavior, such as obeying speed limits. Obviously, they
have to be formulated in terms of the chosen objectives.

Most of the control methodologies available can be grouped in three categories, namely
feed-forward control, feedback control and predictive control methodologies.
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Feed-forward control methodologies incorporate information regarding only the mea-
surable disturbances d(t ) to determine the control signal u(t ). The main advantages are that
the complete system is stable if the controller and the process are stable, and that its design
is in general simple. The disadvantage of this method is that if the desired system behavior is
not achieved by the control signal, the controller is not informed and no action are taken.

Feedback control methodologies consider measurements of the process y(t ) or the
state of the system x(t ) to determine the control actions u(t ). The feedback connection cre-
ates a closed loop in the block diagram. In case the state is used to determine the control
signal is called state feedback. The advantage of feedback controllers is that the results of the
control actions and the consequences of non-measurable disturbances will be used in the
subsequent control actions. The disadvantage is that the feedback loop may lead to instabil-
ities even if both the controller and the process are stable themselves.

Predictive control methodologies use forecasting models to predict the future state
evolution x(s), s ≥ t +1. Using state estimate and additional historical data, the model pre-
dicts the traffic operations for a specific future time horizon H . The predictive controller
determines the actual control signal from these predictions.

Optimal control is a type of predictive control-based model. The main characteristic
of this methodology is that an objective function J is explicitly optimized. This objective
function describes the predicted performance of the system, starting from the current state
x(t ). Multiple objectives can be integrated by means of weighting, which serves as useful
tool to combines the needs of different stakeholders. When the optimal control methodology
operates using a rolling horizon, it is usually called model predictive control (MPC).

2.3. Application of Control Strategy

This section provides an overview of how the theoretical framework of traffic control systems
is being applied in the current and future traffic environments. In particular, it will focus on
the literature that involves connected and automated vehicles.

2.3.1. History of Implemented Strategies

The most commonly implemented signal control strategies have gone through three differ-
ent stages: fixed-time, actuated, and adaptive. Fixed-time control systems do not use any
real-time information of vehicle arrivals. Instead, the signal timing plans are determined off-
line using historical traffic data, u(t ) = const, t ∈ T . The drawback of the fixed signal control
is obvious: it can not respond to any change in the traffic condition. Actuated traffic signal
control systems use real-time measurements d(t ) provided by inductive loop detectors that
are usually installed in the upstream proximity of the stop-lines. Each detected vehicle will
generate a call to request additional green time u(t ) = f (d(t )). Adaptive traffic signal con-
trol systems also use loop detectors to retrieve information d(t ), such as vehicle passages,
occupation time and speed. These control systems employ prediction models to forecast the
vehicle arrivals d̃(t +1) and estimate queue lengths at each intersection x(t ). The control sig-
nal is therefore determined based on the estimated future state u(t ) = f (x(t ),d(t ), d̃(t +1), ).
The performance of the timing plan thus depends on the prediction accuracy.
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Current practise in traffic management has shifted to actuated and adaptive schemes
for isolated intersection or network-based optimization. While actuated signaling is a feed-
forward control, the adaptive strategies use a feedback approach. One of the adaptive con-
trol system most known for its effectiveness is SCOOT (), developed by the British Govern-
ment’s Transport and Road Research Laboratory. SCOOT (Split Cycle Offset Optimization
Technique)is also an example of on-line optimal control, as it entails the optimization of the
signal control to reduced traffic delay and number of stops.

2.3.2. Proposed Strategies for Connected and Automated Vehicles

There is quite an extensive literature proposing traffic control strategies for connected vehicle
and automated vehicle environments. The communication V2I brings new opportunities
regarding input information d(t ) and measurement y(t ) the controller can receive in terms
of new type of data and in terms of accuracy of such information. The automation of the
driving tasks in connected vehicles allows to bring even more radical changes such as the
usage of a different signal control u(t ), potentially leading to scenarios where traffic lights
are obsolete. All these advantages are used to enhance the flexibility of the controller to the
vehicles’ arrival. Some research have chosen to do so within the limit of the traditional phase-
based scheme, whereas others have proposed a new development stage of traffic control.
Traffic is no longer considered collectively but it’s individual vehicle-based. A taxonomy of
the literature reviewed is provided by the Figure 2.3.
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Figure 2.3: Taxonomy of proposed strategies for connected and automated vehicles

An example of the first category is given by (Feng et al., 2015), (Chang & Park, 2013).
In this research connected vehicles are used to improve the performance of traditional stage-
based control strategies. The vehicles function as dynamic sensors sending information about
themselves (e.g. position,speed) or about surroundings vehicles. This information is used to
calculate the state, usually queue length, and optimize the signal control based on this in-
formation. Some studies consider a traditional stage-sequence allocation and focus on op-
timizing the green time while others, like Priemer et al. (Priemer & Friedrich, 2009), allow
for a more flexible allocation of phases. In this case restriction on minimum green light still
hold. When automated vehicles are considered, researchers have improved the performance
of traditional signal control by focusing on vehicle trajectory optimization (B. Xu et al., 2017),
(Pandit, K; Ghosal, D; Zhang, H. M; Chuah, 2013). The aim is to make vehicles arrive timely
at the green light with the minimal use of braking, while maintaining a safe distance between



2.4. Optimization Problem 13

vehicles. In this case, the green light is a given variable. These trajectory-based algorithms
benefit from the connectivity of automated vehicles to make preparations for the optimal
departure timing and speed far ahead from the stop line.

The second category applies a new strategy that consider vehicles or groups of vehi-
cles independently and schedule the control signal to be synchronized with their arrival. All
connected vehicles-based control method still rely on the traffic lights system but loose the
stage-based scheme and allow full flexibility of the phase allocation (Jia et al., 2007), (Pandit,
K; Ghosal, D; Zhang, H. M; Chuah, 2013). Both phase allocation and green timing needs to be
optimized. In this case vehicles are required to send more processed information, typically
expected time of arrival. Studies based on the autonomous vehicle environment go even
further and proposed a system without traffic light, relying on the timely execution of the
crossing schedule by the vehicles. The first researchers to propose such system are Dresner
and Stone (Dresner & Stone, 2008). Instead of phase-allocation and green time, their algo-
rithm aim to coordinate the access to the crossing area by sorting the requests from upcom-
ing vehicles. The vehicles are responsible to send the expected arrival time and compute the
trajectory that allows them to arrive at the designated time. Under the same scenario, only
few studies have faced both the scheduling problem and the trajectory control of vehicles
(Ilgin Guler et al., 2014),(J. Li et al., 2016). Most of the research based on either connected or
automated vehicles consider a full-penetration scenario. Only few connected vehicle-based
studies consider different penetration rates (Chang & Park, 2013), (Ilgin Guler et al., 2014).

As mentioned in the Introduction chapter (Section 1.1), this thesis aims to develop
a strategy that take full advantage of the communication and automation technologies, by
relying purely on wireless communication (no traffic light). For this reason, this research falls
into the category of vehicle-based control within an automated vehicle environment (blue
square in Figure 2.3). Following this section, only literature pertinent to this category will be
considered.

2.4. Optimization Problem

The relevant literature reviewed is mainly focused on optimization-based methods to solve
both phase allocation and trajectory control. This section aims to gather more knowledge
about the design of the optimization problem along with the techniques to solve it. In par-
ticular, it will focus on the optimization of the scheduling problem and trajectory control
separately.

2.4.1. Signal Control Framework

In their review paper, Jing et al. (Jing et al., 2017) have attempt to capture the essence of op-
timizing the signal control within the connected and automated vehicle environment con-
trolled by an adaptive traffic light scheme. An adaptation of such framework to fit a traffic
light-absent environment is provided in Figure 2.4.

The framework is divided into three modules: input, optimization, and output. The
first step of the optimization process is to calculate the traffic state. The inputs are the real-
time coming from the vehicles, such as position and speed. The output of the first step is
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Figure 2.4: Framework of optimization of signal control for connected and automated vehicles

the estimated state. Following, the calculation of the future state is computed, in particular
at the time when vehicles arrive at the crossing area. For this step additional information
are required: basic intersection information, models for the prediction, such as car-following
models or queuing models. For conventional vehicles the future state is predicted while for
the automated vehicles it is computed. Thus, the ultimate output is the optimum vehicle tra-
jectories. At last, the optimization of the control signal is executed based on defined strategies
and objectives. As a result, the optimum vehicle schedule is obtained.

The optimization algorithms used in the reviewed literature aims either at minimizing
the vehicle delay or at optimizing the vehicle queue.

2.4.2. Scheduling Problem

Several studies that aim to optimize the schedule of vehicles have considered the schedul-
ing problem as a single machine scheduling problem. The isolated intersection is modelled
as a single machine that can process parallel jobs. Each vehicle is modeled as a job and its
arrival time and passing time are modeled as the job release date and processing time, re-
spectively. Parallel jobs are vehicles that come from non-conflicting directions. The time
each job should finish the traversing procedure without any delay is modeled as the job due
date, which equals to the vehicle arrival time plus its passing time. Literature concerning this
scheduling problem frequently propose two techniques to solve it: dynamic programming or
branch and bound algorithms (Potts & Kovalyov, 2000).

Two of the main proprieties of the dynamic programming are overlapping sub prob-
lems and memorization. The overlapping means that the sub problems are solved by dividing
into similar sub-sub problems until we reach the initialization condition. During the process,
the same sub problems maybe appear several times. Instead of computing them every time,
the solutions to sub problems are saved retrieved to solve the same problem in a later time.
This is called memorization. Wu et al use dynamic programming to solve their scheduling
problem (Jia et al., 2007). They allocate the right-of-way to different road directions accord-
ing to the arrival time of vehicles. The passing time of all vehicles is assumed identical. The
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objective is to free the resource as soon as possible. By solving the scheduling problem with
dynamic programming, time complexity is said to be O(n2)), where n is the number of vehi-
cles.

Yan et al. (Yan et al., 2008) has a similar problem than Wu et al. and they also consid-
ered to solve it with dynamic programming. Even though they recognize its advantages, they
also point it out that this approach needs to consider all the possibilities before finding the
optimal solution. If the number of the vehicles fluctuates to a high value and the situation
of the intersection become congested, the algorithm will take a long time to find the optimal
solution (the optimal sequence of the vehicles passing the intersection). Considering this,
the authors opt for a technique able to narrow down the solution space so it is not necessary
to calculate all the possibilities before obtaining the optimal solution. Such technique is the
branch and bound algorithm. In this algorithm, the set of candidate solutions is thought of
as forming a rooted tree with the full set at the root. The algorithm explores branches of this
tree, which represent subsets of the solution set. Before enumerating the candidate solutions
of a branch, the branch is checked against upper and lower estimated bounds on the optimal
solution, and is discarded if it cannot produce a better solution than the best one found so far
by the algorithm. The reducing rule that defines the lower bounds is essential to ensure effi-
cient computational time. In a later study, Yan et al.(Yan et al., 2011) propose two algorithms
to define the lower bound and initial upper bound along with a mathematical proof of their
principles. Yan et al. (Yan et al., 2008) give also an extensive analysis on the computational
effort of the branch and bound technique within the application of optimizing real-time traf-
fic control. In the worst case, the search algorithm have to expand all the nodes in the search
space. On the other hand, the complexity may be linear from the root node to a goal node
if the lower-bound function is exact. However, these two extreme cases rarely occur. Several
test are then carried to evaluate the average complexity of the branch and bound. All the
computational experiments were run on a Core 2 computer with two 1.86GHz of CPU, 2GB
of RAM and Linux system. For headway of 5 s, the branch and bound allows to solve more
than 200 vehicles within 1s, this makes it possible to develop new dynamic control system in
real-time.

2.4.3. Trajectory control

In general, the principle of trajectory control is to take advantage of the automated driving
and integrate trajectory design into the signal control scheme. Some research let the vehicles
optimize their own trajectories based on the scheduling signals received in advance through
V2I communication. Other researchers assign the trajectory optimization to the intersection
controller which send to the vehicles a speed or acceleration profile. In the latter case, the
collision avoidance is either ensured by the constraint of minimal arrival time or is explicitly
part of the objectives in the trajectory optimization. Vehicle trajectories can be designed to
minimize the evacuation time (i.e. maximize arrival speed), number of stops or to minimize
emissions.

Katsaros et al. (Katsaros, 2011) implement a GLOSA system to reduce traffic conges-
tion by decreasing the average stop time behind traffic lights while reducing fuel consump-
tion and CO2 emissions. The GLOSA application provides the advantage of timely informa-
tion about traffic lights cycles through infrastructure-to-vehicle (I2V) communication, and
provides drivers with speed advice guiding them with a more constant speed and with less
stopping time through traffic lights. The speed advice is based on a very simple scheme. If
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the traffic light is green when the vehicle reaches it, then the vehicle continues its trip trying
to reach the maximum speed limit of the road. If it is red, it calculates the speed that it should
have in order to reach it in the next green phase. If it is yellow, depending on the remaining
yellow time and the acceleration capabilities of the vehicle it could advice to accelerate or
decelerate again within the permitted range. The calculation of arrival time and target speed
is based on the current speed and acceleration of the vehicle using basic rule of motion.

In its research, Busse (Busse, n.d.) defines the optimal trajectory with the highest pos-
sible speed at the arrival. The speed profile is defined by five parameters of which four are
known either from the vehicle or from the controller and only one parameter needs to cal-
culated. As a result, each vehicle decelerate with their minimum acceleration until the cal-
culated time when they proceed with constant speed. This method is very simple and com-
putational effective, however the simulation results it is not clear if the strategy proved to be
successful.

A similar approach on the trajectory control is given by (J. Li et al., 2016) J.Li et al. In
this case, after receiving the arrival time from the controller, the optimal speed profile for
each vehicle is found for the minimal fuel consumption. The speed profile is also in this case
defined by a set of parameters some of which are given and some needs to be calculated.
The calculations are based again on basic motion relationships. In respect to the research of
Busse, Li et al. consider a more complex speed profile, where vehicles decelerate, cruse and
then accelerate again to increase the speed at which the intersection is crossed. A case-based
approach depending on the initial condition of the vehicles is used to provide the equations
of the parameters.

In their research, Li et al (Z. Li et al., 2014) make interesting consideration regarding
the parameterization of the trajectory. The optimized trajectory is defined by a acceleration
profile. The more segment the profile has, the flexible it is. A single component trajectory can
be controlled either by the final speed or by the travel time, but not both. In order to schedule
the vehicle arrivals separated by a desired safe headway and to have them accelerate when
they reach the intersection, both parameters must be controlled. Using two-component tra-
jectories is the minimum required in this case. If the vehicle cannot be scheduled to reach
the intersection with the maximum speed, it has to accelerate to the maximum speed in the
downstream road (after the intersection). This results in three-component trajectory, which
provides considerable flexibility for controlling vehicle arrival time and arrival speed.

2.5. Final Considerations

The literature study presented in this chapter has helped clarify some aspects of the thesis
scope as well as providing a general understanding of the traffic control design.

Based on the investigation on communication and automation technologies, it was
decided that this research will focus on the coexistence of two vehicle types: manually driven
vehicles (Level 0-2), and connected automated vehicles (Levels 3-5).

Literature that contained studies with similar high-level control strategy as foreseen
in this study, gave insights in the design possibilities. A common signal control framework
for optimization-based methods has been constructed, providing a basis guideline for the
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design process.

Furthermore, literature found on the scheduling problem and trajectory control ap-
pear to be very useful. Two main approaches are highlighted to solve the scheduling prob-
lem; the dynamic programming and the bench-and-bound algorithms. Given the potential of
solving the scheduling problem with a growing amount of traffic when applying the bench-
and-bound algorithms and the complexity of the dynamic programming, it was concluded
that the bench-and-bound algorithm was a proper fit for this study. Subsequently, among
the literature about trajectory control it became clear that a common approach is to param-
eterize the trajectory, so that its computation occurs in a efficient way.





CHAPTER3
Controller Design

Chapter 2 showed how the level of automation impacts the components of the intersection
environment and how these components lead to certain design choices for the controller.
Therefore, this chapter starts with an analysis on the characteristics of the intersection meant
to be controlled in this research. The analysis resumes the first description given in Section
1.2 and delineate the intersection environment in scope in more detail. Following this de-
scription, the solution framework is presented, explaining how the traffic is regulated and
how the coordination of the vehicles is designed. In order to evaluate the final performance
of the controller, a simulation is performed. The description of the evaluation methodology
is given in Chapter 4.

3.1. Intersection Environment

In the Introduction chapter, the research scope was defined (Section 1.2) providing a high-
level description of the intersection environment. Such environment is depicted in Figure
3.1 and consists in an urban intersection that relies purely on wireless communication to co-
ordinate right-of-ways of the traffic without the need of traffic lights. This section describes
in detail the components of the intersection environment depicted in Figure 3.1. Some of
the components of the proposed scenario are not yet fully implemented in real-life, namely
the automated vehicles and the wireless communication between vehicles and traffic con-
trollers. The interaction of these components with their environment is also not known and
constitutes a research topic on its own. For these reasons, if the interaction is relevant for the
controller design, some assumptions will be introduced.

Figure 3.1: Intersection environment considered in this research
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3.1.1. Actuators

No traffic lights are used to display the signal control at the intersection. V2I communication
is used to send individually the signal control to the automated vehicles. Upon receiving the
signal, the vehicle controller of the automated vehicle will use it as input to execute the next
vehicle movement. This communication is assumed to be instantaneous and continuous in
space while working under standard conditions in an urban environment. The intersection
controller is the only authorized party to control the trajectory of the automated vehicles. It
is assumed that this authorization can be overruled by the receiving vehicle itself if the exe-
cution of the signal control will jeopardize the safety of the vehicle or its surrounding envi-
ronment. This assumption is the equivalent of a conventional car stopping in front of a green
light when their preceding vehicles suddenly brake for no obvious reason.

The automated vehicles are in turn, used to display the signal control to the conven-
tional vehicles in order to influence their movement. A common notion in traffic flow theory
is that in free flow conditions, the speed of a conventional vehicle will fluctuate around the
desired speed of the driver. This desired speed is hindered by the driving behavior of the pre-
ceding vehicle when the distance between the preceding vehicle and its follower (headway)
is closing up. This happens when the preceding vehicle has a lower speed than its follower.
In response, the follower will lower its own speed in order keep a safety headway. Once the
leading vehicle is accelerating, the follower can chose to either match the leader’s behavior
with an acceleration of its own, or continue to drive with its current speed. Hence, the speed
of a conventional driver is directly influenced when the preceding vehicle is driving within a
threshold headway.

3.1.2. Traffic System

The traffic system is composed of conventional cars and automated vehicles. No pedestrian
or cyclist are considered. Technically, automated vehicles are able to keep close distances
to their preceding vehicles because the vehicle controller overcomes the faults of drivers,
e.g.fatigue, lack of attention, late response. In practise, however, the coexistence of conven-
tional vehicles and automated vehicles might limit the ability of the latter as their behavior
can be perceived unsafe by the conventional vehicles. With respect to the ability of the auto-
mated vehicles, the worst case scenario will be assumed: the driving behavior of automated
vehicles follows the same safety rules of conventional vehicles. The speed limit is set at 50
km/h.

Since traffic lights are removed from the intersection, conventional vehicles are ex-
pected to apply the right-of-way rule when passing the intersection at the crossing area.

3.1.3. Sensors

The intersection is equipped with detection technology able to provide accurate information
about the traffic condition. Radar detection technology allows tracking vehicles within its
range of sight and provides position, speed, acceleration, length and id of each object ob-
served. The only information it cannot provide is the vehicle automation level. This is solved
by merging the position information retrieved from the automated vehicle with the measured
position of vehicles detected by radars. Within this set-up, the coverage, frequency and accu-
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racy of vehicle measurements relies mainly on the radar technology capabilities. On average,
a single radar can guarantee a minimum line of sight of 200 m for a fairly straight road with
multiple lanes. New detection is supplied at least every 50 ms. Considering that speed limit is
50 km/h, between two measurements, vehicles driving at maximum speed traverse 12 m ap-
proximately. The precision of detection is considered acceptable and the measurement error
is not taken into account.

3.1.4. Summary of Assumptions and Specifications

This paragraph summaries the assumptions and specifications chosen for the intersection
environment of this research.

Environment assumptions:

• The automated vehicles overrules the control signal if the execution of the signal jeop-
ardize the safety of the vehicle and its surrounding environment.

• The driving behavior of automated vehicles follows the same safety rules of conven-
tional vehicles.

• The crossing behavior of conventional vehicles follows the right-of-way rule.

• The V2I communication is assumed to be instantaneous and continuous in space.

• The detection coverage and accuracy of vehicle measurements relies mainly on the
radar technology capabilities.

• The measured vehicle data consist of position, speed, acceleration, length, id and au-
tomation level.

• The precision of detection is considered acceptable and the measurement errors not
taken into account

Environment specifications:

• No traffic lights are needed at the intersection.

• No pedestrian or cyclists are considered in the intersection.

• Speed limit of 50 km/h.

• Detection of vehicles is possible within a range of 200 m from the stop-line.

3.2. Solution Framework

After reviewing the intersection environment at scope for this research, the rest of this chap-
ter is dedicated to illustrate the control solution. This section introduces the underlining
concept chosen to regulate traffic. First a high-level description of the control strategy is pro-
vided, followed by an introduction of the intersection model. The intersection model shows
how the controller interprets the intersection environment and its description is divided in
infrastructure model and traffic model.
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3.2.1. Control Strategy

The control strategy relies on a combination of self-organization and individual coordination.

The controller receives a complete traffic image in real-time from the radar sensors.
Based on this information, the incoming traffic is grouped in induced platoons. An induced
platoon is formed between vehicles with a headway small enough to assume that the driving
behavior of the vehicles is significantly influenced by their leader. Vehicles within the pla-
toon drive along the road as single unit by unintentionally induce their own speed to their
followers, starting from the leader of the platoon. For this reason, the platoons are referred
as induced platoons (i-platoons). If the leader of an i-platoon is an automated vehicle, the
i-platoon is defined controlled, uncontrolled otherwise. The controller interprets traffic in
terms of i-platoon instead of vehicles. The controller uses the real-time information on all
i-platoons to schedule the crossing of controlled i-platoons via V2I communication. The
scheduling of controlled i-platoons aims to minimize the delay of all i-platoons. Once the op-
timum schedule is defined, a trajectory control reinforce this schedule by guiding controlled
i-platoons through the intersection. Adjusting their movement to the advised trajectory, the
controlled i-platoons can evacuate safely the intersection. The uncontrolled i-platoons en-
ter the intersection on their own accord, following standard traffic rules at an unsignalized
intersection. Since the schedule of controlled i-platoons is optimized based on delay of all
i-platoons, also uncontrolled i-platoons can experience a benefit. For example, when a un-
controlled i-platoon is driving on a minor road and a controlled i-platoon is driving on the
main road, the optimum schedule might lead to slow down the controlled i-platoon so that
the uncontrolled i-platoon has enough time gap to cross the intersection first.

The formation of i-platoons, both controlled and uncontrolled, can variate over time.
The condition that keeps an i-platoon together depends on several factors, including both
on the behavior of the driver and on the current traffic state. The merging of two i-platoons
can in fact happen due to an uncontrolled i-platoon closing up to its preceding i-platoon or
due to an i-platoon encountering an i-platoon queuing at the stop line. The controller adapts
its signal according to the dynamics of the induced i-platooning by introducing a feedback
loop that periodically re-form i-platoons and re-optimize the crossing of current controlled
platoons.

It is believed that a system making use of smart combination of self-organization and
individual coordination performs better than failed self-organizing intersections solved by
classic traffic light controlling. In case of fixed schedule, the advantage comes from the abil-
ity to adapt to the current situation while the fixed scheme cannot. In case of more advanced
scheme, the combined strategy should perform better because it offer the possibility to adapt
with more flexibility to the vehicle arrival of all direction considered, without following a pre-
set cycle. In case of an actuated scheme, which is more flexible to the vehicle arrivals, the
advantages of the proposed solution comes the lack of limitation in the crossing sequence.
Actuated scheme have some flexibility in giving green time earlier or later than planned ac-
cording to the real-time arrival of vehicles, however they are bound to the a cycle structure
and some fixed parameters like minimum green time.

The success of this combined control strategy has a commensurate dependence on
the percentage of controlled i-platoons in the traffic. The more controlled i-platoons there
are, the more flexibility the system has to coordinate the crossing with the least total de-
lay. The fraction of controlled i-platoons has also an effect on the efficiency of the trajectory
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guidance. Since uncontrolled i-platoons are allowed to increase and decrease their speed
whenever they want, they are not as good predictable in behaviour as controlled i-platoons.
For this reason, it is more likely that the time of entry at the intersection by an uncontrolled
i-platoons is later than predicted, which causes on its turn an additional decrease in speed
of the controlled i-platoons entering the intersection from a conflicting stream. Induced pla-
tooning was in fact introduced in order to increase the percentage of controlled traffic by
allowing automated vehicle to function as actuators to conventional vehicles. Where traffic
volume is high, the probability of making i-platoons increases, whereas a high penetration
rate of automated vehicles increases the probability of forming controlled i-platoons. More-
over, when traffic volume is high there is less probability that i-platoon can be served without
being hindered in their journey. Because more i-platoon have to be decelerated, the speed
of the following i-platoon will also be affected and overall density increases. In this situation,
the percentage of controlled i-platoon is essential in determining how quickly the situation is
recovered. Therefore, it can be stated that the efficiency of this strategy is mainly depending
on two external factors: the traffic volume and the penetration rate.

3.2.2. Intersection Model: Infrastructure

This section describes how the intersection’s infrastructure is modelled. A simplified layout
will be considered in order to reduce the complexity of the control design.

The intersection consists of two approaching road and the crossing area. All roads
have only one lane, so overtaking is not possible. At the crossing, only the straight directions
is allowed. The lane identification is done in respect to the origin and not to the destination
because when vehicles are detected their desired direction is yet unknown. This considera-
tion is obsolete for the layout just introduced, since each origin has only one destination pos-
sible respectively. However, if more allowed destinations would be considered, this labeling
order becomes more meaningful as it suggests how to coordinate vehicles without knowing
the destination. In this case, vehicles are processed sequentially by origin. Investigation of
this case should be subjected to future research.

Each road is equipped with a radar sensor with an average detection range of 200
meters. Vehicles approaching the intersection are detected and tracked from 200 m upstream
the crossing area until the beginning of the crossing area. The zone defined within these
boundaries is referred as detection zone(Figure 3.2a)

2
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Detection zone

(a) Detection zone

Actuation zone
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1

(b) Actuation zone

Figure 3.2: Schematic representation of the intersection model
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The actuation zone defines the area where automated vehicles are actuating the sig-
nal control received via V2I communications (Figure 3.2b). The signal control is sent to the
automated vehicles for which the controller computed the signal, hence to the vehicles de-
tected by the radar sensor. The boundaries of the actuation zone are defined by the range of
the V2I communication, the range of the radar detection and the signal control itself. Since
the first was assumed to be continuous (Section 3.1.1), and the detection and signal control
are simultaneous, the start of the actuation zone concise with the start of the detection zone
at 200 m upstream of the intersection. On the other hand, the end of the actuation zone is
bounded only by the signal control itself, which is computed from the moment measurement
are available to the time the platoons leaves the intersection. Hence, the end of the actuation
zone varies for platoon and correspond to the end of the intersection plus the length of the
platoon measured from the front of the leading vehicle to the rear of the last following vehicle.

Due to the layout simplification, the control design The simplification of the intersec-
tion layout affects the control design in two ways: the induced platooning only has to con-
sider the longitudinal motion of vehicles and the scheduling problem only has to consider
conflicting stream with singular known destinations.

3.2.3. Intersection Model: Traffic

As previously mentioned, the controller interprets traffic in terms of i-platoon instead of vehi-
cles. This section provides a deeper insight on the concept of induced platooning, describing
how the i-platoons are formed and most importantly how their driving behavior is modelled.

Definition

Induced platooning has the main purpose of grouping conventional vehicles with automated
vehicles so that the latter can guide their followers through the intersection efficiently. In
addition, considering batches of vehicles instead of considering vehicles individually reduces
the computation effort for the prediction and coordination of the traffic.An induced platoon
is defined as a cluster of vehicles with time headways h small enough to assume that the
driving behavior of the vehicles is significantly influenced by their leader.

Formation

Three different conditions are set for the formation of i-platoons, considering their purpose
in the control strategy: the headway condition, the length condition and the leader condition.
The first one set the basic rule which is always followed expect in the two cases defined in the
length and leader condition. Each condition is explained individually and illustrated by a
practical example.

Figure 3.3: Practical examples of headway condition
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The headway condition states that two following vehicles can be part of the same
i-platoon if the follower have a headway within a threshold value. The headway is the time
distance between the rear bumps of two successive vehicles. The threshold value of the head-
way is not an absolute value but varies within a range, according to several factors, e.g. the
driving behavior of different drivers, vehicle’s characteristics and variation within the behav-
ior of a single driver. At same headway, it is possible that a vehicle is driving at its desired
speed while another vehicle is driving at that speed as reaction to the behavior of the vehicle
in front. In literature, many studies have been made on the headway distribution among the
drivers population. One of the proposed models was given by Buckley (Buckley, 1968) where
the total headway is obtain as the sum of two variables: the headway of vehicles that are fol-
lowing, and the headway of the vehicles that are driving freely. In (Hoogendoorn, Sergie P.
; Botma, 1997) an estimation of this headway function from headway observations can be
found. Results show that the contribution of "following" headway ranges between 0.4 s to 4 s
with a mean of 1.69 s. For the implementation of the control strategy in this research, a upper
bound of 2.5 s is considered. In Figure 3.3, the i-platoon number 2 and number 3 are formed
because the vehicles have headway longer than the threshold value. It should be noted that if
vehicles arrive at a stand still, their headway is undefined, as the space headway is divided by
a null speed. This means that stopped vehicles form individually a single-vehicle i-platoon.

Figure 3.4: Practical examples of length condition

The length condition refers to the number of vehicle that can form a i-platoon. The
length of an i-platoon influence the throughput of the intersection: the longer it is, the lower
the throughput is. Thus, an experimental limit of 5 vehicles is introduced (Figure 3.4). This
condition becomes important when density increases either due to increase of flow or de-
crease of average speed. If this condition didn’t exist, the controller would consider traffic in
the dense direction as a single inconveniently long i-platoon.

Figure 3.5: Practical examples of leader condition

The leader condition refers to which vehicle can be leader of an i-platoon. As men-
tioned in the Section 3.2.1, the performance of the control strategy is expected to be influ-
enced by the fraction of controlled i-platoons present. In order to increase such value, addi-
tional condition in forming i-platoons is considered: a new i-platoon is always formed when
an automated vehicle enter the detection zone, unless it meets the headway condition and
its predecessor is an automated vehicles. Looking at the example in Figure 3.5, if only the
headway condition would be applied, one controlled i-platoon (number 1) and one uncon-
trolled i-platoon (number 2) are formed. By introducing the leader condition, the automated
vehicle following the leader of i-platoon 2 forms its own i-platoon (number 3), leading to a
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total of two controlled i-platoon and one uncontrolled i-platoon.

Behavior

The induced platoons are consider as a cluster of vehicles moving through the intersection
as single unit lead by its leader. Therefore, given an induced platoon i formed of N vehicles
with leader i 1 at time t , the characteristics of the i-platoon are defined as follows:

i = j with j = i 1 (3.1)

di (t ) = d 1
i (t ) (3.2)

li (t ) = d N
i (t )+ l N

i −d 1
i (t )+ (3.3)

vi (t ) = v1
i (t ) (3.4)

t li (t ) = l N
i

vi (t )
+

n=N∑
n=2

hn
i (t ) (3.5)

Each i-platoonis labelled with the id of its leader. The id of the leader is a ordinal number j ,
meaning that that vehicle is the j−th vehicle to enter the detection area. The annotation i n

is used to indicate vehicles that are part of the i-platoon i , n ∈ [1,5] (length condition). The
position di and speed vi of the i-platoon i are determined by the leader i1. The length li is
the difference between the position of the head bump of the leader and the rear end of the
last vehicle i N . The variable t li is defined as time length and it corresponds to the sum of the
headways of the vehicles part of the i-platoon plus the last vehicle length divided by its speed.

The time length is an important variable. When a i-platoon is composed by only au-
tomated vehicle the length t li is kept constant at all times. If the i-platoon is not formed
only by automated vehicles, this statement does not hold at every time s with s ∈ [t , texit].
Under the assumption that vehicles within a i-platoon are voluntarily following their leaders,
they adjust to the changes of speed and try to keep their headway constant. It is assumed
that under certain speed condition the statement will hold within an acceptable degree of
approximation. The assumption is formulated as follows:

t li (s) = const for v1
i (s) ≤ v1

i (s) with s ∈ [t , texit] (3.6)

3.2.4. Summary of Design Assumptions

This paragraph summaries the assumptions made during the design process of the controller.
Some have already discussed in the previous paragraphs of this section, other will be ad-
dressed later in this chapter.

Design assumptions:

• I-platoons have a time length constant while they drive through the actuation area with
constant speed.

• All vehicles coming from a non-priority road perform a full stop at the start of the cross-
ing area and their arrival speed at the crossing is zero.

• Uncontrolled i-platoon do not split up when they decide to drive through the crossing
area.

• The probability of the gap acceptance is assumed to be deterministic.
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3.3. Optimization Problem

This section describes the solution framework in mathematical terms, providing a formal
overview of the problem to be solved. Following this introduction, the actual algorithms used
to tackle the optimization problem are illustrated.

3.3.1. Problem description

The disturbance of the system is the arrival of vehicles upstream to the intersection, namely
farther than 200 m to the crossing area.

The measurements Y (t ) consist of id, bound direction bd from which they are driv-
ing, position d , speed v , length l and automation level at of all vehicles detected within the
detection zone. The position of the i-platoon is provided as distance to the stop line of the
intersection. The automation level is a binary variable, 1 for automated vehicles and 0 for
conventional vehicle.

Y (t ) =


...

y j (t )
...

 with y j (t ) =< j ,bd j ,d j (t ), v j (t ), l j ,at j > (3.7)

The state of the system X (t ) is defined by the vector of all states of the i-platoons
present in the detection area. The state of an induced platoon xi (t ) with id i is defined by its
position, speed, time length l t and control status c.

X (t ) =


...

xi (t )
...

 with xi (t ) =< i ,bdi ,di (t ), vi (t ), t li ,ci > (3.8)

The control variable is the crossing sequence Ocp of the controlled i-platoons. The
crossing sequence is the order in which the i-platoons enter and clear the crossing area. Ac-
cording to this order, each i-platoon is assigned a cardinal number oi representing the ordinal
position of the i-platoon i in the sequence, e.g. oi = 1 for the the first i-platoon to enter. The
annotation (·)cp is added to highlight the fact that the control variable refer only to the con-
trolled i-platoons. The uncontrolled platoons will also be associated with a crossing order
oi , however these variables are not controllable but their knowledge is essential to the signal
computation for the controlled i-platoons.

Ocp =< . . . ,oi , · · · > with ci = 1 oi ∈
[
1, . . . , N cp]

(3.9)

The control signal U (t ) is the acceleration profile āi for the leader of the controlled
i-platoon. The acceleration profile specifies the trajectory of the i-platoon from the moment
the leader receives the signal t (assumed instantaneously) until the moment the i-platoon
leaves the intersection.

U (t ) =


...

ui (t )
...

 with ui (t ) = āi and ci = 1 (3.10)
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The control objective is to optimize the control signal U (t ) such that the resulting
total delay of the i-platoon in the network is minimal. The total delay of the i-platoon is
function of the current state X (t ), the estimated future state ˆX (t ), the control variable Ocp

and of course the control signal U (t ). The optimization problem can therefore be formulated
as:

min
U cp

f
(
X (t ), X̂ (t ),Ocp,U cp)

(3.11)

3.3.2. Optimization Layer

The formulation of the control objective provided by the equation 3.11, reveals the compli-
cated nature of this optimization problem. On one side, the fact that i-platoon are considered
individually brings a discrete aspect to the problem. The discreteness is related in particular
to the order in which i-platoon can cross the intersection. Given the fact that there is no pe-
riodic phase plan determining the access order, any order of a given set of i-platoon coming
from all streams is possible (within certain constraints). Moreover, a given crossing order is
not associated with one control signal for controlled i-platoons. For each ordered sequence,
there are multiple acceleration profiles that respect that order, for each controlled i-platoon
involved. The optimization objective of minimizing the total delay would entail finding out,
out of all associated control signals associated to all possible order sequences, the control
signal that yields the minimal delay for all i-platoons present at the intersection. In order to
solve this problem, the optimization is divided in two layers: an upper layer and a lower layer.
The upper layer consists in finding the sequence with the least delay. In the upper layer, each
sequence is associated with the control signal which generate the least delay. This optimiza-
tion is solved in the lower level, where, given that sequence, the best acceleration profile is
computed. An overview of the optimization of the controller is given in Figure 3.6. Vehicle

Figure 3.6: Schematic representation of the Control Optimization

measurement are used to form i-platoon, the state of the i-platoon is then sent to the opti-
mization module. As mentioned before, the acceleration profile (lower layer) concerns only
controlled i-platoons whereas the upper layer consider all i-platoons present. In order to be
able to compute the total delay of a sequence, the necessary information from uncontrolled
i-platoons also needs to be calculated. For this reason, the module trajectory prediction is
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added in the optimization scheme.

3.3.3. Lower layer Optimization

The lower layer optimization aims to find the acceleration profile of each controlled i-platoon,
given an order sequence O′, that yields the minimum total delay. The total delay T D is de-
fined as the sum of the individual delays of all the i-platoons P present at the detection area.
The individual delay is defined as the difference between the time an i-platoon leaves the
intersection ti ,ex and time it would have left the intersection if it was driving undisturbed
ti ,ex,min.

T D(O′) = ∑
i∈P

T Di (O′) = ∑
i∈P

ti ,ex(O′)− ti ,ex,min (3.12)

For a given sequence, the minimum total delay equals to the sum of the minimum individual
delays. In the upper layer optimization, when the total delays of different sequences are com-
pared, the sum of the terms ti ,ex,min is equal in all sequences because the term is independent
of the order. The terms therefore becomes obsolete:

minT D(O′) = ∑
i∈P

min ti ,ex(O′) (3.13)

The exit time of an i-platoon can be considered as the sum of the entry time and the evac-
uation duration. The evacuation duration corresponds to the time i-platoon needs to pass
through the crossing area from the moment it enters it to the time it leaves it with the rear
end of its last vehicle. The evacuation duration is then a function of the state x̂i (t ) of the
i-platoon when it enters the intersection (entering speed) and the acceleration profile during
the crossing. The entry time is also a function of the acceleration profile from the current
time t to time of entrance, together with the current state xi (t ):

ti ,ex = ti ,en +Ti ,evac = f (xi (t ), x̂i (t ), āi ) (3.14)

Finally, the lower layer optimization can be formulated as:

minT D(O′) = ∑
i∈P

min
âi

f (xi (t ), x̂i (t ), āi ) (3.15)

The constraints for this optimization problem relates to safety requirements and op-
erational requirements. The safety requirement consists in denying the occupation of the
crossing area by more than one i-platoon at the time, coming from conflicting streams. Hence,
the entry time of an i-platoon needs to be equal or higher of the exit time of the preceding
i-platoon in the crossing sequence. A time buffer is introduced to strengthen the prevention
of head to head collision. The entry time of platoons from the same stream should be sep-
arated at least with a safe headway, such that rear-front collisions are prevented. The safety
constraints are formulated as follow:

ten,i ≥ tex,m + tbuffer for o′
i ≥ o′

j , bdi 6= bdm (3.16)

ten,i ≥ ten, j +hsafe for o′
i ≥ o′

j , bdi = bdm (3.17)

The operational requirements interests the control signal âi , by considering the fact that the
automated vehicle should be physically able to execute the speed within the time step. The
acceleration profile is therefore bound by a maximum and minimum acceleration. The speed
of any vehicle is of course also bounded by the speed limit on the road. The operational
constraints then are formulated as follows:

amin ≤ āi ≤ amax for ci = 1 (3.18)
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3.3.4. Upper layer Optimization

The upper layer optimization is a combinatorial optimization that aims to find the sequence
of i-platoon with the least delay. Formally, the optimization problem is defined by the quadru-
ple (P, f (P ),T D,min). P is the set of i-platoons present at the intersection, f (P ) is the set of
feasible crossing sequences. Given a feasible solution O ∈ f (P (t )), T D = (P,O) is the total
delay of the i-platoons following the sequence O and denotes the measure of the solution
sequence O. Finally, min is the goal function, which is a minimization. The aim of the opti-
mization is then to find for the i-platoons P an optimal solution, that is, a feasible solution O
with:

T D
(
P,O) = min{T D

(
P,O′ | S′ ∈ f (P )

)
} (3.19)

where the T D(P,O′) equals the T D(O′) found in the lower lever optimization.

The constraints for the optimization problem relates to the assumptions made on the
traffic behavior at the intersection, i.e. no overtaking. This constraint define what is consid-
ered a feasible crossing order by limiting the possible combinations of the sequencing. In
order to be compliant to the constraint, i-platoons on the same stream should enter the in-
tersection respecting the order they entered the detection zone of that stream

O′ =< . . . ,oi ,om , · · · >∈ f (P ) if di < dm , bdi = bdm (3.20)

3.4. Solution of Upper Level Optimization

At the upper level, the optimization problem aims to find the sequence that yields the min-
imum delay. The algorithm applies the branching technique to systematically enumerate
candidate solutions. The calculation of the cost (delay) of each candidate solution uses input
from the lower level optimization. Branching alone would amount to brute-force enumera-
tion of candidate solution and testing them all. To improve on the performance of the brute-
force search, the algorithm keeps track of lower and upper bounds on the minimum that is
trying to find and uses these bounds to reduce the search space, eliminating candidate solu-
tions that it can prove will not contain an optimal solution. This technique is called branch
and bound.

This section presents the algorithm used to solve the optimization at the upper level.
The description is threefold: first the branching of candidate solutions is explained, secondly
the cost of each candidate solution is formulated and thirdly the search algorithm is pre-
sented.

3.4.1. Branching candidate solutions

A crossing sequence O is defined as a set of i-platoon, ordered by their time of arrival at the
intersection. Considering the fact that i-platoon are not allowed to overtake within the same
lane (equation 3.3.4), i-platoon from the same bound direction should enter the intersection
respecting the order they entered the detection zone. Any sequence O that satisfies this re-
quirements is defined as candidate solution. Let’s consider the subsets Pbd that group the
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i-platoon based on the bound direction they are driving from. In order to enumerate a can-
didate solution as stated above, the first i-platoon of any possible sequence is one of the first
i-platoon of the subsets. Given the first i-platoon, the following i-platoon is either the sec-
ond i-platoon of the same subset, or the first i-platoon of any of the other subsets. At each
choice step, a partial sequence is formed and the step is repeated until all i-platoons have
been selected once, hence all subsets are empty. If the process is done iteratively, exhausting
all possible choice making, all feasible solutions are enumerated.

In order to compute this process, the set of candidate solutions is structured as a
rooted tree and by exploring the branches of this tree, a systematic enumeration of all so-
lutions is achieved. A rooted tree has a starting node (root) that is partitioned in children
nodes. Each child node is then systematically partitioned in children nodes of its own. At the
end of the branching, the nodes without any children are called leaf nodes. The paths con-
necting the root node to the leaf nodes constitute the candidate solutions. In this structure,
each node represents an i-platoon assigned to a specific order, with the first children nodes
having the first position and the leaf nodes having the last position in the possible sequences.
The root node represents the last i-platoon of the previous optimal sequence. Starting from
the root node, each node is partitioned into n branches: one branch indicates that the last
i-platoon added to the partial sequence should be followed by an i-platoon from the same
subset Pbdi ; other n−1 branches indicate that the partial sequence should be expanded with
an i-platoon from other subsets where there are still i-platoons to be selected. The branching
rule is repeated until it reaches a the leaf node. When a leaf nodes is reached, the branching
is stopped and backtracking is initiated to the first node that was created but not branched
out yet. The process ends when there are no more nodes to branch, only leaf nodes.

A concrete example of the branching logic is presented in Figure 3.7. The examples
considers five i-platoon and two bound directions: P1 = {1,3,4}, P2 = {2,5}. The rooted tree is
fully expanded and includes ten candidate solutions.

3.4.2. Cost of candidate solutions

Each candidate solution is associated with a cost. The solution with the least cost is the op-
timal solution. The cost is defined by the sum of individual weighted delay of the i-platoons
forming the sequence. The individual delay is defined as the difference between the mini-
mum exit time tex,min and the exit time the i-platoon has if it is scheduled after the preceding
i-platoon. The minimum exit time is specific for each i-platoon because equals the standard
minimum entry time plus the evacuation time a i-platoon needs to cross the intersection
with the rear end of its last vehicle. The weighted delay is achieved by multiplying the de-
lay with the number of vehicles that forms the i-platoon. The weighted aspect of the delay
is introduced in order consider a fairness for the individual vehicles. In this paragraph, the
words preceding and following will refer to the order of i-platoon in the sequence, not to be
confused with the physically preceding or following i-platoon within the same lane.

The cost of each candidate solution O for N i-platoon is calculated at the leaf node
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Figure 3.7: Example of branching candidate solutions

with the following equation:

cost(O) = cost(nleaf) =
N∑

i=1
(ti ,ex,min − ti ,ex) · vehi (3.21)

where (3.22)

ti ,ex,min = di (t )+wbdi

vi (t )
+ t li (3.23)

The cost of a partial sequence On
1 , (candidate solution at an intermediate state) can

also be calculated at any node n, using the same formula and summing the individual delay
of the i-platoon scheduled so far including the i-platoon of the node n.

Considering the candidate solution highlighted in the Figure 3.7, O = (2,1,4,3,5), the
fictional individual delay of each ordered i-platoon is reported with a purple number. The
red numbers correspond to the cost of the nodes. The cost of the leaf node represented by
the i-platoon 5. The cost of O equals the sum of all the purple numbers: 12 = 0+3+0+5+4.

3.4.3. Search algorithm

In the algorithm described so far, all solutions must be enumerated completely in order to
compute their costs and compare them. With the branch and bound algorithm, before enu-
merating the candidate sub-solution (partial sequence) of a node, the node’s cost is checked
against an upper and lower bound and it is discarded if it cannot produce a better solution
than the best one found so far. With this approach, the feasible solution space is narrowed
down and the search for the optimal solution can be faster. The efficiency of this algorithm
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lies on the definition of the upper and lower bound which define the criteria for a node to
be discarded. In the worst case scenario, if the definitions are not efficient, the searching
algorithm will result in the enumeration of all possible candidate solutions.

The upper U B and lower LB bound are inspired by the definition provided by Yan et
al. (Yan et al., 2011). In this paper, the authors offer a mathematical proof of how any partial-
sequence candidate that respects the defined lower and upper bounds are indeed part of the
optimal complete solution. In their definition, the lower bound is composed by two elements,
the cost of the partial-sequence cost(n) and sum of the minimum cost of the i-platoon not
yet selected mincost(P ∩n). The upper bound is the cost of the best complete solution found
so far. At the beginning, the upper bound is set to infinite.

LB(n) = cost(n)+mincost(P ∩n) (3.24)

U B(n) = cost(nleaf) with U B(1) =∞ (3.25)

The definitions of cost(n) and of cost(nleaf) were given in the previous section. By
considering n − 1 the parent node of the child node n, in order to avoid repetitiveness in
calculations, the cost of the node n can also be computed as follows:

cost (n) = cost (n −1)+ (tn,ex,min − tn,ex)∗vehn (3.26)

This is easy to understand by looking at the Figure 3.7, where each node cost (red number)
is equal to the sum of the previous node cost and the individual delay (purple number). For
example, the node cost of i-platoon 4 is 3 = 3 + 0.

The sum of the minimum cost of the i-platoon not yet selected mincost(N ∩n) is for-
mulated as follows:

mincost (N ∩n) = ∑
i∈N∩On

1

tn,ex − ti ,en,min (3.27)

The exit time ti ,ex) is calculated for each branching that add a new i-platoon to the
sub-sequence candidates. For controlled i-platoon this computation corresponds to the sec-
ond layer optimization where the exit time is minimized (Section 3.5). For uncontrolled
i-platoon the computation is an estimation of the i-platoon behavior approaching and cross-
ing the intersection (Sections 3.6).

After the branching of a node, the lower bound of the branches is compared, and the
branching is continued from the node which has the smaller lower bound. After a number of
iterations, a leaf node is reached, the complete solution is named as best so far solution and
the lower bound value of that node is the updated upper bound. Backtracking to the nodes
with still partial solution, the upper bound is compared to their lower bound. If a lower bound
is bigger than the upper bound, no branching is required from this node because there the
final solution will always have a higher cost than the best so far solution. If the lower bounds
is smaller than the upper bound, the branching is computed. During this iterative process,
if a new complete solution is found with a lower bound smaller than the upper bound, than
this solution is named the new best so far solution and its costs is the new upper bound.

The following pseudo-code in Algorithm 1 illustrates how the branching and bound
technique is implemented to calculate the optimal sequence.
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Algorithm 1 Optimal Sequence

Input: {pL1, . . . , pLi , . . . , pLl }(all subsets)
Initialization:
add root node r
LB(r ) ← 0
U P ←∞
Q = r . queue of node to branch
while Q 6=∅ do

if G = (r,∅) then
v ← r

end if
Branch node v :
I = {i |pLi 6=∅}
for i , i ∈ I do

add edge e = (v,m)
compute LB(m)
if LB(m) <U P then . eliminate future node branching

add m to Q
end if
m ← m +1

end for
v = min{LB(m), . . . ,LB(m + i )} .min lower bound node
if v is leaf node then

Backtrack v =Q{1}
if LB(v) <U P then

U P = LB(v) . new upper bound
end if

end if
delete v from Q

end while
SEQ = n | LB(n) =U P . leaf node with min cost

Output: SEQ (optimal sequence)

3.5. Solution of Lower Level Optimization

This section presents how the lower level optimization is solved. The lower level optimization
aims to compute the optimal acceleration profile for controlled i-platoon given a candidate
sequence. Given the order in which an i-platoon should enter the intersection, a controlled
i-platoon should exit the intersection in the minimum time possible within a defined set of
constraints. The exit time is considered as the sum of the entry time and the evacuation time,
which is the time the i-platoon needs to cross the intersection. Thanks to the assumption
made regarding the time length t l of an i-platoon, the exit time can be calculated as follows:

tex = ten + wdir

v(ten)
+ t l (3.28)

where wdir is the width of the intersection coming from the direction dir. The problem
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of generating a control sequence able to minimize the exit time can be formulated as a multi-
objective optimization problem: among all possible sequences of control signals that control
the vehicle to enter an intersection, find one such that arrival time is the smallest possible
and the arrival speed is the highest. Considering the nature of the problem and the fact that
this optimization has to be computed iteratively at each branching, a series of considerations
are introduced in order to simplify the problem and its solution.

Let’s consider a time-speed diagram, where v(t0) is the current speed of the vehicle, t0

is the current time, d is the distance from the intersection, amax is the maximum acceleration
and amin is the minimum deceleration, v lim is the speed limit of the road. Any function v(·) in
the time-speed diagram that satisfied the following constraints is a feasible speed schedule
for reaching the intersection and the derivative of v(·) is an acceleration sequence for the
acceleration-based controller.

0 ≤ v(t ) ≤ v lim (3.29)

amin ≤ d

d t
v(t ) ≤ amax (3.30)

D =
∫ ten

t0

v(t )d t (3.31)

Any feasible solution derived from this problem needs to respect also the constraints defined
in Section 3.2.3, concerning the nature of the platoon and safety requirements. The equation
3.30 can than be re-written as follows:

amin ≤ d

d t
v(t ) ≤ 0 (3.32)

ti ,en ≥ t safe = tm,ex + tbuffer with (m, i ) partial sequence (3.33)

The objective is to find a function v(·) such that ven is as high as possible while ten is as small
as possible. Only piece-wise linear functions with slopes of the line segments equal to either
amin or 0 (eq. 3.32) should be used because for any non-piecewise linear function that satis-
fies the constraints, we can always find a piecewise linear function with a smaller ten and/or
a larger ven. Considering the constrains 3.29 - 3.33, two cases can be identified. Case 1, the
vehicle can reach the intersection by cruising to the entry with its current speed which corre-
spond to the highest speed allowed (cond. 3.32). In this case, the acceleration profile equals
to < (amax, tex − t0) >. Case 2, the vehicle has to decelerate and then cruise at the lower speed
to enter the intersection at a later time. The deceleration is equal to amin and time of entry ten

equals the safe time t safe. The acceleration profile is given by < (amin, t1−t0), (amax, tex−t1) >,
where t1 correspond to the time the vehicle stops decelerating and begins to cruise. In both
cases, the piece-wise function allows for a numerical integration of the condition 3.31 and
the computation of the solution can be generalized as follows:{

1
2 (v(t0)+ v(t1)) · (t1 − t0)+ v(t0) · (t en − t1) = D

v(t1) = v(t0)+amin · (t1 − t0)
(3.34)

where, in Case 1 t1 equals t0 and v(ten) equals v(t0). In Case 2, v(ten) equals v t1 . Figure 3.8
represents graphically the speed profiles of vehicles falling in Case 1 and Case 2, respectively.
If the leader of an controlled i-platoon slows down to a very low speed, it has to continue its
journey with the same speed, crawling its way out of the intersection. In the worse scenario,
when it comes at a full stop it will never start to drive again as the future speed can only
be equal or slower than the current speed. In order to prevent this, the trajectory control is
computed for controlled i-platoon with a minimum speed of 5 km/h.
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Figure 3.8: Speed piece-wise functions: Case 1 and Case 2

In summary, the algorithm for the trajectory control is shown in the following Algo-
rithm 2.

Algorithm 2 Trajectory Control

Input: vi (t0) (current speed), di (current distance to intersection), t0 (current time),t safe

(minimum safe entry time)
1: Initialization:
2: if ci = 1&&vi ≥ 5km/h then
3: t = d

vi (t0)

4: if t ≥ t safe then . Case 1
5: ti ,en ← t
6: t1 = t0

7: vi (ten) ← vi (t0)
8: else . Case 2
9: ti ,en ← t safe

10: compute vi (t1) and t1

11: vi (ten) ← vi (t1)
12: end if
13: compute ti ,ex

14: end if
Output: < (amin, t0 − t1), (amax, tex − t1) > (acceleration profile), tex (exit time)

3.6. Estimation of Uncontrolled I-platoons

Uncontrolled i-platoons drive through the intersection on their own accord. The time at
which they exit the intersection cannot be controlled but can be predicted. In addition, the
knowledge of their movement is essential in order to avoid collisions at the crossing area
between conflicting streams with controlled i-platoons. The prediction of the exit time of
uncontrolled i-platoons is divided in two steps: the arrival time prediction and the crossing
prediction. The arrival time prediction refers to the moment the i-platoon reaches the start of
the intersection and it is achieved by applying a modified car-following model. The crossing
prediction determine when the i-platoon is able to drive through the crossing area, accord-
ing to a gap acceptance model. The clear distinction is made due to the distinct nature of the
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models used to predict each component of the exit time.

3.6.1. Arrival Prediction

A trajectory prediction is introduced in order to estimate the arrival time of an uncontrolled
platoon. The behavior of conventional vehicles at the intersection is assumed to follow the
right-of-way rule for which vehicles will always give priority to the vehicles coming from their
right. According to the layout of the intersection, the uncontrolled i-platoons can than be di-
vided in two categories: i-platoons with priority and i-platoon without priority. I-platoons
with priority have always the right to cross the intersection while i-platoon without priority
can only cross the intersection if the crossing is free to do so without conflicts. In the first case,
the i-platoon will approach the intersection unhindered, hence its motion is only bounded by
its preceding i-platoon. In the second case, while approaching the intersection, the i-platoon
has to engage in a deceleration strategy in order to stop at the crossing. For simplicity sake,
it will be assumed that all vehicles perform a full stop and their arrival speed at the cross-
ing is zero. The described behavior will be modelled by a car following model. Among the
well-known car-following models, the Gipps model (Gipps, 1981) is chosen. In the Gipps
model, vehicles are classified either as free or as constrained by the vehicle in front. When
constrained by the vehicle in front, the follower tries to adjust its speed in order to obtain safe
space headway to its leader. When free, the vehicle’s speed is constrained by its desired speed
and its maximum acceleration. The model is collision-free and doesn’t require a calibration
because it has no parameters. The simulation step equals the reaction time which make the
numerical computation faster. The governing equation is as follows:

vi (t +τ) = min(v a
i (t +τ), vb

i (t +τ)) (3.35)

where τ is the reaction time which equals the simulation step, v a
i is the maximum speed the

vehicle can accelerate to during the time step, vb
i is the maximum safe speed the vehicle can

have in respect to the preceding vehicles.


v a

i (t +τ) = vi (t )+2.5 ·amax
i ·τ ·

(
1− vi (t )

vdesired
i

)
·
√

0.025+ vi (t )
vdesired

i

vb
i (t +τ) = amin

i ·τ+
√

(amin
i ·τ)2 −amin

i ·
[

2
(
sm(t )− lm −h − si (t )

)− vi (t ) ·τ− v2
m (t )

amin
i

]
(3.36)

where v(t ) is the speed at time t , s(t ) is the position at time t , h is the net space head-
way at standing still, i is the follower i-platoon and m is the leader i-platoon. The model
presented does not yet simulate the full stop of i-platoon without priority at the crossing. To
achieve that, the stop line at the crossing is modeled as a standing still vehicle with zero speed
and zero length. The algorithm 3 shows how the stop line vehicle is integrated in the Gipps
model.
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Algorithm 3 Trajectory Prediction 1 - Arrival

Input: (m, i ) (partial sequence), ˆvm (speed profile of leader), t (current time step), sstop (po-
sition of crossing), amin

i , amax
i ,h, vdesired

i ,τ (model parameters),
1: Initialization:
2: if ci = 0 then

3: xstop =


vstop = 0

sstop = sstop

lstop = 0

4: while si (t )− sstop >= 0 do
5: if diri = non-priority then
6: if Ø xm(t ) or sm(t )− sstop >= 0 then
7: xm = xstop

8: end if
9: end if

10: compute vi (t +τ)
11: compute s(t +τ) for i,m
12: t = t +τ

13: end while
14: t = ti ,ar

15: end if
Output: ti ,ar (arrival time), v̂i (speed profile of follower)

The algorithm is run until the i-platoon i has arrived at the crossing (line 3). If the
i-platoon doesn’t have an i-platoon leader in the detected zone or the leader has exited the
detected zone during the simulation, the leader will be the stop-line vehicle. As an example,
Figure 3.9 shows the trajectory predicted for two fictional i-platoons without priority. The
i-platoon i has no leader. The green line represents the safe gap time within which the ve-
hicle is expected to cross the intersection. The red line represents the time during which a
conflicting vehicle is occupying the crossing.

Figure 3.9: Example of the modified car-following model
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3.6.2. Crossing Prediction

Once an uncontrolled i-platoon has reached the crossing area, if it doesn’t have priority, it is
standing still at the stop sign. At this point, the leader vehicle observes the gaps in the con-
flicting road and determines whether the gaps are adequate to cross the intersection. Agap
is defined as the time headway between the stopped i-platoon and the leading i-platoon ap-
proaching from the conflicting stream. For a i-platoon i , the gap observed gi is calculated as
the difference between the estimated arrival times of the i-platoon i and the i-platoon m that
is approaching from the conflicting road.

gi = tm,ar − ti ,ar (3.37)

The evaluation of available gaps and the decision to carry out the maneuver defines the con-
cept of gap acceptance. A gap acceptance model can help describe how a driver decide
whether to accept it or not. In the gap acceptance model, the critical gap ĝ is an impor-
tant parameter and is defined as the minimum gap that a vehicle is willing to accept to enter
and drive through the crossing area of the intersection.

For sake of simplicity, the gap acceptance model used in this research consists in a
deterministic function: if the gap is lower than the a given critical gap, the gap is considered
rejected thus the probability of acceptance is 0; if the gap is higher than the critical gap, the
gap is accepted with 100% probability.

When the gap is accepted, the vehicle is expected to enter the crossing area at the
time of the arrival. If the gap is rejected, the arrival time equals the exit time of the i-platoon
which has just passed across. In this way, the updated arrival time can be used to evaluate
the following gap, until a gap has been accepted.

Finally, the exit time can be computed. The equation used for calculated the exit time
for controlled i-platoon (equation 3.31), is modified to consider that uncontrolled i-platoons
are crossing the intersection from standstill:

tex = tar + wL

v(ten)
+ t l (3.38)

The gap acceptance model is not only used to estimate the exit time of an uncontrolled
i-platoon. It is also needed to estimate whether the partial sequence generated by the Al-
gorithm 1 is realistic or not. Let’s consider two i-platoons, i and m, approaching the crossing
from the non-priority and priority roads respectively. The i-platoon i can either cross before
or after the crossing of i-platoon m, depending on whether i accepts the gap gi . Assuming
it does accept it, the actual sequence is (i ,m) and the sequence (m, i ) will never happen. If
at some point of the sequence optimization algorithm, the sequence (m, i ) is considered as
candidate solution, the arrival time of the i-platoon i is set to infinite so the solution will not
be branched any further and it will never be chosen as optimal solution.

The pseudo-code summarizing the crossing prediction is presented in the Algorithm
4.
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Algorithm 4 Trajectory Prediction 2 - Crossing

Input: (m, i ) (partial sequence), ti ,ar, tm,en (arrival times), tm,ex (exit time) , ĝ (critical gap) ,
amax (avg. acceleration from standstill)

1: Initialization:
2: if ci = 0 && diri = non-priority then
3: compute gi

4: if gi < 0 then .m arrives first
5: ti ,ar ← max(tm,ex, ti ,ar)
6: ElseIf 0 ≤ g j < ĝ . i arrives first but does not accept the gap
7: ti ,ar ← tm,en

8: ElseIf g j > ĝ . i arrives first and accepts the gap
9: ti ,ar ←∞

10: end if
11: compute ti ,ex

12: end if
Output: ti ,ex (exit time),



CHAPTER4
Evaluation and Implementation

Methodology

Chapter 3 covered the design of the controller, describing the control approach applied as
well as providing its mathematical formulation. As described in the Research Approach (Sec-
tion 1.4), the next step of this study is to evaluate the effectiveness of such design with respect
to the research objectives. This chapter provides a description of the methodology used to
plan and carry out this investigation. The evaluation plan introduces the Key Performance
Indicators (KPI) and the scenarios selected to test the implementation of controller in differ-
ent traffic environments. Following this description, the simulation platform is illustrated in
detail specifying how the traffic environment and the controller are modelled. The results of
the evaluation will be presented in the following chapter.

4.1. Evaluation Plan

The performance of the proposed traffic controller is tested within a simulation environment.
The investigation aims to assess how well the controller is able to coordinate incoming traffic
at a simulated intersection, under different circumstances. This analysis is then compared to
the performance of the same intersection controlled by a standard traffic light controller with
a fixed signal program. This section provides the description of the criteria chosen to measure
the intersection performance and the description of the scenarios designed to measure the
influence that external factors have on the intersection performance.

4.1.1. Evaluation Criteria

The research objectives regarding the intersection performance aim to investigate the effi-
ciency of the controller as well as the qualitative driving comfort of drivers (Section 1.3, sub-
question 5). Minimizing the travel delay is the objective of the controller, therefore it stands
reason that travel delay can be used as indicator of the intersection performance. In addition,
travel delay is one of the typical performance measures of intersection control, in literature
as well as in practise, (J. Li et al., 2016), (Florin & Olariu, 2015). Qualitative driving comfort is
not so straightforward to identify, as it can have different connotations and there is no stan-
dard definition. In relation to approaching an intersection, it can be stated that a common
frustration of drivers is having to decelerate to a full stop and having to accelerate again to
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continue the journey. The discomfort increases even more so if this occurs more than once
before being able to cross the intersection. For this reason, the number of stops per vehicle
will be considered as KPI for qualitative driving comfort.

Travel delay

As mentioned, travel delay is one of the most used indicator to describe the performance
of an intersection. Both total travel delay (veh.s) and vehicle delay (s) are commonly used.
In this evaluation, vehicle delay will be considered as it allows to compare scenarios with
different traffic volumes. The vehicle travel delay is defined as the difference between the
average time needed to pass the road section and the time that a vehicle remains in the road
section. Given the availability of individual vehicle records from the simulation, the average
vehicle delay can be calculated as follows:

T Dmean = 1

N

N∑
n=1

max(0,T Tmean −T Tn) (4.1)

where

T Tmean = length road section

speed limit
(4.2)

T Tn = texit road section − tentry road section (4.3)

In the equation 4.1, the enforcement of a positive delay is introduced so that vehicles that are
driving faster than speed limit (negative delay) do not decrease the average delay. In order
to analyze further the intersection performance and understand how it differently impacts
vehicles, the average vehicle delay will be computed for the following relevant groups of ve-
hicles:

1. T Dmean,route : average vehicle delay for vehicles travelling in the same route (origin-
destination);

2. T Dmean,cv, T Dmean,av : average vehicle delay for conventional vehicles (cv) and auto-
mated vehicles (av);

In the first case, the comparison of average delay per route T Dmean,route can be used as indi-
cator of the fairness of the controller. In the latter case, investigating separately the delay of
conventional vehicles and automated vehicles can give more insight on the effectiveness of
the control strategy.

Number of stops

The number of stops is considered as proxy of the driving comfort. The number of stops cor-
responds to the number of times a vehicle has to come to full stop during its journey through
the intersection area. This indicator is calculated per vehicle by the simulator software and it
is retrieved directly from the output of the simulation runs. These values are then averaged to
obtain the average number of stops per vehicle. As it is done for the travel delay, the average
number of stops will be also defined for the aforementioned vehicles categories.
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Additional traffic information

Aside of the performance indicators just described, additional traffic information will be con-
sidered in order to interpret better the results. In particular, the space mean speed is calcu-
lated. The space mean speed is defined as the average speed of vehicles traveling a given
segment of road during a specified period of time. Different to the time mean speed which
is an average of individual vehicle speeds, the space mean speeds weight the speed of slower
vehicles more heavily, as the slower vehicles are within the segment of interest for a longer
period of time. For this reason, it proves an interesting insight on the speed of vehicles travel-
ling under the control of the V2I communication in opposition to vehicles reacting to a traffic
light with fixed signal program. The space mean speed Vmean,space is easily obtained from the
output data of the simulation. Speed of vehicles are not reported at cross-section but at time
instant. The space mean speed is therefore the mean of all the instantaneous speed of all the
vehicles recorded. The segment of interest is defined between 190 m and -1 m distance from
the crossing area.

Vmean,space =
∑N

n=1
∑

instantaneous speed of vehicle n

total number of observation
(4.4)

4.1.2. Evaluation Scenarios

In the simulation environment, the intersection system is influenced by four external factors.
These external factors are traffic volume, demand ratio, penetration rate and the vehicle ar-
rival pattern. Each factor has a different impact on the output of the control system, which is
the performance of the intersection. In the next few paragraphs, an explanation of the rela-
tionship between the external factors and the system’s performance is given. Subsequent of
this explanation, the chosen evaluation scenarios are defined and visualized.

An increment of traffic volumes equals lower average headways. A lower average
headways increases the probability of vehicles being grouped in the same i-platoons, thus
the increase of volume doesn’t necessary lead to an increase of i-platoon. Nevertheless, a
higher number of i-platoon can be expected as the number of vehicles entering the intersec-
tion area increases. The concurrent presence of a high number of i-platoon at the detection
area implies a multiplication of the total amount of possible sequence combinations causing
a serious increase in computation time.

The second external factor is the demand ratio between the roads crossing at the in-
tersection. When there is no traffic lights the capacity of the intersection is denoted by the
priority rule. While the capacity of the road with priority is not affected as the journey of
the vehicles is unhindered, the road without priority has a decrease in capacity. The capac-
ity of the non-priority road is determined by the gaps in the priority flow, thus its volume.
If the traffic volume reaches the decreased capacity, the intersection will become congested.
When the congested condition sets in, the effectiveness of the controller is expect to reduce
drastically.

The next external factor is the penetration rate, i.e. the percentage of automatic ve-
hicles present in the network. A higher share of automatic vehicles obviously impacts the
controller positively, since there is more controllable traffic that approaches the intersection.
This factor is, especially in combination with traffic volume, crucial for a frequent formation
of i-platoons in order to optimize the intersection’s performance.
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At last, the relationship between the arrival pattern and the performance of an inter-
section is described. The arrival pattern correspond to the distribution of vehicles’ arrivals
during the simulation. It affects the formation of i-platoons when vehicles are approaching
the intersection with a short headway such that a i-platoon can be formed. In reality the ar-
rival pattern is a random factor and as such, it cannot be predefined in the simulation, but it
is randomly determined by the software. A traffic controller should be robust to the variation
of arrival patterns, since is something it cannot be estimated.

The relationship between the performance of intersection and the external factors
have now been clarified. It must be argued which and how external factors are used to form
evaluation scenarios. To provide an answer to the first research question "Which is the range
of penetration rate of automated vehicle and traffic volumes that is necessary to affect cor-
rectly the human driving?" the penetration rate and traffic volume are already required. Since
it is too time consuming to construct sensible evaluation scenarios combining all three fac-
tors, it is chosen to focus on the penetration rate and the traffic volume. The considered range
of traffic volume goes from 400 veh/h to 1600 veh/h of the total volume at the intersection.
The full spectrum of penetration rates is tested, from 0% to 100% with increments of 20%.
The demand ratio is set to 1:1 for all the scenarios. Even though the demand ratio is constant,
by increasing the volume, the effects of reduced capacity will be experienced. The proposed
controller will be referred as Control with Communication Only (CCO) and the comparing
counterpart Fixed Traffic Light (FTL).

Penetration Rate [%] - Control Type
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CCO FTL CCO FTL CCO FTL CCO FTL CCO FTL CCO FTL
400 1.1 1.2 1.3 1.4 1.5 1.6
800 2.1 2.2 2.3 2.4 2.5 2.6

1200 3.1 3.2 3.3 3.4 3.5 3.6
1600 4.1 4.2 4.3 4.4 4.5 4.6

Table 4.1: Evaluation Scenario

A quintuplet repetitions of each scenario is executed. Due to the characteristics of
the simulation software, each run has a stochastic representation of the driving behavior, e.g
desired speeds, arrival pattern. In this way, the performance of each scenario is accounted
for the changes of driving behavior that reflects reality.

Each repetition is run for 15 minutes, which is considered a period long enough to
capture the different dynamics of the traffic in response to the control signal.

Table below summarizes the scenarios that are considered in the evaluation plan. In
total, 24 scenarios are be tested. These scenarios are tested first with the proposed controller
and later with a standard fixed-time signal control.

4.2. Simulation Platform

The intersection environment described in Section 3.1 is reproduced using the simulation
platform Vissim-COM. Vissim is a microscopic road traffic simulator based on individual
behavior of the vehicles. Its mature simulation module made it the preferred platform for
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researches to simulate intersection traffic control scenarios (Jing et al., 2017). Vissim of-
fers a user-friendly graphical interface (GUI) through which one can design the geometry
of road networks and set up vehicles characteristics and vehicles driving behavior in a simple
way, prior the start of the simulation. In order to simulate the communications sensors-to-
controller and controller-to-actuators, an external application needs to able to access and
manipulate the network objects during the simulation dynamically. For this end, Vissim of-
fers an additional interface based on the COM (Component Object Model) which is a technol-
ogy designed to enable inter-process communication between software. The COM Interface
defines a hierarchical model in which the functions and parameters of the simulator, orig-
inally provided by the GUI, can be manipulated by programming. The traffic controller is
modelled and run in the programming environment of MATLAB. Via the COM interface, the
input of the controller is obtained by requesting vehicle information and the output of the
controller is sent to the desired vehicles by editing appropriate attributes.

Figure 4.1: Representation of the Simulation Platform

Figure 4.1 depicts the analogy between the intersection environment and the simula-
tion platform. The traffic system, is modelled in Vissim, the controller is modelled in MATLAB
and the control process it simulated via the COM Interface which allows the dynamic com-
munication between system and controller. The figure also includes a schematic overview of
the time-step based simulation sequence in Vissim. From the start of the simulation, at every
time step, the simulator calculates the state of all vehicles based on their attributes stored in
a library. After the calculation, the simulator actuates the directive and simulate accordingly
the objects in the network. The new state is stored, and a new calculation can be initiated.
Within this cycle, the COM Interface gives access to the stored information at the end of each
simulation, providing information on the processed (simulated) behavior. Information can
also be edited at this point, allowing to determine and send the control signal, right before
the calculations for the next step take place. As shown in the picture, not all the information
available can be also edited during the simulation. This set up poses some restriction in what
the user can manipulate, in particular regarding the ability to send the control signal to the
automated vehicles. The issue is discussed and confronted in Section 4.4.2.

The described platform is required only for the simulation of the CCO Controller. Vis-
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sim offers the possibility to model traffic control with a fixed signal program, thus the simu-
lation platform for the FTL controller is programmed internally in the Vissim software.

4.3. Vissim-COM Simulation

This section describes how the traffic system is modelled in the Vissim program. The de-
scription is threefold: vehicle behavior, infrastructure and traffic control. It covers all steps
required to build a working simulation, namely the infrastructure and traffic behavior, the
vehicle behavior, the traffic sensors and finally, the control signal.

4.3.1. Vehicle Behavior

This section focuses on the modelling of vehicle behavior, in particular aiming to show how
the conventional and automated behavior has been implemented in the Vissim simulation.
From the assumptions made in Section 3.1, the automated vehicles are expected to behave
like conventional cars except for the following aspects:

1. Following behavior: the automated vehicles are not affected by the subjectivity and
limitation of the human drivers, their perception of the environment is the result of
their sensors’ measurements.

2. Desired speed: the automated vehicles are expected to have always a desired speed
equals to the speed limit. On the contrary, the conventional vehicles are expected to
have a desired speed that fluctuates around the speed limit.

Driving Behavior

The traffic flow model in Vissim contains a psycho-physical car following model for longi-
tudinal vehicle movement and a rule-based algorithm for lateral vehicle movement. The
models deployed are based on Wiedemann’s research work. Wiedemann’s traffic flow model
is based on the assumption that there are four different driving states, between which the
drivers switch, depending on their current situation. For each of the four driving states, ac-
celeration is described as a result of current speed, speed difference, distance to the preced-
ing vehicle as well as of individual driver and vehicle characteristics. Drivers switch from one
state to another as soon as they reach a certain threshold that can be described as a function
of speed difference and distance. For instance, small differences in speed can only be per-
ceived at short distances. Whereas large differences in speed already force drivers to react at
large distances.

Vissim offers the possibility to change several parameters for following behavior, lane
change and lateral behavior models. The road layout of this simulation consists of single-
lanes, therefore the specification of lane change and lateral behavior is obsolete. On the other
hand, the customization of the following behavior is important in defining the behavioral dif-
ference between conventional and automated vehicles. A detail description of the parame-
ters available to the user is presented below. Following, Table 4.2 provides the chosen values
of these parameters.
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1. Look ahead distance: minimum and maximum distance that a vehicle can see forward
in order to react to other vehicles either in front or to the side of it (within the same
link). It is important when modeling the lateral behavior of vehicles.

2. Look back distances: minimum and maximum distance that a vehicle can see back-
wards in order to react to other vehicles behind (within the same link). The minimum
look-back distance is important when modeling lateral vehicle behavior.

3. Temporary lack of attention: duration and probability. The duration is the period of
time when vehicles may not react to a preceding vehicle. They do react however to
emergency braking. The probability is the frequency of the lack of attention.

4. Smooth closeup behavior: If this option is checked, vehicles slow down more evenly
when approaching a stationary obstacle. At the maximum look-ahead distance from
the stationary obstacle, a following vehicle can plan to stop.

5. Car following model: Wiedemann 74 for urban environment, Wiedemann 99 for high-
way environment. For each car-following model, several parameters are available to
influence the calculation of the vehicles’ acceleration. For the Wiedemann 74, it is pos-
sible to define the parameters determining the desired distance d .

d =ax + (bxadd +bxmul t · z) ·pv ,

where v = vehicle speed m/s, z = value or range 0.1

(a) Standstill distance to static obstacles (ax): Defines the average desired distance
between two cars. The tolerance lies from –1.0 m to +1.0 m which is normally
distributed at around 0.0 m, with a standard deviation of 0.3 m.

(b) Additive part of safety distance (bxadd ): Value used for the computation of the
desired safety distance d. Allows to adjust the time requirement values. Default
2.0

(c) Multiplicative part of safety distance (bxmul t ): Value used for the computation
of the desired safety distance d. Allows to adjust the time requirement values.
Greater value equals greater distribution (standard deviation) of safety distance

The values of the following behavior parameters for conventional vehicle are the de-
fault values proposed by Vissim. Both look ahead and look back distances are set to 250 m for
automated vehicles, considering the technical capabilities of their front and rear radar sen-
sors. Numerous publications have in fact associated automated vehicles with a 77Ghz long
range radar with view range up to 250 m. Temporary lack of attention is set to zero both in du-
ration and in frequency. According to the parameters related to the desired distance, in case
of conventional drivers such distance ranges from 2 m during standstill to 20 m while driving
at speed limit. In case of automated vehicles, the desired distance ranges from 1 2 m during
standstill to 10 m while driving at speed limit. The parameters regarding the desired distance
for automated vehicles are chosen following the suggestion given by PTV in a presentation
regarding the simulation of automated vehicles in Vissim (PTV, 2017).

Desired Speed

During the simulation, if not hindered by other vehicles or network objects, e.g. signal con-
trols, a driver travels at his desired speed. The desired speed varies per driver but it is possible
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Driving Behavior
Parameter Name

Urban Conventional Urban Automated
Look ahead distance [min max] [0m 250m] [0m 250m]
Look back distances [min max] [0m 150m] [0m 250m]
Temporary lack of attention [dur prob] [1s 2%] [0s 0%]
Smooth closeup behavior Checked Checked
Standstill distance to static obstacles (ax) 2 m 2 m
Additive part of safety distance (bxadd ) 2 2
Multiplicative part of safety distance (bxmul t ) 3 0

Table 4.2: Parameters of the Following Behavior Model

to influence the ranges of this variation. Vissim assigns the desired speed through a desired
speed distribution, defined as fractiles. Fractiles are the cut-off points where the distribution
reaches a certain probability. The function creates a probability distribution treating the ele-
ments as fractiles with equal probability spacing. It requires a minimum of two elements, one
defining the zero fractile ( fmi n) and one defining the 1 fractile ( fmax ). If it has n+1 elements,
the i-th value is in the i/n fractile. The distribution is piecewise uniform, that is it assumes
a uniform distribution between each pair of adjacent fractiles. The standard distribution for
the conventional vehicles is a function defined by <(0,48 km/h) (1, 58 km/h)>, meaning that
the 100% of driver population has a desired speed between 48-58 km/h, with average of 53
km/h. Such distribution is defined by Vissim to simulate the driving behavior at roads with 50
km/h, reflecting the fact that some people usually drive slightly above the speed limit. Each
vehicle is assigned with a random value x between 0 and 1 from which the desired speed is
defined as follow:

des_speed(x) = fmi n + ( fmax − fmi n) · x (4.5)

The automated vehicles drives aim to drive at a speed equal to the speed limit. The
desired speed distribution is a function whose minimum and maximum values equal to 50
km/h.

Desired Speed Distribution Elements
± 50 km/h <(0,48 km/h) (1, 58 km/h)>

Const. 50 km/h <(0,50 km/h) (1, 50.01 km/h)>

Table 4.3: Configuration of desired speed distribution

Vehicle Category, Class and Type

In Vissim, there are three types of classification of vehicles: vehicle category, vehicle class
and vehicle types. According to this classification, different attributes describing the vehicle
behavior are assigned to either one of this three categories.

The vehicle category specifies the basic behavior in traffic and covers the differences
between car, truck, public transport, bike or pedestrian. In the scope of this research, only the
category Car is considered. Within this category, vehicles can be differentiated based on tech-
nical driving characteristics (e.g. different speed, acceleration) via vehicle types. Three vehi-
cles types are defined: Conventional, Automated Not connected and Automated Connected.
Automated vehicles enter the intersection as Automated Not connected and if they become
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leader of a controlled i-platoon their vehicle type is changed to Automated Not connected.
The difference between connected and not connected type relates to the parameters of the
acceleration functions assigned to these vehicles. The need for this distinction is explained
in the description of the control signal and its simulation (Section 4.4.2). Vehicle classes pro-
vide the basis for speed data, evaluations, path selection behavior and other network objects.
Most importantly, vehicle classes are used to assign vehicles to a specific driving behavior.
Vehicles under the vehicle type Conventional are assigned to the class Conventional whereas
vehicles assigned to either and two Automated Not connected and Automated Connected are
assigned to the class Automated. Figures 4.2 give a comprehensive description of how this
classification affects the implementation of conventional and automated behavior.

Figure 4.2: Summary of the vehicle classification and its attribute in Vissim

4.3.2. Infrastructure

This sections concerns the modelling of the infrastructure and the expected behavior of traf-
fic driving in this infrastructure. Via the Vissim GUI, using the off-the-shelf objects, it is pos-
sible to create the road layout and the traffic rules. Consequently, the link behavior and traffic
assignment can be defined.

Road Layout

The road infrastructure consists in the crossing of two single-lane roads, West-bound and
South-Bound. No pedestrian or bike crossing are present. The two conflicting traffic flows
are not regulated by a traffic light system and therefore drivers cross the intersection accord-
ing to the right-of-way rule. In this case, it means that drivers on the south-bound always
have priority to cross with respect to the drivers approaching from the west-bound road. The
south-bound road is refereed as priority road and the west-bound road as yielding road. Each
road is modelled by a link. At this point, the modelled roads represent two links over-crossing
each other. Vehicles driving on different link have no interaction with each other. In order to
made them aware of the crossing area, traffic rules needs to be introduced.

Traffic Rules

The yielding behavior in a non-signalized intersection can be modelled by using either prior-
ity rules or conflict areas. Depending on the choice made, the driving behavior of the drivers
on both the yielding and priority roads differs.
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Figure 4.3: Representation of the Simulated Intersection

(a) Priority Rule (b) Conflict Area

Figure 4.4: Modelling Yielding Behavior

With priority rule, the vehicles on priority road drive unhindered towards and through
the crossing area. When vehicles on the yielding road travel to the stop line, the crossing
decision is taken considering two criteria: the gap time and the (space) headway. The gap
time is the time that the first upstream vehicle in the priority road will require to reach the end
of the crossing area in its present speed. The headway states the distance between the end of
the crossing area and the first vehicle which is moving towards the crossing area. Depending
on the traffic situation, either the headway or the time gap is more important. In a normal
traffic flow, it is mainly the time gap which is relevant. In the case of slow-moving traffic and
congestion, the gap time is often large enough to pass the prerequisites and so the headway
becomes the decision factor. In summary, under priority rules, a yielding vehicle does not
need to stop and wait at the stop line if all conditions of gap time and headway are fulfilled. If
either one of them is not met, the vehicle waits at the stop line until both gaps are sufficiently
long. In this case the priority rule is treated as a preceding vehicle with null speed. In the
Vissim documentation (PTV, 2013), it is not specified when and how often the criteria for the
yielding vehicle are checked.

In conflict areas, a vehicle in a yielding road will calculate whether it will be able to
cross the priority road with every time step while approaching the conflict area. If the driver
feels there is a large enough gap in the main traffic stream, he will simply continue to drive. If
the gap is too small, the vehicle will decelerate as if it had to stop in front of the conflict area.
This calculation is repeated with the next time step. The braking is then either cancelled
or the driver continues driving and might even accelerate when finding a gap in the traffic
stream to enter safely. The acceleration allows him to pass and clear as soon as possible the
conflict area. A vehicle in the minor stream will not enter a conflict area if it assumes that it
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will not be able to leave it before the next vehicle of the main stream arrives. Vehicles in the
main traffic stream also react to conflict areas. If a vehicle does not manage to cross the entire
conflict area because the driver has misjudged the situation, the vehicle in the main traffic
stream will brake or even stop. The drivers that have the right of way carry out a comparable
decision-making process for crossing the conflict area as the drivers who are supposed to
yield.

The fact that vehicles in both direction are aware of each other, makes the conflict
area a much more suitable choice for the simulation regarding the movement of automated
vehicles in the yielding road. In this way, it can be simulated how conventional vehicles on
the priority road would react to the crossing of automated vehicles. While the timing is tech-
nically safe, their behavior can be perceived otherwise by the human driver used to a more
precautions behavior.

Link Behavior

The following step is to define and assign a link behavior to the road links, based on the en-
vironment they represent, e.g. whether a link represents a highway road or an urban road.
By defining a link behavior is possible to distinguish different driving behaviors by vehicle
classes. For this simulation, the link behavior Urban Future is created by associating the con-
ventional and automated classes to the their respective driving behaviors. This link behavior
is the assigned to the links 1001 and 2001.

Link Behavior Vehicle Class Driving Behavior

Urban Future
Conventional Urban Conventional

Automated Urban Automated

Table 4.4: Configuration of link behavior

Link Link Behavior
1001 Urban Future
2001 Urban Future

Table 4.5: Assignment of link behavior

Traffic Assignment

Traffic assignment consists in appointing the origin and destination links within the network
and define the available paths linking origin and destination. Given the simplicity of the
intersection, this step is quite straightforward. There are two origins, also referred as vehi-
cle inputs, positioned at the beginning of the links 1001 and 2001, respectively. From each
origin, there is only one path available leading to end of the link, which correspond to the
destination. The routing decision is therefore static.

Vehicle Input Link Volume Vehicle Composition
1 1001 200 Mixed
2 2001 200 Mixed

Table 4.6: Configuration of vehicle input
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The traffic volume entering the network is defined per origins. The attributes of each
vehicle input consist in volume (km/h) and vehicle composition. The vehicle composition
is the element where the penetration rate of automated vehicles can be introduced. The ve-
hicle composition defines the composition of the traffic per vehicle type. It also assigns a
desired speed distribution to each vehicle type. Once a vehicle type is assigned to vehicle
composition, its minimum relative flow is 0.001 and can’t be set to 0. Therefore, to simulate
all required scenarios, three vehicle composition are created: one with only human drivers,
one with mixed penetration and one with only automated vehicles. The Mixed vehicle com-
position is used for the scenarios of 20%, 40%, 60% and 80% of penetration rate. For this
reason, in Table 4.7, the values written in italic are values that change according to the eval-
uation scenario. The desired speed distribution described in Section 4.3.1 is here assigned to
the vehicle types. The vehicle type representing the automated vehicles is the Automated Not
Connected, as this is the mode in which the vehicles enter the network.

Vehicle Composition Vehicle Type Desired Speed Dist. Relative Flow
Conventional Conventional ± 50 km/h 1

Mixed
Conventional ± 50 km/h 0.2

Automated Not connected Fixed 50 km/h 0.8
Automated Automated Not conected Fixed 50km/h 1

Table 4.7: Configuration of vehicle computation

4.3.3. Traffic Control

The evaluation plan entails the simulation of the (Control with Communication Only) CCO
Controller as well as the simulation of a standard traffic control system with a fixed signal
program. While the CCO Controller cannot be programmed internally in Vissim, the software
does offer the ability to control an intersection via a fixed traffic light program. This type of
control set off-line the greet time for each direction and the order in which it is distributed,
according to historical traffic information.

Fixed Traffic Light Control

In order to introduce the signal control, traffic lights should be first added to the infrastruc-
ture via the network objects signal head (Figure 4.5). Each traffic light is assigned to a signal
group. The signal control program needs to define the following elements:

• Stage: A phase defines which signal group receive green time at the same time and by
default which ones received red time.

• Stage sequence: The sequence of the phases at each cycle

• Signal sequence: The sequence of the signal for each phase, e.g. red - green - amber.

• Cycle time: Duration of one cycle

• Signal duration: Duration of each signal per phase.

The stages and their sequence are depicted in Figure 4.5. The configuration is straight for-
ward: once the W-E direction has green, the conflicting direction has red and vice-versa. The
signal sequence is made of red-green-amber. The amber time lasts always 3 seconds, during
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(a) FTL Infrastructure (b) FTL Stages (c) FTL Stage sequence

Figure 4.5: Modelling Fixed Traffic Control

which vehicles are still allowed to pass through. In all scenarios, the volume ratio between the
two direction is 1:1. Thus, the amount of green time should be distributed equally among the
signal groups. This leads to assigning 27 seconds to green time and 30 seconds of red time.
The resulting signal program is synthesized in the following Figure 4.6.

Figure 4.6: Representation of the Simulated Intersection

4.4. COM-Matlab Simulation

The COM Interface allows to initiate the simulation of Vissim from a Matlab script and auto-
mate the run of multiple simulation. The pseudo code in Algorithm 5 shows how the simu-
lation platform is implemented in practise. After setting up the simulation settings to match
the evaluation scenario, the simulation is initiated as a for loop. At each loop, Vissim simulate
a single step equal to 0.1 seconds and receives the signal control. Every 10 simulation steps
(1 second), the sensors’ measurements are collected and a new signal control is calculated.

The highlighted modules define the three main components that allows the imple-
mentation of the controller within the simulation. Chapter 3 already provided an extensive
description of how the optimal control signal is calculated. The following sections will focus
on the description of the input sensor and the communication of the control signal.

4.4.1. Input Sensor

The intersection is equipped with sensors able to provide accurate information about indi-
vidual vehicles. The sensors consist in traffic radars and in the automated vehicles them-
selves. The traffic radar technology allows to track vehicles within a range of sight and pro-
vides position, speed, acceleration, length and id of each vehicle observed. The same type
of information is available from the automated vehicles about their own vehicles. Whereas
the radar is supposed to provide information over all traffic, the automated vehicles are sup-
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Algorithm 5 Main - Simulation

Initiation of Server:
Connect to the COM Server
Load Vissim file

Simulation:
for volume = 200:200:800 do

for penetration_rate = 0:0.2:1 do
for seed = randi([1 100],1,5) do

set random seeds
set volume
set penetration rate
for s=1:End_of_simulation do

Run single step s . Simulation step in Vissim
t=s/10
if mod(t,1) == 0 then

Input Sensor
Calculate Signal Control

end if
Send Signal Control

end for
end for

end for
end for

posed to identify themselves as ’automated’ and send the information to allow for a mapping
of the automated vehicles in the traffic radar detection. Eventually, the information that the
controller is supposed to receive is a list of all vehicles with their proprieties.

In general, Vissim produces by default a set of sensing data, defined as attributes of
each vehicle. The vehicle data is stored in a database, which is updated after every simu-
lation step. This database is accessible via the COM Interface by accessing the object Vis-
sim.Net.Vehicles and collect the required attributes. The list of attributes collected in the sim-
ulation are showed in Table 4.8. The output frequency of such information is 1 s and no
measurement error is taken into account.

Radar Measurement Vehicle Attribute [Short Name]
Vehicle Id Vehicle Number [No]

Distance to Stop Line Distance Travelled [DisTravTot]
Vehicle Length Vehicle Length [Length]
Vehicle Speed Vehicle Speed [Speed]
Vehicle Type Vehicle Type [VehTyNo]

Radar Id Lane [Lane]

Table 4.8: Specification of the Input Information received by the CCO Controller
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4.4.2. Control signal - Communication

The control signal consist in a parameterized acceleration profile for leaders of controlled
i-platoons. The acceleration profile is a uniform piecewise function defined by two segments.
In the first segment the vehicle decelerate with -3 m/s2 for t1−t0 time, in the second segment
the vehicle cruise with constant speed (0 m/s2 ) until its i-platoon exits the crossing area at
tex .

Once the vehicles receive the signal at t0, they should execute their movement accord-
ingly between t0 and t0 +1 seconds. Ideally, Vissim should use the acceleration provided by
the controller to calculate the movement of the vehicles. However, the vehicles’ acceleration
is an attribute internally calculated by the software and cannot be manipulated by the user.
Moreover, as depicted in Figure 4.3 (Section 4.2), the ability to access and edit objects doesn’t
occur between the calculation step and the simulation step but between the simulation step
and the calculation for the next step. This means that is only possible to alter the input for
the calculations and not the results of the calculations themselves. In order to be able to
implement the control signal an indirect solution is needed.

One of the attributes available for editing during the simulation is the speed of the ve-
hicles. Let’s consider the following situation. At the end of the simulation step s, the vehicle
i has a speed vi (s). âi (s) is the acceleration that vehicle i should use according to the con-
trol signal. ai (s) is the acceleration calculated by the software. Assuming that the software
uses the kinematic equation to calculate the next movement, the new speed of vehicle i at
simulation step s +1 for the software (·) and for the controller (̂·) are the following:

vi (s +1) = vi (s)+ai (s) ·ds

v̂i (s +1) = vi (s)+ âi (s) ·ds

If speed vi (s) is set equal to v̂i (s +1) and ai (s) is forced to 0 m/s2, vi (s +1) equals the desired
v̂i (s + 1). The acceleration of vehicles can be forced to be zero by manipulating the maxi-
mum and desired functions of acceleration and deceleration. To account for differences in
the driving behavior of several drivers and different vehicle properties during acceleration
and deceleration, Vissim uses functions instead of individual acceleration or deceleration
data. Maximum acceleration and deceleration functions outline the limits of what the vehi-
cle is technically capable of executing. The desired acceleration and deceleration functions
are used for all situations in which the maximum functions are not required. According to
the interaction state of the vehicle, the car-following model decides to either decelerate or
accelerate. If all functions related to the acceleration and deceleration are set to 0 m/s2, no
matter the state in which the vehicle is, it will always keep its current speed constant. This
is the reason why there are two vehicles types representing the automated vehicles (Section
4.3.1). The vehicle type Automated Non Connected has the same acceleration and decelera-
tion functions of the Conventional type. The vehicle type Automated Connected has instead
all functions equal to the constant value 0 m/s2. Ultimately, instead of an acceleration pro-
file, a speed profile is used as control signal and every 0.1 seconds, the control speed is sent
to the vehicles.

This alternate solution comes with two disadvantages. Firstly, since the vehicles can-
not break, the execution of the signal as speed does not guarantee that the vehicles will keep
a safety distance to the preceding vehicles. Secondly, while the speed vi (s+1) equals v̂i (s+1),
the space movement will differ. The latter case does not significantly impact the execution
of the control signal nor affects the reliability of the simulation. At each simulation step (0.1
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seconds), the difference between the actual simulated movement and the movement the con-
troller expects is on the range of centimeters.

The first inconvenience, regarding the lack of assurance on safety distance, is not ac-
ceptable because it can lead to the absurd situation where vehicles overrun each other in
the simulation. In order to solve the issue, a safety speed needs to be calculated that defines
the maximum speed the vehicle can drive while respecting a safe distance to the preceding
vehicles. In order to relieve the Matlab computations to a minimum, the safety speed is in-
troduced in Vissim as user-defined attribute of vehicles, so that its value will be computed
at each simulation step by the software. User-defined attributes are created using either Vis-
sim data or a formula as data source. In case of formula, the equation can be defined using
attributes values of any network object as input. The limitation lies only on the available at-
tributes Vissim provides, e.g. is not possible to known the speed of a preceding vehicle but it
is possible to know the speed difference with the preceding vehicle.

The formula of the safety limit speed is based upon the IDM (Intelligent Driving Model)
() which is used to simulate the automated driving behavior. The desired minimum gap be-
tween two vehicles under IDM, is given by the following expression:

hdwyi ,safe(s +1) = hdwy0 + vi (s ·T )+ vi (s)∗δvi (s)p
a ·b

(4.6)

where T denotes the safety time gap, δv(s) = vi (s)− vi−1(s), hdwy0 is the minimum distance
for congested traffic, a the maximum acceleration and b the comfortable deceleration. Ap-
plying the kinematic equations to the equation 4.6, the safety distance is formulated as func-
tion of the ai ,safe(s).

The Algorithm 6 provides the pseudo-code regarding the communication of the con-
trol signal.

Algorithm 6 Send Control Signal

Input: Signal_Id (Id of the leader of controlled i-platoons), Signal_T1 (Time until which the
vehicles have to break),Signal_Tex (Time of exit of controlled i-platoons)

for vehicle ∈ Signal_Id do
if t ≤ Signal_T1(vehicle) then . Braking phase

Speed_new = min{Speed safe,Speed−3∗d t }
set Speed_new to vehicle
set Type Automated Connected

end if
if Signal_T1(vehicle) < t ≤ Signal_Tex(vehicle) then . Cruising phase

Speed_new = min{Speed safe,Speed}
set Speed_new to vehicle
set Type Automated Connected

end if
if t > Signal_Tex(vehicle) then . End of control

set Type Automated Not Connected
end if

end for



CHAPTER5
Results

The previous chapter introduced the simulation environment used to evaluate the perfor-
mance of the controller. Following the different evaluation scenarios, the results are here
illustrated and analyzed. As a consequence of the final discussion over the overall results, the
research questions will be answered in the following Chapter.

5.1. Results Overview

The results of the intersection performance are summarized in Tables 5.1, 5.2, 5.3. In total,
48 different scenarios have been tested and evaluated according to the criteria described in
the previous chapter. The results shown in the tables are the average values of the multiple
runs executed per each scenario. In almost all scenarios, the proposed controller CCO (Con-
trol with Communication Only) has achieved positive results, besting the performance of its
Fixed Traffic Light (FTL) counterpart. In the cases where the CCO performs better, the dif-
ference in performance is substantial, ranging from 10 to 2 times higher in average vehicle
delay. The number of stops reflects the same behavior. The contrast might be due to the fact
that a fixed signal program uses a blunt logic to regulates traffic that lacks the ability to adapt
the signal to the vehicle arrival. In fact, the space mean speed for the FTL stands around 30
km/h, showing that no matter the traffic demand, vehicles will be subjected to the same de-
lay. On the other hand, the space mean speed for the CCO shows how the control signal slows
down vehicles only when it is necessary (i.e. avoid collision). The scenarios where the CCO
performs worse than the FTL are 4.1 and 4.2, where the total traffic volume is 1600 veh/h and
the penetration rate is null and 20% respectively. During the running simulations, it can be
seen that in these scenarios, the queue forming on the minor road start to spill back consid-
erably before it starts to resolve. The scenario with 1600 veh/h is in fact, the only scenario
where traffic regulates by the FTL reaches saturated condition, i.e. the queue is not resolved
within the green time.

As expected, the performance of the fixed traffic light slightly worsens with the in-
crease of traffic volume. A higher input causes longer queues and higher waiting time. This
is supported by the results of the space mean speed, which decreases significantly in the sce-
nario with the highest volume. The number of stops remains stable throughout the different
scenarios. On average, one in two vehicles has to come to a full stop during its journey. The
increase in penetration rate has a small impact, possibility correlated to the fact that auto-
mated vehicles travel with the same desired speed of 50 km/h.
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The performance of CCO is obviously more affected by the penetration rate as well
as by the traffic volume increase. The behaviour of the performance will be more in depth
analyzed in the following sections of this chapter.

Average Vehicle Delay [s]

Penetration Rate [%] - Control Type
0 20 40 60 80 100

Vo
lu

m
e

[v
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/h
]

CCO FTL CCO FTL CCO FTL CCO FTL CCO FTL CCO FTL
400 0.31 9.84 0.28 9.08 0.26 8.89 0.21 8.32 0.11 8.03 0.05 7.52
800 0.73 11.43 0.74 11.04 0.69 10.45 0.66 10.11 0.45 10.00 0.07 9.96

1200 4.62 12.13 2.70 11.84 1.5 11.65 1.70 11.11 0.87 10.77 0.31 10.80
1600 26.61 17.72 23.72 14.62 18.80 13.70 2.33 12.06 0.35 10.91 0.70 10.78

Table 5.1: Results Overview - Delays. Rounding at the second decimal

Average Number of Stops per Vehicle

Penetration Rate [%] - Control Type
0 20 40 60 80 100
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]

CCO FTL CCO FTL CCO FTL CCO FTL CCO FTL CCO FTL
400 0.01 0.44 0 0.43 0 0.44 0 0.44 0 0.43 0 0.44
800 0.08 0.51 0.06 0.51 0.01 0.50 0 0.50 0 0.49 0 0.49

1200 0.76 0.56 0.24 0.53 0.06 0.53 0.01 0.52 0 0.49 0 0.51
1600 3.91 0.61 3.23 0.58 2.60 0.58 0 0.57 0 0.56 0 0.56

Table 5.2: Results Overview - Stops. Rounding at the second decimal

Average Space Speed [km/h]

Penetration Rate [%] - Control Type
0 20 40 60 80 100

Vo
lu

m
e

[v
eh

/h
]

CCO FTL CCO FTL CCO FTL CCO FTL CCO FTL CCO FTL
400 51.01 31.75 50.63 30.85 50.48 30.86 50.40 30.34 50.46 30.54 50.14 30.20
800 44.29 27.59 50.03 28.29 49.81 28.83 49.51 29.25 49.35 29.59 49.86 30.12

1200 42.23 27.06 44.46 27.75 46.32 27.15 47.31 27.98 48.05 30.54 49.27 28.61
1600 19.32 23.15 21.67 25.15 23.48 27.27 48.40 27.97 49.46 28.62 49.14 28.96

Table 5.3: Results Overview - Space Speed. Rounding at the second decimal

In correlation to this analysis, the total number of i-platoons formed during the sim-
ulation are considered. The results are shown in Figure 5.1. The number of i-platoons are
calculated by counting the number of vehicles that have led an i-platoon at any time during
their journey through the detection area. This means that this result reflects the time when
i-platoons split, but it does not account for the time when i-platoons join each other because
the new joined i-platoon does not have a new leader. A split can happen when a human
driver drifts from its preceding vehicle, when two i-platoons join each other but their cumu-
lative length is longer than the limit allowed or more likely, when an vehicles of an i-platoon
come to full stop.

In the figure, the data is distinguished by controlled and uncontrolled i-platoons. As
expected, the number of controlled i-platoons (blue bars) grows with the increase of pene-
tration rate and it does so almost at a linear peace. In respect of the volume, the number of
controlled i-platoon follows almost proportionally its increase. It seems that the increase of
average headway didn’t really impacted the aggregation of vehicles in i-platoon. For example,
when the penetration rate is null, the number of uncontrolled i-platoon is almost equal to the
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Figure 5.1: Representation of the simulated i-platoons

number of vehicles for all different volume scenarios. As previously explained, this outcome
could also be the result of uncontrolled i-platoon splitting when they stand in a queue. It
is challenging to relate this data directly to the performance of the intersection, as multiple
factors concur in the formation of the i-platoons. Nevertheless, this results will be used to
support the answer to one of the sub-research question, investigating the ability to influence
the conventional vehicles.

The following section, the results are grouped by the traffic volume, allowing to focus
the analysis on the impact of the penetration rate on the intersection performance.

5.2. Scenario 1 - Low Traffic

Scenario 1 is characterized by a total volume of 400 veh/h, 200 veh/h each route. During the
simulation, approximately 100 vehicles have been simulated. As expected, the average delay
of all vehicles in the CCO simulation is lower than the delay caused by the fixed traffic light
control (Figure 5.2a). The difference in delay is significant for all penetration rates, as traffic
coordinated by the CCO Controller has essentially no delay. The same can be said for the av-
erage number of stops per vehicle. The fact that full conventional traffic already experiences
no delay shows how vehicles on both approaching directions drive on free flow and barely
interact with one-another. The number of induced i-platoons is ranges between 85 and 112,
indicating that the formed i-platoons are mostly constituted by a single vehicle. The poten-
tial improvement of the CCO Controller cannot be really tested in this situation. However, the
results prove that the trajectory control is successful in coordinating the i-platoons across the
intersection.
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(a) Delay and Stops in Scenario 1
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(b) Delay for Drivers in Routes in Scenario 1
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Figure 5.2: Results for Scenario 1 and Scenario 2
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5.3. Scenario 2 - Medium-Low Traffic

Scenario 2 is characterized by a total volume of 800 veh/h, 400 veh/h per each route. During
the simulation, approximately 200 vehicles are simulated. Scenario 2 is in some aspects sim-
ilar to Scenario 1 because the flow is still not high enough to cause a significant delay with
self-regulating traffic. As expected, the average vehicle delay with the CCO simulation keeps
being lower than the delay caused by the fixed traffic light control(Figure 5.2e). However, in
this scenario, the presence of automated traffic starts to have a bigger impact on the delay
caused by the CCO Controller. From 40% penetration rate, the increase of automated vehi-
cles follows a linear decrease of the delay. The stop data confirms that, in this scenario, the
application of CCO Controller is most effective with at least 40% where delays are minimal
and vehicles avoid stopping altogether.

Given the relevance of the CCO Controller’s impact, Figure 5.2f further investigate the
average vehicle delay of 4 different vehicle groups: conventional driving on the non priority
road (green solid), conventional driving on the priority road (orange solid), automated driv-
ing on the non priority road (green dashed) and automated driving on priority road (orange
dashed). The results shown are remarkable in picturing what the algorithm aims to achieve.
Looking at the human delays, one can see how the difference in routing is closing up with the
penetration rate, meaning that the control is able to redistribute the delay more evenly. This
goal is fully achieved in the results of the automated vehicles which are always controlled.
At 20% penetration rate the automated vehicles on the priority rule have a higher delay than
the conventional counterpart because the algorithm coordinates the crossing of controlled
i-platoons independently of their routing. The fact that the decrease of delay for automated
vehicles is also affected by the penetration rate indicates that the ability to efficiently control
the traffic increases with the number of i-platoons to control. Considering the Figure 5.2d,
between 40% and 80% of penetration rate, less than 20% of conventional traffic is part of a
controlled i-platoon.

5.4. Scenario 3 - Medium-High Traffic

Scenario 3 is characterized by a total volume of 1200 veh/h, 600 veh/h each route. During the
simulation, approximately 300 vehicles are simulated. With the increase of volume, the traffic
on the non-priority road is approaching its capacity. As result, the average vehicle delay at
self-organization has significantly increased in this scenario along with the number of stops
which surpass the number of stops caused by the FTL Controller. Despite the higher number
of stops, the average vehicle delay with the CCO Controller is still lower then the one from
its counterpart FTL. This might be due to the fact that once vehicles come to full stop they
do so for a very short time. Overall, Figure 5.3a shows that the CCO Controller still performs
better than the FTL Controller in terms of average vehicle delay for all penetration rate and
in terms of number of stops from the penetration rate of 20%. The linear decrease profile
glimpsed at Scenario 2 has become prominent in the current scenario. By the introduction of
20% of automated vehicles, the vehicle delay is almost halved. The trend continues with the
addition of automated vehicles at 40%, after which, the decrease of delays slows down. Figure
5.3b offers a closer look at how the average delays affect the vehicles. The drop of delay at
20% penetration rate is experienced by the conventional vehicles driving on the non-priority
road. At this point, only 10% of this category is part of a controlled i-platoon and the rest is
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Figure 5.3: Results for Scenario 3 and Scenario 4
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following the right-of-way.

5.5. Scenario 4 - High Traffic

Scenario 4 is characterized by a total volume of 1600 veh/h, 800 veh/h each route. During the
simulation, approximately 400 vehicles are simulated. In this final scenario, the amount of
traffic volume driving the non-priority road reaches its near capacity. Unlike other scenarios,
this time the self-regulated traffic at 0% penetration rate has a higher delay than the fixed
traffic control program. The introduction of automated vehicles does not immediately im-
prove the situation. At 20 % the performance of the CCO controller is still worse than the FTL
simulation. The reason for this has to do with the fact that the trajectory control, in this case,
decreases the average speed and increases the queue. The more the queue increases the less
controlled i-platoons are available, which doesn’t help to regain control over the traffic. This
happens both in the priority road and the non-priority with obvious greater impact for the
latter.





CHAPTER6
Discussion

Chapter 5 presented the results of the evaluation of the controller in different scenarios. The
evaluation was aimed at investigating the intersection performance as result of the control
strategy applied. In this chapter, the results of this investigation will be discussed. In light of
this discussion, a reflection on the model and its real implementation will also be included.
Finally, the real implementation of the control strategy is considered.

6.1. Discussion on Results

This research aim to propose a new traffic control concept that would allow to regulate traf-
fic with conventional and automated vehicles only by wireless communication. The pro-
posed strategy is a combination of self-organization and individual trajectory control. The
efficiency of this strategy is enhanced by the concept of induced platoons, which allow to
indirectly extend the trajectory control feature to conventional vehicles. Once under trajec-
tory control, the movement of platoons were regulated so that the crossing schedule of all
platoons present would cause the minimum delay. The underlying principle was that con-
trolling just a portion of the traffic with the aforementioned strategy would have yield better
results than controlling the whole traffic with traditional strategies. In order to investigate in
which scenarios this principle would hold, a traffic simulation was executed, comparing the
performance of the proposed strategy and a traditional fixed- control signal scheme.

The results shown that the traffic control strategy is able to improve the efficiency of
the traffic control under unsaturated conditions (scenario 1,2,3). In this case the coordination
of vehicles lowers the chances where stops are needed and the make the journey of vehicle
hindered-free. This results is achieved already with low penetration rate of 20%. Along with a
reduction of delay, the strategy achieves a higher fairness in the delay distribution, as vehicles
(in form of i-platoon) are sorted based on their exit time.

During saturated condition (scenario 4), the control strategy shows a performance
drop. At the lowest penetration rate 20%, the performance is even worst than traditional
strategies and overturns only with higher penetration rate, in particular from the rate 60%.
When uncontrolled platoons start queuing on the minor road and there is not enough pla-
toons on the major road to slow down in favor of the minor road, the traffic condition cannot
be improved. This results consist in a drawback of the strategy because it relates to combina-
tion with self-organizing rules which do not allow for control over conventional vehicles.
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It can be noted that the scenario with penetration rate at 0% running the CCO con-
troller equals to a non-signalized intersection regulated only the right-of-way rule. The fact
this scenario performs better than the scenario with traffic light, indicates that the intersec-
tion with that traffic flow is actually better off without any control in the first place, which de-
feats the purpose of replacing the exiting traffic control with the I2V control. Another cause
for such a difference could be the fact that the simulated intersection model is quite straight-
forward and its simplicity doesn’t call for a traffic light. Nevertheless, it can also be argued
that in some situations traffic lights are not installed only to improve the traffic delay but also
to improve the traffic safety. In this case, it is reasonable to offer the translation to CCO when
such control performs better.

6.2. Reflection on the Methodology

Considering the performance of the CCO controller alone, the results reported match expec-
tation and they give some insights of the potential application of the proposed concept strat-
egy. Within this context, reflections on the methodology used in terms of designing choices
and their evaluation are provided in this section.

6.2.1. Reflection on the Model

In the early stages of the design process, the idea to use induced platoon lead to differen-
tiate two scenarios, one with only controlled induced platoons and one with uncontrolled
i-platoons. Given the dynamic feature of the induced platoon, these scenarios cannot be
differentiated in time, i.e. they coexist in the intersection. In order to provide a universal
approach while remaining coherent to the intersection environment, the self-regulating ap-
proach was chosen as ruler of uncontrolled i-platoons. This choice narrowed down the po-
tential adaptability of the control signal to different intersection layouts. Another solution
could have been the usage of a traffic sign that display go/no go to the approaching uncon-
trolled i-platoons. Using known traffic rules for uncontrolled i-platoons instead of introduc-
ing new traffic sign is believed to be a better option despite the consequential restrictions.

Following the findings of the literature review, the control signal was computed with
an optimization-based method. The challenging goal to optimize both the crossing schedule
and the trajectory control was solved by a bi-level optimization. The lower level was assigned
to the determination of the i-platoon trajectory, optimized for controlled i-platoons and pre-
dicted for uncontrolled i-platoons. Given the constraints, the trajectory control was reduced
to a very simple and straightforward optimization. The simplicity of such control is fun-
damental because the trajectory of the same i-platoon is recursively computed in different
sequences. The prediction of uncontrolled i-platoons was computed using a car-following
model. Even though the introduction of induced platoons helps to reduced the computation
effort of this prediction (only the leader movement is predicted), the repetitive application
of car following model require still considerable effort. Considering the possible detection
inaccuracies of the radar technology, the usage of such high-accuracy but high-effort model
might not be worth it. Using a simpler model to detect the conventional vehicle could have
been a more efficient choice. Within this line of though, it could even be proposed to allocate
a time frame to conventional vehicle based on best and worst case instead of assuming an
exact entry time. The upper level of optimization determine the optimal feasible sequence.
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Within the solution space of feasible sequences, the branch and bound technique was used
a search algorithm to find the optimal solution as quickly as possible. The solution space
was represented by decision tree enumerating all feasible sequences. This scheme allows to
easily implement special strategy control routing-specific as well as vehicle-specific such as
priority to ambulances or buses.

6.2.2. Reflection on the Simulation

In order to test the performance of the proposed control strategy, a simulation platform based
on the integration of Vissim and Matlab was used. The choice of using a well developed traf-
fic simulator with user-friendly interface was appropriate, considering the major computing
effort that went into building the code for the controller and correctly integrating the whole
simulation. For the same reason, early on during this process, it was decided that building
an external car-following model for the simulation of automated vehicles was not worth the
effort and that the ability to change speed within Vissim-COM would have sufficed. However,
this decision did not lead to expected results. First of all, only later in the development phase
it was discovered that the changed speed was implemented prior to the next-step computa-
tion and not after the computation. The fact that the speed that determines the actual move-
ment cannot be changed let to a undesired situation that called for workarounds measures.
Secondly, the implementation of the trajectory control in the simulation through speed con-
trol required to send the speed signal every simulation step 0.1 in order to ensure the vehicles
were moving according to the control signal and not according to the driving behavior mod-
elled by Vissim. The required constant communication between Matlab and Vissim slowed
down the simulation time significantly.

The test-intersection used for the simulation was quite basic. Only one lane per direc-
tion was chosen and only two directions were included. While this set-up fails to investigate
the performance of the controller in a more realistic environment, its simplicity is essential to
first focus the computation effort on the correct implementation of the strategy. Using a sim-
ple intersection in the simulation is actually a recurring practise in researches that propose a
new strategy concept (Jia et al., 2007),(Yan et al., 2008).

6.3. Real Implementation

Practical trials of connected and autonomous vehicle technology are underway on public
roads in different cities of Europe, with public funding of the European Commission. The
trials are being conducted in daily traffic conditions within a test-bed areas (Kernstock, 2017).
The control strategy of this research could be a possible candidate for such testing since it was
shown that already a low penetration rate of automated vehicles can deliver tangible results.
It is very likely that if that were to happen, the test-area would be a unsignalized intersection,
rather than a signalized intersection with shut down traffic lights. In fact, as already stated
in Section 3.2.1, the best case-studies for implementation of this strategy would be simple
intersections with low/medium traffic volume where right-of-way rules are easy to apply.

However, the investigation of this research did not yet considered several factors that
would be crucial in a the live-test implementation of the control strategy. Namely, the effec-
tive merging of I’m-here messages from automotive vehicles with the radar detection data;
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the dependency of the model to measurement accuracy and possible miss-detection of vehi-
cles; latency of the V2I communications.

Another aspect that is relevant to the real implementation is the computational time
required by the controller to optimize the control signal at every measurement update. In this
research the latency of V2I is not considered and the signal update was sent every second,
meaning that the signal computational should take no later than 1 s. In order to give an
impression on whether this is feasible, the computational time of the Matlab code during
the simulations is here reported. The computation time includes all the algorithms run to
compute a new signal, from the moment the system state is calculated (traffic modelled in
i-platoon) to the moment the optimal sequence with optimal entry times is computed. The
computational times are reported in relation to the number of i-platoon the controller has
to optimize at once. Five simulations from the scenario 4.3, total volume 1600 veh/h and
20-100% penetration rate are considered. The simulation was run on a Windows laptop with
CORE i5, 2.60 GHz of CPU, 4GB RAM. The results are shown in Figure 6.1 and Figure 6.2.
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Figure 6.1: Computational time under 1 s
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Figure 6.2: Maximum computational time used

The first figure shows how many i-platoon the controller is able to optimize under
1 second of computational time. In general, no more than 9 i-platoon can be optimized at
the same time. It can be seen that the same amount of i-platoon require less computational
times as the penetration rate increases. This result is due to the high effort in computing the
predicted trajectories of uncontrolled i-platoon.
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The second figure shows the maximum computational time required during the sim-
ulation. For the penetration rate 20% and 40%, the increase of i-platoon to optimize at the
same time exponentially increases the computational time to a maximum of 60 s.

It should be noted that real implementation of traffic control is done with higher com-
putational power than the laptop used in this simulation. In addition, the code used to model
the controller can definitely be improved and written more efficiently. All things considered,
it can be stated that the solution presented in this research shows potential feasibility for its
implementation in a real case study.





CHAPTER7
Conclusions and Recommendations

This last chapter builds on the previous chapters by drawing conclusions from the results
and by formulating recommendations for future work. In the first section every research sub-
questions is answered leading to main research question, where the main findings of this
project are presented. Following, the second section includes recommendations for further
research.

7.1. Conclusions

The ultimate goal of the research consisted in designing a traffic controller able to safely
and efficiently coordinate a mixed flow of human drivers and automated vehicles, by rely-
ing purely on wireless communication.

The scope of the research was to investigate the problem from a traffic engineering
perspective. Thus, more focus was given on the methodology choices and techniques needed
to design a control algorithm that is be able to perform according to the stated objectives. A
set of sub-question were formulated in order to support this investigation. The answer to
these sub-questions reads as follow:

1. What control approach is the most suited to deal with the traffic environment with a
mixed flow of conventional and automated vehicles?

This research aimed to propose a new traffic control concept that would allow to reg-
ulate traffic with conventional and automated vehicles only by wireless communica-
tion. Within this framework, the proposed control strategy is a combination of self-
organization of conventional vehicles and the individual trajectory control of auto-
mated vehicles. The efficiency of this strategy is enhanced by the concept of induced
platoons, which allow to extend the trajectory control feature to a portion of conven-
tional vehicles. The presence of conventional vehicles makes necessary a prediction
module able to predict the future state of the vehicles since it cannot be controlled.
The control signal is based on this prediction, thus a feedback loop is essential to check
whether the traffic is moving according to the prediction and whether the control sig-
nal needs to be recalculated. This is particularly important when the traffic lights are
taken out of the environment and the trajectory control should account also for colli-
sion avoidance. The choice of consider individually the conventional vehicles (in form
of uncontrolled i-platoon) is enabled by the presence of traffic radar and its tracking
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technology. Without these sensors, the control approach would have not been feasible.

2. How the coordination of the right-of-ways can be assigned?

The coordination of the right-of-way can be computed by a bi-level optimization. The
upper layer consider all feasible sequences of vehicles according to the FIFO rule ap-
plied within each stream. For each feasible sequence, at the lower layer, the trajectory
of the vehicles are optimized with the constraint of minimum entry times, in order to
avoid collisions. According to the resulting delay, the sequence with least delay is cho-
sen. In addition, the delay assigned to the sequence takes also in consideration the
probability of conventional vehicle to follow the chosen sequence in order to improve
the accuracy of the coordination. The optimal sequence is chosen to be the one that
yields the least delay for all i-platoon considered. This means that the implementation
of the control signal doesn’t necessary mean that the journey of vehicles is individually
optimized. The optimal sequence might lead to an increase of delay for some vehi-
cles while it decreases it for others. In particular, when the penetration rate is low, the
results have shown that automated vehicles have a higher delay than conventional ve-
hicles.

3. How can the speed profile of the automated vehicles be parameterized in order to
optimize them?

The speed profile can be parameterized by considering the speed as function of ac-
celeration and time. The resulting profile consist of piece-wise linear functions with
slopes of the line segments equal to acceleration values. The number of parameters
(acceleration and time) can vary depending on the designed level of flexibility and
computation time available. Given the constraint on speed given by the induced pla-
toon, in this research a two parameters trajectory has been considered. Vehicles can
either cruise to the intersection or slow down and then cruise in order to arrive at the
allocated entry time while driving continuously. Results show that this control does not
impact negatively the speed of vehicles, in fact the space mean speed for high penetra-
tion rate (above 60%) does not decrease more than 2 km/h on average. At the same
time, vehicles in these scenario avoids to come to full stop altogether.

In order to quantify the effectiveness of the solution proposed and investigate further
the condition for its hypothetical deployment, additional sub-questions were formulated.
The answer to these sub-questions reads as follow:

4. Which is the range of penetration rate for automated vehicles that is necessary to
affect effectively the human driving?

The presence of automated vehicles can directly or indirectly affect the human driving.
If the conventional vehicle is part of a controlled i-platoon, the movement of the vehi-
cle is directly controlled as result of the trajectory control of the i-platoon leader. When
the conventional vehicles is part of a uncontrolled i-platoon, its movement can still be
influenced if a controlled i-platoon is driving in the conflicting stream. From the re-
sults presented in Chapter 5, only a very low fraction of conventional vehicle was ever
part of a controlled i-platoon. On average, in all traffic scenarios this fraction did not
exceed 0.3 for any penetration rate. Nevertheless, judging from the average vehicle de-
lay of conventional vehicles, the combination of both direct and indirect control leads
to a delay reduction of almost 50%. This happens with a penetration rate of 40% in all
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considered traffic volumes. From the perspective of a control strategy that specifically
aims to control a mixed traffic of conventional and automated vehicles, a minimum
threshold value of 40% is quite high. Especially in terms of timing application, the im-
plementation of such penetration rate is really long term in the future. The controller
does perform well with lower penetration rate but this happens only with low traffic
volume.

5. What is the improvement in terms of efficiency and qualitative driving comfort for
different traffic flows compared to traditional signal control?

The improvement of the proposed strategy is inversely proportional to the increase of
volume and is directly proportional to the increase of penetration rate, both in terms
of efficiency and qualitative driving comfort. With low traffic, average vehicle delay
is decreased by a range from 93% to 100% compared to the delay of traditional signal
control. At the same time, no stops have been reported for vehicles driving in the in-
tersection controlled by the proposed strategy. This means that their journey is unhin-
dered, thus providing a much more comfortable drive compared to traditional control
for which one every two vehicles always has to stop at the red light. With higher traffic,
average vehicle delay has an improvement ranging from -47% to 100%. The number of
stops registered indicates that in these scenarios vehicles might stop more than once
during their journey which is considered very uncomfortable. The highest improve-
ment is achieved when the penetration is higher than 60%.

6. What are the implications of applying the control scheme to a more extended net-
work of multiple intersections?

The proposed control strategy has been designed to coordinate traffic at an isolated in-
tersection. If this control strategy were to be applied over a network of intersection, the
resulting network-based control would take the shape of a decentralized, bottom-up
approach. Considering a network of intersection within the framework of connected
vehicles, comes with the assumption that the road-side units at the intersections can
communicate with each other. Information over vehicles and signal control decision
can be shared within the surrounding intersections. Depending on the distance be-
tween the intersections, this means that the controller gets information of approaching
vehicles even earlier than the defined detection zone. The availability of such informa-
tion can bring an improvement to the performance of the controller because vehicles
have more time to adjust their speed to the designated entry time, leading to a possi-
bly higher entry speed. In the isolated intersection, the control signal was terminated
after the i-platoon had crossed the intersection area. If the i-platoon leader would con-
tinue to execute its control signal until reaching the communication zone of the fol-
lowing intersection, the formation of i-platoons would also be preserved. Considering
the drawbacks of this strategy, (Section 5.1) the independent control of the intersection
can lead in some scenarios to grid lock. Therefore it might be appropriate to have a
higher scheme that define priority of roads of the network based on the traffic density.
This improvement would be easily implemented within the current control scheme by
adding a weight to the cost function in scheduling optimization (Section 3.4.2)

Finally, the main research question can be answered:

How can the performance of an intersection be improved based on a certain objec-
tive by using a speed and sequence control strategy for traffic of mixed level of automation?



74 7. Conclusions and Recommendations

A new traffic control concept has been introduced to allow the regulation of traffic
with conventional and automated vehicles only by wireless communication. The proposed
strategy is a combination of self-organization and individual trajectory control. The effi-
ciency of this strategy is enhanced by the concept of induced platoons, which allow to in-
directly extend the trajectory control feature to conventional vehicles. Once under trajec-
tory control, the movement of i-platoons were regulated so that the crossing schedule of all
i-platoons present would yield the minimum delay possible. The underlying principle was
that controlling just a portion of the traffic with the aforementioned strategy would have yield
better results than controlling the whole traffic with traditional strategy. Results have shown
that the traffic control strategy has been able to improve the efficiency of the traffic control
mainly unsaturated conditions with already low penetration rates of 20%. With saturated
conditions, a higher penetration rate of 60% is required.

7.2. Recommendations

During the development of this research, different ideas for additional working directions
arose. Some consider expansion of the proposed control strategy to a more complex envi-
ronment in order to investigate further its applicability. Others ideas offer possible improve-
ments on the control strategy itself that might be worth to consider. These ideas are here
listed as suggestions to future research.

The first field of investigation concern expansion of the intersection layout, and the
number of intersections considered. Adding new lanes and route decisions (not only straight
direction) implies that the controller design needs to deal with an increase of vehicle and new
implication on the scheduling of vehicles. It might be needed to add an extra module that is
able to translate this new situations in the terms that the current design can respond to. The
profit of such investigation is been able to assess whether the design choices made for the
simple layout are able to cope with a more complex environment. Considering additional
intersections controlled by their own controllers will be able to investigate the consequences
of individual coordination of intersection within the network performance. A theoretical dis-
cussion on the implications of a network-based control was already proposed in the answer
to the last sub-question. With conventional traffic control approaches, it is known that coop-
erative traffic control between intersection leads to better results. However, within the new
control approach few characteristics might lead to a different conclusion on network perfor-
mance.

The improvements of the control design are considered given the simple layout of the
intersection. These improvements would lead to a better performance of the controller and
ultimately of the intersection. They include the following aspects:

• Allowing induced platoons to speed up. One-vehicle controlled i-platoons or i-platoons
formed only by automated vehicles do not need to enforce the speed constraint (v(t ) ≤
v(t − 1)) because their formation is constant in time and space. If possible, allowing
them to speed up to the speed limit reduces the minimum entry time as well as the exit
time. This would lead to a more efficient use of the crossing area, as evacuation time is
reduced.

• Considering connected vehicles with automation level 1-2. Connected vehicles with
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at least 1-2 level of automation refer to vehicles able to perform adaptive cruise con-
trol. The adaptive cruise control could be used by the controlled to assign connected
vehicles to follow their preceding vehicles at the defined headway. This would mean
that the i-platoon time length would be more constant and smaller, so also in this case
the evacuation time is reduced.

• Allowing an optimization of the deceleration. At this time the maximum deceleration
is constant for all vehicles. Given the objective to maximize the speed given the entry
time, the maximum deceleration is always chosen. If in the order sequence, the second
i-platoon to enter can only enter a minute after the first vehicle has passed with its
minimum entry time, than the first vehicle could have entered later with a smother
deceleration.

• Use constant inter-platoon headways directly as constraint. In order to keep the for-
mulation of induced platoon constant, a speed constraint was used under the assump-
tion that acceleration can cause the i-platoon to split. The constraint is applied in the
design of the trajectory. By defining the constant inter-platoon headways as constraint,
small accelerations would be allowed as long as it is not predicted that the headway
would increase over the splitting threshold. In doing so, the headway behavior is not
just assumed constant anymore but it would be predicted. The accuracy of the exit
time would than improve.
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