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1. Problem description

Spiking neural networks (SNN) have become increasingly more attractive in current scientific research due to their ability to closely mimic biological neural behavior such as the encoding of information in the timing of spikes and their amplitude and in spike train patterns and transfer rate [1]. However, such high level of realism comes at the cost of substantial computational effort and high throughput demands.

Multiple neuron models such as leaky integrate-and-fire [2], Izhikevich [3] and Hodgkin Huxley [4] have been developed and implemented in hardware, with each providing different levels of realism. However, the need to create flexible simulating hardware capable of implementing at the same time multiple model types with large number of neurons persists as current implementations focus on a single neuron model.

Because neural networks present a high level of parallelism in their behavior, field programmable gate arrays (FPGA) prove to be suitable platforms for SNN simulation [5]. In addition, they also benefit from inherent flexibility that allows them to change simulated network topologies and neuron models with ease. However, the interconnect fabric in FPGA is limited in terms of availability, power and delay [6]. These downsides come from the flexible architecture - a LUT implementation of a function will always be larger than the ASIC variant which leads to inefficient area usage. Also, switches between the interconnect links are very large as they are designed to be configured in all possible permutations, but only serve one in each implementation. To mitigate these issues, network topologies have to be developed that efficiently use FPGA resources.

Problems when simulating spiking neural networks on FPGA also arise from the limited number of available memory blocks. The large number of neuron to neuron connections with their associated parameters (such as weights) require large amounts of memory and serve as bottlenecks in FPGA implementations [5, 7]. To overcome this, some have proposed the use of external memory banks [8, 9], but this can limit the system performance because of longer access times.

In addition to the aforementioned issues, neuron-to-neuron communication schemes are continuously changing during simulation time because of learning processes [10]. Connections between neurons that existed at the beginning of the simulation can disappear while other new ones can be formed. Assuming an intelligent placement of the neurons based on an initial communication scheme, the resulting changes can mitigate the effect of all the optimizations. These modifications in traffic can lead to inefficiencies in the overall system (such as inadmissible latency and loss of packets due to contention) if the simulating platform is not flexible enough to accommodate them. Solutions might include the use of dynamic routing algorithms or neuron placement reconfiguration, but also the design of efficient network architectures that can man-
age such changes due to their topological properties (small diameter, high degree of connectivity etc.).

Also, with efficient computing blocks for neuron models being developed that use hard cores in the FPGA fabric (for example DSP slices) and can function at higher clock rates, large scale real-time neuron simulations are no longer computational but communication bound \cite{9}. This puts even more importance on the development of highly efficient network topologies that lead to less node-to-node communications due to their inherent characteristics.

1.2 Objective

Previous effort has been made to reduce throughput and resource costs by grouping neuron simulating hardware, memory blocks and control circuitry into units referred to as clusters \cite{11, 12, 13}. The reuse of hardware for computational intensive mathematical operations such as exponentiation has successfully resulted in a reduction of resource consumption without increasing overall latency. Moreover, the sharing of memory blocks and exploiting data locality has decreased the required throughput in the cluster-to-cluster interconnect.

The objective of this work is to determine an efficient cluster interconnect network architecture that can be implemented on FPGA and offers high energy-efficiency at low implementation costs and also has enough flexibility to accommodate the continuously changing neuron-to-neuron communication scheme. Different topologies are compared in terms of throughput and energy-delay product in order to determine the one with better inherent properties. The mathematical properties of network topology graphs such as clustering coefficient and diameter are also explored and used in the selection process.

1.3 Contributions

The contributions made by this work can be summarized as follows:

- The characterization of a multipath ring topology as an energy-efficient dataflow architecture - the multipath ring was initially compared with other common topologies based on mathematical analysis of their graph representations. The two topologies that presented the most attractive characteristics (this one and the two dimensional torus) were then compared in terms of traffic distribution for various network sizes and communication schemes. Finally, the energy-delay product of the multipath ring and other topologies was estimated and compared.

- The simplified binary tree used for input/output data and the configuration of neurons - based on the specific characteristics of this type of data traffic, optimizations can be made that allow saving of hardware resources as well as reduce protocol overhead. The end result is a network structure that does not require routing tables and that is comprised of simple routers.
• The development of a simple and abstract method of estimating throughput in a network - for an objective comparison that focuses only on network topology and not on other protocol or physical implementation related specifics, the network behavior was transposed into an abstract model. This was then used to estimate traffic distribution throughout the network so that the candidate topologies could be evaluated.

• The development of a simple and abstract method for estimating energy-delay product in a network - the multipath ring was compared with other topologies also in terms of energy and delay. Not having an actual physical implementation, energy and delay parameters are unknown but can be estimated by abstract components that are then used to approximate the final result.

1.4 Thesis outline

The thesis is organized as follows: Chapter 2 summarizes previous research on which this thesis is based, basic concepts related to the studied topic and state of the art research in the field, while Chapter 3 presents the analyzed neuron communication schemes and defines the proposed system structure as well as assumptions on which it is based. Chapter 4 focuses on the system architecture and its analysis and compares the multipath ring and two-dimensional torus network topologies. The energy-delay product estimation for different network topologies is presented in Chapter 5, while Chapter 6 concludes the thesis.
State of the art and background concepts

2.1 The neuron

The neuron, also called a nerve cell, is a fundamental component of the central and peripheral nervous system in all living beings. It is an electrically excitable cell that receives, processes and then transmits information in the form of electrical and chemical signals.

Neurons mainly consist of three parts, the dendrites, through which inputs from other neurons are received, the soma or the cell body and the axon which acts as the neuron output. A voltage gradient is maintained across the cell membrane due to varying ion concentrations in the intra and extra cellular medium. If the voltage across the membrane changes by a significant amount, an electrochemical pulse known as action potential is generated and propagated along the axon activating the connections with other neurons. These connections between neurons are called synapses, with cells in the human brain being capable of reaching 10000 connections with their neighbors. A series of interconnected neurons is referred to as a neural network.

2.2 Neuron models

As mentioned in the Introduction, a multitude of models have been proposed to describe the behavior of a neural cell, but this work will be based on a system designed for the extended Hodgkin Huxley [14]. This model describes the Inferior Olivary Nucleus (ION) as a multiple compartmental cell, with each compartment having a state potential updated every simulation cycle that depends on dendritic potentials and ion currents. The model structure is shown in Figure 2.1. It includes an extra compartment to model the axon hillock as well as the possibility to connect the dendritic compartment to other neighboring cells.

Compared with other neuronal models, the Hodgkin Huxley is the most biophysically accurate (Figure 2.2) as it describes the membrane potential and activation of ion currents. It can also exhibit all behaviors of biological spiking neurons (tonic spiking, phasic spiking, bursting etc.) by tuning the tens of parameters that it comprises.[15] However, this level of realism requires a large computational effort and very few neural simulators implement it for cases where large number of neurons are desired.

2.3 Previous work

This thesis is based on work done in [11, 12, 13] where a hardware implementation of the extended Hodgkin Huxley model for the Xilinx Virtex 7 FPGA is presented with the overall system achieving real-time operation with a 50μs simulation step. Data
Figure 2.1: The three compartment based extended Hodgkin Huxley neuron model.[14]

Figure 2.2: Comparison of different neuron models in terms of computational complexity and biophysical accuracy.[15]
locality is exploited, where neurons are connected with decreasing probability as the distance between them increases. Neighboring neurons are grouped in structures called clusters composed of double floating point computational units (Physical Cell - PhC), shared memory blocks and controlling circuits (Figure 2.3). The cluster allows for instant communication between any cells that are located inside it. Each of the PhC time-shares the calculation of multiple cells to save resources as the simulation step is larger than the FPGA operating frequency (period). [12]

The PhC dataflow is shown in Figure 2.4 where the splitting of calculations in two groups is visible. The first group is associated with the soma and axon hillock compartments which are independent of the neighboring neurons. The dendritic calculations, which depend on coupling between neurons, are computed in the second calculation group.

Each cluster has three controllers, one that handles internal bookkeeping, one for incoming data packets and one for outgoing data packets and memory management. The system is designed in such a way that the activity of each cluster is independent on the activities of other clusters in the network. It sends its outputs in the network untargeted and it is up to every other cluster to determine if the packets are needed for their computation.

Based on the presented design, this work will assume that all intra-cluster neuron-to-neuron communications are already efficiently handled by the cluster and thus the network will only need to handle inter-cluster communications and interactions between the user and system, such as configuration and injection of stimuli.

2.4 Other works

Apart from the implementation presented in section 2.3, several approaches have been suggested for simulating SNN with various degrees of biological realism on multiple platforms such as CPU and/or GPU, analog-digital hybrids, ASIC and FPGA. Among them it is worth mentioning:
Figure 2.4: Dataflow of extended Hodgkin Huxley PhC [11]. The box on the left is the axon and soma calculation. The box on the right is the dendrite calculation.

- **SpiNNaker** [16] is a massively parallel computer that is targeted to accommodate up to one million ARM microprocessor cores with a communication architecture optimized for carrying large numbers of small data packets. The microprocessor cores are distributed throughout 57000 nodes [17], each one containing 18 ARM cores, 128 MB of shared memory, 96kB of local memory, a router and general purpose circuitry. Six communication links connect each node in a triangular fashion folded on the surface of a toroid [17] with a routing scheme based on routing tables with 1024 entries. The system is designed to simulate leaky integrate-and-fire or Izhikevich neuron models with the order of 1000 input synapses to each neuron, one ARM core being capable of modeling 100 neurons and theoretically reach 10 million connections/s [16].

- **Neurogrid** [18] is a hybrid architecture that consists of Neurocores, a combination of 256x256 analog neuron cells with digital routing logic and memory. The communication network topology is a binary tree for which a version of up-down routing with a point-to-point and then branching phase was developed in order to guarantee that the network is deadlock-free [19]. The routing path is encoded in the packet header with each up or down and left and right turns represented by a single bit, depending on the phase in which the packet is at that moment.

- **TrueNorth** [20] is a digital ASIC implementation of a SNN developed by IBM, consisting of 4096 neurosynaptic cores that each simulate 256 integrate-and-fire neurons with 256 configurable synapses. The cores are distributed in a two-dimensional mesh where X-Y routing is employed to eliminate deadlocking. The end result is a energy-efficient system that can be easily scaled to multi-chip configurations.

- **NepteronCore** [21] is a digital neural core implemented on a Xilinx Virtex 4 FPGA that simulates a simplified version of the Hodgkin Huxley model called the Huber-Braun model [22] that only focuses on clinically relevant measures. In
total, 1600 neurons are simulated with a model step size of 100$\mu$s.\cite{23} However, the design is still at the stage of having only one core that takes up around 16% of FPGA resources.

- **PLAQIF** (piecewise-linear approximation of quadratic integrate and fire) is a digital neuron model implemented by \cite{24} on a Xilinx Virtex 5 FPGA. A network consisting of 161 neurons and 1610 synapses was simulated at a 1ms simulation step. Due to a design decision to make the dendrite structure flexible during learning processes, FPGA resources are heavily used, with the design occupying 85% of the device.

- \cite{25} is a successful FPGA implementation of an Izhikevich model based SNN used for character recognition. The design uses 25 processing elements (PE) to compute all the required calculations for a total of 9000 neurons. The design was implemented on a Xilinx Virtex II Pro FPGA and consumed 79% of available resources. The disadvantage of this architecture is that all computations are in fixed point representation.

- **Brainbow** \cite{7} is a project aimed to simulate Izhikevich modeled neurons using a 1ms time step. A computation core is built around a single multiplier in a Xilinx Virtex 4 FPGA that is then used to simulate a network of 117 neurons with only 3.3% resource usage. However, the limitations of this architecture arise from the memory usage and as a result, future implementations would require external RAM memory modules.

- \cite{8} presents a 1 million Integrate and Fire neuron network simulated on a Xilinx Virtex 5 FPGA. As with previously mentioned FPGA implementations, the architecture consists of multiple computational cores that each simulate a number of neurons in a time multiplexed fashion. The main difference of this approach is that synaptic weights and output connection addresses are implemented using off chip RAM which allows for a much higher memory density.

- **Bluehive** \cite{9} is a multi chip computing machine for real-time SNN simulation. It is designed around the Izhikevich model and employs a 16 bit fixed point arithmetic. A first implementation of the system using 4 Altera Stratix IV FPGA was created, which simulates 256k neurons and 256M synapses. As with \cite{8}, neuron model and synaptic parameters are stored in off chip RAM modules. Four processing engines are implemented on each FPGA in a small tree network, while the topology of choice for the multi FPGA network is a 3D torus.

- **Minitaur** \cite{26} is an event-driven FPGA based SNN accelerator that uses leaky integrate and fire neuron models. 32 *minitaur* cores with 2 DSP blocks each are implemented on a Xilinx Spartan 6 FPGA that is controlled by a PC. The cores are connected to a common 128MB RAM block and receive their tasks from a parallel distributor unit. The spike events arrive via USB and after Minitaur computes the output spikes they are sent back via USB to the PC. The system was tested with 10k neurons with 200k synapses and 1785 neurons with 647k synapses for
hand written digit recognition and text classification. The overall system latency is limited by the operating system but reduced power consumption was observed.

- [5] represents a framework for designing large scale SNN simulators. The architecture is targeted towards a Xilinx Virtex 6 FPGA and uses the leaky integrate and fire neuron model. The fundamental architectural block is the layer, which contains buffers, SRAM and computational blocks for integrating impulses and performing soma/axon calculations. Each layer can handle all the computations for 64k time multiplexed neurons. The implemented system contains 23 layers connected in a serial fashion with all-to-all connections between neurons, totaling 1.5M neurons and 92G synapses.

Overall, the various implementations mentioned above each present specific advantages and disadvantages that arise from the platform of choice. ARM and GPU based systems benefit from the flexibility of being able to change neuron models but lack the ability to efficiently map the highly parallel nature of SNN and as a result are also the slowest implementations. ASICs provide the base for the most energy-efficient systems that also exhibit the highest simulation speeds but are extremely rigid, as the neuron models are fixed.

A good compromise between the two are FPGA based platforms that are capable of efficiently executing parallel computations while at the same time allowing a reconfiguration of the networks as desired by the user. The limited number of available resources, however, restricts the network size but this can be overcome by multi-chip solutions.

The majority of available systems now use simple models such as integrate and fire or Izhikevich that do not provide accurate data regarding the internal behavior of the neuron, instead focusing on its input and output behavior. As a result, these are the models of choice because they can be easily implemented and very large neural networks constructed. The challenge of simulating highly biological accurate neurons using the Hodgkin Huxley model in large numbers on FPGA remains.

2.5 Communication network considerations

The communication network is tasked with delivering data packets between all the clusters in the system in an efficient manner. It consists of a number of routers interconnected with links atop of which a routing protocol manages packet delivery and is encoded in the routers themselves.

The links are composed of wires and can be categorized in two types parallel and serial. The parallel ones can be operated at low clock rates to reduce power consumption but use large amounts of hardware resources especially when data has 32 or 64 bit format as in this case. Contrastingly, serial links operate at high clock speeds and require serialization and de-serialization hardware but consume less interconnect resources. The links ultimately define the performance and power consumption in the network and the main design objectives are to provide fast, reliable and low-power interconnects between the nodes of the network.[27]
The multipath ring characterization done in this thesis will not define the type of links but instead will make them more abstract by considering the link as an ideal medium for transmitting data from one end to another. The actual implementation type can be selected once the throughput is determined. However, when estimating delay and power consumption of various network topologies, the links will be given delay and energy metrics.

Routers are usually composed of a number of ports and a switch matrix. The ports can be further classified in network ports that are connected to links in the network and local ports that are dedicated to the IP core attached to the router, in this case the cluster. Apart from the physical interconnect infrastructure, additional circuitry is present that handles the flow of data through the router based on a set of predefined rules called the routing protocol/scheme.

Performance of a network can be evaluated through a number of parameters:

- **Bandwidth** - the maximum rate of data propagation measured in bits per second (bps). This parameter will not be used in this work because the physical network layer is not implemented yet so no protocols are defined.

- **Throughput** - the maximum traffic accepted by the network measured in messages per clock cycle.[28] Throughout this thesis, throughput will be measured in messages per simulation step.

- **Latency** - the time it takes for a message to be completely received by the target, counting from the beginning of transmission, measured in time units. This parameter will be used to rank different network graphs as a first characterization step of the multipath ring. It will not be directly calculated but will be qualitatively determined based on mathematical properties such as average path length and network diameter.

The overall structure of router connections is referred to as a topology and it can be **direct**, where each router is connected to an IP core (cluster) and **indirect** where some routers are only used to propagate messages through the network while others are connected to cores and can serve as message sources or destinations.[27] Both topology types are analyzed in the thesis but networks with the former type are preferred because they are more hardware efficient. For the same reason, regular networks where every router has the same number of ports are the only ones analyzed.

Table 2.1 contains a collection of network topologies along with their advantages and disadvantages. Included among them is also the multipath ring and two dimensional torus that will be further described in sections 4.2.1 and 4.2.2.

The routing protocol is the set of rules based on which a router output port is selected for a specific message that needs to pass through. Usually, this implies the use of routing tables and address information present in the packet header. Two routing categories can be identified: **static routing** in which the path a message follows between two nodes is always the same and is determined before runtime and **dynamic routing**, in which the routing tables can be modified during runtime depending on the current status of the network (if for example the original path is congested). The analysis done
### Table 2.1: Common network topologies

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ring</td>
<td>Every router is connected to two others and a circular path is formed.</td>
<td>- Simple routing scheme</td>
<td>- Large diameter</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Simple HW implementation</td>
<td>- Deadlock possibility</td>
</tr>
<tr>
<td>Multipath ring</td>
<td>Similar to the ring but with an extra set of connections between routers that</td>
<td>- Small diameter</td>
<td>- Larger average path length for big networks</td>
</tr>
<tr>
<td></td>
<td>are further apart.</td>
<td>- Flexible</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Simple HW implementation</td>
<td></td>
</tr>
<tr>
<td>Binary tree</td>
<td>There is only one connection between any two connected routers, forming a</td>
<td>- Small diameter</td>
<td>- Long interconnects between routers at root</td>
</tr>
<tr>
<td></td>
<td>parent-child hierarchy. Each node has two children.</td>
<td>- Recursive structure</td>
<td>increase delay and power consumption</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Efficient layout implementations</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Simple routing</td>
<td></td>
</tr>
<tr>
<td>Mesh</td>
<td>Routers are arranged in an orthogonal array and each connected to its</td>
<td>- Efficient layout implementations</td>
<td>- Large diameter</td>
</tr>
<tr>
<td></td>
<td>immediate neighbors.</td>
<td>- Simple routing</td>
<td></td>
</tr>
<tr>
<td>Two dimensional</td>
<td>Similar to the mesh but the routers on the edges have wrap-around connections.</td>
<td>- Small diameter</td>
<td>- Longer delay</td>
</tr>
<tr>
<td>torus</td>
<td></td>
<td>- Simple routing</td>
<td>in wrap-around connections</td>
</tr>
</tbody>
</table>
Neural network communication schemes and system structure

A set of preliminary analysis steps are necessary in order to explore the design space of the system. There are two factors that must be taken into account:

- The neural network communication scheme is different from the physical network implementation due to hardware constraints. As noted in section 2.1 neurons can reach up to 10000 synapses each which makes it difficult to translate them into hardware representations, let alone networks that contain large numbers of neurons, because the end result would be slow or would require a very large amount of resources. Also, section 2.3 showcased a number of optimizations in the form of clusters that are used to boost system performance, structures that have no biological equivalent.

- The neuron communication scheme will dynamically change during runtime in an uncontrolled fashion. Throughout the simulation process, multiple parameters such as concentration levels used in the model and cell-to-cell connections change as a result of user intervention or learning processes undergone by the network. These changes have a significant impact on traffic behavior and if the physical network cannot handle them, they can lead to deadlocking, loss of packets and inability to maintain real-time operation.

For simplification purposes, the neural network communication scheme is characterized by a set of simple metrics presented in the following section that are then used as guidelines for designing the overall system structure.

3.1 Metrics of interest

The neuron-to-neuron communication scheme is commonly represented in the form of a graph in which a neuron is represented by a node (vertex) and a connection is a directed edge (Figure 3.1). The effect a neuron has on the network is linked to the number of connections it has with other neurons, a number equal to the degree $d_i$ of the node, where $i$ is the neuron (node) index.

Typically, neurons can be classified in separate categories (or groups called layers) according to their function. [32] Neurons that receive stimuli from sources not in the network are called input neurons and those who send responses outside of the network are appropriately called output neurons. Between them, hidden neurons comprise the neural network bulk and do not interact with the outside.

The average degree $d_{AVG}$ can be computed as a function of the total number of neurons $N$ and the number of neurons in the input, hidden and output layers: $N_I$, $N_H$ and $N_O$. If directionality is also considered, the degree is split into its two components: $c_+$, the number of input connections and $c_-$, the number of output connections. It is
clear that (3.1) stands (note that the indexes have been dropped to make the equation easily readable). The maximum values of these two parameters are linked to the worst case scenario with respect to the number of data packets being sent in the network.

\[ d = c_+ + c_- \quad (3.1) \]

### 3.2 Neural communication schemes

The multipath ring characterization was performed with four types of neuron communication schemes, which are presented in the following subsections. For simplicity, all the neurons are denoted by I for the input layer, H for the hidden layer and O for the output one. Connections between neurons are represented by arrows that indicate the directionality of the link.

#### 3.2.1 Feed forward - FF

Arguably the most common [33], the *feed forward* scheme (Figure 3.2) is characterized by a signal path that goes from the input to the output layer through a number of hidden layers. Because the information flow through the network is strictly in one direction, with no cycles or loops being allowed, the outputs only depend on the current state of the inputs.

Each I neuron output is connected to all the H neurons’ inputs in the hidden layer immediately following the input layer, and each O neuron’s input is connected to all H neurons’ outputs in the hidden layer preceding the output. In the case of multiple hidden layers, the same rules apply, with H neurons from one layer taking their inputs from all the neurons in the preceding layer and transmitting their outputs to all the neurons in the following layer.

To compute the average degree, we can start from (3.2) where \( N \) is the total number of neurons and \( N_I, N_H \) and \( N_O \) are the number of input, hidden and output neurons.
Figure 3.2: Feed forward communication scheme

respectively.

\[ N = N_I + N_H + N_O \] (3.2)

Based on the feed forward characteristics, the degrees of every neuron category are known:

\[ d_I = N_H + 1 \]
\[ d_H = N_I + N_O \]
\[ d_O = N_H + 1 \] (3.3)

which can be used together with (3.2) to compute the average degree:

\[ d_{AVG} = \frac{N_I d_I + N_H d_H + N_O d_O}{N} = \]
\[ = \frac{N_I(N_H + 1) + N_H(N_I + N_O) + N_O(N_H + 1)}{N} = \]
\[ = \frac{2N_I N_H + 2N_O N_H + N_I + N_O}{N} = \]
\[ = \frac{(N_I + N_O)(2N_H + 1)}{N} = \frac{(N - N_H)(2N_H + 1)}{N} = \]
\[ = -2N_H^2 + N_H(2N - 1) + N \]
3.2.2 Complete hidden layer - CHL

The feed forward communication scheme is incapable of mimicking biological processes such as memory because the outputs are only dependent on the current inputs. Conversely, in recurrent neural networks neurons are allowed to have connections that form a cycle, either by connecting to their own inputs or to the inputs of neurons in the previous layer. This allows the network to exhibit dynamic temporal behavior by using the internal "memory" to process an arbitrary sequence of inputs.

The most prominent example of such a topology is the Hopfield network [34] in which all the neurons are connected with each other but not back to themselves. All connections are symmetric i.e., the data transfer between two nodes is bidirectional.

The bidirectional associative memory (BAM) is a type of recurrent neural network but as opposed to Hopfield it can provide output patterns of different sizes compared to the input. BAM contains two layers of neurons that are fully connected to one another and repeatedly send signals back and forth until an equilibrium is reached. Either layer can be used as input or output.

In this analysis, recurrent neural networks will be represented by the complete hidden layer scheme. As the name suggests, it has a hidden layer composed of neurons that are all connected to each other with bidirectional links as well as having their inputs and outputs connected to the I and O neurons respectively. By adjusting weights in the fully and bidirectionally connected hidden layer, all recurrent neural networks can be modeled so there is no need to include their schemes in the analysis.

The presence of the tightly connected component in the scheme will cause significant strain on the network topology as all hidden neurons have very large degrees. An example of a complete hidden layer scheme is shown in Figure 3.3, with the average degree shown in (3.5). The thicker arrows that originate or are directed towards the hidden layer represent the \( N_H \) individual connections between every hidden neuron and the corresponding input/output one.

\[
d_{AVG} = \frac{-N_H^2 + N_H(2N - 2) + N}{N} 
\]  \hspace{1cm} (3.5)
3.2.3 Layered full lateral inhibition - LFLI

So far, the two presented neuron communication schemes contain what is called excitatory neurons. An excitatory synapse increases the probability of an action potential being generated in the targeted neuron. In contrast, research in biology has also detected inhibitory behavior between neurons [35] where the synapse decreases the action potential probability.

To model this, inhibitory neurons are introduced into the communication scheme of the feedforward network. CHL could have also been chosen but due to its inherently large number of connections the extra inhibitory neurons would not have had a significant effect on the estimated traffic. The intended behavior is as follows: once a neuron from the hidden layer fires an action potential, the inhibitory neuron connected to it will fire and will stop the other neurons from following suit.

In the layered full lateral inhibition scheme, the neurons in the hidden layers are split into two groups: those with normal behavior and those with inhibitory functions. For each normal neuron (H) in the hidden layer, there exists an inhibitory one (H') that takes its input from the former and outputs to all the other non inhibitory neurons in the layer (Figure 3.4).

For computing the average degree, \( N_H \) will account for the total number of neurons in the hidden layer, both normal and inhibitory, in order to keep (3.2) true. The average degree is in this case:

\[
\text{d}_{AVG} = \frac{N_H(2N - 1) + N}{N} \quad (3.6)
\]

3.2.4 Layered neighbor lateral inhibition - LNLI

In order to more closely mimic biological behavior where the inhibitory influence is manifested in regions of the neural network and not across its entirety, the number of output connections from the inhibitory neurons can be limited.

The layered neighbor lateral inhibition is similar to the full inhibition one described previously, with the change that an inhibitory neuron’s outputs only connect to the immediate neighbors of its paired normal behavior neuron (Figure 3.5). The average degree is expressed in (3.7).

\[
\text{d}_{AVG} = \frac{-2N_H^2 + N_H(2N + 2) + N + 2}{N} \quad (3.7)
\]

3.2.5 Variations

All the communication schemes presented in the previous subsections consisted of a single hidden layer. It is of course possible to extend them to multiple layers and form what is referred to as deep neural networks like the one shown in Figure 3.6. However, throughout this thesis communication schemes were limited to having only one large hidden layer to simplify the mathematical analysis but the software platform can easily incorporate these cases as well.

In addition, there is one more communication scheme usually used in simulations - the randomly connected neuron network (RNDC). It is defined by random exponential
local connectivity, which means each neuron sends its spikes to a small set of neighbors [36]. Although this represents a realistic scenario it will not be considered in this analysis as it is not comparable with the other four communication schemes (no layered structure) and the results are not reproducible due to the random neuron connection assignments.

3.3 Results interpretation

Figure 3.7 shows the average degrees (a measure of how tightly the neurons are interconnected and as a consequence the network hardware requirements) of the four communication schemes as the number of neurons in the hidden layer increases form 10% to 90% of the total number of neurons $N$. The vertical axis is in percentages of $N$ as well in order to normalize the results. Note that for the inhibitory schemes, only the number of normal behavior hidden neurons is taken as input and as a consequence, the two graphs only reach half of the range. This is done in order to make the networks
Figure 3.5: Layered neighbor lateral inhibition communication scheme

Figure 3.6: Deep feed forward communication scheme
Table 3.1: Maximum input and output neuron degrees

<table>
<thead>
<tr>
<th>Communication</th>
<th>Maximum $c_+$</th>
<th>Maximum $c_-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FF</td>
<td>$N_I, N_H$</td>
<td>$N_O, N_H$</td>
</tr>
<tr>
<td>LFLI</td>
<td>$N_I + N_H/2 - 1$</td>
<td>$N_O + 1, N_H/2$</td>
</tr>
<tr>
<td>LNLI</td>
<td>$N_I + 2, N_H/2$</td>
<td>$N_O + 1, N_H/2$</td>
</tr>
<tr>
<td>CHL</td>
<td>$N_I + N_H - 1$</td>
<td>$N_O + N_H - 1$</td>
</tr>
</tbody>
</table>

Table 3.2: Aproximated maximum input and output neuron degrees for large networks

<table>
<thead>
<tr>
<th>Communication</th>
<th>Maximum $c_+$</th>
<th>Maximum $c_-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FF</td>
<td>$N_H$</td>
<td>$N_H$</td>
</tr>
<tr>
<td>LFLI</td>
<td>$N_I + N_H/2$</td>
<td>$N_H/2$</td>
</tr>
<tr>
<td>LNLI</td>
<td>$N_H/2$</td>
<td>$N_H/2$</td>
</tr>
<tr>
<td>CHL</td>
<td>$N_I + N_H$</td>
<td>$N_O + N_H$</td>
</tr>
</tbody>
</table>

more similar to the FF scheme where the hidden neurons communicate with both the previous and following layers, a trait which is not shared by the inhibitory neurons.

As expected, CHL and LFLI have the highest average degrees that increase rapidly as the hidden layer becomes larger, but fortunately, these two topologies are the least likely to appear during simulations as inhibition tends to affect local neuron groups in biological cases [37] and tightly interconnected networks like CHL may be unstable and difficult to train [33]. The other two topologies have a maximum average degree of around 50% of $N$ which puts relatively relaxed constraints on the physical network implementation.

Table 3.1 shows the maximum input and output degrees for the four different communication schemes. If we consider the network to be very large, then we can assume (3.8) and the new values for the nodal degrees are shown in Table 3.2.

$$N_H >> N_O \approx N_I \quad (3.8)$$

By plotting the output degree $c_-$ histograms (Figure 3.8) a pattern can be observed: there are two distinct groups of neurons, one that is comprised of neurons with a small number of output connections and one with neurons with a large number. The existence of these two distinct behaviors suggests that a separation of the traffic across two layers would allow for higher efficiency to be achieved. This, however, comes at the high cost of physical resources and power and further analysis is required in order to establish if the gains are high enough to justify these losses (Section 4.2.5.2).

3.4 Additional traffic components

Apart from the neuron-to-neuron communications, data traffic through the system also contains configuration packets, input stimuli and output data, all of which have specific characteristics:

- **Configuration data** is sent during setup or between simulation steps. It consists
Figure 3.7: Average degree as a function of the number of hidden neurons in the four communication schemes

(a) Feed forward
(b) Complete hidden layer
(c) Layered full lateral inhibition
(d) Layered neighbor lateral inhibition

Figure 3.8: Histograms of output degrees

of initialization or update values of neuron model parameters with each targeted cluster receiving up to 29 double precision floating point packets per neuron [11]. They represent ion concentrations and currents along with axon and soma potentials.

- Input (stimulus) data is sent between simulation steps, it originates from a system
controller (user) and is targeted towards input neurons. Analogous to the configuration data, it consists of multiple floating point packets sent to each cluster. They represent voltage samples of various impulses or trains of impulses.

- **Output data** is sent during runtime towards the user and it originates from specific neurons/clusters previously selected by her/him. It consists of various parameters’ values and has packets of varying size.

Because these behaviors have little in common with the neuron-to-neuron communication and are also deterministic in nature, it is worthwhile to create a physical layer dedicated to them that will have a more suited topology that increases overall system efficiency.

### 3.5 Proposed physical network structure

Based on the above mentioned reasons, the suggested system topology, shown in Figure 3.9, consists of two separate layers: *Extraction, insertion and configuration layer* which handles the output/input data transfers and the *Topological layer* which handles the neuron to neuron communication.

These two layers are physically independent and only connect through the routers dedicated to each cluster. They have distinct topologies and follow different routing protocols which will be described in the following chapter.

### 3.6 Network topology graphs

There exists a wide range of topologies that can be used for either one of the system layers, each with its own set of advantages and disadvantages (Section 2.5). In this
<table>
<thead>
<tr>
<th>Topology</th>
<th>Diameter</th>
<th>Clustering coefficient</th>
<th>Average node degree</th>
<th>Number of links</th>
<th>Number of routers</th>
<th>Average path length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ring</td>
<td>$\left\lceil \frac{N}{2} \right\rceil + 2$</td>
<td>0</td>
<td>3</td>
<td>$2N$</td>
<td>$N$</td>
<td></td>
</tr>
<tr>
<td>Multipath ring skip 1</td>
<td>$\left\lceil \frac{N}{4} \right\rceil + \left\lceil \frac{N}{2} \right\rceil \mod 2 + 2$</td>
<td>0.5</td>
<td>5</td>
<td>$3N$</td>
<td>$N$</td>
<td></td>
</tr>
<tr>
<td>Multipath ring skip 2</td>
<td>$\left\lceil \frac{N}{4} \right\rceil + \left\lceil \frac{N}{2} \right\rceil \mod 3 + 2$</td>
<td>0</td>
<td>5</td>
<td>$3N$</td>
<td>$N$</td>
<td></td>
</tr>
<tr>
<td>Multipath ring skip 3</td>
<td>$\left\lceil \frac{N}{4} \right\rceil + \left\lceil \frac{N}{2} \right\rceil \mod 4 + 2$</td>
<td>0</td>
<td>5</td>
<td>$3N$</td>
<td>$N$</td>
<td></td>
</tr>
<tr>
<td>Binary tree</td>
<td>$2\log_2 N + 2$</td>
<td>0</td>
<td>3</td>
<td>$2N - 2$</td>
<td>$N - 1$</td>
<td></td>
</tr>
<tr>
<td>Mesh</td>
<td>$2(\sqrt{N} - 1) + 2$</td>
<td>0</td>
<td>5</td>
<td>$3N - 2\sqrt{N}$</td>
<td>$N$</td>
<td></td>
</tr>
<tr>
<td>Two-dimensional torus</td>
<td>$\sqrt{N} + 1$</td>
<td>0</td>
<td>5</td>
<td>$3N$</td>
<td>$N$</td>
<td></td>
</tr>
<tr>
<td>Complete graph</td>
<td>3</td>
<td>1</td>
<td>$N$</td>
<td>$\frac{N^2 - N}{2}$</td>
<td>$N$</td>
<td></td>
</tr>
</tbody>
</table>

subsection, multiple such interconnect schemes will be analyzed based on the mathematical properties extracted from their graph representations. A total number of $N$ clusters is assumed.

The following graph topologies are analyzed:

- **Ring** - a circular graph, where each node is connected to two others.
- **Multipath ring** - a regular graph with all node degrees equal to 4. It is an improved version of the ring graph through the addition of internal connections between distant nodes. The number of nodes these connections jump over is referred to as skip.
- **Binary tree** - an acyclic graph in which each node starting from a root has two children, apart from the ones on the bottom layer (the leaves). The number of edges is one less than the number of nodes.
- **Mesh** - a rectangular grid of nodes.
- **Two-dimensional torus** - an improved version of the mesh where the nodes on the edges are connected with wrap-around links.
- **Complete graph** - a graph in which each pair of nodes is connected by an edge.

For each topology, a set of metrics was calculated (with approximations) as a function of total number of clusters $N$. However, modifications were made that bring the graph properties closer to the real-life implementation: it is assumed that one extra connection originates from every node that would correspond to a router connected to a cluster in the physical network (the leaves in the binary tree and every node in the other topologies). The analyzed metrics are:

- **Average node degree, number of links and number of routers** - the metrics are self explanatory and will serve as a measure of hardware complexity.
Figure 3.10: Comparison of topology properties
• **Diameter** - the longest shortest path in the network graph.

• **Clustering coefficient** - the average measure of how complete the neighborhood of every node is. It varies between 0 and 1 and together with the average path length indicate the small world characteristic of the graph. [38]

• **Average path length** - the average length of all shortest paths in the network. It is always less than (or equal in the case of a complete graph) with the diameter and together with the average path length indicate the small world characteristic of the graph.

It must be noted that the previously mentioned modification of adding the extra links is not used when calculating the clustering coefficient to ensure that the maximum possible value of 1 corresponds to the complete graph.

These metrics were chosen because they provide insight into hardware resource usage and complexity as well as efficiency in terms of data packet transmission. The metrics' values were either already well established in graph theory (such as diameter for ring and mesh), derived by hand (multipath ring) or obtained through a MATLAB script. The former is the case for average path length which does not have an easily derivable value. In order to compute it for the seven topologies, the following method was used: the adjacency matrix of all the networks was created for size \( N \) after which all minimum paths were determined with the MATLAB function `graphallshortestpaths.m` and then averaged.

Table 3.3 summarizes the characteristics for each topology, while Figure 3.10 is a graphical representation between the latency and hardware complexity of the topologies. This qualitative measure is based on the relations in (3.9) for a network size of 9 and 25 clusters (the reasoning behind these sizes is found in section 4.2.5).

\[
\text{Complexity} \propto f(\text{Average node degree, Number of links, Number of routers}) \quad (3.9) \\
\text{Latency} \propto g(\text{Diameter, Clustering coefficient, Average path length})
\]

The plots indicate that for a large network size the multipath ring and torus topologies are the attractive implementations, with the MPR of skip 1 being the best choice. As the network size decreases, differences between MPR and torus become more evident but the group maintains its advantages.

The complete graph was included because it represents the extreme in the spectrum in terms of smallest latency and greatest complexity even though it is clearly not implementable in hardware.

Following these results, the thesis will focus on the multipath ring and two dimensional torus topologies, which will be analyzed in the following chapter.
The two layers of the proposed system architecture are described in this chapter with emphasis on the design criteria, routing protocols and traffic estimations.

### 4.1 Extraction, insertion and configuration layer

As previously mentioned, this layer is dedicated to transferring configuration and input (stimulus) data to each cluster (targeting each neuron) and extracting the desired parameters and transmitting them to the user. The particularities of such type of data traffic are exploited so as to create an efficient network topology.

#### 4.1.1 Design criteria

The downstream traffic (towards the clusters) in this layer has the particular trait of consisting of a large number of packets sent to the same destination. In the majority of cases, routing decisions are made based on consulting tables after the destination address of the packet is read from its header. The presence of this header and the time it takes to access the routing tables represent a protocol overhead. Even if a more complex scheme of reading the address header once and then delivering the following packets up to a special ending one were used, routing tables would still be required. For this reason, a channel protocol is suggested as an efficient replacement that eliminates the use of routing tables and reduces the overhead.

The upstream traffic (from the clusters) presents no remarkable characteristic traits, but as mentioned in Section 3.4 it does not require a large bandwidth and is predictive. Upstream routing can be simplified to the point where no routing tables are used at all because there is only one possible destination - the user. In this case, routers are only tasked with handling arbitration in case of conflicts between data packets.

#### 4.1.2 Proposed topology

The physical implementation for the Extraction, insertion and configuration layer is a binary tree, with each leaf being a cluster and the root an off-chip connection point (Figure 4.1). Each router has one upstream and two downstream ports and a one bit configuration signal that is used in the channel routing. The relatively small size of the overall network (the network size is expected to be less than 25 clusters based on the FPGA resources used in [12] on a Xilinx Virtex 7 and current mid to top range Xilinx Virtex UltraScale FPGA [39]) makes the binary tree sufficient as a network topology for this layer.
4.1.3 Routing scheme and router design

As the upstream traffic has no particularities, this section focuses on the custom routing scheme associated with the downstream one. As mentioned before, in order to reduce overhead, a channel scheme is proposed, the steps of which are as follows:

1. With the $S/\bar{T}$ (Setup/Transmit) signal set high, each router reads its corresponding bit (related to the layer on which the router is positioned) from the setup message, and redirects the package to either the left or right output port (Figure 4.2a).

2. On the falling edge of $S/\bar{T}$, the setup is latched into each router and a direct channel is now created between the root and the destination cluster (Figure 4.2b) that will remain in place until $S/\bar{T}$ is reasserted.

3. Packets sent from the root are automatically directed to the destination cluster.

A possible router structure, for downstream traffic, is shown in Figure 4.3 if we assume a parallel data bus is used. During synthesis, each router is tailored to read its specific setup bit depending on the layer at which it is positioned in the tree. The suggested routing scheme allows the router structure to be kept simple and small as no decision making takes place.

4.2 Topological layer

Selecting an appropriate physical network for the Topological layer represents the main challenge of this design. The traffic is patternless and continually changing as the network goes through the learning process and with power and delay as optimization targets, the chosen topology has to have high connectivity with a relatively simple hardware implementation.
(a) With $S/T$ asserted, each router reads its corresponding bit from the setup packet and routes it appropriately.

(b) With $S/T$ set low, the previous setup is latched and a channel is maintained between the root and the targeted cluster.

Figure 4.2: Steps in the routing scheme

Figure 4.3: Router structure for downstream traffic with a parallel data bus
With a skip of 1 the average path length is 2

With a skip of 2 the average path length is 1.83

With a skip of 3 the average path length is 1.83

Figure 4.4: Multipath ring topologies of size 13 with various skip values

Two network topologies are considered as possible solutions, the Multipath ring and Two dimensional torus, with their descriptions and analyses in the following subsections.

4.2.1 Multipath ring

4.2.1.1 Characteristics

The Multipath ring (MPR) topology is an example of a regular graph with all node degrees (router ports) equal to 5 (one port dedicated to an associated cluster and 4 to the network) so as to maintain physical implementation complexity low. As with other graphs from the same family, MPR has a high clustering coefficient but a relatively large path length for large networks [38]. However, assuming that data locality is exploited during neuron placement, the probability of a message needing to be sent to a cluster that is far away is small and the longer paths of the MPR will be rarely used. Also, as mentioned before, the expected number of clusters will not exceed 25 which makes the disadvantages of this topology limited.

The MPR links can be classified in two categories: exterior links, the ones connecting two nodes that are physically next to each other, and interior links, connecting nodes that are farther apart. These former links can have varying length and as a consequence can skip over a number of nodes and modify the average path length. Figure 4.4 shows an example of a multipath ring network of size 13 with skips of 1, 2 and 3. A small reduction in path length, from 2 to 1.83, is seen when increasing the skip but this comes at the cost of increasing traffic through the external links (Section 4.2.5).
4.2.1.2 Routing scheme

In order to estimate the traffic through the multipath ring topology, a routing scheme needs to be considered. For simplicity purposes, we assume static routing (the path between two clusters is known before runtime and is always the same), with the following set of rules:

1. If the message arrives from another router and the destination is this router’s associated cluster then send it to the cluster controller.

2. If the message arrives from another router and the index distance to the destination cluster is less than or equal to the skip value, send the message through the exterior link. Otherwise, through the interior link.

3. If the message originates from the cluster associated to this router and the distance to the destination cluster index is less than or equal to half the number of clusters, send it counterclockwise. Otherwise, send it clockwise. In both cases, pick an exterior or interior link like in 2.

In essence, a router will prioritize sending a packet in the smallest number of hops and if the message originates from the associated cluster, it will balance the network as much as possible by taking advantage of MPR symmetry. The index distance is equal to the Manhattan distance between two routers when only exterior links are considered. Figure 4.5 shows the resulting routing path for every message originating from cluster zero towards the rest. The symmetric nature of this scheme makes the MPR most efficient for an odd number of clusters (the clockwise and counterclockwise branches are equal) but it can also accommodate even numbers by extending one of the branches to the extra cluster. Deadlocking is avoided by not allowing packets to go from an exterior link to an interior one, similar to turn restriction routing in the mesh topology.

4.2.2 Two dimensional torus

4.2.2.1 Characteristics

The two dimensional (2D) torus topology is formed by arranging all the routers in a rectangular lattice with each one connected to its immediate neighbors and with the connections at the edges wrapping around. Figure 4.6 shows a 2D torus with 12 clusters where each router is limited to 5 ports like in the MPR. The benefits of having such a topology come from the layout efficiency of the mesh and the existence of simple deadlock-free routing algorithms (X-Y, west first, north last etc.) combined with the small network diameter given by the wrap-around connections.

4.2.2.2 Routing scheme

As with the MPR, a static routing algorithm is considered for estimating the traffic, in this case, a variation on the XY routing scheme. When a message originates from a cluster, it is sent on one of the four network ports based on the quadrant in which
Figure 4.5: A routing scheme for the multipath ring topology. The red arrows indicate the path taken by a message originating from cluster zero to every possible destination cluster.

the destination is located, after which XY routing rules are followed. Figure 4.6 shows the resulting paths for messages originating from cluster five (chosen for illustration purposes due to its center position in the figure).

4.2.3 Traffic model

4.2.3.1 Assumptions

Due to the large computational effort required by the analysis of neural networks consisting of several thousands of biophysically-accurate neuron cells, a set of assumptions are made that simplify the procedure:

- A neuron cell contributes to the network traffic with an output rate, which depends on the model complexity and is known at the beginning of the simulation.

- All data packets are of same size.

- Apart from the previously mentioned routing rules, no protocol specifics are considered. A data packet is simply sent in the correct direction when it encounters a router.
Figure 4.6: A routing scheme for the two dimensional torus topology. The red arrows indicate the path taken by a message originating from cluster five on its path to every possible destination cluster.

- We assume there is no bandwidth limit in the network links, as this is one of the metrics that will result from the analysis.

Considering these assumptions, we can compute an average output rate $\lambda$ of all neurons in the network which may be expressed in $\text{packets/step}$ and use it as a measurement unit for the throughput estimates.

### 4.2.3.2 Metrics

The traffic estimation is based on three parameters:

- $\lambda_i$ - number of distinct outgoing messages from cluster $i$.
- $\mu_{i,j}$ - number of messages from cluster $i$ that are destined for cluster $j$.
- $\eta$ - average percentage of outgoing messages common to all destination clusters.

*Message* refers to a data packet of arbitrary size that is sent from a cluster and contains the relevant neuron-to-neuron communication data. These parameters can be computed once all the neurons are placed in their respective clusters based on the communication scheme between them.

The output metrics of interest are:

- $\omega_i$ - Throughput value associated with the counterclockwise direction on exterior links for MPR and East direction for 2D Torus.
• $\omega_i'$ - Throughput value associated with the clockwise direction on exterior links for MPR and West direction for 2D Torus.

• $\theta_i$ - Throughput value associated with the counterclockwise direction on interior links for MPR and North direction for 2D Torus.

• $\theta_i'$ - Throughput value associated with the clockwise direction on interior links for MPR and South direction for 2D Torus.

Figure 4.7 shows a graphical representation of these metrics for both the multipath ring and two dimensional torus. It must be noted that $\eta$ is only used after the analysis is finished to correct the final results by reducing the effects of overestimating the required throughput of the links. Also, because $\omega$ and $\theta$ are defined as number of messages, they must be multiplied by the average output rate $\lambda$ to get the actual throughput values.

4.2.3.3 Problem statement

Assuming a multipath ring network of size $N$ and skip $\sigma$, for every cluster $n$ the following equation stands:

$$\sum_{0 \leq i < N} \mu_{i,n} = \omega_{(n-1)modN} + \omega'_{(n+1)modN} + \theta_{(n-\sigma-1)modN} + \theta'_{(n+\sigma+1)modN}$$  \hspace{1cm} (4.1)

where we consider $\mu_{n,n} = 0$. For example, in the case of the network shown in Figure 4.8 that has $N = 5$ and $\sigma = 1$, applying (4.1) results in the underdetermined system of equations (4.2). The aim of the analysis is to solve these types of systems of equations in terms of $\omega, \omega', \theta$ and $\theta'$.
Figure 4.8: All the metrics in a size 5 and skip 2 MPR network

\[
\begin{align*}
\mu_{1,0} + \mu_{2,0} + \mu_{3,0} + \mu_{4,0} &= \omega_4 + \omega'_1 + \theta_3 + \theta'_2 \\
\mu_{0,1} + \mu_{2,1} + \mu_{3,1} + \mu_{4,1} &= \omega_0 + \omega'_2 + \theta_4 + \theta'_3 \\
\mu_{0,2} + \mu_{1,2} + \mu_{3,2} + \mu_{4,2} &= \omega_1 + \omega'_3 + \theta_0 + \theta'_4 \\
\mu_{0,3} + \mu_{1,3} + \mu_{2,3} + \mu_{4,3} &= \omega_2 + \omega'_4 + \theta_1 + \theta'_0 \\
\mu_{0,4} + \mu_{1,4} + \mu_{2,4} + \mu_{3,4} &= \omega_3 + \omega'_0 + \theta_2 + \theta'_1
\end{align*}
\] (4.2)

A similar set of equations can be derived for the two dimensional torus with \( N_R \) rows and \( N_C \) columns for every cluster \( n \):

\[
\sum_{0 \leq i < N} \mu_{i,n} = \omega_{\lfloor \frac{n}{N_R} \rfloor \times N_C + (n \mod N_C - 1) \mod N_C} + \omega'_{\lfloor \frac{n}{N_R} \rfloor \times N_C + (n \mod N_C + 1) \mod N_C} + \\
+ \theta_{\lfloor \frac{n}{N_R} \rfloor + 1 \mod N_R \times N_C + n \mod N_C} + \theta'_{\lfloor \frac{n}{N_R} \rfloor - 1 \mod N_R \times N_C + n \mod N_C} \] (4.3)

Applying (4.3) to every node will also result in an underdetermined system of equations.

4.2.3.4 Problem solver

A system of equations based on (4.1) and (4.3) is underdetermined, having \( 4N \) unknown variables and only \( N \) equations for a network of size \( N \) which makes solving it not a
straightforward task. Various techniques can be used in this situation such as QR decomposition [40], singular value decomposition [41], the pseudo-inverse or least squares [42]. However, in this particular case a simpler solution is to use superposition to solve the system. Because the routing algorithm is static, the path a message originating from any cluster will follow is already known and is independent of other clusters. As a result, the effects of traffic injected by one cluster can be accounted for while ignoring all the rest, which describes the superposition theorem. The first step for solving (4.2), is given in (4.4) where only the effects of cluster C0 are considered. After repeating this step for each cluster, the results can be combined and solution (4.5) extracted.

\[
\begin{align*}
\omega_0 & = \mu_{0,1} & \omega'_0 & = \mu_{0,4} & \theta_0 & = \mu_{0,2} & \theta'_0 & = \mu_{0,3} \quad (4.4) \\
\omega_1 & = 0 & \omega'_1 & = \mu_{1,0} & \theta_1 & = 0 & \theta'_1 & = 0 \\
\omega_2 & = 0 & \omega'_2 & = \mu_{2,1} & \theta_2 & = 0 & \theta'_2 & = 0 \\
\omega_3 & = 0 & \omega'_3 & = \mu_{3,2} & \theta_3 & = 0 & \theta'_3 & = 0 \\
\omega_4 & = 0 & \omega'_4 & = \mu_{4,3} & \theta_4 & = 0 & \theta'_4 & = 0
\end{align*}
\]

(4.5)

In the case of such a small network, the resulting throughput values consist of only one \( \mu \) parameter and as such they are exact and no scaling with \( \eta \) is required. However, for bigger networks like the one showed in Figure 4.5 the solution is more complex, as in (4.6). Note that all \( \mu \) parameters originating from the same cluster have been scaled with \( 1 - \eta \). The reason for this is as follows: assume cluster C0 sends a total of 5 data packets, \( d_1, d_2, d_3, d_4 \) and \( d_5 \) into the network, destined for clusters C1 and C2. Out of the five, \( d_1, d_2, d_3 \) and \( d_4 \) are destined for C1 and \( d_2, d_4 \) and \( d_5 \) for C2, which means both \( \mu_{0,1} \) and \( \mu_{0,2} \) count \( d_2 \) and \( d_4 \) resulting in an overestimation of the throughput if all these messages traveled through a common link. To mitigate this overestimation, the values are scaled with \( 1 - \eta = \frac{3}{5} \), the percentage of packets that are not in common, to result in a closer estimation of the actual throughput.

Note that the routing scheme intervenes during each superposition step when computing the parameters. It is now clear that a static algorithm must be used otherwise it is impossible to apply superposition (adaptive routing requires the effect of all clusters to be considered, which contradicts the superposition assumptions).

\[
\begin{align*}
\omega_0 & = (1 - \eta) \ast \left( \mu_{0,1} + \mu_{0,2} + \mu_{10,1} + \mu_{10,2} \right) + \mu_{12,1} + \mu_{0,1} \\
\omega'_0 & = (1 - \eta) \ast \left( \mu_{0,12} + \mu_{0,11} + \mu_{3,12} + \mu_{3,11} \right) + \mu_{1,12} + \mu_{4,12} \\
\theta_0 & = (1 - \eta) \ast \left( \mu_{0,3} + \mu_{0,4} + \mu_{0,5} + \mu_{0,6} \right) + \mu_{10,3} \\
\theta'_0 & = (1 - \eta) \ast \left( \mu_{0,10} + \mu_{0,9} + \mu_{0,8} + \mu_{0,7} \right) + \mu_{3,10} 
\end{align*}
\]

(4.6)
Table 4.1: The placement of neurons inside clusters

<table>
<thead>
<tr>
<th>Cluster ID</th>
<th>Neuron IDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0, 1, 2, 3</td>
</tr>
<tr>
<td>1</td>
<td>4, 5, 6, 7</td>
</tr>
<tr>
<td>2</td>
<td>8, 9, 10, 11</td>
</tr>
<tr>
<td>3</td>
<td>12, 13, 14, 15</td>
</tr>
<tr>
<td>4</td>
<td>16, 17, 18, 19</td>
</tr>
</tbody>
</table>

4.2.4 MATLAB implementation

The entire analysis was done with MATLAB functions and scripts written for this thesis. The required steps for finding the throughput estimates are described in this section.

The first step in the analysis is to define the type of communication scheme and the number of neurons in each layer. For exemplification purposes, we assume feed forward with 8 input, 10 hidden and 2 output neurons (Figure 4.9a). This scheme can be represented in the form of a `linkList`, a size Lx2 array that contains the link source and destination nodes in each column, which then serves as input for the `createClusterSet.m` function along with the desired cluster size. Assuming this size to be 4, the result will be the data set shown in Table 4.1 and visually represented in Figure 4.9b.

As a side note, in this case the neurons were allocated into clusters based on their index, only for demonstration purposes as this is not an optimal solution - cluster 0 and 1 send messages originating from four distinct sources to three other clusters i.e., none of their neurons have internal communications. The effects of placement rules are investigated in section 4.2.5.3 where neurons are grouped based on their interconnects, ignoring their indexes and position in layers.

Once the neurons are placed in clusters, the analysis parameters can be generated by calling `findLambdaMu.m`. Assuming a single topological layer for all neuron-to-neuron communications, the function outputs for the given example are:

\[
\lambda = \begin{pmatrix} 4 \\ 4 \\ 4 \\ 0 \end{pmatrix}, \quad \mu = \begin{pmatrix} 0 & 0 & 4 & 4 & 4 \\ 0 & 0 & 4 & 4 & 4 \\ 0 & 0 & 0 & 0 & 4 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad \eta = 0.66
\]

The final step is to assign a network topology and use these results as cluster parameters to find the estimated throughputs. Two functions were developed, `solveMultipathRing.m` and `solve2DToroid.m` for estimating traffic through the MPR and torus network respectively. In addition to \( \lambda, \mu \) and \( \eta \) these functions take as input the rule structure corresponding to the static routing scheme for each topology. The structure contains 4 matrices, one for each throughput variable associated with cluster zero, formed with the coefficients from the first superposition step (for example (4.4)). The outputs from these two functions are four arrays with \( N \) elements containing the \( \omega, \omega', \theta \) and \( \theta' \) values.
4.2.5 Traffic estimation

A test neural network for each of the four communication schemes was created, with 20 input, 180 hidden and 10 output neurons, totaling 210 cells. This number was chosen for its large number of divisors that allows the creation of various MPR and 2D torus networks with completely full clusters. Because the method uses cluster level metrics ($\mu$) for the estimation, a larger number of neurons would only result in changes in throughput magnitudes, not traffic behavior, so in order to speed up the computation, this small number of neurons was chosen.

Traffic was estimated for the 2D Torus and the skip 1, 2 and 3 MPR topologies. The number of clusters was varied between 9, the minimum number for which a skip of 3 is possible, and 25, a number based on the available resources in contemporary FPGA (e.g. a medium to top of the range Xilinx Virtex UltraScale [39] has roughly four times as many logic cells than the device used in [12]). When creating the torus network, the number of columns and rows was chosen so as to keep the number of routers without an associated cluster as small as possible. Table 4.2 contains the corresponding network layout for various network sizes.
Table 4.2: Two dimensional torus network layout for various network sizes

<table>
<thead>
<tr>
<th>N</th>
<th>Layout (row x col)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2 x 2</td>
</tr>
<tr>
<td>5 - 6</td>
<td>2 x 3</td>
</tr>
<tr>
<td>7 - 9</td>
<td>3 x 3</td>
</tr>
<tr>
<td>10 - 12</td>
<td>3 x 4</td>
</tr>
<tr>
<td>13 - 16</td>
<td>4 x 4</td>
</tr>
<tr>
<td>17 - 20</td>
<td>4 x 5</td>
</tr>
<tr>
<td>21 - 25</td>
<td>5 x 5</td>
</tr>
</tbody>
</table>

4.2.5.1 Random neuron placement

The 210 neuron cells were randomly distributed among the $N$ clusters for all analyzed topologies and communication schemes 1000 times, after which the throughput estimations were averaged and compared.

Figure 4.10 shows the average maximum throughput in the MPR and Torus. Traffic estimates indicate that the MPR experiences smaller maximum throughputs than the torus for networks of medium sizes. For larger networks, the torus achieves marginally better performance, however, tendencies in the plots suggest that a MPR with larger skip might be a better solution, but this has to be confirmed through further simulations.

Changes in the skip have a significant effect on the maximum throughputs but the relationship is not straightforward. The observed behavior suggests that the skip value has to be chosen depending on network size in order to ensure minimum strain on the network. For example, if the full lateral inhibition communication scheme is used, for networks with less than 16 clusters, a skip of 2 is best, but for larger sizes 3 behaves better.

Of interest is also the change in traffic distribution across the interior and exterior links in the MPR for different skip values. Figure 4.11 and Figure 4.12 contain the maximum counterclockwise throughput values in the two types of links for all four communication schemes. Due to the symmetric nature of the multipath ring, the clockwise traffic is identical. The results indicate that traffic is heavily influenced by changes in the skip. We can observe that as this value increases, data packets are being redirected through the exterior links and that an optimal value can be determined in order to achieve a balance in the network. For example, in this case a skip equal to 2 is recommended for the analyzed size range.

Figure 4.13 shows the average difference between maximum and minimum throughput values in the MPR and 2D torus. If an appropriate skip value is chosen for the multipath ring, a very balanced network can be constructed with far better results than the two-dimensional torus for all tested communication schemes. As with the maximum throughput values, for small network sizes the optimal skip value is 2.
4.2.5.2 Split topological layer

As resulted from the preliminary analysis in section 3.3, the histograms of node output degrees present a pattern that suggests separating the traffic in the topological layer according to the number of neuron connections. Apart from CHL, all other communication schemes have two distinct peaks in their histograms, so a split in the topological layer will be analyzed. The two resulting layers will be referred to as the Small Degree Topological Layer (SDTL) and Large Degree Topological Layer (LDTL) (Figure 4.14). As the names suggest, SDTL will handle all data packets originating from neurons with an output degree less than a specific threshold, while LDTL the rest.

According to section 3.3, the histogram peaks are located at $c_\sim = N_I$ and $c_\sim = N_H$ for FF and $c_\sim = N_I$ and $c_\sim = \frac{N_H}{2}$ for LNLI and LFLI. As in the simulations the number of hidden neurons is set to 180 and the number of input neurons is 20, a threshold of anywhere between 21 and 89 would split the traffic between the two layers.

The maximum estimated throughputs are shown in Figure 4.15. The best improvements are seen for feed forward where regardless of network topology, large networks can reach up to 50% reduction in maximum throughput values. This is because there are a lot of neurons with small output degrees and very few with large ones so neither layers are heavily loaded (Figure 3.8a). LFLI which has relatively equal histogram
peaks (Figure 3.8c) manifests around 33% in maximum traffic reduction.

There is little improvement in the case of a LNLI communication scheme, but this is due to a poor choice in threshold values. The large peaks are located around $c_\approx 1$ and $c_\approx [10, 20]$ (Figure 3.8d) which suggests a threshold value between 2 and 9. A different threshold can be selected for the complete hidden layer scheme within the range of 181 to 189. With these new threshold values, the results are shown in Figure 4.16. Improvements are seen in the case of LNLI over the previous case but the overall traffic reduction is not as significant as for LFLI because the two neuron groups have similar sizes and relatively small degrees.

Because of the presence of a large group of neurons with large output degrees in the complete hidden layer communication scheme (Figure 3.8b) there is very little reduction in traffic even for such a high threshold level.

The multipath ring with skip 1 appears to have the largest reductions in maximum throughput, with skip 3 benefiting the least. However, even in the best case (feed forward scheme on MPR with skip 1) the throughput reduction is sufficiently large only for big networks which makes the idea of splitting the topological layer in multiple parts ineffective as the increase in hardware resources consumption is too large to overcome.

Figure 4.11: Average throughput for exterior links in the MPR network
4.2.5.3 Specific neuron placement

A simple neuron placement algorithm was tested as a possible method to reduce the throughput values in the MPR network. The idea behind the algorithm is to group neurons with a large number of output connections together with their neighbors in the same cluster so as to minimize cluster-to-cluster communication. When placing neurons, the following steps are applied:

1. Select the yet unplaced neuron with most outgoing connections.
2. Select a cluster with a vacancy of more than the neuron output degree if available, otherwise select the cluster with most vacancy and place the neuron in it.
3. Select the yet unplaced neighbor with the largest output degree and if possible place it in the cluster, otherwise jump to 2.
4. If there are no more neighbors, skip this step, otherwise jump to 3.
5. If there are neurons that are still unplaced, jump to 1., otherwise the placement is complete.
The effects this placing algorithm has on the average traffic through the network is shown in Figure 4.17. Significant improvements are seen for the feed forward scheme both for MPR and 2D torus. Complete hidden layer manifests little to no changes because of the large number of highly connected hidden neurons that makes rearranging them have almost no effect on cluster-to-cluster communication.

For the other two cases, placing neurons following the suggested rules has negative effects, with average throughput values drastically increasing. This is because the inhibitory neurons communicate with a significant number of neurons so spreading highly connected neurons in different clusters means that these inhibitory cells will send packets to more clusters. A different set of rules, such as placing neurons in clusters according to their type (input, inhibitory etc.) might be better suited for these topologies.
4.3 Conclusion

The resulting traffic estimations underline the advantages of the multipath ring network as opposed to the two-dimensional torus. The maximum throughput values are smaller than in the case of the torus and depending on network size, the skip value can be selected to provide an optimal topology. Results indicate that as network size increases, the skipping distance has to be increased both to reduce throughput but also to balance the network. Traffic shaping was also detected, with the skip value having an effect on traffic distribution between the external and internal links.

The same behavior is seen for all four communication schemes, suggesting that the multipath ring topology can support the changes that take place during runtime due to learning.

Overall, the multipath ring network is better suited for the Topological layer, because of its traffic characteristics and its symmetric and simple physical implementation.

The possibility of splitting the topological layer into two network levels that handle traffic originating from neurons with large and small number of output connections, respectively, has also been analyzed. Based on output degree histograms, different threshold values were set for the four communication schemes that resulted in various reductions in maximum throughput values in the two layers. However, the noticed improvements were not enough to overcome the extra hardware resource consumption and therefore the system architecture is better being kept at only one topological layer.

It is worth noting that all the analyses done so far do not take into account conges-
Figure 4.15: The average maximum throughput values in the MPR and 2D torus network in the case of a split topological layer

(a) Layered neighbor lateral inhibition  (b) Complete hidden layer

(c) Layered full lateral inhibition  (d) Layered neighbor lateral inhibition

Figure 4.16: The average maximum throughput values in the MPR and 2D torus network in the case of a split topological layer with different threshold values for LNLI and CHL

Discussion in the network because of the infinite bandwidth assumption from section 4.2.3.1. This allows superposition to be used for solving the system of equations that describes
Figure 4.17: The effect of the placing algorithm on average throughput in the MPR and 2D torus network

traffic patterns in the network and as a consequence, at the moment, the method is unsuited for any congestion aware analysis.
Energy-delay product

The high performance, power consumption and reliability requirements in current technology have changed the methodology when it comes to network on chip (NoC) design. More focus is allocated to estimating the final power consumption even in earlier development stages through the use of system level modeling. Two main components are considered when making these estimations: latency or the delay one packet encounters and the energy the said packet consumes when traversing the network.

The energy can be divided in two components: dynamic energy which captures the effect of contention in the network and leakage energy which is the buffer static energy consumption. For current process technologies, the dynamic energy component dominates and is generically expressed as

$$ E_{\text{dynamic}} = 0.5\alpha CV_{DD}^2 $$

where $C$ is the total switching capacitance, $V_{DD}$ the supply voltage and $\alpha$ the switching activity. If this value is multiplied by the system clock frequency $f_{CLK}$ one can determine the dynamic power consumption.

Various methods have been developed to provide estimations of the power/energy consumption of a system. In [44] the authors describe a power and performance interconnect simulator called Orion that uses power models based on detailed estimations of gate and wire capacitance and switching activities. These parametrized power models were created for complex network components such as arbiters, FIFO buffers and SRAM blocks starting from other existing simple component models. However, this method requires the use of low level architectural descriptions to achieve high precision in its estimations.

Another estimation method is presented in [45] where VHDL descriptions of the system are used to simulate the network behavior and power consumption patterns. The authors assume one specific type of routing (wormhole) and injection rate distribution (self-similar) for their analysis and focus on a handful of network topologies among which are the mesh, torus and fat tree.

In both of these methods, as in most cases, estimating power and energy consumption of a system requires low level modeling of the architecture followed by lengthy simulations that then provide the results. A much faster approach, albeit not as exact, would be to not rely on simulations but on traffic patterns through the network. Such a case is presented in [46] where the communication probability distribution (CPD) is used, which represents the probability that a packet will travel a certain distance through the NoC. Once traffic patterns are generated based on specific rules for the network topology, the CPD is calculated and then used as input for a simple mathematical model that gives the energy estimate.

This simulation-free method of finding energy estimates is well suited for comparing...
the multipath ring with other commonly used topologies because so far there are no hardware implementations for the multipath ring and developing them for the sole purpose of estimating power consumption is not feasible or useful (implementations could easily change throughout the design process). Also, the method is fast and can make use of the traffic estimations determined in the previous chapter.

The energy-delay-product [47] will be used as an objective comparison criterion between the multipath ring, mesh, binary tree and their improved variants, inverse clustering and inverse clustering with mesh that is designed for low power applications.

5.1 Mathematical derivation

The EDP estimate for a data packet sent from cluster $i$ to cluster $j$ is defined as:

$$ EDP_{i-j} = E_{i-j} * D_{i-j} \quad (5.2) $$

where $E_{i-j}$ is the average energy required to send the packet and $D_{i-j}$ is the delay of said packet. These two variables are calculated as shown in (5.3) where $E_{router}$ and $E_{link}$ are the average energies consumed in the router and link segment as the packet passes through and $N_{router}$ and $N_{link}$ are the number of routers and links in the entire path. The delay is influenced by three elements: $D_{router}$, the average delay through a router from one network port to another, $D_{clust}$ which is the delay from a cluster to its dedicated router and $D_{link}$, the delay through a link segment. Figure 5.1 shows a schematic representation of all the energy and delay components in a path from cluster $i$ to $j$.

$$
E_{i-j} = N_{router} * E_{router} + \sum E_{link} \\
D_{i-j} = (N_{link} - 2) * D_{link} + 2 * D_{clust} + N_{router} * D_{router} \quad (5.3)
$$

After implementing a design for the network components, the delay parameters are easily extracted from synthesis reports, while the energy consumed is estimated using Xilinx XPE [49]. For this analysis, however, all parameters are set equal to 1, but in order to distinguish among topologies, $E_{link}$ is considered dependent on the link segment’s position (and length) and has different values for each analyzed topologies as shown in the following sections.

There is one important effect that must be underlined, which is the assumption that all $E_{router}$ and $D_{router}$ parameters are equal. This translates to the ideal case where there is no congestion and the router can immediately transfer the incoming packet to the corresponding output port, in other words, traffic through the network is neglected. For the purposes of the desired comparison between network topologies this is not detrimental as it idealizes the physical limitations and accounts for the topological advantages alone that each architecture presents. However, one can still use an average measured/estimated value for these parameters to make the EDP modeling more accurate.

Equation (5.2) is based on the original definition of the energy-delay product given in [47], but other works such as [50] have assigned more weight to the delay parameter by squaring or even cubing it. This method yields more accurate power estimations for
Figure 5.1: The energy and delay components that make up the path from cluster $i$ to $j$

Performance oriented systems where a reduction in supply voltage produces a reduction with approximately the cube root of the power reduction in operating frequency (and as a consequence increased latency)\[51\]. For thoroughness, (5.4) will also be used in the energy-delay product estimation.

$$EDP_{i-j} = E_{i-j} \cdot D_{i-j}^3$$ \hspace{1cm} (5.4)

In all derivations, the index difference between cluster $i$ and $j$ defined as (5.5) will be used.

$$\Delta = |i - j|$$ \hspace{1cm} (5.5)

5.1.1 Multipath ring

For the MPR, the interior links are considered to be longer than the exterior ones and as a consequence, the values for $E_{\text{link}}$ are different and given by (5.6), where $\sigma$ is the skip value.

$$E_{\text{link}} = \begin{cases} 
1, & \text{if external link} \\
\sigma + 1, & \text{if internal link} 
\end{cases}$$ \hspace{1cm} (5.6)

The equations from (5.7) have been determined and are used to compute $N_{\text{router}}$, $N_{\text{link}}$ and $\sum E_{\text{link}}$ for every path between $i$ and $j$.

$$N_{\text{router}} = \begin{cases} 
\left\lceil \frac{\Delta}{\sigma+1} \right\rceil + \Delta \mod (\sigma + 1) + 1, & \Delta \leq \frac{N}{2} \\
\left\lceil \frac{N - \Delta}{\sigma+1} \right\rceil + (N - \Delta) \mod (\sigma + 1) + 1, & \Delta > \frac{N}{2} 
\end{cases}$$ \hspace{1cm} (5.7)

$$N_{\text{link}} = N_{\text{router}} + 1$$

$$\sum E_{\text{link}} = \begin{cases} 
\left\lceil \frac{\Delta}{\sigma+1} \right\rceil \cdot (\sigma + 1) + \Delta \mod (\sigma + 1) + 1, & \Delta \leq \frac{N}{2} \\
\left\lceil \frac{N - \Delta}{\sigma+1} \right\rceil \cdot (\sigma + 1) + (N - \Delta) \mod (\sigma + 1) + 1, & \Delta > \frac{N}{2} 
\end{cases}$$
5.1.2 Mesh

In this case, a square network is assumed, with the horizontal links physically shorter than the vertical ones by a factor of 4. For this reason, $E_{\text{link}}$ is defined as:

$$E_{\text{link}} = \begin{cases} 
1 & \text{if horizontal link} \\
4 & \text{if vertical link} 
\end{cases}$$

(5.8)

which gives:

$$N_{\text{router}} = \left\lfloor \frac{\Delta}{\sqrt{N}} \right\rfloor + \Delta \mod \sqrt{N} + 1$$

(5.9)

$$N_{\text{link}} = N_{\text{router}} + 1$$

$$\sum E_{\text{link}} = \left\lfloor \frac{\Delta}{\sqrt{N}} \right\rfloor * 4 + \Delta \mod \sqrt{N} + 1$$

5.1.3 Tree and Inverse clustering

A small binary tree and inverse clustering network are shown in Figure 5.2. The inverse clustering network is described in [52] and is essentially a rearrangement of the binary tree so that clusters that are farther away from each other are connected with shorter paths. This has the effect of reducing the delay and energy through these paths because long distance traveling packets no longer need to pass through a large number of routers and in the case of CMOS IC implementations, can be routed through lower metal layers.

The assumed static routing scheme for both networks always chooses the path with smallest number of hops for sending a data packet from cluster $i$ to $j$.

Figure 5.2 also shows the proportionality factors for $E_{\text{link}}$. For the binary tree, the lower the level, the shorter the links are assumed to be, a trait which is reversed for the inverse clustering. Under these assumptions, (5.10) are the equations used for calculating all necessary parameters for the binary tree.
Figure 5.3: The inverse clustering with mesh network topology and the associated $E_{\text{link}}$ proportionality factors. The inset shows the same network arranged as a mesh with the connections in the first inverse cluster layer visible.

\[
\begin{align*}
N_{\text{router}} &= 2 \times \lceil \log_2 \Delta \rceil + 1 \\
N_{\text{link}} &= N_{\text{router}} + 1 \\
\sum E_{\text{link}} &= 2^{\lceil \log_2 \Delta \rceil + 2} - 2
\end{align*}
\]  

(5.10)

Because of the connection rearrangements in the inverse clustering topology, finding an exact solution for the three parameters is difficult. A work around was used where the cluster indexes were temporarily changed to a binary tree but with the $E_{\text{link}}$ proportionality factors from the normal inverse clustering, the parameters computed in a similar fashion as with (5.10) and then the indexes changed back to their original values.

5.1.4 Inverse clustering with mesh

Inverse clustering with mesh is a hybrid architecture proposed in [52] that, as the name suggests, uses a mesh to connect neighboring clusters and the inverse clustering for longer paths. Figure 5.3 shows an example of such a topology for a network of 16 clusters. The corresponding $E_{\text{link}}$ proportionality factors are also indicated on the links. Finding an exact equation for computing the three parameters of interest is difficult because of the hybrid nature of the architecture and so, for the simulations, all parameters were manually calculated by analyzing every path between cluster $i$ and $j$ and choosing the shortest one. These values are presented in Appendix A.
5.2 EDP estimation

Figure 5.4a shows the energy-delay product estimations for a network of size 32 arranged as a function of Manhattan distance according to (5.2). For small distances, the multipath ring has the smallest estimated EDP for all skip values. Tree and inverse clustering with mesh have an almost identical EDP, with the latter behaving marginally worse. As the distance increases, MPR with skip 1 becomes the best choice out of the three MPR topologies, with mesh becoming slightly more advantageous for large distances. Nevertheless, MPR with skip 2 and 3, which have almost the same EDP, have a smaller maximum distance (network diameter) than all the other topologies and remain the attractive solution.

Figure 5.4b presents the EDP estimates using (5.4). The same characteristics are visible, but now the mesh topology has a greater advantage over the multipath ring with skip 1 for large distances. Nevertheless, the MPR topologies remain attractive for small to medium distances due to their very low EDP and small diameters.

Because data locality is assumed to be exploited in the configuration of the system, the advantages that the mesh topology exhibits for large distances have very low probabilities to manifest, which leaves the multipath ring as the topology of choice.

The effect traffic has on the global EDP (the value corresponding to the entire network, not just one message) can also be studied. In section 4.2.5 throughputs were estimated for the multipath ring after 1000 random neuron placements, estimations that can be used in the traffic dependent global EDP calculations. Figure 5.5 shows the estimated EDP according to (5.2) as a function of $\Delta$, the index difference, for a multipath ring topology of size 32. The symmetric nature of the architecture can be seen in the shape of the EDP. The peak represents the worst case when $\Delta = (N-1)/2$ i.e., when the source and destination cluster are on opposite sides of the network.

According to the definition, packets traveling through the exterior links of the MPR are counted by $\omega$ and $\omega'$ and all of them have the EPR value corresponding to $\Delta = 1$. The interior traffic expressed by $\theta$ and $\theta'$ depends on the skip value $\sigma$ and has an EDP corresponding to $\Delta = \sigma + 1$. Following these rules, the global EDP can be computed for every one of the 1000 iterations with:

$$ EDP = \sum_{i=0}^{N-1} (\omega_i + \omega_i') * EDP_1 + \sum_{i=0}^{N-1} (\theta_i + \theta_i') * EDP_{\sigma+1} \quad (5.11) $$

where $N$ is the number of clusters. As the smallest and largest networks for which traffic was estimated had a size of 9 and 25 respectively, the following results will be for these two cases. There is no error introduced in the estimation by using a EDP developed for $N = 32$ in place of 9 or 25 because the only values that intervene in (5.11) are for $\Delta$ less than 4 (the maximum skip is 3) which are the same for all cases. The average of the 1000 global EDP estimates are shown in Figure 5.6, with the error bars representing one standard deviation.

Results indicate that the communication scheme, in essence traffic distribution, has a powerful effect on the energy-delay product regardless of network size, but more prominent for a large number of small sized clusters because the number of intra cluster
Figure 5.4: EDP estimations for different network topologies of 32 clusters vs. Manhattan distance for different delay weights
connections is small and there is more strain on the network. In this case, EDP can vary with up to 50% for MPR with skip 3 between LNLI and CHL.

The estimates for large cluster sizes indicate that there exists an optimum skip value for minimizing EDP, which confirms the results from Section 4.2.5 which would recommend a skip of 2 for networks of 9 clusters. However, this is not also true for CHL and not enough measurements are available to confirm whether or not this is due to insufficient placement iterations or if it is a characteristic of the tightly connected scheme. In the case of a 25 cluster network, the small number of neurons allocated to each cluster results in no such pattern being visible.

Figure 5.5: Energy-delay product as a function of index difference in the multipath ring of size 32
Figure 5.6: Global energy-delay products for all communication schemes with traffic resulting from random neuron placements
Conclusion and future work

6.1 Conclusion

After multiple analyses focused on traffic and energy consumption, the multipath ring (MPR) topology was validated as an efficient dataflow architecture for neuron-to-neuron communication in a clustered spiking neuron network simulator to be implemented on FPGA. When compared with the two-dimensional torus, an architecture commonly employed for multi-core platforms, better throughput capacity was found along with the possibility of traffic shaping, or redirecting through specific links.

By configuring MPR parameters such as skipping distance, the topology can be adapted for specific network sizes and to maintain very good traffic balance. The MPR was proven capable of handling different neuron communication schemes as well which makes it suitable for supporting the continuous changes in traffic patterns due to learning processes in the neural network.

As a method for characterizing the energy efficiency of the multipath ring network topology, the energy-delay product was estimated and compared with other network types such as the low power inverse clustering with mesh. The observed values indicate an energy efficient topology, comparable with its peers, that has the added benefit of small network diameter and physical implementation simplicity.

Strain on the network was reduced using two physically separate communication layers, one for the neuron-to-neuron data, for which the MPR was suggested, and one for configuration and input/output data. For the latter, a binary tree topology was adapted, with a channel routing protocol for downstream traffic. In the case of upstream traffic, no routing decisions have to be made apart from arbitration. Overall, the routers can be kept simple and do not require routing tables.

A possible further reduction in network throughput by separating the neuron-to-neuron communication layer into two distinct networks that handle neurons with a large degree of connectivity separately from those with small degrees was investigated. The results indicate a reduction in maximum throughput values that is heavily dependent on neuron-to-neuron communication schemes and network size. Up to 50% smaller throughputs can be achieved for feed forward schemes distributed among large number of clusters but for other topologies the improvements are minor or nonexistent. The conclusion is that the benefits of splitting the neuron-to-neuron traffic are not enough to justify the extra FPGA resources that are consumed.
6.2 Future work suggestions

The next step in the analysis of the proposed heterogeneous neuronal array system topology is to implement the design in SystemC and achieve cycle accurate simulations. The throughput values can then be determined for different types of traffic patterns and other routing schemes, including dynamic variants. Afterwards, a transition to synthesizable SystemC [53] and implementation on FPGA can be made.

An intelligent neuron placement algorithm can be devised to allow optimum configurations to be used that reduce overall network load either during runtime (actively reassigning neurons to clusters) or at least at the starting state of the system. This thesis has shown that such an algorithm has to be sensitive to the communication scheme between the neurons as the effects can vary greatly.

Traffic estimations revealed that by changing the skip value in the multipath ring, traffic could be redistributed between the exterior and interior links. An interesting path would be to investigate if this characteristic can be exploited as a method for adapting to changes in traffic patterns by reconfiguring the network topology during runtime with a minimum number of router and link changes.
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Parameter value table for
Inverse clustering with mesh network

This appendix contains the table with values for $N_{\text{router}}$, $N_{\text{link}}$ and $\Sigma E_{\text{link}}$ used to estimate the EDP in a 32 cluster network. The * symbol indicates that the corresponding route only passes through the inverse clustering section. Routes with ** pass through both inverse clustering and mesh sections, while those without any symbol only pass through the mesh.
Table A.1: Parameter values for Inverse clustering with mesh network of size 32

<table>
<thead>
<tr>
<th>$\Delta$</th>
<th>$N_{\text{router}}$</th>
<th>$N_{\text{link}}$</th>
<th>$\Sigma E_{\text{link}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>7</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>12**</td>
<td>3</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>14**</td>
<td>4</td>
<td>6</td>
<td>36</td>
</tr>
<tr>
<td>15**</td>
<td>3</td>
<td>5</td>
<td>35</td>
</tr>
<tr>
<td>16*</td>
<td>1</td>
<td>2</td>
<td>32</td>
</tr>
<tr>
<td>17**</td>
<td>3</td>
<td>5</td>
<td>35</td>
</tr>
<tr>
<td>18**</td>
<td>4</td>
<td>5</td>
<td>36</td>
</tr>
<tr>
<td>19**</td>
<td>5</td>
<td>7</td>
<td>37</td>
</tr>
<tr>
<td>20**</td>
<td>6</td>
<td>8</td>
<td>38</td>
</tr>
<tr>
<td>21**</td>
<td>4</td>
<td>6</td>
<td>38</td>
</tr>
<tr>
<td>22**</td>
<td>3</td>
<td>5</td>
<td>38</td>
</tr>
<tr>
<td>23**</td>
<td>4</td>
<td>6</td>
<td>39</td>
</tr>
<tr>
<td>24*</td>
<td>3</td>
<td>4</td>
<td>48</td>
</tr>
<tr>
<td>25**</td>
<td>5</td>
<td>7</td>
<td>51</td>
</tr>
<tr>
<td>26**</td>
<td>6</td>
<td>8</td>
<td>52</td>
</tr>
<tr>
<td>27**</td>
<td>7</td>
<td>9</td>
<td>53</td>
</tr>
<tr>
<td>28*</td>
<td>5</td>
<td>6</td>
<td>56</td>
</tr>
<tr>
<td>29**</td>
<td>7</td>
<td>9</td>
<td>59</td>
</tr>
<tr>
<td>30*</td>
<td>7</td>
<td>8</td>
<td>60</td>
</tr>
<tr>
<td>31*</td>
<td>9</td>
<td>10</td>
<td>62</td>
</tr>
</tbody>
</table>
B.1 Rule structure

The rule struct variables used in solveMultipathRing.m and solve2DToroid.m are sets of matrices of coefficients based on the first superposition step for cluster C0. For example, considering (B.1) we have the $\omega_0$ corresponding matrix shown in (B.2):

\[
\begin{align*}
\omega_0 &= \mu_{0,1} + \mu_{0,2} + \mu_{0,3} \\
\omega_1 &= \mu_{0,2} + \mu_{0,3} \\
\omega_2 &= \mu_{0,3} \\
\omega_4 &= \mu_{0,5} + \mu_{0,6} + \mu_{0,7} \\
\omega_5 &= \mu_{0,6} + \mu_{0,7} \\
\omega_6 &= \mu_{0,7}
\end{align*}
\]  
\quad (B.1)

\[
\omega_0 = \begin{bmatrix}
0 & 1 & 2 & 3 \\
1 & 2 & 3 & 0 \\
2 & 3 & 0 & 0 \\
4 & 5 & 6 & 7 \\
5 & 6 & 7 & 0 \\
6 & 7 & 0 & 0
\end{bmatrix}
\]  
\quad (B.2)