Estimating resist parameters in optical lithography using the extended Nijboer-Zernike theory
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Abstract. This study presents an experimental method to determine the resist parameters at the origin of a general blurring of a projected aerial image. The resist model includes the effects of diffusion in the horizontal plane and image blur that originates from a stochastic variation of the focus parameter. We restrict ourselves to the important case of linear models, where the effects of resist processing and focus noise are described by a convolution operation. These types of models are also known as diffused aerial image models. The used mathematical framework is the so-called extended Nijboer-Zernike (ENZ) theory, which allows us to obtain analytical results. The experimental procedure to extract the model parameters is demonstrated for several 193-nm resists under various conditions of postexposure baking temperatures and baking times. The advantage of our approach is a clear separation between the optical parameters, such as feature size, projection lens aberrations, and the illuminator setting on one hand, and process parameters introducing blur on the other.
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1 Introduction

Currently, optical lithography is able to print sub-40-nm lines using a binary mask and advanced resist processing. The line width is of the same order of magnitude as the image blur caused by the effects of acid diffusion. In addition the depth of focus, about 300 nm is of the same order of magnitude as the stochastic variation of the focus parameter. An extended diffused aerial image model is a simple but powerful method to take these image blur effects into account.

The influence of longitudinal and transverse vibrations on the transfer function is described in Ref. 2. It was shown that both vibrations have a degrading effect on the image quality. For a step and scan system, the effects of image blur in the horizontal plane are described in Refs. 3–5. Here, image blur originates from mechanical noise and synchronization errors. A probability density function was used to describe the statistics of the disturbance. Mathematically, a convolution of the probability density function with the static aerial image is used to calculate a diffused aerial image. The influence of the finite resist thickness is described in Ref. 6 as an integral of the aerial image over the resist thickness. The application of a diffused aerial image to optical proximity corrections is described in Ref. 7, where a Gaussian probability density function is used to describe the effects of acid diffusion during the postexposure baking (PEB) process. In various publications, the validity of the diffused aerial image model (DAIM) was assessed. It was concluded that DAIM is a good predictor not only for lines and spaces, but also for 2-D structures such as contact holes. The accuracy of DAIM was found to be comparable to full resist models.

In this study, we describe an extension of the DAIM model. Not only do we include the effects of diffusion in the horizontal plane, but also a second cause for image blur that originates from a stochastic variation of the focus parameter. Therefore, both the radial coordinate r and focal coordinate f are treated as a stochastic parameter with a standard deviation \( \sigma_r \) and \( \sigma_f \), respectively. The two parameters describe the transition from aerial image to resist image; therefore, we call \( \sigma_r \) and \( \sigma_f \) the resist parameters of the extended diffused aerial image model.

To estimate the resist parameters, it is our first task to make a clear distinction between optical parameters, such as feature size, projection lens aberrations, and the illuminator setting on one hand, and resist parameters on the other. For this purpose, we use the extended Nijboer-Zernike (ENZ) aberration retrieval method, which is designed for retrieving aberrations from the through-focus intensity point-spread function. The used mathematical framework is presented, and the experimental procedure to extract the resist parameters is demonstrated. The experimental procedure involves the analysis of a focus-exposure...
matrix of an isolated contact hole. The results of several 193-nm resists under various conditions of PEB temperatures and baking times are shown. For our experiments, we use a modern 193-nm wafer scanner.

The work is organized as follows. Section 2 describes the used mathematical background of the aberrated point-spread function in the presence of diffusion in the horizontal plane and image blur that originates from a stochastic variation of the focus parameter. Section 3 describes the procedure to retrieve the resist parameters from a through-focus intensity point-spread function. The procedure is tested on numerically simulated diffused aerial images.

Section 4 presents the experimental results obtained on several 193-nm resists under various conditions. For applications with a high geometrical imaging aperture, also encountered in immersion lithography, a full vectorial treatment of the point-spread function is needed. Some aspects of the extended Nijboer-Zernike approach for the ultra-high NA applications are discussed in Sec. 5. Appendix A in Sec. 7 gives the relationship between normalized image coordinates \((x, y)\) and the defocus parameter \(f\) on one hand, and the real space image coordinates \((X, Y, Z)\) in the lateral and axial direction on the other. Appendix B in Sec. 8 gives the correction of the basic diffraction integrals for a non-negligible hole size. Appendix C in Sec. 9 gives the additional correction terms that are needed to incorporate the lateral and axial blurring effects in the aberration retrieval scheme.

### 2 Mathematical Framework

#### 2.1 Resist Models

Full resist models are essentially nonlinear models. In the exposed areas of a chemically amplified resist (CAR), acid is generated that diffuses during the postexposure baking (PEB) process. In addition, a chemical base or quencher reacts with the acid and influences the final acid distribution. The development process and the metrology tool also influence the shape of the observed resist profile. Finally, there is a nonzero resist thickness, finite resist contrast, and nonzero resist absorption. The combination of all these effects have an impact on the lateral dimensions of the observed resist profile. Full resist models can include these effects accurately, but are in general hard to calibrate due to the large number of model parameters involved.

Diffused aerial image models approximate resist processing, mechanical, metrology, and optical blur effects by assuming linearity: the combined blur effect is described by a convolution operation of the aerial image with a certain kernel. This is the approach we take in our work.

On top of the blur effects described before, wafer stage noise in the \((X, Y)\) direction contributes to blur in the horizontal plane of the projected aerial image as well. In our model, the combined effect is described by a single diffusion parameter \(\sigma_{0}\). A second cause for image blur originates from a stochastic variation of the focus parameter. Wafer stage noise in the \(Z\) direction and the finite bandwidth of the laser source \(\Delta \lambda\), combined with chromatic aberrations of the projection lens, contribute to the statistical variation around the optimal focus. In our model, the combined effect is described by a single focus noise parameter \(\sigma_{f}\). For a step and scan system, there are additional sources of image blur related to the scanning motion of the wafer and reticle stage, such as synchronization errors. Also, distortion and field curvature contribute to blur as the point-spread function is scanned through the field of the projection lens. The defocus value of the pinhole image will thus vary during the exposure in case of field curvature. In other words, the impact of field curvature on the observed point-spread function (PSF) is similar to focus noise. Likewise, distortion causes the pinhole image to make an excursion in the XY plane during the scan and thus contributes to blur in the horizontal planes.

There is a category of photoresists where the linear approach is sufficiently accurate. For these resists, the linear DAIM models perform equally well as the full resist models in terms of predicting top-down CD values for a variety of features, pitch values, and imaging conditions. We note that although we assume Gaussian distribution functions for simplicity, the shape of the convolution kernel is not essential and could be generalized.

#### 2.2 Basic Expressions Used in the Extended Nijboer-Zernike Theory

Next, we describe the extended Nijboer-Zernike theory to calculate the intensity point-spread function in the presence of diffusion and focus noise. For small values of the diffusion parameter and focus noise parameter, we obtain analytical results that allow us to retrieve the resist parameters.

The point-spread function or impulse response of an optical system is the image of an infinitely small object. In practice, an object having a diameter of the order \(\sim \lambda/2NA\) is a fair approximation, and then the finite hole size has to be taken into account (see Appendix B in Sec. 8). The complex amplitude of the point-spread function is denoted as \(U(x, y)\), with \((x, y)\) being the coordinates scaled to the ratio of wavelength and numerical aperture. Also, we assume a rotationally symmetrical blur function. It is sufficient for our purpose to consider only the rotationally symmetrical terms \((m=0)\) of the intensity point-spread function. In our restricted analysis, only the radial and axial blur effects are included in the \(\beta_{\text{h.o.}}\)-coefficients [see Eq. (1)].

For a good lens having small radially symmetric transmission variations and phase errors, the pupil function is written as:

\[
A(\rho) \cdot \exp(i\Phi(\rho)) = \sum_{p} \beta_{2p,0}Z_{2p}^{0}(\rho),
\]

with \(A\) being the amplitude pupil transmission function and \(\Phi\) the pupil phase function, and \(Z_{2p}^{0}\), the radially symmetric Zernike terms. According to the ENZ theory, for small aberrations \((A \approx 1\) and \(|\Phi| \ll 1)\),

\[
I = 4|\beta_{0,0}|^{2} + \beta_{0,0}^{2} \sum_{p=0}^{\infty} \left[ \text{Im}(\beta_{2p,0}) \Psi_{2p}^{0} + \text{Re}(\beta_{2p,0}) \chi_{2p}^{0} \right],
\]

where the intensity is written as a linear summation of basic functions \(\Psi_{2p}^{0}, \chi_{2p}^{0}\). For small aberrations, the \(\Psi_{2p}^{0}\) terms correspond to the phase errors, and the \(\chi_{2p}^{0}\) terms correspond to the amplitude errors. The projection lens aberrations manifest themselves as coefficients \(\beta_{\text{h.o.}}\) of the basic functions.
Influence of Projection Lens Aberrations

Using the results from Eqs. (2) and (3), the intensity point-spread function in the presence of spherical aberration is given by:

$$I(r, f) = |V_0|^2 + 2 \text{Im}(\beta_{2p,0}) \text{Re}(iV_{0}^{m}V_{n}^{m})$$

Figure 1(a) illustrates the intensity point-spread function when a certain amount of low order spherical aberration ($p=2$) is included. In the case of “no diffusion” and “no focus noise,” the $\beta_{2p,0}$-coefficients can be estimated by applying a matching procedure to Eq. (2). The details of this procedure are published elsewhere.\(^{13}\)

2.3 Influence of Projection Lens Aberrations

Using the results from Eqs. (2) and (3), the intensity point-spread function in the presence of spherical aberration is given by:

$$I(r, f) = |V_0|^2 + 2 \text{Im}(\beta_{2p,0}) \text{Re}(iV_{0}^{m}V_{n}^{m})$$

Figure 1(a) illustrates the intensity point-spread function when a certain amount of low order spherical aberration ($p=2$) is included. In the case of “no diffusion” and “no focus noise,” the $\beta_{2p,0}$-coefficients can be estimated by applying a matching procedure to Eq. (2). The details of this procedure are published elsewhere.\(^{13}\)

2.4 Diffusion and Focal Noise

We now consider the effects of blur in the through-focus image planes and of focal noise on the recorded intensity, and discuss corrections of the basic functions in the retrieval scheme for these effects.

Blur in the image planes arises in two different ways. The first blur cause is position noise. For mechanical Gaussian noise in the horizontal plane (isotropic, without preferred direction), we have a Gaussian probability density function (pdf) of the type:

$$d(x, y) = \frac{1}{2 \pi \sigma^2} \exp \left( -\frac{x^2 + y^2}{2 \sigma^2} \right),$$

with $\sigma = \sigma_m$ the standard deviation of the mechanical noise. The blurred image is obtained by a 2-D convolution of the static image intensity $I(x, y, f)$ and the pdf:

$$I'(x, y, f) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I(x', y', f)d(x - x', y - y')dx'dy'.$$

Examples of various other pdfs describing sinusoidal vibrations, distortion averaging, and synchronization errors are described elsewhere.\(^2\)

A second cause for blur in the image plane is acid diffusion during the postexposure baking process. The effect on the recorded intensity is again a 2-D convolution with a Gaussian pdf as in Eq. (5), where the standard deviation $\sigma = \sigma_c$ is interpreted as the Fickian diffusion length,

$$\sigma_c = \sqrt{2Dt},$$

with $D$ the acid diffusion coefficient and $t$ the baking time.

Under the condition of independent mechanical and chemical causes for blur in the image planes, the total effect can be described by Eqs. (5) and (6) with

$$\sigma = \sqrt{\sigma_m^2 + \sigma_c^2}.$$  

We next consider image blur caused by stochastic variation of the focus parameter $f$. This effect can be taken into account by convolving the intensity $I(x, y, f)$ in the focal direction with a Gaussian pdf

$$f_n(f) = \frac{1}{\sigma_f \sqrt{2 \pi}} \exp \left( -\frac{f^2}{2 \sigma_f^2} \right),$$

according to

$$I'(x, y, f) = \int_{-\infty}^{\infty} I(x, y, f')f_n(f - f')df',$$

where $\sigma_f$ is the standard deviation of the focal noise.

Assuming the blurring process in the image planes and in the focal direction to be independent from one another, the total effect on the image intensity is given by the formula
\[ I'(x,y,f) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I(x',y',f')d(x-x',y-y') \times f_s(f-f')dx'dy'df'. \] (11)

Here, \( d(x,y) \) is given by the right-hand side of Eq. (5), with \( \sigma = \sigma_r \), as in Eq. (8), and \( f_s(f) \) is given by Eq. (9).

In Appendix C in Sec. 9 we present second-order corrections of the dominating basic functions \( |V_0|^2 \) and first-order corrections of the basic intensity functions \( \Psi_{2p}, \chi_{2p} \) in Eq. (2) to take the effect of blurring according to Eq. (11) into account. The formulas that are analytical in nature, and are especially useful for the case of small to medium-large values of \( \sigma_r \) and \( \sigma_f \). This avoids the numerical calculation of the integrals at the right-hand side of Eq. (11), which is a time-consuming matter, especially when \( \sigma_r \) and or \( \sigma_f \) are small. Due to symmetry of the involved pdfs [see Eqs. (5) and (9)], the corrections presented in Appendix C in Sec. 9 for image blur in the spatial domain and in the focal direction are additive up to and including second order.

By way of illustration, we present the first-order corrected expression for \( |V_0|^2 \) with only spatial blur and focal noise. They are given, respectively, as

\[ I(r,f) = |V_0|^2 - \pi^2 \sigma_r^2 \cdot [2|V_0|^2 - 4|V_1|^2 + 2 \text{Re}(V_0^* V_1^*)] \] (12)

and

\[ I(r,f) = |V_0|^2 - \frac{1}{2} \sigma_f^2 \left[ \frac{1}{6} |V_0|^2 - \frac{1}{2} |V_1|^2 + \frac{1}{3} \text{Re}(V_0^* V_1^*) \right]. \] (13)

Figure 1 shows contour plots of the intensity point-spread function (PSF) \( I(r,f) \), illustrating the influence of spherical aberration, diffusion, and focus noise on an aberration-free intensity point-spread function for \( \lambda = 193 \text{ nm} \) and \( \text{NA}=0.63 \). The six contours represent lines of equal intensity in the range of \([0.05, 0.1, 0.3, 0.5, 0.7, 0.9]\) of the maximum intensity. Figure 1(a) illustrates the intensity point-spread function when a certain amount of spherical aberration is included. Spherical aberration causes a through-focus asymmetry, i.e., \( I(r,f) \neq I(r,-f) \). Figure 1(b) shows the diffused Airy pattern when diffusion with a nonzero variance \( \sigma_r \) is included. Diffusion stretches the PSF in the \((X,Y)\) plane and causes a broadening or loss of resolution of the PSF. Figure 1(c) shows the diffused Airy pattern when focus noise with a nonzero variance \( \sigma_f \) is included. Focus noise stretches the PSF in the \(Z\) direction, almost without broadening it in the \((X,Y)\) direction. This effect is known as focus drilling and causes an increase in depth of focus for the more isolated features at the expense of exposure latitude. Both diffusion and focus noise maintain the through-focus symmetry \( I(r,f)=I(r,-f) \). The impact of spherical aberration, diffusion, and focus noise on the point-spread function is seen to be quite different. This effect can be understood as follows: the bracketed terms in Eqs. (12) and (13) have a rather different \((r,f)\) dependence. The main reason is the function \( |V_1|^2(r,f) \) that has a strong \( r \) dependence. This function is absent in Eq. (13), which implies that the effect of focus noise cannot be mimicked by a diffusion process. Further evidence can be found in Fig. 2: the diffusion length found is to a large extent independent of the focus noise parameter and vice versa. Thus, one should be able to separate diffusion and focus noise experimentally.

### 3 Retrieving the Optical Parameters and Resist Parameters from the Intensity Point-Spread Function

The basic tool we use for estimating the resist parameters is aberration retrieval using the ENZ method, for which the measured intensity PSF is required. This method, described in detail in Ref. 22, is here briefly discussed. According to Eq. (2), the through-focus PSF is expressed as a combination of basic functions \( \Psi_{2p}^0, \chi_{2p}^0 \). The complex coefficients \( \beta_{2p,0} \) of these basic functions represent the pupil function, and are estimated by optimizing the match between the theoretical intensity and the measured intensity patterns at several values of the defocus parameter.

The ENZ method uses some elements of linear algebra. The resulting linear systems for the aberration coefficients are generically well conditioned due to near-orthogonality of the relevant basic functions. An inner product is defined in the \((r,f)\) space:

\[ (\Psi, \chi) = \int_{-R}^{R} \int_{-F}^{F} r \cdot \Psi(r,f) \cdot \chi(r,f) * dr df. \] (14)

When taking inner products in Eq. (2) with \( \Psi_{2p}^0 \) and \( \chi_{2p}^0 \), one should note that \( \Psi_{2p}^0 \) and \( \chi_{2p}^0 \) have opposite parity with respect to their dependence on \( f \), so that their inner product vanishes. Thus, in the presence of both amplitude and phase errors, two sets of decoupled linear equations are to be solved.

We note the following.

- According to Eq. (2), the intensity point-spread function is a linear sum of basic intensity functions.
As a next step, we assume a high-quality lens with negligible transmission errors and possibly non-negligible but small phase errors. Accordingly, $A(\rho) \approx 1$ and the $\text{Re}(\beta_{2p,0})$ in Eq. (1) should practically vanish. We define a figure of merit $M(\sigma_r, \sigma_f)$ for finding the resist parameters:

$$M(\sigma_r, \sigma_f) = \frac{\sum_{p=0}^{\infty} \frac{1}{2(2p+1)} [\text{Re}(\beta_{2p,0})]^2}{\sum_{p} \frac{1}{2(2p+1)} ([\text{Re}(\beta_{2p,0})]^2 + [\text{Im}(\beta_{2p,0})]^2)}$$

representing the power in the transmission terms, normalized to the total power. For each value of $(\sigma_r, \sigma_f)$, we determine the aberrations of the system, i.e., the $\beta$ coefficients. The values of $\sigma_r$ and $\sigma_f$ that yield the minimum of $M$ are the true values of DAIM, since they are maximally consistent with our assumption of dealing with a lens having negligible transmission errors.

We note that under our assumptions of having a high-quality lens and small parameters $(\sigma_r, \sigma_f)$, the effects of diffusion and focus blur are additive. That means that in the presence of both effects, the terms in Eqs. (12) and (13) involving $\sigma_r^2$ and $\sigma_f^2$ simply add to the nonblurred point-spread function [see also Eq. (39)].

### 3.1 Comparison with SOLID-C Simulation Results

To validate the retrieval procedure, we retrieved the noise parameters from SOLID-C (Ref. 23) calculated diffused aerial images. Position and focus noise are both implemented in the lithographic simulator SOLID-C in the options “detailed scanner noise in $(X,Y,Z)$.” The simulator uses the same settings as the experiments: the exposure wavelength is $\lambda = 193 \text{ nm}$ and the numerical aperture is NA=0.63. For the optical model, we used the so-called high NA scalar transfer matrix model, aberration-free case. Next, we used the ENZ theory to retrieve the resist parameters from the simulated aerial image. Figure 4 illustrates the retrieval procedure. For each value of the diffusion parameter in the range 0 to 50 nm, we calculate the basic intensity functions taking the diffusion correction according to Eqs. (28), (31), and (34) of Appendix C in Sec. 9 into account.

We retrieve the $\beta$ coefficients and calculate the figure of merit $M(\sigma_r)$. The argument of minimal $M(\sigma_r)$ corresponds to the retrieved diffusion parameter. In a similar way, the focus noise parameter can be obtained, taking the correction for focus noise according to Eq. (13) into account, by searching for the minimum of $M(\sigma_r, \sigma_f)$. In Table 1 we compare several examples of the SOLID-C input parameter with the retrieved parameters $(\sigma_r, \sigma_f)$. The parameter values are relatively small compared to the 50% resolution of 80 nm and depth of focus of 400 nm. We observe that the effects of diffusion and focus noise indeed behave independently. The small differences between input and retrieved parameters correspond to very small intensity differences, well below 1% of the point-spread function.

### 4 Experimental Determination of Resist Parameters

This section describes the basic experiment to determine the resist parameters. The reticle is a simple chrome-on-quartz reticle with a $4 \times 0.15 = 0.6 \mu \text{m}$-diam transparent...
An ASML PAS5500/950 system with a \( \lambda = 193 \)-nm, NA=0.63 projection lens is used to image the reticle onto resist on a SiON antireflective coating. Using SiON instead of an organic antireflective coating has the advantage of providing a good contrast in the scanning electron microscope (SEM). Next, we record a focus-exposure matrix of the isolated contact hole in photoresist, and measure the hole diameter in a SEM. A Hitachi 9200 CD-SEM, under job control, collects all images. The data reduction is done off-line. A typical example of a SEM image is shown in Fig. 5. We extract the inner diameter of the contact hole. This parameter corresponds to a slice of the diffused aerial image. The related intensity value in the aerial image scales as \( 1/(\text{exposure dose}) \). The focus-exposure matrix is thus interpreted as the through-focus intensity point-spread function of the projection lens. We note that no bias or additional parameters are involved. Figure 6 shows an example of a focus-exposure matrix of the contact hole and the corresponding point-spread function.

Figure 2 shows an experimental example of the figure of merit. The merit function shows a distinct minimum indicating a diffusion parameter \( \sigma_r = 27 \) nm and a focus noise parameter \( \sigma_f = 150 \) nm. We verify that, for optimal resist parameters, the transmission variation across the pupil of the lens is below 0.5%, in agreement with our assumption \( A = 1 \). Figure 7 shows the resulting fit to the experimental data. The mean square relative error equals 1.9%.

### Table 1

<table>
<thead>
<tr>
<th>Input SOLID-C</th>
<th>Retrieved by ENZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_r ) [nm]</td>
<td>( \sigma_f ) [nm]</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>0</td>
<td>200</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>40</td>
<td>200</td>
</tr>
</tbody>
</table>

Fig. 4 Retrieval of the diffusion parameter of the SOLID-C generated aerial images. The figure of merit \( M(\sigma_r) \) is shown as a function of the diffusion length. The minimum occurs at the true value of the diffusion parameter. Dotted lines, circles: the SOLID-C input value is 20 nm, and the retrieved diffusion parameter is \( \sigma_r = 18 \) nm. Dashed line, squares: the SOLID-C input value is 40 nm, and the retrieved diffusion parameter is \( \sigma_r = 36 \) nm.

Fig. 5 An example of a single pinhole exposure. The diameter is defined as the inner diameter of the contact hole.

![Fig. 6](image-url) (a) Focus-exposure matrix of an isolated contact hole. The radius of the developed resist contour as a function of the focus setting; the parameter yielding the set of curves is the exposure dose, ranging from 20 to 800 mJ/cm². (b) A contour plot of the intensity point-spread function of the projection lens in a cross section containing the vertical axis. The data of the focus-exposure matrix is used.
4.1 Experimental Results for Various Resists under Various Conditions

Figure 8(a) shows the dependence of the measured diffusion length \( \sigma_r \) on the postexposure baking temperature for two resists. The standard resist has a larger diffusion parameter and steeper temperature dependence compared to the low PEB-sensitive resist. The increase of \( \sigma_r \) reflects the expected increase of acid diffusion length versus baking temperature. Figure 8(b) shows PEB time dependence for the standard resist. The solid curve is a fit to the experimental data, assuming an \( \sqrt{2D \cdot t + \text{offset}} \) increase of the diffusion parameter with time. The mean square error of the experimental data with respect to the fitted curve is 1.6 nm.

Figure 9 summarizes our results of diffusion and focus noise measurements. The diffusion parameter measurements of different resists are summarized in Fig. 9(a). We have included the results of contact hole resist (A), a low PEB-sensitive resist (B), our “standard” resist (C), and also the result for a 157-nm resist (E) that has been exposed on the 193 scanner. This result indicates that the model can be calibrated for various resist types and chemistries. The validity and predictiveness of diffused aerial image models to other structures or illumination conditions were assessed elsewhere. The contact hole resist has clearly the smallest diffusion length. In an additional experiment, the resist vendor has modified the standard resist on request and replaced the photoacid generator (PAG) anion by a smaller one. The modified resist is indicated as resist (D). This resulted in a release of smaller acid molecules and was expected to cause a significant increase of the diffusion parameter, in agreement with the experimental result.

The focus noise parameter measurements of all the data points of various resists processed under various conditions are summarized in Fig. 9(b). As expected, focus noise is independent of the resist type or process condition. The mean focus noise value is 189 nm, as indicated by the dashed line. The standard deviation is 12 nm. Possible sources that contribute to the observed focus noise are the laser bandwidth combined with the chromatic aberrations of the lens, Z noise of the wafer stage, and, for the scanner, field curvature.

5 Outlook

5.1 Anisotropic Diffusion

We have restricted ourselves to a rotationally symmetrical blur function. Thus, it is sufficient to consider only the rotationally symmetrical terms with index \( m = 0 \) of the intensity point-spread function. However, in practice, nonrotationally symmetric effects occur. As an example, mechanical \( X \)- and \( Y \)-position noise do not need to have the same amplitude, because the mechanical construction of a wafer stage is usually not symmetrical in \( X \) and \( Y \). In addition, 1-D synchronization errors may occur for a wafer scanner. Although the underlying cause is mechanical, these effects can be modeled as “anisotropic diffusion” with a Gaussian blurring kernel that is no longer rotationally symmetric, i.e., with \( \sigma_x \) and \( \sigma_y \) values that are unequal. Anisotropic diffusion has a preferential direction that causes an elliptical deformation of the PSF, and has an even
through-focus dependence. To describe the effects of anisotropic diffusion on the PSF, we need to consider the second Fourier component with coefficients $\beta_{2p,2}$, with $p=1,2,\ldots$ In a way similar to Eq. (15), we can define a figure of merit $M(\sigma_x,\sigma_y)$ that expresses the relative power in the coefficients $\text{Re}(\beta_{2p,2})$. The minimum of the figure of merit corresponds to the anisotropic diffusion coefficients.

### 5.2 Ultra-High Numerical Aperture Applications

It was shown that a scalar analysis of the through-focus point-spread function according to the extended Nijboer-Zernike theory allows aberration retrieval and retrieval of the parameters of the extended DAIM model, i.e., the diffusion parameter and the focus noise parameter. However, the applicability of the scalar analysis is limited to systems with an NA value up to 0.65.

For systems with a high value of the numerical aperture, the basic methods employed in the previous scalar approach can still serve as a starting point for the high-NA analysis. The procedure to retrieve the parameters of the extended DAIM model: the diffusion parameter, the focus noise parameter, and the aberrations of the projection lens. All parameters are derived from a single experiment. The mathematical framework is the extended Nijboer-Zernike theory that describes the point-spread function in the presence of diffusion and focus noise. The analysis to retrieve the parameters has been validated by simulations and experiments. The advantage of our approach is a clear separation between the optical parameters like pattern size, illuminator, projection lens aberrations on the one hand, and resist parameters on the other. Our method can be extended to optical systems with very high numerical aperture.

### 6 Summary

We present a method to determine the parameters of the extended DAIM model: the diffusion parameter, the focus noise parameter, and the aberrations of the projection lens. All parameters are derived from a single experiment. The mathematical framework is the extended Nijboer-Zernike theory that describes the point-spread function in the presence of diffusion and focus noise. The analysis to retrieve the parameters has been validated by simulations and experiments. The advantage of our approach is a clear separation between the optical parameters like pattern size, illuminator, projection lens aberrations on the one hand, and resist parameters on the other. Our method can be extended to optical systems with very high numerical aperture.
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### Appendix A: Normalization of the Coordinates

The relationship between normalized image coordinates $(x,y)$ and the defocus parameter $f$ on the one hand, and the real space image coordinates $(X,Y,Z)$ in the lateral and axial direction on the other, is given by

\[ x = \frac{X}{\lambda} \cdot \frac{\text{NA}}{\lambda}, \quad y = \frac{Y}{\lambda} \cdot \frac{\text{NA}}{\lambda}, \quad f = 2\pi Z (1 - \sqrt{1 - (\text{NA})^2}). \]  

Furthermore, we have $(x,y) = (r \cos \phi, r \sin \phi)$ with $(r,\phi)$ polar coordinates in the image plane.

### Appendix B: V Functions and the Correction for the Finite Hole Size

The point-spread function or impulse response of an optical system is the image of an infinitely small object. In practice, an object having a diameter of the order of $\lambda/2\text{NA}$ can still be regarded as infinitely small. The extended Nijboer-Zernike theory is used to calculate the complex amplitude of the through-focus point-spread function. This calculation involves the functions $V_{i}^{m}(r,f)$, given in integral form as
\[ V_n^{m}(r,f) = \int_{0}^{1} \exp(i\rho^2) R_n^{m}(\rho) J_{m}(2\pi r \rho) \rho d\rho, \]

with \( R_n^{m} \) being the Zernike polynomials and \( J_m \) the Bessel functions of the first kind. Here we have integers \( n, m \geq 0 \) with \( n-m \geq 0 \) and even. For such integers \( n, m \), we have, setting \( p=(n-m)/2 \) and \( q=(n+m)/2 \), the Bessel series representation

\[ V_n^{m}(r,f) = \exp(i) \sum_{l=1}^{\infty} (-2i)^{l-1} \sum_{j=0}^{p} \frac{v_{ij} J_{m+l-1}(l)}{l^{l-1} l}, \]

with \( v=2\pi r \). The \( v_{ij} \) are given for \( l=1,2,\ldots \) and \( j=0,\ldots,p \) by

\[ v_{ij} = (-1)^{j}(m+l+2j) \frac{(m+j+l-1)}{l-1} \frac{(j+l-1)}{(l-1)} \times \frac{(l-1)}{p-j} \left( \frac{q+l+j}{l} \right). \]

As a rule of thumb, we have (see Ref. 11, Appendix B) that sufficient accuracy is obtained when the infinite series over \( l \) is truncated at \( l=3|f/\rho| \).

It is advantageous to use holes with a non-negligible diameter, since the increased amount of light reduces the required exposure dose significantly, making the experimental procedure much more practical. We assume that the diameter is small compared to the coherence radius of the illumination source, a condition that is almost always satisfied. A non-negligible diameter of the object hole causes a nonuniform far-field pattern that results in drop-in amplitude at the rim of the pupil. The extended Nijboer-Zernike theory is sufficiently flexible to account for this effect, with amplitude drops as large as 50%. The \( V_n^{m}(r,f) \) of Eq. (18) should be replaced throughout by

\[ \exp(c) V_n^{m}(r,f+id). \]

As one can see from Eq. (18), nothing prevents us from using the Bessel series representation with complex defocus parameter \( f+id \). The optimal \( c, d \) in Eq. (20) are accurately given as a function of \( b=2\pi a \) by

\[ c = \frac{b^4}{2304} + \frac{b^6}{46080}, \quad d = \frac{b^4}{8} + \frac{b^6}{384} + \frac{b^6}{10240}, \]

with \( a \) the normalized diameter of the hole. For details we refer to Ref. 13 (see Ref. 23 for an alternative method).

**Appendix C: Correcting the Basic Functions for Spatial Diffusion and Focal Stochastics**

In the main text, we require the convolution of the basic functions \( \Psi_n^{m} \) and \( \chi_n^{m} \) with the function \( d(x,y) \) of Eq. (5) in the image planes and with \( f_n \) of Eq. (9) in the focal direction.

In this appendix, we develop first-order approximations for the cases \( m=0, n=2p, p=1,2,\ldots \), and second-order approximations for the case \( m=0, n=0 \) for the combined effect of the two convolutions. We consider more general, radially symmetrical functions

\[ W(x,y,f,t,s) = W(r,f,t,s), \]

in which \( (x,y) \), \( r \) are the spatial Cartesian, radial coordinates, \( f \) is the focal parameter, and \( t \geq 0 \) and \( s \geq 0 \) are interpreted as diffusion time for the diffusion in the image planes and the smearing in the focal direction, according to the probability density function (pdf) in Eqs. (5) and (9), respectively. By Taylor expansion around \( t=s=0 \), we have

\[ W(r,f,t,s) = W(r,f;0,0) + t \frac{\partial W}{\partial t}(r,f;0,0) + s \frac{\partial W}{\partial s}(r,f;0,0) \]

\[ + \frac{1}{2} t^2 \frac{\partial^2 W}{\partial t^2}(r,f;0,0) + ts \frac{\partial^2 W}{\partial t \partial s}(r,f;0,0) \]

\[ + \frac{1}{2} s^2 \frac{\partial^2 W}{\partial s^2}(r,f;0,0) + \cdots. \]

With \( D, c \) being the diffusion constants for the diffusion in the image planes and the smearing in the focal direction, we have

\[ \frac{\partial W}{\partial t} = D \left( \frac{\partial^2 W}{\partial x^2} + \frac{\partial^2 W}{\partial y^2} \right) W, \quad \frac{\partial W}{\partial s} = c \frac{\partial^2 W}{\partial f^2}. \]

For \( t,s \geq 0 \), the function \( W(r,f,t,s) \) can be expressed in terms of \( W(r,f;0,0) \) as

\[ W(r,f,t,s) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{\sqrt{4\pi s}} \exp \left\{ -\frac{1}{4sD}[(x-x')^2 + (y-y')^2] \right\} \frac{1}{\sqrt{4\pi D}} \exp \left\{ -\frac{1}{4D}(f-f')^2 \right\} \]

\[ \times W(x',y';f';0,0) dx' dy' df'. \]

We thus get the integral kernels in Eqs. (5) and (9) by choosing \( t,s \) such that \( \sigma_t = \sqrt{2Dt}, \sigma_s = \sqrt{2cs} \).

Instead of calculating the convolutions in Eq. (25) numerically, we compute the approximations of \( W(r,f,t,s) \) using Eqs. (23) and (24). For \( W=\chi_0^{2p}, \psi_0^{2p} \) with \( p=1,2,\ldots \), it is enough to include the first-order correction terms. Thus, recalling that \( \sigma_t = \sqrt{2Dt}, \sigma_s = \sqrt{2cs} \), we approximate the diffused-and-smeared \( W \) for these cases as

\[ W(r,f;0,0) + \frac{1}{2} \sigma_t^2 \left( \frac{\partial^2 W}{\partial x^2} + \frac{\partial^2 W}{\partial y^2} \right) W(r,f;0,0) \]

\[ + \frac{1}{2} \sigma_f^2 \frac{\partial^2 W}{\partial f^2} W(r,f;0,0). \]

For the case that \( p=0 \), the correction per Eq. (26) is sometimes not sufficiently accurate due to the relatively large amount of spatial diffusion. It is then necessary to include the first term in the second line of Eq. (23) into the correction, the other two terms being smaller. Then the diffused-and-smeared \( W=|V_{0,0}|^2 \) is approximated as
\[ W(r; f; 0, 0) + \frac{1}{2} \sigma^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) W(r; f; 0, 0) + \frac{1}{4} \sigma_f^2 \frac{\partial^2}{\partial f^2} W(r; f; 0, 0) + \frac{1}{8} \sigma_r^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right)^2 W(r; f; 0, 0). \tag{27} \]

From Eq. (3) we then see that we need to compute

\[
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) (V_n^2 V_0^n), \quad \frac{\partial^2}{\partial x^2} (V_n^2 V_0^n), \tag{28}
\]

for \( p = 0, 1, \ldots \), and in addition for \( p = 0 \)

\[
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right)^2 |V_0^n|^2. \tag{29}
\]

For this we have the following results

\[
\frac{1}{2 \pi^2} \left[ \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right] V_n^2 V_0^n = -\left( \frac{p + 1}{2p + 1} V_n^{2p+2} + 2 V_n^{2p} \right)
+ \frac{p}{2p + 1} V_n^{2p-1} V_0^n \]
\[
+ 4 \left( \frac{p + 1}{2p + 1} V_n^{2p+1} \right) V_0^n \]
\[
+ \frac{p}{2p + 1} V_n^{2p-1} V_0^n \], \tag{30}
\]

with the special result

\[
\frac{1}{2 \pi^2} \left[ \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right] |V_0^n|^2 = -2 |V_0^n|^2 + 4 |V_1^n|^2 - 2 \text{Re}(V_n^2 V_0^n) \tag{31}
\]

for \( p = 0 \). Next we have

\[
- \frac{\partial^2 V_0^n V_0^n}{\partial f^2} = \left( \frac{p + 1}{2p + 1} \right) \frac{\partial}{\partial f} V_n^{2p+2} V_0^n
+ \frac{5}{6} p \frac{\partial}{\partial f} V_n^{2p+1} V_0^n
+ \frac{p}{2(2p + 1)} V_n^{2p} V_0^n
+ \frac{p}{2(2p - 1)} \frac{\partial}{\partial f} V_n^{2p-2} V_0^n
= \frac{p + 1}{2(2p + 1)} V_n^{2p+2} V_0^n
+ \frac{p}{2(2p - 1)} \frac{\partial}{\partial f} V_n^{2p-2} V_0^n
+ \frac{1}{6} V_n^4 V_0^n. \tag{32}
\]

with the special result

\[
\frac{\partial^2}{\partial f^2} |V_0^n|^2 = -\frac{1}{6} |V_0^n|^2 + \frac{1}{2} |V_0^n|^2 - \frac{1}{3} \text{Re}(V_4^n V_0^n), \tag{33}
\]

for the case \( p = 0 \). Finally, there holds

\[
\left[ \frac{1}{2 \pi^2} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \right]^2 |V_0^n|^2 = \frac{20}{3} |V_0^n|^2 + 4 |V_2^n|^2 - \frac{64}{3} |V_4^n|^2
+ 8 |V_2^n|^2 + \text{Re} \left[ \frac{12 V_0^n V_0^n}{V_1^n} \right]
+ \frac{4}{3} V_4 V_0^n + \frac{32}{3} |V_4^n V_1^n| \tag{34}
\]

The proof of all this uses the integral representation in Eq. (17), the fact that the Laplacian \( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \) assumes the form \( \frac{\partial^2}{\partial r^2} + 1/r \cdot \partial / \partial r \) in polar coordinates for radially symmetric functions, Newton's binomial for differentiation of product functions, the fact that the differential equation

\[
z^2 J'(z) + z J'(z) = (m^2 - z^2) J(z) \tag{35}
\]

is satisfied by \( J_m \), the relation

\[
m z J_m(z) = 1/2 J_{m-1}(z) + 1/2 J_{m+1}(z), \tag{36}
\]

and the fact that \( \rho R_m^0 (\rho) \) and \( \rho^2 R_m^0 (\rho) \) can be written explicitly as a linear combination of Zernike polynomials with the upper index \( m \pm 1 \) and \( m \), respectively. For the \( \partial^2 / \partial f^2 \) operator, the proof is similar, and in fact somewhat simpler. For the sake of completeness, we mention that we have also analytical results for the two other terms on the second and third line of Eq. (23). There holds

\[
\frac{1}{2 \pi^2} \left[ \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right] \left( \frac{\partial^2}{\partial f^2} |V_0^n|^2 = \frac{1}{3} |V_0^n|^2 - |V_2^n|^2 - \frac{4}{9} |V_4^n|^2 + \frac{8}{9} |V_6^n|^2
+ \text{Re} \left[ \left( \frac{2}{15} V_4^2 + \frac{2}{3} V_2^2 + \frac{1}{5} V_6^2 \right) V_0^n\right]
+ \frac{4}{3} V_4 V_0^n
+ \frac{16}{45} V_4^2 \right] V_1^n, \tag{37}
\]

and

\[
\frac{\partial^2}{\partial f^2} |V_0^n|^2 = \frac{1}{15} |V_0^n|^2 - \frac{3}{10} |V_2^n|^2 + \frac{1}{6} |V_4^n|^2
+ \text{Re} \left[ \left( \frac{5}{21} V_4^2 + \frac{1}{35} V_8^2 \right) V_0^n - \frac{1}{5} V_6 V_0^n \right], \tag{38}
\]

for the last two terms on the right-hand side of Eq. (23), respectively [also see Eq. (24)]. Using Eqs. (23) and (24) and \( \sigma_r = \sqrt{2Dt} \), \( \sigma_f = \sqrt{2Dc} \), the fully second-order corrected expression for \( |V_0^n|^2 \) becomes
\begin{align}
[V_{0}^2 + \pi^2 \sigma^2 (\text{RHS of Eq. (31)}) + \frac{1}{2} \sigma^2 (\text{RHS of Eq. (33)})] + \frac{1}{2} \sigma^2 (\text{RHS of Eq. (34)}) + \frac{1}{2} \sigma^2 \sigma^2 (\text{RHS of Eq. (37)})] + \frac{1}{8} \sigma^2 (\text{RHS of Eq. (38)}),
\end{align}

where we have abbreviated RHS for right-hand side.

Much of what has been given for the special cases \( m = 0, n = 2p \) can applied to the general \((m, n)\) case as well.
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