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NOTATION

R Set of real numbers

N Set of integer numbers

|V | Cardinality of set V

A ∈Rm×n Real-valued matrix with m rows and n columns

x ∈Rnx Real-valued column vector of dimension nx

Im Identity matrix of dimension m

A(i , :) The i -th row of the matrix A

x(i ) The i -th entry of the vector x

t Continuous-time instant, real-valued

k Discrete-time instant, integer-valued

x(t ) Continuous-time vector variable

x[k] Discrete-time vector variable

‖x‖p The p-norm of the vector x for p ≥ 1

xT , AT Transpose of vector x, matrix A

Im(A) The range space of matrix A

diag(x) Diagonal matrix with vector x sitting on the main diagonal

diag
[

A1, . . . , An

]
Block matrix with main diagonal elements of the matrices A1, . . . , An

List of Abbreviations

ACE Area control error
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AGC Automatic generation control

AI Artificial intelligence

AVR Automatic voltage regulator

BDD Bad data detection

CA Contingency analysis

CPS Cyber-physical system

CUSUM Cumulative sum

DAE Differential-algebraic equation

DNN Deep neural networks

DNP Distributed network protocol

DoS Denial-of-Service

EMS Energy management system

FDI False data injection

HIL Hardware-in-the-loop

HLA High level architecture

HMI Human-machine interface

ICA Independent component analysis

ICS Industrial control systems

ICT Information and communication technology

IoT Internet-of-Things

LAN Local-area network

LP Linear program

MDD Missing data detection

MILP Mixed integer linear program

PCA Principle component analysis
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PDC Phasor data concentrator

PDF Probability distribution function

PMU Phasor measurement unit

QP Quadratic program

RTU Remote terminal unit

SCADA Supervisory control and data acquisition

SC-OPF Security constrained optimal power flow

SE State estimation

VPN Virtual private network

WAN Wide-area network

WLS Weighted least squares
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SUMMARY

The digital transformation of power systems has introduced a new challenge for ro-

bustness: cyber security threats. The recent cyber incidents against power systems,

such as the Stuxnet worm attack and the hacker-caused Ukraine blackout, do il-

lustrate the features of a potent attack that can have extensive resources to corrupt

multiple data channels by both integrity and availability, and also the strong capa-

bility to keep stealthy from possible detectors. The majority of research has focused

on pure data integrity or availability attacks from a specific aspect of vulnerability or

impact assessment. However, vulnerability or even cyber risk analysis methods for

combined data integrity and availability attacks are, lacking and in need to be devel-

oped. Besides, the current detection mechanisms of power systems are mainly for

erroneous data and thus may fail in the presence of coordinated data corruptions.

This thesis contributes to vulnerability and cyber risk analysis of power systems to

combined attacks, and robust attack detection approaches.

First, a vulnerability assessment framework for power systems under combined

attacks is developed. A concept of security index is introduced to calculate the at-

tack resources needed by an attacker who may have full or limited knowledge of

the targeted system. Here the full knowledge assumption which is commonly used

in the literature is relaxed. Power systems are considered more vulnerable to at-

tacks with smaller security index since such attacks can be executed with fewer re-

sources. The detection probability of the combined attack with limited knowledge is

also computed, which is a necessary step to derive its likelihood. After considering

the attack impact on load estimates, a cyber risk metric is proposed to quantify the

likelihood and impact of each attack in a comprehensive way. It is shown that com-

bined attacks can bring higher risk to power system operations in most considered

cases, comparing with other pure types of attacks.

Second, the analytic vulnerability assessment framework is extended to incor-

porate power system communication network properties and a co-simulation plat-

xv
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form is developed for cyber security analysis. The two parts of work on analytic

assessment and numerical simulation in a lot of research are conducted indepen-

dently, and this thesis aims to close this gap. The network properties such as the

communication topology and the data routing scheme are modeled in the security

index formulation. It is shown that power systems are still more vulnerable to com-

bined attacks and multi-path routing can be adopted for attack mitigation. Besides,

a co-simulation platform is built to capture the character of a cyber-physical power

system, along with a thorough discussion on the coupling of power system and ICT

infrastructure simulators. The attack scenarios from the analytic results are used to

perform simulations for vulnerability validation and impact evaluation.

The third contribution is to develop a detector called diagnosis filter to reveal

the occurrence of a type of disruptive data integrity attacks which may stay stealthy

from the current bad data detection mechanism. Unlike some existing work, this

thesis goes beyond a static viewpoint of attack detection to capture the attack im-

pact on the dynamics of system trajectories. The diagnosis filter approach is then

characterized as robust optimization programs where two possible desired features

are investigated: (i) a non-zero transient and (ii) a non-zero steady-state behavior of

the filter in the presence of attacks. Linear programming relaxation for the resulting

robust program of (i) and even convex reformulations for (ii) are proposed, which

improves the scalability, and as such practicality, of the filter design. The results of

the latter yield a Nash equilibrium between the attack and the diagnosis filter, which

implies that this detector is not based on a conservative design.

In the end, this thesis aims to implement the developed model-based diagno-

sis filter in a real or simulated power system. A further robustification scheme to

minimize the effects from possible model mismatches on the filter output is devel-

oped, with the assistance of simulation data. This has contributed to a novel data-

assisted model-based attack detection approach. The model mismatch signatures

are extracted and an optimization-based framework is built to robustify the diag-

nosis filter to the model mismatches. Besides, the thesis also presents an approach

on how to isolate each attack and even track the attack magnitude in the steady-

state behavior of the filter. The effectiveness of the theoretical results is validated by

simulations on an IEEE benchmark system in DIgSILENT PowerFactory.



SAMENVATTING

De digitale transformatie van energiesystemen heeft een nieuwe uitdaging voor ro-

buustheid geïntroduceerd: cyberveiligheidsbedreigingen. De recente cyberinciden-

ten tegen elektriciteitssystemen, zoals de Stuxnet-wormaanval en de door hackers

veroorzaakte black-out in Oekraïne, illustreren de kenmerken van een krachtige

aanval die uitgebreide eigenschappen kan hebben om meerdere datakanalen te be-

schadigen door zowel integriteit als beschikbaarheid, en ook de mogelijkheid om

zich verborgen te houden van mogelijke detectoren. Het merendeel van het on-

derzoek is gericht op pure gegevensintegriteit of beschikbaarheidsaanvallen vanuit

een specifiek aspect van kwetsbaarheids- of effectbeoordeling. Kwetsbaarheids- of

zelfs cyberrisicoanalysemethoden voor gecombineerde gegevensintegriteit en be-

schikbaarheidsaanvallen ontbreken echter en moeten worden ontwikkeld. Daarbij

zijn de huidige detectiemechanismen van elektriciteitssystemen hoofdzakelijk voor

foutieve gegevens en kunnen dus falen in de aanwezigheid van gecoördineerde ge-

gevenscorrupties. Dit proefschrift draagt bij aan kwetsbaarheids- en cyberrisico-

analyse van elektriciteitssystemen voor gecombineerde aanvallen en robuuste be-

naderingsdetectiemethoden.

Eerst wordt een kwetsbaarheidsbeoordelingskader ontwikkeld voor elektrici-

teitssystemen onder gecombineerde aanvallen. Een concept van beveiligingsindex

wordt geïntroduceerd om de aanvalsbronnen te berekenen die een aanvaller nodig

heeft die volledige of beperkte kennis van het beoogde systeem heeft. Hier is de ver-

onderstelling van volledige kennis die in de literatuur veel wordt gebruikt, versoe-

peld. Elektriciteitssystemen worden als kwetsbaarder beschouwd voor aanvallen

met een kleinere beveiligingsindex, omdat dergelijke aanvallen met minder midde-

len kunnen worden uitgevoerd. De detectiekans van de gecombineerde aanval met

beperkte kennis wordt ook berekend, wat een noodzakelijke stap is om de waar-

schijnlijkheid hiervan af te leiden. Na de impact van de aanval op schattingen van

de belasting beschouwd te hebben, wordt een cyberrisicometriek voorgesteld om de

xvii
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waarschijnlijkheid en impact van elke aanval op een uitgebreide manier te kwanti-

ficeren. Het is aangetoond dat gecombineerde aanvallen in de meest overwogen

gevallen een hoger risico kunnen opleveren voor de werking van elektriciteitssyste-

men, vergeleken met andere pure soorten aanvallen.

Ten tweede is het analytische kwetsbaarheidsbeoordelingskader uitgebreid met

eigenschappen van het communicatiesysteem van het elektriciteitssysteem en is

een co-simulatieplatform ontwikkeld voor analyse van cyberveiligheid. De twee de-

len van het werk over analytische beoordeling en numerieke simulatie in veel ander

onderzoek worden onafhankelijk uitgevoerd en dit proefschrift beoogt deze kloof

te dichten. De netwerkeigenschappen zoals de communicatietopologie en het ge-

gevensrouteringsschema worden gemodelleerd in de beveiligingsindexformulering.

Het is aangetoond dat elektriciteitssystemen nog kwetsbaarder zijn voor gecombi-

neerde aanvallen en multi-path routing kan worden aangenomen voor aanvalsbe-

strijding. Bovendien is een co-simulatieplatform gebouwd om het karakter van een

cyber-fysiek elektriciteitssysteem vast te leggen, samen met een grondige discus-

sie over de koppeling van elektriciteitssysteem- en ICT-infrastructuursimulatoren.

De aanvalsscenario’s van de analyseresultaten worden gebruikt om simulaties uit te

voeren voor validatie van kwetsbaarheden en impactevaluatie.

De derde bijdrage is het ontwikkelen van een detector die diagnosefilter wordt

genoemd om het optreden van een soort verstorende gegevensintegriteitsaanval-

len te onthullen die verborgen kunnen blijven voor het huidige mechanisme voor

detectie van foutieve gegevens. In tegenstelling tot bestaand werk gaat dit proef-

schrift verder dan een statisch gezichtspunt van aanvalsdetectie om de aanvalsim-

pact op de dynamiek van systeemtrajecten vast te leggen. De diagnosefilterbenade-

ring wordt vervolgens gekenmerkt als robuuste optimalisatieprogramma’s waarbij

twee mogelijke gewenste functies worden onderzocht: (i) een niet-nul transiënt en

(ii) een niet-nul steady-state gedrag van het filter in de aanwezigheid van aanvallen.

Lineaire programmaversnelling voor het resulterende robuuste programma van (i)

en zelfs convexe herformuleringen voor (ii) worden voorgesteld, hetgeen de schaal-

baarheid en als zodanig praktisch van het filterontwerp verbetert. De resultaten van

deze laatste leveren een Nash-evenwicht op tussen de aanval en het diagnosefilter,

wat inhoudt dat deze detector niet gebaseerd is op een conservatief ontwerp.

Uiteindelijk wil dit proefschrift het ontwikkelde modelgebaseerde diagnosefil-
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ter implementeren in een echt of gesimuleerd elektriciteitssysteem. Met behulp van

simulatiegegevens is een verder robuustheidsschema ontwikkeld om de effecten

van mogelijke mismatches op de filteruitvoer te minimaliseren. Dit heeft bijgedra-

gen aan een nieuwe, op gegevens gebaseerde, modelgebaseerde aanpak voor het de-

tecteren van aanvallen. De model-mismatch-handtekeningen worden geëxtraheerd

en een op optimalisatie gebaseerd raamwerk is gebouwd om het diagnosefilter te

robuust maken voor de model-mismatches. Bovendien presenteert het proefschrift

ook een benadering voor het isoleren van elke aanval en zelfs het volgen van de aan-

valsomvang in het steady-state gedrag van het filter. De effectiviteit van de theoreti-

sche resultaten wordt gevalideerd door simulaties op een IEEE-benchmarksysteem

in DIgSILENT PowerFactory.





1
INTRODUCTION

This chapter provides an introduction to this thesis. Motivations along with most rel-

evant adversarial examples lead to two parts of the thesis work: vulnerability analysis

and attack detection for intelligent power systems under complex cyber attacks. For

each part, the research questions are given, and the contributions from each chapter

are presented. Finally, the structure of this thesis is outlined.

1
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2 1. INTRODUCTION

1.1. MOTIVATIONS AND RESEARCH QUESTIONS

The increasingly digitized power system offers more data, details and controls in a

real-time fashion than its non-networked predecessors. One of the benefiting ap-

plications of this development is the Energy Management System (EMS): Remote

sensors provide measurement data via Information and Communication Technol-

ogy (ICT) infrastructure such as Supervisory Control and Data Acquisition (SCADA)

system. This measurement information is then used and processed by the EMS in

a SCADA control center for State Estimation (SE), Automatic Generation Control

(AGC), and decision making, etc. The security of energy supply depends on the EMS,

which in turn depends on a reliable SCADA network.

However, vulnerabilities within ICT infrastructure have made the power system

exposed to cyber security threats. SCADA systems, which are notorious for being

based on legacy ICT, are a popular target for adversaries [1, 2]. Most SCADA net-

work protocols, e.g., Modbus (Plus) Protocol, Distributed Network Protocol (DNP3),

IEC 60870-5 and IEC 61850, are not designed to provide robust security checks at

the time of publishing [3]. Besides, SCADA systems are more connected to corpo-

rate and Internet networks, leading to an increased number of vulnerabilities for

malicious cyber adversaries to exploit. Figure 1.1 depicts an overview of the SCADA

network and possible cyber security threats. Intrusions can originate from the cor-

porate or Internet network (I1, I2), or the control center network (I3), or the (neigh-

bor) substation network (I4, I5), or the remote access points (I6) to the targeted fa-

cilities. Once an intruder gains access to the SCADA network, he can disrupt the

time synchronization of all protocols, compromise the availability of communica-

tions, or even control or modify the data or settings of the sensors and actuators [4].

Notably, the risks posed to power system SCADA networks are far greater in terms of

the impact and scale of attacks than common computer security ones. Attacks on

SCADA systems can result in poor situation awareness and incorrect system opera-

tions, affecting the power system reliability and economy aspects, or even causing

cascading outages [5, 6].

Motivational examples. There have been a lot of real-world examples of SCADA

disruptions by cyber attackers. In the following, two most relevant examples are

used to illustrate the cyber risks from deliberate malware and adversaries.
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Figure 1.1: Overview of the SCADA network and cyber security threats based on [7, Figure 3]. A SCADA system is

typically made up of a control center (or master) and remote substations. The SCADA center contains application

(e.g., EMS) servers, workstations and a human-machine interface (HMI) that collects data or information from re-

mote/local stations and sends back control commands through wide-area or local-area networks (WAN/LAN). A re-

mote/local station consists of various types of critical components, e.g., sensors and control devices wired to the

programmable logic controller (PLC) or directly interfaced with the remote terminal unit (RTU). The SCADA system

is connected to the corporate or Internet networks through firewalls. Besides, substations can be remotely accessed

via a virtual private network (VPN) or wireless communications for monitoring and maintaining. Cyber intrusions

can originate from outside or inside the SCADA system where possible locations of intruders are illustrated.

Example 1: Stuxnet worm attack. Among all the diverse malware, Stuxnet is the

most complex and functional one that aims at Industrial Control Systems (ICS) such

as SCADA networks of critical power grid infrastructures. The major characteristics

of the Stuxnet worm attack include [8, 9],
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• extremely selective targeting - from the vulnerable PCs to program PLCs;

• four zero-day exploits - an unusually high number;

• remarkably detailed knowledge of PLCs and ICS;

• using a Windows rootkit to prevent a PC owner from discovering;

• high effort level and huge amount of attack resources;

• great lengths to remain dormant and strong capabilities of self-updating;

• a large number of infected hosts and organizations.

As we can see, Stuxnet worm attack has an unexpected combination of ad-

vanced skills, inside system knowledge, vast attack resources, great ability to keep

stealthy. The malware contains codes for a deliberate attack that can fake the sensor

measurements and control signals in the SCADA system without being detected.

Example 2: first hacker-caused 2015 Ukraine blackout. It is believed that the

Stuxnet worm attack has infected numerous PCs and caused damages to almost a

thousand of industrial facilities [10]. More recently, the first hacker-caused black-

out happened in Ukraine on 23 December 2015. This cyber attacks entailed several

technical components [11],

• a long-term reconnaissance of the victim networks to learn the environment

and system knowledge;

• a prior compromise of corporate networks by BlackEnergy3 malware via spear

phishing emails;

• a hijack of the SCADA network, remotely switching substations off;

• a disruption on the SCADA infrastructures, e.g., RTUs, modems;

• a destruction of master boot records in servers and workstations with the mod-

ified KillDisk firmware;

• a telephonic denial-of-service attack to jeopardize outage reports.

The most key feature in this event is that the attackers can perform long-term

reconnaissance operations required to learn the system knowledge and execute a

highly synchronized, multi-site attack [12]. These aspects, along with the complex-

ity and functionalities of Stuxnet, do contribute to the feasibility of a potent SCADA

network attack that it can be equipped with extensive system knowledge, enough

attack resources to manipulate multiple sensors or actuators (i.e., multivariate at-

tacks) in a coordinated manner and strong capability of remaining stealthy from
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Figure 1.2: The SE process under data attacks. Y and X̂ denote the measurements collected in sensors of substations

and the estimated states of the power network. Besides, f and a represent false data injection (FDI) attack and data

availability attack (e.g., Denial-of-Service (DoS) attack), respectively. CA: Contingency Analysis; SC-OPF: Security

Constrained Optimal Power Flow.

possible detectors, etc. Thus this thesis is motivated to assess the vulnerability and

cyber risk of intelligent power systems to such type of “smart” attacks, and come up

with robust defense actions to reveal their occurrence.

1.1.1. PART I: VULNERABILITY ANALYSIS OF POWER SYSTEMS TO ATTACKS

A typical class of data integrity attacks can carefully launch synthesized false data

injections (FDI) on a number of SCADA measurements. This multivariate attack can

bypass the bad data detection (BDD) mechanism within the EMS without triggering

alarms. The adversary here is able to (i) have full knowledge of the system model

(e.g., topology information and system model parameters); (ii) manipulate multiple

measurements with enough attack resources; (iii) keep stealthy from the detection

schemes and achieve specific targets. These capabilities do capture the features of

current cyber attacks against power system SCADA networks, as discussed in the

adversarial examples above.

It was first explored in [13] that such a stealthy multivariate attack can perturb

the SE function of the EMS without being detected. Figure 1.2 shows the major con-

trol loop of the SE process. Since state estimates are inputs of many application-

specific tools in the EMS, the corrupted estimates can infect further control ac-

tions. Considering that SE is based on the power flow model, vulnerability analysis

of power systems in steady-state to stealthy multivariate attacks has been a promi-

nent subject in the literature. This vulnerability of power systems to stealthy attacks

is usually quantified by computing the attack resources needed by the adversary to
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alter specific measurements and keep stealthy, with full knowledge of the system

model [14–16]. For that purpose, a concept of security index is usually introduced

with a formulation of the following optimization program,

α? := min
f

‖ f ‖p

s.t. f ∈G , f ∈S ,
(1.1)

where α? is the so-called security index, f denotes the FDI attack. The constraints

in (1.1) for the attacks are scenario specific. Suppose that the attacker wishes to

derive an attack vector f satisfying a set of goals (encoded by f ∈ G) and remaining

stealthy from possible detectors (i.e., f ∈ S). The objective function in the sense

of p-norm characterizes different metrics for least “attack effort”: when p = 0, it

denotes the minimum number of measurements to be corrupted, and the program

(1.1) becomes non-convex; when p = 1, it may be used as a convex relaxation for

the case of p = 0; when p = 2, it is related to the measurement redundancy of the

system [17]. For each p, this proxy metric assesses “how hard” it is for the adversary

to attack the specific system, and it is of interest to both the EMS operator and the

attacker: if α? is large, it requires significantly coordinated attack resources by the

adversary to accomplish; if α? is small, some of the measurements are critical as

they require fewer corruptions to be altered stealthily. Hence, power systems here

are considered more vulnerable to attacks with smaller security index.

The stealthy multivariate attack described above still needs intensive attack

resources such as the capability to corrupt the integrity on a number of measure-

ments. Denial-of-service (DoS) attacks [18, 19], a type of availability attack, are

much “cheaper” to achieve, especially if sensors communicate via insecure com-

munication channels. As shown in Figure 1.2, availability attacks can also take place

on the EMS together with FDI attacks. Besides, notably, most of the work in the lit-

erature still assumes that the adversaries have full knowledge of the system, while in

practice, an attacker may acquire a perturbed system model as a result of analyzing

an out-dated or estimated model [20, 21]. Intuitively, an adversary can launch data

availability attacks to block the measurements that he has the least knowledge of in

the system. To this end, vulnerability analysis should also involve attack impact in

the notion of cyber risk assessment. Thus firstly, this thesis focuses on answering the

following group of questions that still remain insufficiently answered:
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Q1 Vulnerability assessment: How to assess the vulnerability of power systems to

stealthy multivariate attacks? How about the vulnerability of the power system

when it comes to combined attacks that both data integrity and availability

attacks are launched? How combined attacks can differ from pure FDI multi-

variate attacks when both of them have incomplete knowledge of the system or

limited attack resources? What would be the total cyber risks that the combined

attacks can bring to the power system?

In order to increase the security of EMS, one first needs analytic methods above

to assess the vulnerability and cyber risk of power systems to attacks and then uses

appropriate tools to validate and explore the attack scenarios. Some tools based

on co-simulation techniques that integrate simulated power systems, communica-

tion networks and controls have been developed to analyze the behavior of intelli-

gent power grids including cyber security issues [22–24]. However, these two parts

of work are usually conducted independently even though they are related. Ana-

lytic methods may have to ignore some details when modeling the intelligent power

grids, but could be used to guide the cyber security experiments on co-simulation

tools, while the tools can support the cyber security analysis with empirical results.

This could contribute to develop more robust algorithms or methods that combine

system-theoretic and ICT-specific measures to protect the EMS against data attacks

[25]. The first part of this thesis also aims to close this gap by answering the follow-

ing research questions,

Q2 Co-simulation for cyber security analysis: What tools can be adopted to aid

in the cyber security analsis of intelligent power grids which have been given

the character of a cyber-physical system (CPS)? How to couple hybrid power sys-

tem and ICT simulators for co-simulation of the intelligent power grids? How

to extend the developed vulnerability analysis framework for answering Q1 to

incorporate communication network properties and develop a co-simulation

platform to conduct cyber security analysis?

1.1.2. PART II: FROM STATIC TO DYNAMIC AND ROBUST DETECTION

National Institute of Standards and Technology (NIST) [26] defines five functions

for protecting ICT infrastructure: (i) Identify, (ii) Protect, (iii) Detect, (iv) Respond,
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(v) Recover. An ICT system can never be sufficiently protected without solving the

problems of (iii-v). Besides, according to the bowtie model and the cyber risk man-

agement cycle in [27], to reduce impacts of an cyber incident, repressive measures

need to be taken like the measures related to detection and recovery. Thus, the sec-

ond part of this thesis work focuses on (iii) detection of multivariate data injection

attacks on the SCADA system. It is of vital importance to detect cyber attacks and

respond in an appropriate manner, as attacks on SCADA systems may bring disas-

trous economic and societal consequences. If the stealthy multivariate attacks in

Section 1.1.1 can be detected in time, the corrupted signals can be disconnected or

corrected by resilient controls, preventing further severe damages [28].

As mentioned above, SCADA systems deploy the detector BDD to filter out pos-

sible erroneous measurements due to sensor failures or anomalies [17, 29]. At each

time step, the BDD process is performed to compute the measurement residual and

check if it is below some threshold. The BDD mechanism is essentially a static detec-

tion scheme because it only captures a snapshot of the steady-state system trajec-

tories. Although this method can detect some basic attacks, it may fail in the pres-

ence of stealthy multivariate attacks that launch carefully synthesized data injec-

tions. Detection methods have been proposed to reveal such stealthy attacks. Statis-

tical methods, such as sequential detection using Cumulative Sum (CUSUM)-type

algorithms were designed and discussed in [30]. In recent work [31, 32], anomaly

detectors leverage additional information such as load forecasts, generation sched-

ules and secure phasor measurement unit (PMU) data to generate diagnosis sig-

nal. These methods are, however, essentially static detection approaches that may

be limited by some assumptions that measurements and states fit specific distribu-

tions or parts of the sensors are secure, while absolute cyber security is unattainable.

Despite an extensive and ongoing literature focusing on the static part of the BDD

mechanism, the following question remains largely unexplored:

Q3 From static to dynamic detection: Would it be possible to detect stealthy mul-

tivariate attacks in a real-time operation by exploiting the attack impact on the

dynamics of system trajectories during the transient behavior? If yes, how the

robustness of the diagnosis tool can be ensured that the detector keeps sensitive

to plausible disruptive multivariate attacks?

The challenge of answering the above question and designing a robust diag-
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variate attack f = [ f1 f2 f3]>, d denotes unknown disturbance and r is a diagnosis signal (e.g., residual) for detection.

nosis tool is that, stealthy multivariate attacks may neutralize the detector outputs

- cancel each other out due to multiple attacked signals. To overcome that, unlike

the static detection schemes, the second part of this thesis work aims to design a

robust diagnosis tool with a perspective of dynamic residual generation. For this

purpose, the impact of stealthy attacks on the system dynamics needs to be char-

acterized through a modeling framework (e.g., a set of differential equations). The

robustness of the residual generator is achieved when some quantities are satisfied.

For instance, a function J (δ,α) can be defined to reflect these quantities which are

influenced by both the action δ ∈D of the detector (the dynamic residual generator)

and the action α ∈A of the attacker. D and A are sets for describing the detector’s

and attacker’s actions respectively. A successful scenario from the perspective of a

powerful attacker may be to minimize this function given the knowledge of the di-

agnosis tool (i.e., δ). Therefore, we can take a rather conservative viewpoint where

the attacker may have knowledge about the diagnosis tool and exploits it so as to

synthesize a stealthy attack. Then the diagnosis tool design can be formulated as a

robust optimization program,

γ? := max
δ∈D

min
α∈A

{
J (δ,α)

}
,

where γ? is the optimal value that reflects the robustness of the diagnosis tool: if the

obtained γ? is larger than a certain value, it offers a robust residual generator that

detects the plausible multivariate attacks in an admissible set.

The diagnosis tool design above can be classified as a model-based anomaly

detection approach, which utilizes the explicit model of system dynamics to de-
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tect stealthy multivariate attacks. Another approach referred to data-driven method

tries to automatically learn the system characteristics from available data [33, 34].

In general, each type of these two methods has its own advantages and limitations.

The effectiveness of model-based method depends on the “accuracy” of the model

of power system dynamics. However, the models generated by complex power sys-

tems are mostly high-dimensional and nonlinear. What makes things worse is that

an accurate model of a power system in real-time is always inaccessible. The sec-

ond part of this thesis work is also motivated to improve the developed diagnosis

tool towards real implementations by overcoming these challenges.

Consider the plant-model mismatch depicted in Figure 1.3 of power systems.

When the full model of a whole power plant may be unavailable, high-fidelity sim-

ulators (e.g., DIgSILENT PowerFactory) are always used to describe the detailed

power system to provide greater insights into its behavior. The simulation model

in simulators can be a detailed numerical model, while the mathematical model

characterizing the physical laws in the form of dynamical systems or differential

equations can be simplified 1 to enhance its applicability (maybe at the cost of its ef-

fectiveness) in the model-based detection. Indeed, there exist mismatches between

the power plant, its simulation model and its mathematical model. It becomes non-

trivial to implement a model-based diagnosis tool in a real or detailed simulated

power system as it may encounter such model mismatches. In this regard, this the-

sis aims to improve the model-based detector to be implemented in a high-fidelity

simulator. The idea is to extract the mismatch signatures between the simulation

model and the mathematical model with the assistance of simulation data. Based

on these signatures, the diagnosis tool can be “trained” to be robustified to possi-

ble model mismatches. Then the robustfied detector can be “tested” on revealing

the presence of attacks in the simulator. This would also bridge the gap between

these two types of model-based and data-driven approaches, and make a step for-

ward to a real implementation of the developed diagnosis tool, resulting in a novel

data-assisted model-based approach.

Q4 Robust attack detection: How to robustify the model-based diagnosis tool agai-

nst possible model mismatches with the assistance of data from high-fidelity

1For instance, the load frequency model of Automatic Generation Control (AGC) can be linearized and decoupled

from the voltage dynamics.
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simulators? Can these methods be implemented in a real or detailed simulated

power system? Can these methods be further improved to always trigger alerts

in the presence of multivariate attacks and even isolate or identify them?

1.2. CONTRIBUTIONS AND THESIS OUTLINE

In Part I of this thesis, Chapter 2 and 3 aim to provide a thorough analysis of mul-

tivariate data injection attacks and even combined attacks against intelligent power

grids, i.e., the level of system knowledge and attack resources required by an adver-

sary, and contribute to develop a co-simulation tool for supporting such an anal-

ysis. Next in Part II, Chapter 4 and 5 aim to develop a diagnosis tool to reveal the

stealthy multivariate attacks with a scalable and robust design and latent capacity

of implementation in the real-world power systems. The contributions consist of

theoretical results, numerical simulations, tools design and developments, and are

summarized as follows:

• Chapter 2. First it is shown that in theory, the optimal solution of the com-

bined attacks security index problem coincides with the one of the pure FDI

multivariate attacks security index problem. Chapter 2 continues to tackle Q1

that the detection probability of the BDD mechanism under combined attacks

with limited adversarial knowledge is computed. It is also shown that the op-

timal combined attack with limited knowledge can still keep stealthy under

certain conditions. To this end, a cyber risk metric is proposed for the com-

bined attacks with limited knowledge. Based on the analysis of risk metrics of

combined attacks and FDI multivariate attacks, it is found that power system

operations face higher risk under combined attacks.

• Chapter 3. It contributes to extend the vulnerability assessment framework

of Chapter 2 to incorporate communication network properties and develop-

ing a co-simulation platform to conduct simulations for cyber security anal-

ysis, answering Q2. The communication network properties such as topol-

ogy and routing schemes are modeled in the analytic vulnerability assessment

framework. The fundamentals and coupling issues in co-simulations of in-

telligent power grids are also presented, along with modeling and simulation

challenges. Additionally, experiments of the attack scenarios from the vulner-
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ability analysis are conducted on the developed co-simulation platform.

• Chapter 4. To address Q3, Chapter 4 develops a diagnosis filter to detect the

stealthy multivariate attacks in a real-time operation. Unlike some existing

work based on a static viewpoint of detection, this chapter captures the attack

impact on the dynamics of system trajectories. A dynamic residual generator

approach is introduced and formulated as robust optimization programs. Be-

sides, two desired features are investigated: (i) a non-zero transient and (ii) a

non-zero steady-state behavior of the residual generator. For (i), a linear pro-

gramming relaxation which is highly tractable for large-scale systems is pro-

posed; for (ii), it is found that an exact convex reformulation and a Nash equi-

librium between the attacker and the detector do exist. The latter implies that

the proposed approach is not conservative as even the additional information

of the attack signal does not improve the diagnosis performance.

• Chapter 5. The work of this chapter moves one step further to robustify the

model-based diagnosis tool in Chapter 4 towards a real implementation in

the power system operations, w.r.t. Q4. The concept of “model mismatch”

is introduced to illustrate the possible difference between the detailed simu-

lation model in a simulator (e.g., DIgSILENT PowerFactory) and the (simpli-

fied) mathematical model based on which the diagnosis filter is developed in

Chapter 4. The patterns of model mismatches are extracted from the simula-

tion data and then a novel data-assisted model-based approach is developed

for robust attack detection. It is illustrated that the filter residual remains sen-

sitive to multivariate attacks and even can isolate and track the attack value in

the steady-state behavior, while keeping the effects from possible model mis-

matches on the residual output minimized.

The contributions above are based on published or submitted articles during

my PhD study. In the following, a number of publications are listed according to the

related parts of the thesis.

Part I: Vulnerability Analysis

K. Pan, A. Teixeira, M. Cvetkovic, & P. Palensky (2018). Cyber Risk Analysis of
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Combined Data Attacks Against Power System State Estimation. IEEE Transac-

tions on Smart Grid, 10(3), 3044–3056. DOI: 10.1109/TSG.2018.2817387;

P. Palensky, A. van der Meer, C. López, A. Joseph, & K. Pan (2017). Applied Cosim-

ulation of Intelligent Power Systems: Implementing Hybrid Simulators for Com-

plex Power Systems. IEEE Industrial Electronics Magazine, 11(2), 6–21. DOI:

10.1109/MIE.2017.2671198;

P. Palensky, A. van der Meer, C. López, A. Joseph, & K. Pan (2017). Cosimu-

lation of Intelligent Power Systems: Fundamentals, Software Architecture, Nu-

merics, and Coupling. IEEE Industrial Electronics Magazine, 11(1), 34–50. DOI:

10.1109/MIE.2016.2639825;

K. Pan, A. Teixeira, C. López, & P. Palensky (2017). Co-simulation for Cyber Se-

curity Analysis: Data Attacks against Energy Management System. In 8th IEEE

International Conference on Smart Grid Communications, Dresden, Germany,

253-258. DOI: 10.1109/SmartGridComm.2017.8340668;

K. Pan, A. Teixeira, M. Cvetkovic, & P. Palensky (2017). Data Attacks on Power

System State Estimation: Limited Adversarial Knowledge vs. Limited Attack Re-

sources. In 43rd Annual Conference of the IEEE Industrial Electronics Society,

Beijing, China, 4313-4318. DOI: 10.1109/IECON.2017.8216741;

M. Cvetkovic, K. Pan, C. David López, R. Bhandia, & P. Palensky (2017). Co-sim-

ulation Aspects for Energy Systems with High Penetration of Distributed Energy

Resources. In 2017 AEIT International Annual Conference, Cagliari, Italy, 1-6.

DOI: 10.23919/AEIT.2017.8240488;

K. Pan, A. Teixeira, M. Cvetkovic, & P. Palensky (2016). Combined Data Integrity

and Availability Attacks on State Estimation in Cyber-Physical Power Grids. In

7th IEEE International Conference on Smart Grid Communications, Sydney, Aus-

tralia, 1-7. DOI: 10.1109/SmartGridComm.2016.7778773.

Part II: Attack Detection

K. Pan, P. Palensky, & P. Mohajerin Esfahani (2019). From Static to Dynamic

Anomaly Detection with Application to Power System Cyber Security. IEEE Trans-

actions on Power Systems, pp, 1–1. DOI: 10.1109/TPWRS.2019.2943304;

http://dx.doi.org/10.1109/TSG.2018.2817387
http://dx.doi.org/10.1109/MIE.2017.2671198
http://dx.doi.org/10.1109/MIE.2016.2639825
http://dx.doi.org/10.1109/SmartGridComm.2017.8340668
http://dx.doi.org/10.1109/IECON.2017.8216741
http://dx.doi.org/10.23919/AEIT.2017.8240488
http://dx.doi.org/10.1109/SmartGridComm.2016.7778773
http://dx.doi.org/10.1109/TPWRS.2019.2943304
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K. Pan, P. Palensky, & P. Mohajerin Esfahani (2019). Robust Attack Detection in

Smart Grids: A Novel Data-assisted Model-based Approach. To be submitted to

IEEE Transactions on Power Systems;

K. Pan, D. Gusain, & P. Palensky (2019). Modelica-Supported Attack Impact Eval-

uation in Cyber Physical Energy System. In IEEE 19th International Symposium

on High Assurance Systems Engineering, Hangzhou, China, 228–233. DOI: 10.1109

/HASE.2019.00042.

The research work of this thesis follows a natural flow as illustrated in Figure

1.4. The outline is as follows. Chapter 2 conducts theoretical vulnerability assess-

ment of power systems in steady-state to stealthy multivariate attacks and com-

bined attacks. In Chapter 3, the analytic vulnerability assessment framework of

Chapter 2 is extended to incorporate communication network properties for a bet-

ter characterization of cyber-physical systems. A developed co-simulation tool for

supporting cyber security analysis is also presented. Chapter 4 moves from the anal-

ysis of power system in steady-state to system dynamics that a diagnosis tool ap-

proach is developed to detect the class of stealthy multivariate attacks by exploiting

the attack impact on the dynamics of system trajectories. An improvement of the

diagnosis tool is introduced in Chapter 5 in which it is further robustified to pos-

sible model mismatches with the assistance of simulation data from high fidelity

simulators. Conclusions are drawn in Chapter 6 where recommendations for future

research are also provided.

http://dx.doi.org/10.1109/HASE.2019.00042
http://dx.doi.org/10.1109/HASE.2019.00042


2
VULNERABILITY ANALYSIS OF

POWER SYSTEMS IN

STEADY-STATE TO DATA ATTACKS

Understanding smart grid cyber attacks is key for developing appropriate protection

and recovery measures. Advanced attacks pursue maximized impact at minimized

costs and detectability. This chapter conducts vulnerability assessment of combined

data integrity and availability attacks against the power system state estimation. The

combined attacks are compared with pure false data injection (FDI) attacks - mul-

tivariate attacks. A security index for vulnerability assessment to these two kinds of

attacks is proposed and formulated as a mixed integer linear program. It is shown

that such combined attacks can succeed with fewer resources than FDI multivariate

attacks. The combined attacks with limited knowledge of the system model also ex-

This chapter is based on the following published work:

[35] K. Pan, A. Teixeira, M. Cvetkovic, & P. Palensky (2018). Cyber Risk Analysis of Combined Data Attacks Against

Power System State Estimation. IEEE Transactions on Smart Grid, 10(3), 3044–3056. DOI: 10.1109/TSG.2018.2817387;

[36] K. Pan, A. Teixeira, M. Cvetkovic, & P. Palensky (2016). Combined Data Integrity and Availability Attacks on State

Estimation in Cyber-Physical Power Grids. In 7th IEEE International Conference on Smart Grid Communications,

Sydney, Australia, 1-7. DOI: 10.1109/SmartGridComm.2016.7778773.
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pose advantages in keeping stealthy from the bad data detection mechanism. Finally,

the risk of combined attacks to reliable system operation is evaluated using the re-

sults from vulnerability assessment and attack impact analysis. The findings in this

chapter are validated and supported by a detailed case study.



2.1. INTRODUCTION

2

17

2.1. INTRODUCTION

The State Estimation (SE) within modern energy management systems (EMS) is an

instance of the dependency between the physical power system and the ICT infras-

tructures. It provides the operator with an estimate of the system state with the

inputs of power flow measurements delivered by the SCADA system. Nowadays, SE

has been an integral tool in EMS for contingency analysis (CA), security-constrained

optimal power flow (SC-OPF), and pricing calculation algorithms, etc. The critical

nature of SE highlights the importance of making it accurate and secure for power

system operations. However, As discussed in Section 1.1.1, the SCADA system is

vulnerable to a large number of security threats. False data injection attacks, as a

typical class of data integrity attack, have been studied with considerable attention.

By modifying a number of measurements coordinately, this multivariate attack can

pass the BDD mechanism within the SE to stay stealthy [13] from the operators.

2.1.1. STATE-OF-THE-ART

Research in the literature has focused on FDI attacks against the SE from many as-

pects of cyber risk assessment [37], e.g., vulnerability analysis, attack impact eval-

uation and mitigation schemes development. As first shown in [13], a class of FDI

attack, so-called stealthy multivariate attack, can perturb the state estimate with-

out triggering alarms in the BDD scheme within the SCADA networks. Vulnerabil-

ity of SE to stealthy multivariate attacks is quantified by computing attack resources

needed by the attacker to manipulate specific measurements and keep stealthy from

the BDD scheme, with or without full knowledge of the system model [14–16]. Note

that for a broader review of vulnerability analysis, in a lot of research work, the power

system structural vulnerability to failures or intentional attacks is also quantified

using complex network techniques [38]. Method based on topological models has

been a major subclass, among which the work in [39] first proposed maximum-flow-

based approach to access line vulnerability with a new centrality index, and a hybrid

model taking into account both the complex network and the power flow character-

istics was developed in [40]. A cascading faults graph approach considering both

topological and operational vulnerabilities can be found in [41].

As shown in Figure 2.1, SE provides inputs for other applications in EMS and

if it got corrupted, it can infect further control actions, misleading operators to dis-
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ruptive decisions. The estimate errors due to stealthy multivariate attacks were an-

alyzed in [42] and [43]. The results illustrate that the errors could be significant even

with a small number of measurements being compromised. The work in [6] and

[44] studied the potential economic impact of multivariate attacks against the SE by

observing the nodal price of market operation. The attacker could obtain economic

gain or cause operating costs in the market. Recent work in [45] studied the physical

impact of such attacks with the attacker’s goal to cause a line overflow.

In order to defend against stealthy multivariate attacks, mitigation schemes

have been proposed to improve the bad data detection algorithm or safeguard cer-

tain measurements from adversarial data injection. Sequential detection (or quick-

est detection) of stealthy attacks was designed mainly based on well-known Cumu-

lative Sum (CUSUM) algorithm in [30]. In reference [46], detection methods that

leverage synchrophasor data and other forecast information were presented. The

network layer and application layer mitigation schemes, such as multi-path routing

and data authentication and protection, are proved to be effective to decrease the

vulnerability of power systems to these attacks [47] [36].

Most of the research above assumes that the adversary has full knowledge of

the system model including the power network topology and parameters. However,

the data of the system model is usually key protected and the attacks are always ex-

ecuted with limited adversarial knowledge. The work in [48, 49] proposed that an

FDI attack can be made with incomplete network information. The attacker can

still keep stealthy if it knows the local information (topology and transmission line

parameters) of the attacking region under certain conditions. The authors also ex-

plored how to launch a successful FDI attack against AC state estimation with in-

complete knowledge [50]. Another limited knowledge scenario is that the attacker

has inaccurate network information of the power system [20]. Such FDI attacks have

the probability to be detected by the BDD mechanism while the detectability is in-

timately related to the detectability of topology or parameter errors [17]. For these

limited knowledge cases, the adversary could also infer necessary network informa-

tion based on available data using learning methods such as independent compo-

nent analysis (ICA) [51] and subspace estimation technique [52].

It is worth noting that the majority of research has focused on stealthy mul-

tivariate attacks from a specific aspect of vulnerability or impact assessment. The
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work in [19] first considered adding a class of availability attacks, so-called jamming

attack, to the attack scenarios against the SE. Our paper [36] first studied the stealthy

combined attacks with different measurement routing topologies, concluding that

such attacks may need less attack resources than FDI multivariate attacks. Besides,

the work above still assumed that the attackers have perfect knowledge of the sys-

tem model. In practice, we are more interested in the limited adversarial knowledge

case that the attacker knows inaccurate network information. Such attacks are not

guaranteed to be stealthy. This chapter would like to explore how combined attack

can differ from multivariate attacks in a limited knowledge setting. Intuitively, com-

bined attacks provide the availability attack option to block measurements that the

attacker has least knowledge of. This motivates the use of attack resources and the

detection probability attacks with limited knowledge in vulnerability assessment. In

addition, vulnerability and impact of attacks can be combined together in the no-

tion of cyber risk. In [53], a high-level risk assessment methodology for power sys-

tem applications including SE was presented. However, risk analysis methods and

tools combining vulnerability and impact assessment for data attacks are needed to

implement risk assessment methodologies.

In this chapter, for the first time the combined attacks with limited knowledge

of the system model are formulated and the vulnerability analysis of combined at-

tacks is conducted. To do that, it first analyzes the vulnerability of SE with respect

to attack resources needed by the attacker and calculates the detection probabil-

ity of combined attacks with limited system knowledge. This is a necessary step in

deriving the likelihood of the attack. Next, an impact metric is proposed for eval-

uating attack impact on load estimate. Combining the results from vulnerability

and impact assessment, the risk which attacks bring to reliable system operations

is presented. This chapter compares the vulnerability, impact and risk with those of

FDI multivariate attacks. The simulation results show that combined attacks yield

higher risk in majority of considered cases.

2.1.2. CONTRIBUTIONS AND OUTLINE

To the best of my knowledge, this chapter work is the first one to conduct vulner-

ability analysis of combined attacks with limited knowledge of the system model.

The contributions are listed as follows:
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(i) The first part of vulnerability analysis is presented through the notion of se-

curity index [15], which corresponds to the minimum attack resources needed

by the attacker to compromise the measurements while keeping stealthy (pro-

grams (2.10) and (2.11)). The power system is more vulnerable to attacks with

smaller security index since such attacks can be executed with fewer resources.

It is shown that, the optimal solution of combined attack security index prob-

lem coincides with the optimal solution of the FDI multivariate attack security

index problem (Theorem 2.3.3 and Corollary 2.3.4).

(ii) The second contribution is to address the detection probability problem of

combined attacks with limited adversarial knowledge. Here the full knowledge

assumption which is commonly adopted in the work of literature is relaxed.

It is shown that the optimal combined attack with limited adversarial knowl-

edge can still keep stealthy from the current BDD mechanism under certain

conditions (Theorem 2.4.2 and Proposition 2.4.3). The empirical results also

indicate that combined attacks can have lower detection probability.

(iii) A cyber risk metric is proposed to quantify the risk of combined attacks with

limited knowledge of the system. For the attacks with the same security index,

the risk metric is computed by multiplying (i) the probability of the attack not

to be detected, with (ii) the attack impact on load estimate (Algorithm 1). The

attack impact on load estimate is particularly considered because such esti-

mates are inputs of other applications that compute optimal control actions

in EMS (Definition 2.5.1). Based on the analysis of risk metrics of combined

attacks and FDI attacks, it is shown that power system operations face higher

risk under combined attacks scenario.

The outline of this chapter is as follows. Section 2.2 gives an introduction of

SE and stealthy multivariate attacks mechanism. Section 2.3 extends the attack sce-

nario to combined attacks and proposes security index with computational method

for vulnerability analysis. In Section 2.4, the detectability of combined attacks with

limited adversarial knowledge is discussed. The risk metric is proposed to measure

the risk of attacks in Section 2.5 with the analysis of the vulnerability and attack im-

pact. Section 2.6 presents empirical results from a power system use case.
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Figure 2.1: Schematic diagram of the electricity grid, SCADA communication network and EMS based on [54, 55].

The SE function uses power flow measurements collected by RTUs and transmitted through the SCADA system to

estimate the current state of the power system. An alarm is triggered by the bad data detection when the norm of the

residual signal r exceeds a given threshold τ.

2.2. SYSTEM MODELING AND STEALTHY ATTACKS

State estimation uses measurements collected by the remote terminal units and

transmitted through the SCADA communication network to estimate the current

state of the system. There is a built-in BDD mechanism to detect erroneous mea-

surements. The estimated state is then processed by other application specific tools

such as the CA and SC-OPF modules to compute optimal control actions while en-

suring reliability and safety. Figure 2.1 depicts the whole closed-loop system pro-

cess. Cyber attacks can manipulate the measurements by directly tampering the

RTUs (A1) in substations, the SCADA network (A2), or even the databases and ap-

plication servers in the control center (A3). In this section, the system modeling

approach and the BDD techniques are reviewed. Besides, the stealthy multivariate

attacks problem is introduced.
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2.2.1. STATE ESTIMATION

The considered power system has nb +1 buses and nt transmission lines. Consid-

ering the power system in steady-state (power flow model), the data collected by

RTUs includes line power flow and bus power injection measurements. These nY

measurements are denoted by Y = [Y1 , . . . ,YnY
]>. The system state X is the vector

of phase angles and voltage magnitudes at all buses except the reference bus whose

phase angle is set to be zero. For the analysis of cyber security and bad data de-

tection in SE, it is customary to describe the dependencies of measurements and

system state through an approximate model called DC power flow model [16]. In

the simplified DC power flows, all the voltage magnitudes are assumed to be con-

stant and the reactive power is completely neglected. Thus the vector Y refers to

active power flow and injection measurements, and the state X refers to bus phase

angles only. There are nX phase angles to be estimated excluding the reference one,

i.e. X = [X1 , . . . , XnX
]>. Hence, Y and X are related by the equation

Y = P


W B T

−W B T

B0W B T

 X +e :=C x +e, (2.1)

where e ∼N (0,R) is the measurement noise vector of independent zero-mean Gaus-

sian variables with the covariance matrix R = diag(σ2
1 , . . . ,σ2

nY
), C ∈ RnY ×nX repre-

sents the system model, depending on the topology of the power network, the line

parameters and the placement of RTUs. Here the topology is described by a directed

incidence matrix B0 ∈R(nX +1)×nt in which the directions of the lines can be arbitrarily

specified [16]. Matrix B ∈RnX ×nt is the truncated incidence matrix with the row in B0

corresponding to the reference bus removed. The line parameters are described by

a diagonal matrix W ∈Rnt×nt with diagonal entries being the reciprocals of transmis-

sion line reactance. Matrix P ∈RnY ×(2nt+nX +1) is a matrix stacked by the rows of iden-

tity matrices, indicating which power flows or bus injections are measured. Usually

a large degree of measurements redundancy is employed to make C full rank.

The state estimate X̂ can be obtained by the following weighted least squares

(WLS) estimate:

X̂ := argmin
X

(Y −C X )>R−1(Y −C X ), (2.2)

which can be solved as X̂ = (C>R−1C )−1C>R−1Y := K Y . The estimated state X̂ can
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be used to estimate the active power flows and injections by

Ŷ =C X̂ =C K Y := T Y , (2.3)

where T is the so-called hat matrix [29]. The BDD scheme uses such estimated mea-

surements to identify bad data by comparing Ŷ with Y , see below.

2.2.2. A STATIC DETECTOR - BAD DATA DETECTION

Measurements data may be corrupted by random sensor errors. Thus there is a

built-in BDD module in SCADA networks for the purpose of bad data detection.

The BDD mechanism is achieved by hypothesis tests using the statistical properties

of the measurement residual:

r = Y − Ŷ = (I −T )Y := SY = Se, (2.4)

where r ∈ RnY is the residual vector, I ∈ Rm×m is an identity matrix and S is the so-

called residual sensitivity matrix [29]. It can be seen that the BDD is a static detector

which concerns only a snapshot of the steady-state system trajectories.

This chapter mainly considers the J (X̂ )-test based BDD technique. For the

measurement error e ∼N (0,R), the new random variable ε =
nY∑
i

R−1
i i e2

i where Ri i is

the diagonal entry of the covariance matrix R has a χ2 distribution with nY −nX de-

grees of freedom. Note the quadratic cost function J (X̂ ) = ‖R−1/2r‖2
2 = ‖R−1/2Se‖2

2.

fFor the independent nY measurements we can have rank(S) = nY −nX , which im-

plies that J (X̂ ) has a so-called generalized chi-squared distribution with nY −nX de-

grees of freedom [56]. The BDD mechanism uses the quadratic function as an ap-

proximation of ε and checks if it follows the distribution χ2
m−n . Defining α ∈ [0,1] as

the significance level corresponding to the false alarm rate, and τ(α) such that∫ τ(α)

0
f (x)d x = 1−α, (2.5)

where f (x) is the probability distribution function (PDF) of χ2
m−n . Hence, the BDD

scheme becomes {
Good data, if ‖R−1/2r‖2 ≤

p
τ(α),

Bad data, if ‖R−1/2r‖2 >
p
τ(α).

(2.6)
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2.2.3. STEALTHY MULTIVARIATE ATTACKS

The goal of an attacker is to perturb the SE while keeping stealthy from the BDD. If

only data integrity attacks are considered, the attacker could inject false data on a

set of measurements, modifying the vector Y into Y f := Y + f where the multivariate

attack vector f ∈ RnY represents the false data injections. A k f -tuple multivariate

false data injection attack is defined as follows,

Definition 2.2.1 (k f -tuple FDI multivariate attack). An FDI attack with an attack

vector f ∈RnY is called a k f -tuple FDI multivariate attack if a number of k f measure-

ments are injected with false data, i.e. ‖ f ‖0 = k f where ‖ f ‖0 denotes the number of

non-zero elements in the vector f .

As shown in [13], an attacker with full knowledge of the system model (i.e.,

the matrix C in the algebraic equation (2.1)) and the capability to corrupt a specific

number of measurements can keep stealthy if it follows f =C∆X where ∆X ∈RnX is

non-zero. The corrupted measurements Y f becomes Y f =C (X +∆X )+e. This leads

to the state estimate perturbed by a degree of∆X , while the residual for BDD check-

ing remains unchanged. It has been verified that such stealthy multivariate attacks

based on the DC model can be performed on a real SCADA/EMS testbed with full

nonlinear AC system model while avoiding the bad data detection scheme [42].

To describe the vulnerability of the SE to these stealthy multivariate attacks, a

security index is introduced to compute the minimum number of measurements to

be corrupted by the attacker to keep stealthy [15]. The security index is given by

α?
j := min

∆X
‖ f ‖0

s.t. f =C∆X , f ( j ) =µ,

f (l ) = 0, ∀l ∈L,

(2.7)

where f ( j ) denotes the injected false data on measurement j , and µ is the non-zero

attack magnitude determined by the attacker. The second constraint is added that

the pseudo-measurements corresponding to zero-injection buses and full protected

me-asurements (all in the set L) cannot be attacked. The result α?
j is the security

index that quantifies the vulnerability of measurement j to stealthy multivariate at-

tacks. Here the computed α?
j belongs to one of the multivariate attacks with the

minimum k f (k f =α?
j ) for measurement j . It is known that the optimization prob-

lem above is NP-hard (See [57]). In [16], the authors proposed an approach using
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the big M method to directly express (2.7) as a mixed integer linear programming

(MILP) problem which can be solved with an appropriate solver,

α?
j = min

∆X , w

nY∑
i=1

w(i )

s.t. C∆X ≤ M w,

−C∆X ≤ M w,

C ( j , :)∆X =µ,

C (l , :)∆X = 0, ∀l ∈L,

w(i ) ∈ {0, 1}, ∀i .

(2.8)

In (2.8), M is a constant scalar that is greater than the maximum absolute value

of entries in C∆X ?, for some optimal solution ∆X ? of (2.7). At optimality, for any

i that |C (i , :)∆X ?| = 0, the corresponding w(i ) is zero. Thus an optimal solution to

(2.8) is exactly the same optimal solution to (2.7) with w(i ) = 1 indicating that the

measurement i is corrupted by an FDI attack. Here the attack magnitude µ is deter-

mined by the attacker and is set as a tunable parameter in the optimization problem

(2.8). Thus, the attacker can vary the attack magnitude based on the possible con-

straints arising from the presence of measurement forecasts and range limitations.

Then the optimization problem (2.8) which computes FDI multivariate attacks is

denoted as P f (C ) where C corresponds to the full system model.

2.3. VULNERABILITY ANALYSIS FOR COMBINED ATTACKS

Stealthy multivariate attacks are resource-intensive since the adversary needs to co-

ordinate integrity attacks on all targeted measurements. This usually gives the ad-

versary more power than possible in practice [43]. In reality, an attacker would try

to reduce the attack resources and would prefer data availability attacks (e.g., DoS

attacks, jamming attacks) since SCADA systems are always more vulnerable to this

types [58]. Thus this section focuses on the adversarial scenario where the attacker

would launch combined data integrity and availability attacks.

2.3.1. COMBINED DATA INTEGRITY AND AVAILABILITY ATTACKS

For a large-scale SCADA system, missing data and failing RTUs are common [15].

When some of the measurements are missing, the typical solution widely employed

in SE is to use the remaining data before the system becomes “unobservable”. An-
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other solution is to use pseudo-measurements (e.g., previous data, forecast infor-

mation), but these measurements would still lose confidence in further time in-

tervals as long as the availability attacks continue. The combined attacks intro-

duced here are attacks which will not make the system unobservable or lead to non-

convergence of the SE algorithm. It can be said that such combined attacks can still

keep stealthy from the detector BDD, with the following definition.

Definition 2.3.1 (stealth combined attacks). Attacks which can launch both avail-

ability attack and FDI attack are called stealthy combined attacks if no additional

alerts are triggered in the current BDD mechanism.

In practice, the current BDD mechanism within SE would not trigger alarms

when some measurements are missing. Besides, even when availability attacks hap-

pen, they may be misdiagnosed as poor network conditions or physical damages to

the sensors. Thus the assumption is kept in this chapter that the SE uses remaining

data if availability attacks take place and they would not trigger additional alerts in

the BDD. Let a ∈ {0, 1}nY be the availability attack vector for the availability attacks

and a(i ) = 1 means that measurement i is unavailable. Thus the model for remain-

ing measurements and system state can be described by

Ya =Ca x +ea , (2.9)

where Ya ∈ RnY and ea ∈ RnY are the measurement and noise vectors respectively,

and the entries of them are zero if the corresponding measurements are unavail-

able. Matrix Ca ∈ RnY ×nX denotes the model of the remaining measurements and it

is obtained from C by replacing some rows with zero row vectors due to availability

attacks on these measurements, i.e. Ca := (InY −diag(a))C . Thus the hat matrix and

residual sensitivity matrix when availability attacks occur can be obtained,

Ka := (C>
a R−1Ca)−1C>

a R−1,

Ta :=CaKa , Sa := InY −Ta .

For the combined attacks, the attacker would still launch FDI attacks on the

remaining measurements in concert with availability attacks, making Ya changed

into Y f ,a := Ya + f . Similarly, a (k f ,ka)-tuple combined attack can be defined as
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Definition 2.3.2 ((k f ,ka)-tuple combined attack). A combined attack with an FDI

attack vector f ∈ RnY and an availability attack vector a ∈ {0, 1}nY described above is

called a (k f ,ka)-tuple combined attack if ‖ f ‖0 = k f , ‖a‖0 = ka .

2.3.2. SECURITY INDEX FOR COMBINED ATTACKS

Similar to the FDI multivariate attacks, if the attack vectors of a (k f ,ka)-tuple attack

satisfy f =Ca∆X , such combined attacks can still keep stealthy as the attack vector

f lies on the range space of the matrix Ca . Using the formulation of security index in

(2.7) for stealthy multivariate attacks, an intuitive security index for combined data

integrity and availability attacks can be proposed as follows,

β?j := min
∆X , a

‖ f ‖0 +‖a‖0

s.t. f =Ca∆X ,

Ca = (InY −diag(a))C ,

f ( j ) =µ,

f (l ) = 0, ∀l ∈L,

a(k) ∈ {0, 1}, ∀k.

(2.10)

The resultβ?j is the security index that quantifies how vulnerable measurement

j is to combined attacks. The computed β?j belongs to one of the combined attacks

that have minimum k f + ka (k f + ka = β?j ) for measurement j . To solve this NP-

hard problem above, here a computational solution which uses the big M method

to formulate (2.10) as a MILP problem is proposed:

Theorem 2.3.3. For any measurement index j ∈ {1, . . . , nY } and non-zero attack mag-

nitudeµ, the optimization (2.10) can be equivalently described via the following MILP

optimization program

β?j = min
∆X , w, a

nY∑
i=1

w(i )+
nY∑

k=1
a(k)

s.t. C∆X ≤ M(w +a),

−C∆X ≤ M(w +a),

C ( j , :)∆X =µ,

C (l , :)∆X = 0, ∀l ∈L,

w(i ) ∈ {0, 1}, ∀i ,

a(k) ∈ {0, 1}, ∀k,

(2.11)
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where w, a ∈ {0, 1}nY with w(i ) = 1 and a(k) = 1 meaning FDI attack and data avail-

ability attack on measurements i and k respectively.

Proof. The proof follows by re-writing (2.10) as (2.11). First, note that the constraint

of (2.10), f = (InY −diag(a))C∆X , can be formulated as a set of inequality constraints

with auxiliary binary variables by using the big M method, yielding −M w ≤ (InY −
diag(a))C∆X ≤ M w , where w ∈ {0, 1}nY and ‖ f ‖0 = ∑

w(i ). Since a is a vector of

binary variables, the pair of inequality constraints pertaining the i -th measurement

can be written as |(1−a(i ))C (i , :)∆X | ≤ M w(i ). The latter can be read as{
C (i , :)∆X = 0, if w(i ) = a(i ) = 0,

|C (i , :)∆X | ≤ M , if w(i ) = 1 or a(i ) = 1,

which can be rewritten as |C (i , :)∆X | ≤ M(a(i )+w(i )). Hence, recalling that f (i ) =
(1−a(i ))C (i , :)∆X , it can be concluded that the constraints of (2.10) can be equiva-

lently rewritten as the constraints of (2.11). The proof concludes by noting that the

objective functions of these two satisfy the equality ‖ f ‖0+‖a‖0 =∑
w(i )+∑

a(i ). ■

Similarly, the optimization program 2.11 which computes the combined at-

tacks is denoted by P f ,a(C ). By solving P f (C ) from (2.8) and P f ,a(C ) from (2.11), the

system operators can obtain the attack vectors and further assess the risk of attacks

on the measurements, which will be illustrated in Section 2.5.

Corollary 2.3.4. For any measurement index j ∈ {1, . . . , nY } and non-zero attack mag-

nitudeµ, let (∆X ?, w?, a?) be an optimal solution to (2.11). Then an optimal solution

to (2.7) can be computed as ∆X ?, and α?
j =β?j .

Proof. The proof follows straightforwardly from Theorem 2.3.3, which establishes

that the optimization (2.10) can be equivalently described via the MILP program

(2.11): comparing (2.11) and (2.8), it can be easily seen that an optimal solution to

(2.8) can be computed as (∆X ?, w?
a ) with w?

a = w? + a?, and α?
j = β?j . The proof

concludes by noting that (2.8) is an exact MILP reformulation of (2.7). ■

Corollary 2.3.4 implies that a set of compromised measurements is an optimal

solution to (2.10) if and only if this set is an optimal solution to (2.7), and the two

security indexesβ?j andα?
j coincide. In fact, in [59] it was shown that the set of com-

promised measurements in a k f -tuple FDI multivariate attack obtained by solving
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(2.7) is a sparsest critical tuple containing the target measurement j . A sparsest crit-

ical tuple is characterized by the measurements that do not belong to a critical tuple

of lower order. A critical tuple contains a set of measurements, where removal all of

them will cause the system to be unobservable. If any subset of the critical tuple is

removed, it would not lead to the loss of observability [29]. According to Corollary

2.3.4 and its proof, the set of compromised measurements of multivariate attacks in

this critical tuple is also an optimal solution to the security index problem (2.10) of

combined attacks. The interpretation of the security index problem as a critical tu-

ple problem provides the means for comparing security indexes of attacks with full

and limited adversarial knowledge; see Section 2.4 for details.

The optimizations P f (C ) and P f ,a(C ) derived so far in (2.8) and (2.11) could

identify the compromised measurements set of attacks but did not consider the at-

tack costs. In what follows, the costs are included in the formulation. To simplify the

discussion, it is assumed that the availability and integrity attacks have the costs CA

and CI , respectively, per measurement. Thus a security index for attack resources of

combined attacks can be formulated, by rewriting the objective of (2.11) as

θ?j := min
∆X , w, a

{ nY∑
i=1

CI w(i )+
nY∑

k=1

CA a(k)
}

, (2.12)

where (2.12) has the same constraints as (2.11). It can be seen that the set of com-

promised measurements from the optimal solution of (2.12) is the optimal solution

to (2.10) and also (2.7). If C A = C I , this is the same case as the one described in

Corollary 2.3.4. For C A and C I with different values, see the following proposition.

Proposition 2.3.5. When C A < C I , the optimal strategy of combined attack is to in-

ject false data on the targeted measurement j and make other measurements in the

critical tuple unavailable to the SE, yielding a (1, β?j −1)-tuple combined attack with

optimal attack cost θ?j =C I + (β?j −1)C A . When CA > CI , the combined attack has the

same optimal strategy as the FDI multivariate attack, i.e., injecting false data on the

all measurements in the critical tuple, yielding a (β?j , 0)-tuple combined attack (i.e.,

β?j -tuple FDI attack) with optimal attack cost θ?j =β?j C I .

Proof. If the values are taken that satisfy CA < CI , the optimal solution of w? and

a? in (2.12), w.r.t. measurement j , would lead to
∑

w?(i ) = 1 and
∑

a?(k) = β?j −1.

This means that the optimal combined attack in the case of CA < CI is to corrupt
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one measurement with an integrity attack and make other measurements in this

critical tuple unavailable. If the values are taken that satisfy CA > CI , the optimal

solution of w? and a? in (2.12), w.r.t. measurement j , would lead to
∑

w?(i ) = β?j

and
∑

a?(k) = 0, i.e., the optimal combined attack is to inject false data on all the

measurements in this critical tuple. ■

As previously indicated, availability attacks (e.g., DoS) can cost less attack re-

sources compared with integrity attacks (e.g., FDI) in general. An intuitive example

is that the attacker uses the same tool to perform a Man-In-The-Middle (MITM) at-

tack on the exchanged measurements between substations and the SCADA control

center. Thus the adversary is capable of interfering with the transmitted measure-

ments using the MITM tool, either launching integrity or availability attacks. Un-

like the integrity attack in which the attacker has to inject specific data values and

repackage the data packets carefully, the availability attack only needs to block the

measurements or modify them to zero or random errors [60]. Using the same MITM

tool, the availability attacks become “cheaper” to achieve than integrity attacks. Of

course, the true attack costs of different kinds of attacks launched by different tools

are hard to quantify in practice. One possible way is to relate the attack cost to the

inverse-likelihood of the attack. Likelihood assessment of attacks using attack trees

or graphs also implies that availability attacks have higher probability to take place

considering the factors of skills, knowledge and time [61]. Thus in the following of

this chapter the values would satisfy CA ≤ CI . The above Proposition 2.3.5 for the

case CA < CI will also be validated in Section 2.6.

2.4. ATTACKS WITH LIMITED ADVERSARIAL KNOWLEDGE

From this section the scenario in which the adversary has limited knowledge of the

system model is considered and it is discussed how this affects the detectability of

FDI multivariate attacks and combined attacks.

2.4.1. RELAXING ASSUMPTION ON ADVERSARIAL KNOWLEDGE

For the combined attacks and multivariate attacks above, the adversary is assumed

to have full knowledge of system model C in (2.1) which consists of the network

topology, the placement of RTUs and the transmission line reactance. This system
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data is kept in the database of control center, and as such it is difficult to be ac-

cessed by the attacker 1. This section extends the previous analysis by replacing

the full knowledge assumption. Hence, in what follows the attacker only has lim-

ited knowledge of the system model, which may be more common in the real-world

conditions. In particular, the limited knowledge case that is of interest to this the-

sis is the one that the attackers have inaccurate network information. The system

model known by the adversary gets “perturbed” that system model uncertainties

exist. An attacker could acquire perturbed system model as a result of analyzing

an out-dated or estimated model using power network topology data but limited or

inaccurate information of transmission line parameters [17, 20, 21].

From the attacker’s perspective, without loss of generality, the perturbed sys-

tem model known by the attacker can be denoted as C̃ which can be expressed as

C̃ ,C +∆C , (2.13)

where ∆C ∈ RnY ×nX denotes the part of model uncertainty. It is still assumed that

the attacker uses the same linear policies to compute attack vectors, i.e. f = C̃a∆X

for combined attacks and f = C̃∆X for FDI multivariate attacks and C̃a := (InY −
diag(a))C̃ . Correspondingly, the optimization program (2.7) in limited adversarial

knowledge is denoted by P f (C̃ ) w.r.t C̃ computing FDI attacks and the optimization

(2.10) is denoted by P f ,a(C̃ ) w.r.t C̃ computing combined attacks.

2.4.2. DETECTABILITY OF ATTACKS WITH LIMITED KNOWLEDGE

Combined attacks When the measurements are corrupted by a (k f ,ka)-tuple com-

bined attack, the measurement residual r f ,d can be written as

r f ,a = SaY f ,a = Saea +Sa f . (2.14)

As discussed in Section 2.3.2, when the attack vectors of the combined attack sat-

isfy f = Ca∆X , the residual r f ,a = Saea +SaCa∆X = Saea due to SaCa = 0, then the

residual is not affected by f and no additional alarms are triggered; the BDD treats

the measurements attacked by availability attacks as a case of missing data. How-

ever, for the attack with limited knowledge, the attack vector f becomes f = C̃a∆X

1This can be an external attacker or an individual attacker, but an internal attacker or a state-sponsored attacker may

have this capability to access such system knowledge or even more power to cause damages.



2

32 2. VULNERABILITY ANALYSIS OF POWER SYSTEMS IN STEADY-STATE TO DATA ATTACKS

and Sa f in (2.14) may be non-zero. In this case, the residual is incremented and the

attack can be detected with some probability.

Note that the quadratic cost function with the combined attacks becomes J f ,a(X̂ )

= ‖R−1/2Saea +R−1/2Sa f ‖2
2. Here the mean of (R−1/2Saea +R−1/2Sa f ) is the non-zero

R−1/2Sa f incremented by the attack. Recalling the J (X̂ )-test based BDD, J f ,a(X̂ ) has

a generalized non-central chi-squared distribution with nY −nX −ka degrees of free-

dom under the combined attacks. J f ,a(X̂ ) can be used as an approximation of hav-

ing the non-central chi-squared distribution χ2
nY −nX −ka

(‖R−1/2Sa f ‖2
2) where the non-

centrality parameter is ‖R−1/2Sa f ‖2
2 to calculate the detection probability Pd ( f , a) of

combined attacks. Further such approximation would be validated using empirical

results from Monte Carlo simulation in Section 2.6.2. It can be obtained that∫ τ f ,a (α)

0
fλ f ,a

(x)d x = 1−Pd ( f , a) , (2.15)

where fλ f ,a
(x) is the PDF of χ2

nY −nX −ka
(‖R−1/2Sa f ‖2

2), τ f ,a(α) is the threshold set in the

BDD using (2.5) but with the PDF of χ2
nY −nX −ka

.

FDI multivariate attacks For a k f -tuple FDI attack with limited system knowl-

edge, the quadratic function J f (X̂ ) can also be approximated to have a non-central

chi-squared distribution but with nY − nX degrees of freedom. The distribution

χ2
nY −nX

(‖R−1/2S f ‖2
2) can be used to compute the detection probability Pd ( f ) of FDI

multivariate attacks. Similar to (2.15), Pd ( f ) can be computed by solving∫ τ(α)

0
fλ f

(x)d x = 1−Pd ( f ), (2.16)

where λa = ‖R−1/2Sa‖2
2 denotes the non-centrality parameter, τ(α) is the threshold

set in the BDD using (2.5).

2.4.3. SPECIAL CASE: ATTACKS WITH STRUCTURED MODEL UNCERTAINTY

An interesting analysis is to understand what the model uncertainty ∆C in (2.13)

is to the adversary. As stated in [17], the scenarios where the uncertainty is more

structured are of greater interest. Here it is assumed that the attacker knows the ex-

act topology of the power network, but has to estimate the line parameters. This

assumption is feasible in the sense that the attacker can access the topology infor-

mation by (i) collecting offline data such as topology maps and online data using
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attacker’s own meters; (ii) using market data to extract it from locational marginal

prices; (iii) utilizing available power flow measurements and compromised breaker

status data, as summarized in [62]. However, usually the attacker has limited access

to the knowledge of the exact length of the transmission line and type of the con-

ductor being used. Even if the attacker obtains such knowledge, the values would

change by the time of implementing the attack due to weather conditions in tem-

perature [20]. Denote the line parameters matrix with errors as W̃ ,W +∆W where

∆W ∈ Rnt×nt represents the parameter uncertainty. Thus the model with this struc-

tured uncertainty becomes

C̃ = P


(W +∆W )B T

−(W +∆W )B T

B0(W +∆W )B T

⇒∆C = P


∆W B T

−∆W B T

B0∆W B T

 . (2.17)

Now let us consider the security index of attacks w.r.t. C̃ in (2.17). As discussed

in Section III-B, the security index problem can be interpreted as a critical tuple

problem. In the remaining part of this chapter the following assumption is adopted.

Assumption 2.4.1. The system with perturbed model C̃ in (2.17) has the same sets of

critical tuples as the system with original model C in (2.1).

Assumption 2.4.1 is expected to hold in the case that the system with C in (2.1)

is topologically observable [63]. Defining the security indexes for compromised

measurements set under structured uncertainty model as α̃?
j and β̃?j , respectively,

the following theorem shows that the security index remains the same although the

model is perturbed with structured uncertainty.

Theorem 2.4.2. For any measurement index j ∈ {1, . . . , nY } and non-zero attack mag-

nitudeµ, under Assumption 2.4.1, let (∆X̃
?

, w̃?, ã?) be an optimal solution to P f ,a(C̃ )

(C̃ is from (2.17)). Then there exists some∆X ? such that (∆X ?, w?, a?) with w? = w̃?

and a? = ã? is an optimal solution to P f ,a(C ) , (∆X ?, w?
a ) with w?

a = w̃?+ ã? is an

optimal solution to P f (C ), and it satisfies β̃?j =β?j =α?
j = α̃?

j .

Proof. The optimal solution with w̃? and ã? identifies a sparsest critical tuple con-

taining measurement j for the perturbed model C̃ in (2.17), which is also a sparsest

critical tuple for the model C in (2.1) according to Assumption 2.4.1. Then the set of

measurements in this critical tuple is an optimal solution to P f ,a(C ). According to
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Theorem 2.3.3 and Corollary 2.3.4, the set of measurements in this critical tuple is

also an optimal solution to P f (C ). ■

With respect to the security index for attack resources in (2.12), let θ̃∗
j be the

security index of attacks but w.r.t. perturbed model C̃ . It can be seen that the set of

compromised measurements from optimal solution to (2.12) w.r.t. C̃ in (2.17) is also

the optimal solution to (2.11) and (2.8) according to Theorem 2.4.2. When it is the

case that C A <C I , the optimal solution of w̃? and ã? from (2.12) w.r.t. C̃ , would lead

to
∑

w̃?(i ) = 1 and
∑

ã?(k) = β̃?j −1. Such (1, β̃?j −1)-tuple combined attack can be

launched with least attack resources when C A < C I and the following shows that it

can also achieve minimized detectability.

As discussed in Section IV-B, the detection probability would increase when

attacker has limited knowledge of the system model. However, for the combined

attacks, the following proposition states that the combined attacks with structured

model uncertainty can still keep stealthy from the BDD if the following conditions

are satisfied: (i) structured model uncertainty is defined as in (2.17); (ii) Assumption

2.4.1 holds.

Proposition 2.4.3. For any measurement index j ∈ {1, . . . , nY } and non-zero attack

magnitude µ, under Assumption 2.4.1, let (∆X̃ ?, w̃?, ã?) with
∑

w̃?(i ) = 1 be an opti-

mal solution to P f ,a(C̃ ) (C̃ is from (2.17)). Then this (1, β̃?j −1)-tuple combined attack

from (∆X̃ ?, w̃?, ã?) is a stealthy attack.

Proof. The FDI attack vector of this combined attack is f = C̃ ã?∆X̃ . According to

Theorem 2.4.2, there exists ∆X ? such that (∆X ?, w?, a?) with w? = w̃? and a? = ã?

is an optimal solution to P f ,a(C ). Using the attack strategy above, k f = ∑
w̃?(i ) = 1

and the only non-zero entry of the attack vector f is µwhile other measurements in

this critical tuple are attacked by availability attacks. Thus this combined attack is

with the vector f = (InY −diag(ã?))C̃∆X̃
? = (InY −diag(a?))C∆X ? =Ca?∆X ?, which

can keep stealthy w.r.t. C in (2.1). ■

It should be noted that, Proposition 2.4.3 is independent from the parameter

uncertainty∆W . This (1, β̃?j −1)-tuple combined attack can always keep stealthy for

any parameter uncertainty levels as long as the critical tuple is correctly identified.
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2.5. CYBER RISK METRICS FOR DATA ATTACKS

The previous sections focus on vulnerability assessment of SE to FDI multivariate

attacks and combined attacks with limited knowledge. Following the procedure of

cyber risk analysis in [53], this section defines and analyzes the cyber risk brought

by attacks with limited knowledge. Usually the total risk of data attacks is defined as

the likelihood of attack multiplied by the potential attack impact [37]. For a (k f ,ka)-

tuple combined attack, the risk metric R( f , a) can be expressed as

R( f , a) = L( f , a)∗ I( f , a) (2.18)

where L( f , a) denotes the likelihood of the combined attack with attack vectors f

and a, and I( f , a) denotes the attack impact. For the attacks with larger risk metrics,

they bring more risk to reliable system operation. The following sections discuss

how to obtain L( f , a) and I( f , a).

2.5.1. LIKELIHOOD OF DATA ATTACKS

The attack likelihood relates to the vulnerability of the system. In this work, the

likelihood of the attack is taken as the probability that the it is launched and the

probability that it can keep stealthy from the detection mechanisms,

L( f , a) = P( f , a)P(s | f , a), (2.19)

where P(s | f , a) denotes the conditional probability of the attack passing the BDD

if it has been performed successfully. For the attack with limited knowledge, the

detection probability Pd ( f , a) can be obtained from Section 2.4.2 of (2.15). Thus it

leads to P(s| f , a) = 1−Pd ( f , a). In (2.19), P( f , a) represents the probability that a

particular adversary would perform a combined attack and successfully corrupt the

data. Obtaining meaningful and realistic data for calculating P( f , a) remains an un-

solved and open issue for most of the established approaches [64]. The proposed se-

curity index γ̃?j w.r.t. perturbed model C̃ captures the efforts required by a combined

attack and essentially can be related to the probability P( f , a). It can be reasonably

assumed that if the attacks have the same security index of γ̃?j , they have the same

probability of P( f , a). In this chapter, to compare the risk of attacks with the same

security index, P( f , a) is “normalized” to be 1, meaning that the attacks have been

performed successfully. The following risk metric applies to the combined attacks
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with the same security index of γ̃?j ,

R( f , a) = P( f , a)P(s| f , a)I( f , a) = (1−Pd ( f , a))I( f , a) . (2.20)

For the k f -tuple FDI attacks with the same security index of γ̃?j , the formulation

of risk metric is similar, i.e. R( f ) = (1 −Pd ( f ))I( f ) where I( f ) denotes the attack

impact and R( f ) is the risk metric. Thus with the results above, the risk of combined

attacks and FDI multivariate attacks is comparable.

2.5.2. ATTACK IMPACT: ERRORS OF LOAD ESTIMATE

The estimated information from SE is used by other applications in EMS to compute

optimal control actions. These are typically computed by minimizing network op-

eration costs which are obtained by solving SC-OPF algorithms. As the work in [45]

[65] shows, the SC-OPF application uses the load estimate from SE as the inputs. In

practice, the important outputs from EMS are the injection estimate and SC-OPF

results which would affect the further operations. If data attacks take place and pass

the BDD, the load estimates get perturbed, which would influence control actions.

Therefore, the impact metric can be formulated as a function of the bias introduced

by the attack on the load estimate.

Assuming that the actual injections are described in a vector G ∈ RnG where nG

is the number of buses with injections, the impact on the errors of estimated power

injections and actual power injections is considered,

ε= Ĝ f ,a −G , (2.21)

where Ĝ f ,a ∈ RnG is the vector of estimated injections under a (k f ,ka)-tuple com-

bined attack. Thus,

ε=Ci X̂ f ,a −Ci X ,

where X̂ f ,a = Ka(Ya + f ) = X +Kaea +Ka f , Ci ∈ RnG×nX denotes the submatrix of C

by keeping the rows corresponding to injections including loads. It can be further

obtained that ε=Ci Ka f +Ci Kaea where the term introduced by the attacks is Ci Ka f .

Here Ka is the function of Ca as defined in (2.10). The expected value of ε is

E(ε) =Ci Ka f . (2.22)

where E( · ) denotes the expectation. Thus the attack impact metric for combined

attacks is defined as follows.
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Definition 2.5.1. The impact metric I( f , a) for quantifying attack impact of a com-

bined attack with FDI attack vector f and availability vector a on load estimate is

defined as the 2-norm of Ci Ka f , i.e. I(a,d) := ‖Ci Ka f ‖2.

Similar to the combined attacks, the attack impact metric I( f ) = ‖Ci K f ‖2 is

defined for a k f -tuple FDI attack with attack vector f . The linear attack policy is

still adopted to compute attack vectors for attacks with limited knowledge, i.e., f =
C̃a∆X for combined attacks and a = C̃∆X for FDI multivariate attacks.

Algorithm 1 Risk Assessment for Combined Attacks

1) Determine the attack magnitude µ. Compute attack vectors f and a from the

optimization program P f ,a(C̃ ).

2) Calculate the detection probability Pd ( f , a) of the combined attacks with f

and a, according to the procedure in Section 2.4.2.

3) Calculate the attack impact metric I( f , a) from Definition 2.5.1.

4) Compute the risk metric R( f , a) for combined attacks by the formulation of

(2.20) with the results from 2) and 3).

Giving all the information above, Algorithm 1 summarizes the risk assessment

procedure for combined attacks and FDI attacks. First, the system operators would

solve programs P f (C̃ ) and P f ,a(C̃ ) w.r.t perturbed model C̃ for security indexes to

compute the attack vectors. Then the detection probability of attacks and the at-

tack impact could be obtained respectively according to Section 2.4.2 and Definition

2.5.1, leading to the risk metric of (2.20). Thus in conclusion, the risk assessment

presented in this chapter, including the computation of attack vectors, the detec-

tion probability and the impact of attacks, provides insights at the planning stage of

the power grid and offline analysis of combined attacks and FDI multivariate attacks

in the limited knowledge case.

2.6. CASE STUDY

This section performs analysis on the IEEE benchmark system (Figure 2.2). The sim-

ulations are conducted on simplified DC power flow model for the purposes of: (i)
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Figure 2.2: The IEEE 14-bus system. The measurements are labeled different colors according to their security index

γa,d
j from Figure 2.3. Here the vulnerable measurements with small index (= 4) are color coded blue. The measure-

ments that have large index (> 4) are color coded green. The pseudo-measurements (without color) on bus 7, 8 and

line 7-8 can not be attacked.

illustrating the vulnerability of power systems to combined attacks; (ii) providing

insights into how combined attack can differ from FDI multivariate attack; (iii) eval-

uating the risk of data attacks and giving the risk prioritization. In the performed

experiments, measurements are placed on all the buses and transmission lines to

provide large redundancy; See Table 2.1. In the 14-bus system, measurements on

bus 7, bus 8 and line 7-8 are pseudo-measurements for zero-injection buses and

can not be attacked. The per-unit system is used and the power base is 100MW.

The measurements are generated with Gaussian noise (σ j = 0.02 for measurement

j ). For the limited knowledge case, the attacks are under structured uncertainty

model with the error on the line parameters of ±10%, ±20%, ±30% and ±40%.

2.6.1. SECURITY INDEX FOR VULNERABILITY ANALYSIS

In order to expose vulnerability of power systems to data attacks, the security index

is calculated using the computation solutions of (2.11) (according to Theorem 2.3.3)

and (2.8) for both combined attacks and FDI attacks. Thus the minimum number

of compromised measurements and attack resources needed by the attacker to cor-

rupt the SE process without being detected are determined. Figure 2.3 shows the
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Table 2.1: The list of the 54 measurements on the branches and buses of the IEEE 14-bus system. Pi− j denotes the

power flow measurement on the branch from Bus i to Bus j . Pi denotes the power injection measurement on Bus i .

1 P1−2 13 P6−13 25 P5−2 37 P14−9 49 P9

2 P1−5 14 P7−8 26 P4−3 38 P11−10 50 P10

3 P2−3 15 P7−9 27 P5−3 39 P13−12 51 P11

4 P2−4 16 P9−10 28 P7−4 40 P14−13 52 P12

5 P2−5 17 P9−14 29 P9−4 41 P1 53 P13

6 P3−4 18 P10−11 30 P6−5 42 P2 54 P14

7 P3−5 19 P12−13 31 P11−6 43 P3

8 P4−7 20 P13−14 32 P12−6 44 P4

9 P4−9 21 P2−1 33 P13−6 45 P5

10 P5−6 22 P5−1 34 P8−7 46 P6

11 P6−11 23 P3−2 35 P9−7 47 P7

12 P6−12 24 P4−2 36 P10−9 48 P8

security indexes θ?j of attacks in the IEEE 14-bus system. Here the cost of FDI attack

on per measurement is assumed to be 1 (C I = 1) and C A = 0.5 as C A/C I = 0.5 is con-

sidered. The x-axis indicates the measurement j targeted by the attacker with attack

magnitude µ= 0.1p.u.. Note that in Figure 2.3 the pseudo-measurements 14, 34, 47,

48 from Bus 7, 8 and Branch 7-8 can not be attacked. The results illustrate the attack

resources needed by the attacker to keep stealthy. The security index of combined

attacks is also shown in Figure 2.2 where the measurements are color coded to in-

dicate which ones are more vulnerable. Combining Figure 2.2 and 2.3, the security

index can illustrate the vulnerable measurements in a power network.

The values of security index under combined attacks are smaller than the ones

under FDI attacks when CA < CI from Figure 2.3. For instance, in order to corrupt

measurement j = 10, the FDI attack needs a value of 11 for attack resources (i.e. a

11-tuple FDI attack) while the combined attack only needs a value of 6 (i.e. a (1,10)-

tuple combined attack). This implies that SE is more vulnerable to combined at-

tacks with less attack resources. The results also show that k f = 1 for the combined

attacks and the optimal attack cost is C I + (β?j −1)C A for the case of CA < CI , which

is consistent with Proposition 2.3.5.



2

40 2. VULNERABILITY ANALYSIS OF POWER SYSTEMS IN STEADY-STATE TO DATA ATTACKS

Measurement Index j

0 5 10 15 20 25 30 35 40 45 50 55

S
ec
u
ri
ty

In
d
ex
es

θ
⋆ j

0

2

4

6

8

10

12

14

FDI attacks

Combined attacks

Figure 2.3: The security index γa,d
j under combined attacks and γa

j under FDI attacks are plotted versus the measure-

ment index j . Here the cost of FDI attack on per measurement is assumed to be 1 and C A = 0.5 as C A /C I = 0.5.

Table 2.2: The list of the attacked measurements by integrity or availability in the (1,10)-tuple, (2,9)-tuple and (6,5)-

tuple combined attacks.

Integrity Availability

(1,10)-tuple attack 10 9, 15, 29, 30, 35, 44, 45, 46, 47, 49

(2,9)-tuple attack 10, 15 9, 29, 30, 35, 44, 45, 46, 47, 49

(6,5)-tuple attack 9, 10, 15, 29, 35, 45 30, 44, 46, 47, 49

2.6.2. DETECTABILITY OF ATTACKS WITH LIMITED KNOWLEDGE

Using the attack policy f = C̃a∆X for combined attacks and f = C̃∆X for FDI mul-

tivariate attacks with the same given model uncertainty, the detection probability

of attacks can be obtained according to Section 2.4.2. From Theorem 2.4.2, the

compromised measurements set from the optimal solutions of (2.12) w.r.t. the “per-

turbed” model C̃ in (2.17) is in the same critical tuple with the one w.r.t. C . Thus a

set of 11 measurements (a critical tuple) containing measurement j = 10 needs to be

compromised by the attacker from the security index results in Figure 2.3. This criti-

cal tuple includes 11 measurements with index 9, 10, 15, 29, 30, 35, 44, 45, 46, 47, 49,

and from Table 2.1 it is known that these measurements are power flows on branches

from Bus 4 to 9, Bus 5 to 6, Bus 7 to 9 and power injections on Bus 4, 5, 6, 7, 9. For

the sake of comparison, the combined attacks and FDI multivariate attacks are per-
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Figure 2.4: The detection probability is plotted versus the attack magnitude. The theoretical results are compared

with the empirical detection probability (in red dot for the 11-tuple FDI attack and in blue dot for the (2,9)-tuple

combined attack). The attacks are all under structured uncertainty model (error on the model parameters of ±20%)

and performed in the same set of 11 measurements (see Table 2.2) and the false alarm rate α is 0.05.

formed in the same set of these 11 measurements. Figure 2.4 shows the detection

probability of combined attacks and FDI attacks targeting these 11 measurements,

with the structured model uncertainty (error on the line parameters of±20%). In ad-

dition to the theoretical results, the empirical detection probability results are also

presented in Figure 2.4 for the 11-tuple FDI attack and (2,9)-tuple combined attack

respectively. Table 2.2 lists the measurements attacked by integrity or availability in

each combined attack of Figure 2.4. Figure 2.5 shows the detection probability of

combined attacks and FDI attacks with different levels of model uncertainty.

To obtain the empirical detection probability in Figure 2.4, Monte Carlo simu-

lations are used. Taking the (2,9)-tuple combined attack as an instance, 200 different

values of attack magnitude µ were taken in random from 0 to 0.5p.u. and the corre-

sponding attack vectors were built. For each attack vector with the taken magnitude

µ, total 1000 Monte Carlo runs 2 were executed to obtain the detection probability

of such attack. In each Monte Carlo simulation, the measurements were created by

the simplified DC power flow calculations with Gaussian noise and corruptions by

2The simulations compute the detection probability by counting the proportion of residual signals in each case that

exceed the threshold (set in (2.6)). Such simulations require processing of many signals, and the number of 1000

here is set based on empirical observations.



2

42 2. VULNERABILITY ANALYSIS OF POWER SYSTEMS IN STEADY-STATE TO DATA ATTACKS

Uncertainty Levels of Model Parameters
±10% ±20% ±30% ±40%

D
et
ec
ti
o
n
P
ro
b
a
b
il
it
y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

11-tuple FDI attack

(6,5)-tuple combined attack

(2,9)-tuple combined attack

(1,10)-tuple combined attack

Figure 2.5: The (theoretical) detection probability is plotted versus different levels of model uncertainty (error on the

model parameters of ±10%, ±20%, ±30%, ±40%, respectively). The combined attacks and FDI attacks are performed

in the same set of 11 measurements (see Table 2.2) and the attack magnitudes are all chosen to µ= 0.15p.u.. The false

alarm rate α is still 0.05.

the attacks. For the attacked measurements, the SE and BDD with the false alarm

rate 0.05 were executed. From Figure 2.4 it can be seen that the empirical results of

detection probability follow the theoretical ones from (2.15)(2.16). Thus it is feasi-

ble to use the theoretical detection probability results for cyber risk analysis in the

following. The results in Figure 2.4 illustrate that combined attacks can have lower

detection probability comparing with FDI attacks, meaning that SE is more vulner-

able to combined attacks as they have higher probability not to be discovered by

the BDD. An interesting result is that with smaller k f the combined attack also has

lower probability to be detected. In the case that k f = 1 and ka = 10, the (1, 10)-tuple

combined attack can keep stealthy, which is consistent with Proposition 2.4.3. The

results in Figure 2.5 show that, with different levels of model uncertainty, the detec-

tion probability of attacks would increase when the error on the transmission line

parameters gets more significant. This can be expected as the attacker has even less

knowledge to build attack vectors. Besides, combined attacks still have advantages

in keeping stealthy as they can have lower detection probability especially the com-

bined attacks with smaller k f , and the undetectability of the (1,10)-tuple combined

attack is independent of parameter uncertainties as discussed in Proposition 2.4.3.
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Figure 2.6: The attack impact metric is plotted versus the (theoretical) detection probability. The attacks are all under

structured uncertainty model (error on model parameters of ±20%) and performed in the same set of 11 measure-

ments (See Table 2.2). Here it is assumed that C A =C I = 1 and the false alarm rate α is 0.05.

2.6.3. CYBER RISK METRICS OF DATA ATTACKS

This section continues with the cyber risk analysis of combined and FDI multivari-

ate attacks. Simulations were conducted on the same scenarios as Section 2.6.2

where the attacker manipulates the set of 11 measurements (a critical tuple). The

attack impact is analyzed and the risk of the combined attacks and FDI attacks is

presented. For the risk analysis, cost values satisfy C A =C I = 1, thus the security in-

dexes θ̃?j w.r.t. C̃ in (2.17) of these attacks are equal to each other and the probability

P( f , a) can be “normalized” as discussed in Section IV-B. First, for the attacks with

specific model uncertainty (error on the transmission line parameters of ±20%), the

results of attack impact metrics versus detection probability are given in Figure 2.6,

and the values of risk metrics for combined attacks and FDI attacks versus attack

magnitude are shown in Figure 2.7. Second, for the attacks with different levels of

model uncertainty, Figure 2.8 also presents the risk metric values of combined at-

tacks and FDI attacks.

Under the perturbed model with uncertainty, the attacker has the possibility to

be detected by the BDD while introducing errors on load estimate. From Figure 2.6,

it can be concluded that combined attacks can have similar attack impact metrics

with FDI attacks but lower detection probability with the same attack magnitude µ
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Figure 2.7: The risk metric is plotted versus the attack magnitude. The attacks are all under structured uncertainty

model (error on model parameters of ±20%) and performed in the same set of 11 measurements (See Table 2.2). Here

it is assumed that C A =C I = 1 and the false alarm rate α is 0.05.

(0.15p.u. or 0.25p.u. as shown in Figure 2.6). Especially the (1,10)-tuple combined

attack has larger impact metrics than all other attacks with limited knowledge for

the cases that attack magnitude µ = 0.15p.u. or µ = 0.25p.u.. For the risk metrics

in Figure 2.7, when the attack magnitude µ increases, the risk metric increases due

to the low detection probability. After µ reaches certain values, the risk metric de-

creases since the attacks can be discovered by BDD with high probability. It’s also

shown that combined attacks can have larger risk metrics especially the cases of

(1,10)-tuple and (2,9)-tuple combined attacks. It should be noted that though it is

assumed that C A = C I to obtain the risk metrics, the risk prioritization of these at-

tacks in Figure 2.7 would not change if C A < C I is taken. This is because the com-

bined attacks can be launched with less attack resources when C A <C I , resulting in

larger risk values comparing with FDI attacks. Figure 2.8 illustrates that with big-

ger errors on the model parameters, the risk metrics would decrease for most of the

attacks, meaning that the system faces less risk when the attacker has large model

uncertainty as a result of analyzing an out-dated or estimated model in computing

attack vectors. From Figure 2.8 we can see, combined attacks with smaller k f would

bring more risk and the (1,10)-tuple combined attack has the largest risk metric un-

der each level of model uncertainty This is due to the fact that this attack can always
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Figure 2.8: The risk metric is plotted versus different levels of model uncertainty (error on the model parameters of

±10%, ±20%, ±30%, ±40%, respectively). The attacks are performed in the same set of 11 measurements (See Table

2.2) and the attack magnitudes are all µ= 0.15p.u.. It is assumed that C A =C I = 1 and the false alarm rate α is 0.05.

Table 2.3: Computation time of security index in the IEEE benchmarks

14-bus 39-bus 118-bus

Time 4.2s 25.6s 117s

keep stealthy even with limited adversarial knowledge.

2.6.4. FURTHER DISCUSSIONS

COMPUTATIONAL EFFICIENCY

In this chapter the big M method is used to express the security index problem as

a program of MILP. To show the computation time of this method, security indexes

were calculated for IEEE 14-bus, 39-bus and 118-bus systems, all of which have full

measurements for the sake of comparison. Note that the big M method does not

need the full measurements assumption. The computation time for these four IEEE

benchmarks is listed in Table 2.3. The computation was performed on a PC with 3.5

GHz CPU and 8 GB of RAM. The MILP problems were solved using the CPLEX solver

for Matlab where the execution time of the algorithm for calculating all the security

indexes of each IEEE benchmark was recorded.
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Figure 2.9: The detection probability is plotted versus the attack magnitude. The same (6,5)-tuple combined attack

from Figure 2.4 is tested in both cases: one with BDD and MDD, the another one with BDD (without MDD). For MDD

test, p0 is assumed to be 0.06.

Table 2.3 shows that when the system becomes larger, the computation time

increases. The MILP formulation imposes challenges for computing security index

in large-scale power systems. However, this method could be used off-line for vul-

nerability assessment. Faster computation time can be achieved on the expense of

accuracy using relaxations (such as 1-norm relaxation providing an overestimate of

the security index [16]) or some assumptions (such as the full measurements as-

sumption used in the min-cut algorithm [57, 59]).

EXISTENCE OF A DETECTOR FOR AVAILABILITY ATTACK

It should be noted that the previous results of this chapter assume that the SE treats

the availability attacks as missing data and no additional alerts are triggered. Al-

though the typical BDD scheme fails to detect availability attacks, a new diagnosis

tool could be designed to detect combined attacks. Here an missing data detection

(MDD) scheme is proposed. It is assumed that, under normal conditions each mea-

surement may be missing with a given small probability. In particular, let us say that

the i -th measurement is missing if u(i ) = 1, where u(i ) ∈ B is a Bernoulli distributed

random variable with P(u(i ) = 1) = pi . The Bernoulli distributed random variables

u(i ) for i = 1, . . . , m are assumed to be independent and identically distributed, with
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pi = p0 for all i . The missing data due to abnormal conditions can be detected based

on the random variable u ∈Bm . Parameterizing u(i ) as u(i ) ∼ B(p), it becomes to test

the hypothesis H1 with a null hypothesis H0. If H0 is accepted, that means there is

no availability attack and alternatively availability attack exists:

• H0 : p ≤ p0;

• H1 : p > p0.

In other words, it comes to differentiate between cases of low probability of

missing data, versus cases where missing data occurs with higher probability. Defin-

ing the auxiliary statistic nu ,
∑m

i=1 u(i ) = 1>u which corresponds to the number of

missing measurements, we know that nu follows a binomial distribution, namely

nu ∼ B(m, p) with the likelihood function L(p; u) , nY !
(nY −nu )!nu ! (1− p)nY −nu pnu . Thus

the statistical test for rejection H0 is

nu > τ̄u ,

where τ̄u is computed to bound the probability of false-alarm of the statistical test.

Recall the current BDD scheme in SE described in Section 2.2.2. If the above

MDD scheme is implemented along with the BDD mechanism, the detection prob-

ability of combined attacks can be obtained. Note that the random variables r f ,a

in (2.14) and nu are not independent since the unavailable measurements will in-

fluence the degrees of freedom and the covariance matrix of the residual vector

r f ,a . Thus it’s difficult to express the whole detection probability of combined attack

under these two detectors mathematically. Monte Carlo simulations can be used

instead. For each taken attack magnitude, the given combined attack was imple-

mented through 1000 Monte Carlo runs while in each run the measurements were

generated with random errors. If this combined attack triggered any alert on these

two detectors, it is said that the attack was detected. Here Figure 2.9 shows the de-

tection probability of (6,5)-tuple combined attack (from Figure 2.4) when the pro-

posed MDD is equipped with the typical BDD. The results show that the MDD could

help in detecting the combined attacks.

AC POWER FLOWS

In this chapter for the first time the combined attacks under limited knowledge are

explored and cyber risk analysis on the combined or FDI multivariate attacks is con-
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ducted. The chapter focuses on establishing the concept of vulnerability and risk of

these attacks and exploring this concept in the DC state estimation at the EMS of

control. It is expected that this can be a stepping stone towards addressing vulnera-

bility and risk of combined attacks in the AC power flows model.

The combined or FDI attacks explored in this chapter would naturally be more

complex to compute under the AC model. In the case of AC state estimation, an at-

tacker would need to have a better knowledge of the system and its operating state.

The detection probability of the combined or FDI attacks constructed based on the

simplified DC model will be higher and the risk of a successful attack will be lower.

Thus, the results of this chapter cannot be directly extrapolated to the case with AC

state estimation. However, it is believed that the proposed formulation can be used

to explore the AC case by replacing the simplified DC model (matrix C ) with a lin-

earization of the AC nonlinear power flow model at a given system state of interest.
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CO-SIMULATION FOR CYBER

SECURITY ANALYSIS OF DATA

ATTACKS

To support vulnerability assessment of data attacks, in addition to analytic methods,

a platform integrating power system and ICT infrastructure simulators for cyber se-

curity tests needs to be developed. This chapter introduces co-simulation techniques

to analyze the data attacks on intelligent power grids. First, the analytic approach

developed in Chapter 2 is extended to characterize data attacks as optimization pro-

grams with the objective specified as security index and constraints corresponding

This chapter is based on the following published work:
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Fundamentals, Software Architecture, Numerics, and Coupling. IEEE Industrial Electronics Magazine, 11(1), 34–50.

DOI: 10.1109/MIE.2016.2639825;

[68] P. Palensky, A. van der Meer, C. López, A. Joseph, & K. Pan (2017). Applied Cosimulation of Intelligent Power

Systems: Implementing Hybrid Simulators for Complex Power Systems. IEEE Industrial Electronics Magazine, 11(2),

6–21. DOI: 10.1109/MIE.2017.2671198.
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to the communication network properties. Then the coupling of power system and

ICT infrastructure simulators for cyber security analysis is investigated. Finally, the

developed tool in the form of co-simulation - coupling the power system simula-

tor DIgSILENT PowerFactory with the communication network simulator OMNeT++,

and Matlab for EMS applications (state estimation, optimal power flow, etc.) is pre-

sented. Results from the analytic vulnerability assessment are used to conduct attack

simulations on the co-simulation platform for a test case. The results indicate that

power systems are still more vulnerable to combined attacks and multi-path routing

scheme can be used for attack mitigation, and co-simulation can help in validation

of the vulnerability and attack impact evaluation.
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3.1. INTRODUCTION

The integration of power systems, automated devices, and ICT gives the modern

grids the character of a cyber-physical system [69]. As in any cyber-physical system,

the power network and its components and the ICT infrastructure are two parts of

a larger, heterogeneous system. Combining ICT with the power system may also

lead to a number of dependencies that require attention [70]. One important exam-

ple is security analysis. Typically, contingencies in power systems are considered as

independent events, such as the loss of electric components. However, intentional

cyber attacks and vulnerabilities from the ICT domain break this assumption as ICT

assets could be used to cause damages to several electric components in a coordi-

nated manner [71]; recall the stealthy multivariate attacks against the SE process.

To secure our intelligent power grids, a considerable amount of work has been

done on vulnerability assessment of data attacks against energy management sys-

tems (EMS), as discussed in Section 2.1.1. In general, these are system-theoretic

measures based on analytic methodologies. The work in Chapter 2 indeed pro-

vides such an approach for vulnerability assessment. It should be noted that ana-

lytic methods may have to ignore some details 1 when modeling the heterogeneous

cyber-physical power system, but could be used to characterize attack scenarios

and guide the cyber security experiments on testbeds. Tools that integrate cyber

and physical components are needed to support the cyber security analysis, from

vulnerability assessment to attack impact evaluation and even mitigation schemes

development. Besides, in addition to system-theoretic ones, another group of mea-

sures come from ICT-specific security. Examples of such measures are firewalls,

network intrusion detection systems and authentication, etc. Recently, some orga-

nizations such as National Institute of Standards and Technology (NIST) and North

American Electric Reliability Corporation (NERC) have proposed security standards

(e.g., the recently published IEC 62351-12 [72]) that combine the measures from

both ICT-specific and system-theoretic sides [25]. Thus from the above discussion,

the following remarks can be concluded:

• The system-theoretic measures based on analytic methods need empirical re-

1For instance, the analytic approach developed in Chapter 2 only concerns the number of measurements that an

attacker may have to compromise, while the measurement routing topologies are not considered. Of course, it might

be the case that in vulnerability analysis not all details can be always included in practice.
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sults for validation and further analysis;

• The vulnerability assessment of data attacks on power systems should take

attack impact into account, especially the impact evaluated from simulations;

• To improve the security of intelligent power grids, there is a necessity to ex-

plore the interactions between system-theoretic and ICT-specific measures.

To support the cyber security analysis above, an integrated platform using vari-

ous tools including simulators for power systems, SCADA communication networks

and EMS applications could offer these capabilities. Co-simulation is currently one

of the most popular methods to analyze the behavior of intelligent power grids.

Therefore this chapter aims to extend the analytic vulnerability assessment frame-

work in Chapter 2 to incorporate communication network properties and enable

them with support from a co-simulation platform.

3.1.1. A REVIEW ON CO-SIMULATION OF INTELLIGENT POWER GRIDS

This section provides a review on the co-simulation of power systems and ICT in-

frastructure. Noteworthy applications of co-simulation related to intelligent power

grids are the analysis of wide area monitoring and control [80], control and opti-

mization in distribution networks [81, 82], and distributed energy integration [83–

85]. In such applications, co-simulation can conveniently scrutinize interactions

between systems of completely different natures. For instance, the impact of com-

munication latency on the power system has been analyzed in [86], while the impact

of cyber attacks has been studied in [23, 24]. Co-simulation has also proven to be

useful to explore artificial intelligence (AI) applications in power systems [87]. Real-

time/hardware-in-the-loop (HIL) testbeds have been proposed in the work [88] for

automation-related co-simulations. Setups like in [22] are currently used for evalu-

ating the impact of latency or packet loss on smart grid control applications.

Over the past decade, profound efforts have been made to couple continuous

power system simulators with discrete communication network simulators. The

electric power and communication synchronizing simulator (EPOCHS) [73] is one

of the first, and it combines power system simulators with instances of network

simulator 2 (ns-2) at run time. The global event-driven co-simulation framework

(GECO) [76] for evaluation of wide area monitoring and control methods integrates
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Name Application Components Synchronization

EPOCHS [73] Protection and control PSCAD, PSLF,

and ns-2

Point-based

OpenDSS &

OMNet++ [74]

Wide area monitoring

and control

OpenDSS, OM-

Net++

Point-based

Adevs+ns-2 [75] Wide area monitoring

and control

Adevs, ns-2 Event-driven

GECO [76] Wide area protection

and control

PSLF, ns-2 Event-driven

Greenbench [23] Cyber security in dis-

tribution grid

PSCAD, OM-

Net++

Event-driven

PowerNet [77] Monitoring power

grid devices

Modelica, ns-2 Master-slave

VPNET [78] Networked power

converter system

VTB, OPNET Master-slave

INSPIRE [69] Monitoring and con-

trol

DIgSILENT

PowerFactory,

OPNET

Master-slave

OpenDSS & ns-2

[79]

Distributed energy re-

sources integration

OpenDSS, ns-2 Not addressed

TASSCS [24] Cyber security of

SCADA system

PowerWorld,

OPNET

N/A

Table 3.1: Examples of co-simulation of power systems and ICT infrastructure. N/A: not available. OpenDSS: Open

Distribution System Simulator; OMNeT++: Objective Modular Network Testbed in C++; TASSCS: testbed for analyz-

ing security of SCADA control system; PSCAD: power system computer-aided design; VTB: virtual test bed; OPNET:

optimized network engineering tools; DIgSILENT: digital simulation and electrical network.

PSLF with ns-2. GECO runs globally in a discrete event-driven manner whereas a

global event scheduler is used to handle power system iteration events and commu-

nication network events. The integrated co-simulation of power and ICT systems

for real-time evaluation (INSPIRE) [69] uses the High Level Architecture (HLA, IEEE

1516) for time management, providing a co-simulation platform for modeling the

effects of ICT infrastructures on power systems. Table 3.1 provides a non-exhaustive
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list of examples of co-simulation of power systems and ICT infrastructure. Time syn-

chronization mechanism in Table 3.1 would be further discussed in Section 3.3.2.

Co-simulation testbeds have also been developed to design and evaluate cyber

security aspects particularly, e.g., Nationnal SCADA TestBed [89], Virtual Control

System Environment [90], Virtual Power System Testbed [91], and the Testbed for

Analyzing Security of SCADA Control Systems (TASSCS)[24]. In [92], a comprehen-

sive testbed for modeling and simulating practical cyber-events is developed. It uses

Real Time Digital Simulator (RTDS) and ns-3 for power system and communica-

tion network simulations respectively. Real Phasor Measurement Units (PMUs) and

Phasor Data Concentrator (PDC) are integrated into the testbed to collect phasor

measurements. The cyber-defense experimental tool DeterLab can launch, monitor

and analyze security events. In [4], the offline and real-time testbeds are proposed

for power system substations cyber security. The offline testbed uses open source

software packages. The core of this testbed is the co-simulation of OpenDSS (Open

Distribution System Simulator) and MATLAB. Using the Component Object Model

(COM) interface, MATLAB can access to the results and parameters of OpenDSS.

The cyber intrusions like False Data Injection (FDI), Denial of Service (DoS), are

implemented in MATLAB. The real-time security testbed is based on DIgSILENT

PowerFactory for power system simulation. The components in each substation are

mapped with the Object Linking and Embedding for Process Control (OPC) client

and linked to an OPC server. Intrusion detection system and firewalls are also de-

ployed in substations. This testbed can be used to explore how a real cyber attack

works. From the literature, most of the testbeds are used for impact analysis of cyber

attacks. To be noted, co-simulation can also be used for other research aspects, such

as vulnerability assessment, mitigation measures development, security validation

and interoperability.

3.1.2. CONTRIBUTIONS AND OUTLINE

The two parts of work in analytic assessment and numerical simulations for cyber

security analysis are usually conducted independently even though they are related.

This chapter aims to contribute in closing the gap by extending the analytic vulner-

ability assessment framework in Chapter 2 to incorporate communication network

properties and developing a co-simulation platform to conduct simulations on data
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attacks against EMS. The contributions are as follows:

(i) The proposed vulnerability assessment method in Section 2.3 is extended to

incorporate communication network properties, for a better characterization

of cyber-physical power systems. Routing vectors and matrices are proposed

to model the power system communication network with a particular focus

on the topology and data routing schemes. Finally the security index quantify-

ing the minimum attack resources needed by the attacker on communication

nodes and links is presented through (3.3) and Theorem 3.2.1 for computation

solutions. It is shown that power systems are still more vulnerable to com-

bined attacks and multi-path routing can be adopted for attack mitigation.

(ii) After a thorough discussion on coupling power system and ICT infrastructure,

including simulators integration and time synchronization methods, a real-

time co-simulation platform is developed for the cyber security analysis of

EMS in power systems. It is accomplished with the integration of simulators

such as DIgSILENT PowerFactory for power system, OMNeT++ for communi-

cation network and Matlab for EMS. A customized scheduler is implemented

as a master algorithm to coordinate the simulators and run in real-time. We

use the attack scenario from the analytic approach to conduct simulations on

the developed platform and analyze the simulation results.

Section 3.2 proposes routing vector and matrix for communication network

modeling. The analytic vulnerability assessment is then extended to incorporate

the properties of communication topology and routing schemes. Section 3.3 inves-

tigates the coupling of power system and ICT infrastructure. The modeling chal-

lenges, time synchronization of continuous and discrete simulators, and real-time

co-simulation are illustrated. In Section 3.4, the co-simulation platform is presented

in detail, including how the power system and communication network are mod-

eled, how the tools are integrated and how the attacks are implemented in OM-

NeT++. Section 3.5 first shows the results of security index of combined attacks

under communication model with single or multi-path routing scheme. Then the

results from co-simulations are also presented and analyzed. To the end, a brief dis-

cussion is provided on combining system-theoretic and ICT-specific measures to

protect power systems from cyber attacks.
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3.2. VULNERABILITY ANALYSIS INCORPORATING COMMUNI-

CATION PROPERTIES

SCADA systems are vulnerable to a large number of cyber threats. As shown in Fig-

ure 2.1, the manipulation of measurements can arise from various levels (A1: RTU

sensors, A2: SCADA communication network, A3: SCADA control center). To con-

clude from the analysis in Chapter 2, the measurements Y ∈RnY under different data

attacks from the view of State Estimation (SE) can be presented as follows:

• Data integrity attack - known as false data injection (FDI) attack, is able to

change measurements from Y to Y + f where f ∈RnY is the FDI attack vector;

• Data availability attack - includes DoS or jamming attack which would make

specific measurements unavailable to SE, i.e., Ya = (InY −diag(a))Y where a ∈
{0, 1}nY is the availability attack vector and I is an identity matrix;

• Combined attack - launches the FDI attack and availability attack simultane-

ously that makes the measurements from Y to (InY −diag(a))Y + f .

As discussed in the preceding Section 2.2 and Section 2.3, vulnerability assess-

ment of data attacks is presented through the notion of security index which con-

cerns the level of efforts required by the attacker to keep stealthy from the bad data

detection (BDD) mechanism. It has been shown that if the attacker corrupts certain

measurements using FDI attack vector f = C∆X , where C represents the network

model in (2.1), it can remain stealthy but perturb the current state to a degree of

∆X . It’s also shown in our work [36] that combined attacks can achieve the same

target with the attack vector f = (InY −diag(a))C∆X . In sight of this, the security in-

dex problem of (2.10) was considered that the objective β?j := min
f , a

‖ f ‖0 +‖a‖0 illus-

trates how many measurements to be manipulated and the constraints correspond

to stealthiness conditions and capability limits for combined attacks.

3.2.1. COMMUNICATION ROUTING SCHEME MODELING

The vulnerability assessment methodology in Chapter 2 suits for the case that at-

tacks arise from the level of A1 in Figure 2.1. This security index directly demon-

strates that manipulations on several RTU sensors are required by the attacker. How-

ever, it does not consider the model of power system communication network and
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hence lacks of details for modeling a cyber-physical power system. Besides, in prac-

tice, tampering RTUs directly becomes much harder as more of them are authen-

ticated and secured. A more interesting scenario is to look into attacks from the

level of A2 since usually the attacker would exploit vulnerabilities more in commu-

nication networks, e.g., compromising remote access points, gaining access to cor-

porate networks. However, modeling the communication network in an analytic

framework is challenging due to its complexity and heterogeneity. Here, the com-

munication network properties of interest for security analysis are:

• Communication network topology;

• Routing schemes - the routing paths of data packets;

• Communication latency - the delay that happens in data communication;

• Packet loss or missing data - the possibility of packet loss in communications.

In what follows an approach is proposed to tackle with the first two properties

that can be characterized in the security index problem formulations. Another two

properties of communication networks, latency and packet loss, could also be incor-

porated into analytic framework, not for vulnerability assessment but for combin-

ing ICT-specific and system-theoretic measures. First, let us recall the SCADA com-

munication network in power grids (Figure 1.1). Wide area networks (WANs) are

deployed to deliver measurements from substations to the control center. The com-

munication lines are usually laid along with the transmission lines between sub-

stations with the cables installations. Thus, the measurements sent from a substa-

tion would go through several substations, where switches, routers and multiplexers

multiplex the data from different substations onto the communication link [47].

With the knowledge above, it is feasible to represent each substation as a com-

munication node that receives and transmits data. With communication links be-

tween nodes, mesh topology is used to improve utilization of available infrastruc-

tures. This network is a multi-hop network where data packets would be routed

through multiple nodes before reaching the SCADA control center [93]. Figure 3.1

shows the communication model of IEEE 14-bus system. There are 10 nodes and

15 communication links on the 14-bus system’s WAN. Each node and link repre-

sents one substation and one communication line in a physical system. Here it is

assumed that the control center is located at the reference bus, i.e., bus 1/node 0.
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Figure 3.1: Communication model of the IEEE 14-bus test system based on [93].

After accessing one node, the attacker can implement data integrity attacks on

some measurements that are collected on this node or routed through it, by com-

promising the substation network or sensors. The adversary may also use various

data availability attacks on these measurements, by jamming the substation net-

work, launching DoS attacks on the substation server, router, switches or multi-

plexer [47]. However, if the attacker manipulates a communication link, he may

only launch availability attacks on the measurements that traverse this link, instead

of corrupting the data integrity.

Next in the following, a concept of routing vector and matrix is introduced for

the communication network modeling. We can describe the model in Figure 3.1

as an undirected graph G = (V , E) where V is the set of nodes and E is the set of

connected communication links. For each node n ∈V , single or multi-path routing

schemes can be implemented. Hence, any measurement j can have single or mul-

tiple routes to the control center. A binary vector called routing vector is defined for

each route of measurement j ,

r j ,p := [
r >

v j ,p r >
e j ,p

]>
, (3.1)

where r j ,p denotes the routing vector for the p-th route of measurement j . rv j ,p ∈
{0, 1}|V | represents the vector corresponding to nodes in this route and the entries
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are 1 if this route traverses the corresponding nodes. Here |V | denotes the cardinal-

ity of the set V . Similarly, re j ,p ∈ {0, 1}|E | is the vector of communication links and the

entries are 1 if this route traverses the corresponding links.

For a given communication model, using the graph G and the routing schemes,

all of the routing vectors can be obtained. Then for a number of nY measurements

in the power system, a binary matrix called routing matrix can be established,

Rp =
[
Rv Re

]
. (3.2)

In (3.2), Rp ∈ {0, 1}nP×(|V |+|E |) denotes the routing matrix for a communication model

that has a total of nP routes, and Rv denotes the matrix corresponding to nodes,

i.e., Rv is composed of r >
v j ,p for its rows. Correspondingly Re represents the matrix of

communication links that each row of Re is the r >
e j ,p vector. Using the routing matrix,

the routes of all the measurements are mapped to nodes and communication links.

Thus it can be seen that, the proposed routing vector and routing matrix contain the

information of communication topology and routing schemes.

3.2.2. SECURITY INDEX UNDER THE COMMUNICATION MODEL

Similarly, the vulnerability of each measurement to combined attacks can be quan-

tified by computing the minimum number of communication nodes and links that

an attacker needs to compromise. Here two binary vectors v ∈ {0, 1}|V | and e ∈
{0, 1}|E | are introduced. If v(i ) is 1 then the i -th node is attacked; otherwise v(i ) is 0. If

e(i ) is 1 then a certain link is attacked; otherwise e(i ) is 0. It is assumed that integrity

attacks can only be made on nodes, while availability attacks can be launched on

both nodes and links. Then a security index quantifying the total number of com-

promised nodes and links by a combined attack can be formulated as

δ?j := min
∆X , a, v,e

‖v‖0 +‖e‖0

s.t. f = Ca∆X ,

Ca = (InY −diag(a))C,

f ( j ) =µ,

f (l ) = 0, ∀l ∈L,

f (i ) = 0 if rvi ,p = 0, ∀i 6= j , p,

a(k) ≤ rvk,p v+ rek,p e, ∀k 6= j , p,

a, v, e are all binary vectors,

(3.3)
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where the constraints using the routing vectors map the combined attacks (with f

and a) on measurements of the SE process to attacks on communication nodes and

links. These two constraints indicate that in order to launch data integrity attack on

measurement i , all of its routes should include at least one attacked node. When the

attacker launches data availability attack on measurement k, all of its routes should

include at least one attacked node or one attacked communication link. To solve

this NP-hard problem, the computation solution using the big M approach can still

be used for the reformulation of (3.3),

Theorem 3.2.1. For any measurement index j ∈ {1, . . . , nY } and non-zero attack mag-

nitudeµ, the optimization (3.3) can be equivalently described via the following Mixed

Integer Linear Program (MILP),

δ?j = min
∆X , w, a, v,e

|V |∑
i=1

v(i )+
|E |∑

k=1
e(k)

s.t. C∆X ≤ M(w +a),

−C∆X ≤ M(w +a),

C ( j , :)∆X =µ,

C (l , :)∆X = 0, ∀l ∈L,

Aw ≤ Rv v,

Aa ≤ Rv v+Re e,

w, a, v, e are all binary vectors,

(3.4)

where A ∈ {0, 1}nP×nY is a constant binary matrix mapping all the measurements to

corresponding routes. For instance, if single-path routing scheme is implemented, A

is an identity matrix.

Proof. This proof is similar to the proof of Theorem 2.3.3 for describing (2.10) via

(2.11). It still follows by re-writing (3.3) as (3.4). In addition to the proof in Theo-

rem 2.3.3, it is notable that the constraints using the routing vectors in (3.3) can be

equivalently re-written as the constraints using the routing matrices in (3.4). The

proof concludes by noting that the objective functions of both programs satisfy the

equality ‖v‖0 +‖e‖0 =∑
v(i )+∑

e(k). ■

Now the optimization programs of security index derived so far can identify the

compromised sets of communication nodes and links for combined attacks. Simi-

lar to (2.12), the costs of manipulating communication nodes and links can be con-
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sidered, while the attack resources needed for compromising nodes and links are

usually different. Say that attacking each communication node has the same cost

CV , and the cost of attacking per communication link is CE . Thus a security index

problem can be formulated to quantify the minimum attack costs under the com-

munication model by rewriting the objective of (3.4) as

η?j := min
∆X , w, a, v,e

{ |V |∑
i

CV v(i )+
|E |∑
k

CE e(k)
}

. (3.5)

Under the communication models, attacking nodes means gaining access to

substations and launching attacks on substation local networks, which implies that

the adversary needs to compromise a large number of components. For attacks on

communication links, the data flow through the attacked link is disrupted, which

can be accomplished by gaining access to substations, jamming or flooding the

channels, or even physical disruptions. Thus it is reasonable to assume that attack-

ing nodes costs more than attacking communication links.

The security indexes δ?j and η?j can illustrate the vulnerability of power systems

to combined attacks on the communication network. It should be noted that some

ICT-specific security measures can be modeled in (3.3). For instance, multi-path

routing schemes can be described using routing vectors in constraints of (3.3). Data

authentication can be implemented by adding constraints to indicate which mea-

surement originating from the node with authentication is protected.

These analytic vulnerability assessment programs in this section, however, do

not consider the attack impact on the physical system operations. In fact, data at-

tacks with the same security index could have considerable different physical im-

pact. Co-simulation could offer the capabilities to look into the attack impact and

provide empirical results to validate and contribute in developing mitigation mea-

sures, which will be detailed in the following.

3.3. COUPLING POWER SYSTEM AND ICT SIMULATORS

The power network and ICT infrastructure in any power systems are two parts of

a heterogeneous system. The use of co-simulation to investigate the mutual influ-

ences of ICT and power systems and, therefore, the behavior of intelligent power

grids has become significant.
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3.3.1. MODELING AND SIMULATION CHALLENGES

A full simulation to represent ICT in a simulation setup is considered in this the-

sis. All ICT elements (e.g., switches) are simulated or imitated with proxy code

that uses stochastic or other simplified means of representing the time-domain be-

havior of the system. Thus, as with all digital systems, communication networks

are modeled as a sequence of discrete events (e.g., sending and receiving packets,

packet buffer overflows, etc.), while power systems are typically modeled as con-

tinuous time functions using differential-algebraic equations (DAEs), although dis-

crete power system events occur as well when the status of breakers, switches, and

relays change. Consequently, a holistic model of a smart grid must include both

continuous and discrete aspects.

According to [94], simulation paradigms can be divided into three time man-

agement categories:

• fixed time step-size simulation in which the simulation time is discretized in

equal time steps;

• continuous simulation, which commonly applies adaptive time step-size con-

trol approach;

• discrete-event simulation, which advances the simulation time only when the

discrete events occur.

Intelligent power grids often need multiple models, which need to fit into het-

erogeneous simulation paradigms. The ICT part of such a multi-domain system is

normally implemented as a discrete-event simulation, while the power system part

is included as a continuous or fixed time step-size simulation. As mentioned previ-

ously, hybrid simulations can be a solution for this problem, i.e., single solvers that

address multiple models [95–97]. However, such methods scale badly and can hence

only be used for simple use cases, not for fully-fledged system studies. As touched

upon before, co-simulation of intelligent power grids, i.e., hybrid continuous and

discrete models with multiple solvers, comes with advantages but also challenges:

• The integration of continuous power system and discrete-event communica-

tion network simulations needs sophisticated synchronization mechanisms.

The next subsection will present methods to tackle this challenge.
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• Error estimation and validation of co-simulation is a challenge. The interde-

pendency of hybrid models from power system and ICT parts makes it hard

to identify where the simulation error comes from. Different synchronization

methods in co-simulation also impact the simulation accuracy.

• Interoperability of the various simulators requires standardized interfaces (e.g.,

the High Level Architecture (HLA) and the Functional Mock-up Interface (FMI)).

3.3.2. SYNCHRONIZATION OF DISCRETE AND CONTINUOUS SIMULATORS

When building a co-simulation platform for intelligent power grids, the synchro-

nization mechanism between the subsystems under consideration is one of the per-

formance dominating factors. It has a direct impact on the convergence and accu-

racy of the simulation results.

Time synchronization between continuous and discrete simulations can hap-

pen either conservatively or optimistically. Conservative synchronization guaran-

tees strict processing of logical time. The optimistic alternative allows a violation of

the step-by-step processing, but needs additional control mechanisms that could

detect and recover violations [98]. The simulators must be capable of rolling back

the overall simulation time. Unfortunately, many power system simulators do not

possess this functionality [69]. Synchronization methods are mainly subdivided into

three categories: point-based, event-driven and master-slave [99].

POINT-BASED

While the simulation of power system dynamics uses a time stepped approach, the

communication networks are typically modeled as discrete event systems. One in-

tuitive synchronization method is to use predefined synchronization points. As

shown in Figure 3.2, individual simulators run in parallel and stop at the synchro-

nization points to exchange information. The synchronization points are predeter-

mined. However, in most cases, the communication need between two simulators

is created by events generated by one of the models, which, in case of ICT models,

may even have a stochastic nature [77].

The point-based synchronization method may introduce inaccuracies in the

co-simulation. When system output variables need to be exchanged between two

synchronization points, both subsystems have to wait until the next synchroniza-
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Figure 3.2: Point-based synchronization method.

tion point. This delay introduces error accumulation into the simulation, and pos-

sibly impairs the accuracy of the overall simulation results. A simple solution is to re-

duce the time interval between synchronization points, e.g., exchange data in each

time step of power system dynamic simulation [100]. In [74], an advanced point-

based approach is proposed, in which the next synchronization point is not prede-

fined but given as a parameter to the continuous power system simulator.

EVENT-DRIVEN

In [76], a global event-driven co-simulation framework is proposed. The event-

driven synchronization is shown in Figure 3.3. It treats each iteration round of the

continuous power system simulation as discrete events and mixes them with com-

munication network events. All the discrete events form an event queue in chrono-

logical order. A global event scheduler checks the event queue and individually han-

dles corresponding control for power system or communication network events.

Both simulators can suspend themselves and yield the control back to the scheduler

when subsequent events occur. The discrete event specification formalism could be

used to model both the power system and the communication network simulation.

It provides a rigorous mathematical basis for simulating hybrid system models [75]

and is widely used for event-driven synchronization.

Using the event-driven method, the time step-size of the power system sim-

ulation significantly impacts the overall co-simulation time. Besides, the interface
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Figure 3.3: Event-driven synchronization method based on [76].
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Figure 3.4: Master-slave synchronization method: one simulator acts as the master.

between simulators can be a performance bottleneck, grinding down scalability. In

[76], as the system scale grows, the simulation time also increases because of the

increased number of interactions in the interface. Hence, the performance is highly

dependent on the capabilities of the respective interfaces.

MASTER-SLAVE

The third type of synchronization mechanism, shown in Figure 3.4, is a typical master-

slave configuration that allows one simulator (often the discrete-event simulator) as

a master simulator to coordinate the entire co-simulation. In Figure 3.4, the com-
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Figure 3.5: Master-slave synchronization method: using a dedicated master component.

munication network simulator (as the master) controls the power system simulator

(as the slave) throughout the simulation process. The master starts the simulation

at t0. When the event at t1 needs the information from the slave, the master co-

ordinates the slave to simulate from t0 to t1 and sends data to the master. For the

master-slave approach, the synchronization performance is limited by the capabil-

ities of the master simulator. As discussed in [101], the drawbacks are (i) events,

generated in the slave cannot be communicated to the master immediately; (ii) ex-

ecution is typically sequential; (iii) scalability issues inhibit the integration of an

arbitrary number of simulators. The latter can be potentially be overcome if one

dedicated master algorithm is used to orchestrate all simulators that act as slaves.

All slaves have to tell the master when their next event is anticipated. The master

then picks the time of the earliest event in this list and declares it to all slaves as the

next synchronization point.

Figure 3.5 shows an example where the master tells slave 2 (power system sim-

ulator) the time ti 1, which is the time of the first event in slave 1 (the communica-

tion network simulator). Each slave executes simulation to ti 1, where finally data

exchange takes place (not shown in the figure for simplicity). The next events are

at ti 2 and t j 1. The latter wins since it is earlier, so the next synchronization point is

at t j 1. Slave 1 has to roll back the simulation time from ti 2 to t j 1. since it normally
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object-oriented substation event.

jumps from one event to the next. The scalability of this approach, specially when

handling asynchronous events, is a potential challenge on the road.

PRACTICAL CONSIDERATIONS

The majority of recent work on co-simulation platforms focuses on the integration

of one power system simulator with one communication network simulator [102].

However, intelligent multi energy systems (e.g., power-to-heat settings with market-

integration) need multi-physics capabilities and large scalability. The correspond-

ing co-simulation needs to couple more than one physical systems. For this case,

simple synchronization mechanisms work for coupling two simulators but would

fail when coupling more. The second master-slave method with dedicated master

algorithm shown in this section could be used.

From the preceding, it can be deducted that in many cases the designers have

to make a trade-off between accuracy, efficiency, and scalability. It should be noted

that the accuracy and efficiency in coupling depends on the simulation tools se-

lected, the interfaces, and the synchronization mechanisms. This also implies the

level of control that the designer could have on the simulation tools.
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3.3.3. REAL-TIME CO-SIMULATION

ICT, and especially the controls of intelligent power grids, expose another important

aspect that the simulation models have to consider: real-time guarantees. As shown

in Figure 3.6, some power system protocols offer real-time guarantees, while oth-

ers operate on best-effort basis (i.e., no communication speed or fidelity is guaran-

teed). The associated applications either rely on guaranteed latency and throughput

or have a more relaxed use. For phenomena that involves loose real-time guaran-

tees and long time scales, it would be possible to choose the interfacing and syn-

chronization methods introduced above. However, for phenomena that involves

strict real-time guarantees and short time scales, e.g., PMU based monitoring, it is

challenging to design capable interfaces and appropriate synchronization methods.

Real time co-simulation based on powerful real-time simulators are needed under

such circumstances.

• RTDS based: In [70], RTDS is used for power system simulation and ns-3 is

used to simulate the communication network. This testbed is mainly for wide

area monitoring protection and control research. A testbed is developed in

[103] for analyzing the impact of cyber events on microgrids using RTDS as

power system simulator and common open research emulator (CORE) as com-

munication network emulator.

• OPAL-RT based: OPAL-RT is another platform that supports real-time cosimu-

lation. The Orchestra API acts as the co-simulation scheduler and coordinates

the components connected to OPAL-RT. In [104], this real-time co-simulation

environment makes use of the compatibility of OPAL-RT and Simulink to de-

velop PMU applications.

• PowerFactory based: DIgSILENT PowerFactory, a versatile power system sim-

ulator for workstations, also provides a real-time mode. PowerFactory can

be interfaced with other hardware or software components through the OPC

communication protocol and various application programming interfaces. In

[105], the PowerCyber testbed is built using the integration of PowerFactory

with RTUs in order to perform cyber-physical security testing.
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Figure 3.7: Co-simulation based cyber security analysis framework. This figure is adapted from [4].

3.4. CO-SIMULATION FOR POWER SYSTEM CYBER SECURITY

ANALYSIS

3.4.1. CO-SIMULATION FRAMEWORK AND TOOLS

A co-simulation framework is an integrated environment including simulators for

power system, communication network and application or control. Under the co-

simulation, the SCADA communication network can be modeled as a hierarchical

one that is close to reality, instead of an abstractive instance in Figure 3.1. Using

co-simulation, the attack scenarios from the analytic vulnerability assessment op-

timization programs in Section 3.2 can be validated and the attack impact can be

evaluated from simulation results.

The co-simulation framework for cyber security analysis is shown in Figure 3.7

and is implemented on top of the integration of simulators for power system, com-

munication network and application or control. This platform should have the ca-

pabilities of (i) being modular, extensible and flexible to simulate communication

networks; (ii) being easy to implement attack scenarios and mitigation measures.

Next the developed co-simulation platform is shown in Figure 3.8. In order

to allow for real-time analysis of cyber attacks, the co-simulation is implemented

with three simulators: DIgSILENT PowerFactory for the power system, OMNeT++

(Objective Modular Network Testbed in C++) for the communication network, and

Matlab/Matpower [106] for the EMS applications. Here, the power flow measure-
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Figure 3.8: Co-simulation diagram with simulators DIgSILENT PowerFactory for the power system, OMNeT++ for the

communication network, and Matlab/Matpower for the EMS algorithms.

ments going in and out of each bus of the power system simulated in PowerFactory

are sent to the EMS applications in Matlab through a communication network sim-

ulated in OMNeT++. OMNet++ is selected because it is a generic simulation engine

and it allows plug-n-play through NED (Network Description) language and inte-

gration to external devices. Besides, there are various open-source model libraries

(e.g., INET Framework for the Internet stack and wired or wireless link layer proto-

cols [107]) that support the communication network modeling in OMNET++.

POWER SYSTEM SIMULATOR

DIgSILENT PowerFactory is used to conduct a consecutive power flow simulation.

PowerFactory’s Python API is adopted to create a script that controls the execution

of the simulation. The same script implements the interface with OMNeT++. Real-

time execution is achieved by synchronizing the power flow simulations with the

system clock. The script sends measurements to OMNeT++ every fixed time (set to

be 5 seconds), but it can expect generator setpoints at any time. Thus, a dedicated

thread that received setpoints and sets them in the power system model in Power-

Factory is required. This thread sets the generators according to the setpoints when

they arrive, unless a power flow calculation is being executed, in which case it waits

for the calculation to finish.
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COMMUNICATION NETWORK SIMULATOR

OMNeT++ is used for discrete-event based communication network simulation. The

communication model of SCADA in OMNeT++ is shown in Figure 3.9. A customized

OMNeT++ scheduler is built to enable data exchange with DIgSILENT PowerFactory

and Matlab over TCP/IP 2 sockets and run OMNeT++ in real-time. With the help of

INET Framework for TCP/IP protocols, modules for each SCADA communication

components have been developed. In Figure 3.9, the “RTU” is a module served by

the scheduler and acts as a RTU proxy. The second module developed called “MTU”

works as the master terminal unit and data concentrator that receives data packets

and has a FIFO (first in, first out) queue. There is a “Modem” module that acts as a

communication bridge, and a Router module with a routing table 3 for all the pack-

ets. Thus, the RTU, Modem and Router represent the LAN (local area network) of

a substation (recall Figure 1.1). Besides, the modules “EMSInput” and “EMSInout”

provide measurements to EMS and receive setpoints for generators from EMS ap-

plications in Matlab respectively. For the message implementation, a new packet

class “MeasurePacket” is derived to contain the measurement data and be used by

all the modules and scheduler. Thus, there are two kinds of communication chan-

nels: (i) channel of the LAN and (ii) channel of the WAN (wide area network) be-

tween routers. Different latency and packet loss probability parameters are set in

these two channels. It should be noted that implementation of a real SCADA system

with protocols (e.g., DNP3.0, IEC 61850) and hierarchical network structure in OM-

NeT++ is not the main focus. Instead this thesis tries to explore how co-simulation

can support the cyber security analysis.

EMS APPLICATIONS ENVIRONMENT

Matpower has been used to run the EMS applications in Matlab, including state es-

timation (with bad data detection) and optimal power flow algorithms. A script is

implemented to exchange data with OMNeT++ scheduler over TCP/IP sockets and

store measurements into a data pool. The State Estimation module uses the latest

measurements from data pool to estimate the state and power flows and injections,

while filtering out possible erroneous data by Bad Data Detection. For every fixed

time (set to be 30 seconds), the Optimal Power Flow module uses load estimates

2Transmission Control Protocol (TCP) and the Internet Protocol (IP).
3A data table stored in a router that lists the routes of packets to particular network destinations with IP addresses.
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Figure 3.9: Test communication network of IEEE 14-bus system in OMNeT++.

from State Estimation to perform optimal power flow calculations and sends com-

mands of generators’ setpoints to PowerFactory through OMNeT++.

3.4.2. SIMULATORS INTEGRATION AND ATTACK MODELING

The simulation scheduler of OMNeT++ is customized to be the master algorithm for

the responsibility of external integration with DIgSILENT PowerFactory and Matlab.

Data is exchanged between PowerFactory, OMNeT++ and Matlab via TCP/IP sock-

ets using the Abstract Syntax Notation One (ASN.1) protocol. On the PowerFactory

side, this is implemented in the Python script that controls the simulator execution,

while on the OMNeT++ side, this is implemented through the customized scheduler

which adapted part of the work from [22]. This scheduler acts as the master algo-

rithm to coordinate the simulations, handle the data exchanges with PowerFactory

and Matlab, and also run OMNeT++ in a real-time mode. For the purpose of syn-

chronization, all simulators would be started from a command after initialization

and tagged with timestamps of the system clock.

An attacker can manipulate the measurements by injecting false data, making

it unavailable or launching both of them. After accessing a router, the attacker can

launch data integrity and availability attacks on all the data traveling through, by

executing, for instance, a man-in-the-middle attack. By jamming, Denial of Ser-
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vice (DoS) or physical attack, the attacker can block measurements in the commu-

nication links. This chapter considers the worst-case scenario that the attacker is

intelligent enough with full knowledge of both the power system model and com-

munication network model. The attacker would use the optimal combined attack

policy derived from the analytic vulnerability assessment framework (3.3), i.e., try

to keep stealthy from the bad data detection mechanism and manipulate the mini-

mum number of routers and communication links. The results from the vulnerabil-

ity assessment optimization program (3.3) are used to choose the routers and com-

munication links to be attacked. These attacks are implemented in OMNeT++ by

changing the behavior of the router or communication link in case it is accessed by

the attacker. It should be noted that these attacks can be also modeled or simulated

based on some attack modeling libraries. For instance, the NETA (NETwork Attacks)

framework [108] can be used and further developed to add attack modules in the

simulation model. Moreover, attacks like man-in-the-middle attack, DoS flooding

attack, can be implemented by using available tools (e.g., Ettercap suite, Tribe Flood

Network tool) and integrating them into the co-simulation.

3.5. NUMERICAL RESULTS

The IEEE 14-bus system in Figure 3.10 is used to perform the cyber security analysis.

Mapping with Figure 3.10, let us see the difference between the abstractive commu-

nication model in Figure 3.1 for analytic vulnerability assessment and the detailed

communication network in Figure 3.9 for co-simulation analysis. There are ten sub-

stations (each circle represents a substation in Figure 3.10) and the control center

with SCADA master and EMS is located at the reference bus (i.e., Bus 1/node 0).

There is an RTU, a modem and a router in each substation. The packets containing

measurements data would be routed through multiple routers and communication

links before reaching the control center. In the following the results from both ana-

lytic vulnerability assessment and the co-simulation platform are presented.

3.5.1. SECURITY INDEX UNDER THE COMMUNICATION MODEL

In order to expose vulnerability of power systems, the security index under the com-

munication model of 14-bus system (Figure 3.1) is calculated. Note that the study of

this chapter still considers the integrity and availability attacks against the SE pro-
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Figure 3.10: IEEE 14-bus system. There are 2 generators. Bus 1 with Generator 1 is the reference/slack bus. Generator

2 is in Bus 2. The power flow measurements are collected in each bus and both sides of the branch to provide large

measurements redundancy.

cess within the EMS. The attacks here do not aim to make the system unobservable

or lead to non-convergence of the SE algorithm, but instead target to introduce bias

to the state estimates for further operations in the EMS. Thus only pure FDI attacks

and combined (integrity and availability) attacks are considered in the security in-

dex formulation as pure availability attacks are mainly for the former purpose. For

the computation, the solver CPLEX is used for the corresponding MILP optimization

programs. Besides, full measurements placement is implemented in the performed

experiments that power flow and injection measurements are from all the buses and

transmission lines to provide large redundancy. Thus there are 54 measurements in

the 14-bus system. Here the attack costs for all the measurements are calculated.

For pure FDI multivariate attacks, they have to be launched on the nodes. But for

combined attacks, they can take place both on nodes and communication links. It

is assumed that the control center (node 0) in the 14-bus system communication

model is fully protected that it can not be compromised by the attacker. To show

the vulnerability of power systems to these attacks, there are no other substations

or communication nodes are protected.
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Figure 3.11: The single-path routing scheme is implemented. The security indexes η?j under combined attacks and

FDI multivariate attacks are plotted versus measurement index j . Here CV is taken as 1, and CE is taken as 0.4.

SINGLE-PATH ROUTING

First, the single-path routing scheme is considered in the communication model,

which is common in the real SCADA communication. Figure 3.11 shows the security

indexes η?j of combined attacks and FDI multivariate attacks on all measurements

when single-path routing scheme is implemented. As we can see, due to the protec-

tion on node 0, there are 7 measurements ( j = 1, 2, 41 in node 0, j = 5, 21 in node

1 and j = 22, 25 in node 4) can not be attacked. Let the values become η?j =∞ for

these measurements, and thus they are not shown in the Figure 3.11. Besides, the

security indexes of combined attacks are smaller than the ones of pure FDI multi-

variate attacks. It can be inferred from Figure 3.11 that for combined attacks under

single-path routing, the optimal attack strategy is to attack the integrity of the node

that includes the targeted measurement and manipulate the communication links

if really needed.

MULTI-PATH ROUTING

Next the multi-path routing scheme is implemented in the communication model.

Here two node-disjoint routes are built for each measurement. Figure 3.12 shows

results of the security indexes η?j under combined attacks and FDI attacks when it

adopts multi-path routing scheme. Comparing Figure 3.11 and Figure 3.12 on the

FDI attacks, it can be seen that when multi-path routing is used, it can make some
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Figure 3.12: The multi-path routing scheme is implemented. The security indexes ηa,d
j under combined attacks and

FDI multivariate attacks are plotted versus measurement index j . CV is taken as 1, and CE is taken 0.4.

measurements have higher security indexes (from “1” to “2”), meaning that multi-

path routing can act as a mitigation measure against pure FDI attacks. This is due

to the fact that the adversary has to compromise all the routes of the measurement

for FDI attacks, instead of only one route. Besides, in multi-path routing scenario,

the measurements still have smaller security indexes under combined attacks. Spe-

cially from Figure 3.12, when CV /CE is smaller than 0.5 (0.4 is taken), all of the secu-

rity indexes of combined attacks are smaller than 2. In this case, the optimal attack

strategy for the adversary is to attack the integrity of the node that contains the tar-

geted measurement and manipulate the communication links to make some other

measurements unavailable.

3.5.2. CO-SIMULATION RESULTS AND DISCUSSION

In the following co-simulations are performed for cyber security analysis. The com-

bined integrity and availability attacks have been implemented. The analytic results

in Figure 3.11 and Figure 3.12 shows the minimum number of nodes and commu-

nication links to be attacked in order to corrupt specific measurements and keep

stealthy. Here the single-path routing scheme is used for each measurement. Ac-

cording to the analytic results, node 4 and node 1 in Figure 3.1 are the most vul-

nerable nodes that many of the security indexes for quantifying the attacked sets
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Figure 3.13: Attack impact of stealthy combined attacks on generation profile of Generator 1 and 2. The per-unit

system is used and the power base is 100MW. The true power flow measurements are generated by the simplified DC

power flow calculations with Gaussian noise (σi = 0.005 for all the measurements). Before the occurrence of attacks,

the system is operating under the optimal power flow status giving the load estimates from SE. In these two cases, the

same number of measurements are corrupted.

contain these two nodes. Correspondingly, in the simulations, Router 4 (the back-

bone router) and Router 1 which are marked with red circles in Figure 3.9) are the

most vulnerable network components. Thus in the co-simulation experiments, the

“behavior” of Router 4 and Router is changed individually to simulate the attack

scenarios once an attacker gains access to the internals and the packets traveling

through the routers. Figure 3.13 shows the attack impact on the generation profile

of generators in Bus 1 and Bus 2. Figure 3.14 shows the attack impact on the active

power flows when Router 1 is attacked.

As shown in Figure 3.13, when Router 1 is attacked, the attacker misleads the

system that the generation profile changes according to the setpoints. The genera-

tion power of Generator 2 has decreased and Generator 1 should compensate. The
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Figure 3.14: Attack impact of stealthy combined attacks on active power flows in the lines of bus 1 to 2, bus 1 to 5,

bus 2 to 4, and bus 4 to 5. Router 1 is manipulated. The active power flows are normalized to the ones before the

occurrence of attacks.

“latency” between the attacks’ occurrence and the change of generation profile is

due to the fact that the EMS sends out setpoints every 30 seconds. After the attack

occurs, the generation profiles remain almost the same although the attack contin-

ues, which means the attack impact mainly depends on the initial attack magni-

tudes and measurements that are corrupted. When Router 4 is attacked, however,

it seems that there is no attack impact on the generation profile, though Router 4

is the backbone router with the most number of packets traveling through. This is

mainly because of the packets in or traveling through these two routers containing

different measurements. According to the single path routing scheme, in Router

1, the attacker can gain access to the power flow measurements on bus 2, 3 and 4,

which has the major impact on the generation profiles of these two generators. For

the case that Router 1 is attacked, the active power flows on the transmission lines

close to the generators are shown in Figure 3.14. The power flows get changed af-

ter re-dispatch according to the corrupted setpoints. Such physical impact can be

utilized by the attacker to cause line overflows.
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DISCUSSION ON COMBINING THEORETIC AND ICT-SPECIFIC MEASURES

The proposed analytic vulnerability assessment method can be used to explore the

worst-case attack scenarios. Using the co-simulation platform, the attack impact

can be evaluated by numerical simulations. Security index taking into account the

physical impact of data attacks could be formulated.

As discussed in Section 3.1, co-simulation supports cyber security analysis in

combining the system-theoretic and ICT-specific measures. The typical bad data

detection (BDD) module acts as a theoretic measure to detect erroneous measure-

ments. However, it fails to trigger alarms when the combined attacks on Router 1

and Router 4 are simulated since the corrupted measurements does not cause ad-

ditional residual in bad data detection. To make it robust against data attacks, the

communication network properties supported by co-simulation show the poten-

tiality for developing an advanced detection scheme. For instance, when integrity

attacks take place, the latency of attacked data packets changes due to the per-

formed attack process. When availability attacks occur, the latency of attacked data

packets can be treated as an extreme case. Thus a robust attack detection mech-

anism could be developed against combined attacks, incorporating the communi-

cation network property of the packet latency measured in the co-simulation plat-

form. Besides, as shown in Figure 3.7, the co-simulation framework should also

support the implementation of mitigation schemes such as network intrusion de-

tection system and data authentication. For instance, the authentication scheme

can be implemented by adding the configurations to the modules in OMNeT++ in

the developed co-simulation platform. These ICT-specific measures together with

other system-theoretic ones can be combined to propose a more advanced measure

to protect intelligent power grids from cyber attacks.





4
FROM STATIC TO DYNAMIC

DETECTION FOR POWER SYSTEM

CYBER SECURITY

Developing advanced diagnosis tools to detect cyber attacks is crucial for power sys-

tem cyber security. In the preceding chapters, it has been shown that multivariate

data injection attacks can bypass bad data detection schemes typically built on static

behavior of the systems, which misleads operators to disruptive decisions. This chap-

ter would depart from the existing static viewpoint to develop a diagnosis filter that

captures the dynamics signatures of such a multivariate intrusion. To this end, this

chapter introduces a dynamic residual generator approach formulated as robust op-

timization programs in order to detect a class of disruptive multivariate attacks that

potentially remain stealthy in view of a static bad data detector. Two possible de-

sired features are investigated: (i) a non-zero transient and (ii) a non-zero steady-

state behavior of the residual generator in the presence of an attack. In case (i), the

This chapter is based on the following published work:

[109] K. Pan, P. Palensky, & P. Mohajerin Esfahani (2019). From Static to Dynamic Anomaly Detection with Application

to Power System Cyber Security. IEEE Transactions on Power Systems, pp, 1–1. DOI: 10.1109/TPWRS.2019.2943304.
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problem is reformulated as a finite, but possibly non-convex, optimization program.

A linear programming relaxation is further developed, which improves the scalabil-

ity, and as such practicality, of the diagnosis filter design. In case (ii), it turns out

that the resulting robust program admits an exact convex reformulation, yielding a

Nash equilibrium between the attacker and the residual generator. This assertion has

an interesting implication: the proposed approach is not conservative in the sense

that the additional knowledge of the worst-case attack does not improve the diag-

nosis performance. To illustrate the theoretical results, the proposed diagnosis filter

is implemented to detect multivariate attacks on the system measurements deployed

to generate the so-called Automatic Generation Control signals in a three-area IEEE

39-bus system.
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4.1. INTRODUCTION

4.1.1. BACKGROUND AND RELATED WORK

As discussed in Section 1.1.2, National Institute of Standards and Technology (NIST)

[26] defines five functions for protecting Information and Communication Technol-

ogy (ICT): (i) Identify, (ii) Protect, (iii) Detect, (iv) Respond, (v) Recover. It would be

naive to think an ICT system can be sufficiently protected in order to address the

issues raised by (iii)-(v). From this chapter the thesis starts to focus on (iii) Detec-

tion of false data injection (FDI) attacks for supervisory control and data acquisition

(SCADA) systems, which are in charge of transmitting measurement and control

signals between power system substations and control centers [110]. Such SCADA

systems are notorious for being based on legacy ICT, and are a popular target for

adversaries [1, 111] nowadays. The consequences of a successful attack on SCADA

systems can be catastrophic to an economy and society in general [11, 112]. In this

light, it is of utmost importance to detect attacks and respond accordingly.

Literature on anomaly detection Traditionally, SCADA systems deploy bad data

detection (BDD) to filter out possible erroneous measurements due to sensor fail-

ures or anomalies [17]. The BDD process captures only a snapshot of the steady

states of system trajectories, and thus only exploits possible static impact of intru-

sions. Although this method can perform successfully in detecting basic attacks, it

may fail in the presence of the so-called stealthy multivariate attacks that carefully

launch synthesized false data injections given full knowledge of the system model

[14]; recall the FDI attacks introduced in Chapter 2.

The work in [13] first shows that such an attack can corrupt the state estima-

tion function without being detected by BDD. Since then vulnerability and impact

analysis of stealthy attacks on power systems have been a prominent subject in the

literature. As thoroughly analyzed in Chapter 2, a notion to quantify the vulnerabil-

ity to stealthy attacks, so-called security index, is directly concerned with the level of

efforts required to alter specific measurements [35, 113]. Without advanced diagno-

sis tools, tampering measurements remains undetected, causing state deviations,

equipment damages or even cascading failures [45]. Techniques proposed to deal

with stealthy attacks include statistical methods such as sequential detection using

Cumulative Sum (CUSUM)-type algorithms [30], and measurements consistency
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assessment under certain observability assumptions [31]. A detection method that

leverages online information is described in [32], which is applicable by ensuring

the availability and accuracy of load forecasts and generation schedules. In [114],

a mechanism is introduced to formulate the detection scheme as a matrix separa-

tion problem, but it only recovers intrusions among corrupted measurements over a

particular period of time. These techniques are essentially static detection methods

that may be confined by certain prior assumptions on the distribution of measure-

ment errors. Despite an extensive and ongoing literature focusing on the static part

of BDD mechanism, the following question remains largely unexplored:

Would it be possible to detect stealthy multivariate attacks in a real-time operation

by exploiting the attack impact on the dynamics of system trajectories during the

transient behavior?

The importance of an appropriate answer to this question has been reinforced thanks

to recent advances in sensing technology in the modern power systems. The main

objective of this chapter is to address this question.

Related work Detection approaches concerning system dynamics have primarily

emerged under the topic of fault detection and isolation filters. A subclass of these

schemes is the observer-based approach applied initially to linear models [115]; see

also [116] for a comprehensive summary of the large body of literature. The au-

thors in [117] further extend the modeling framework to general linear differential-

algebraic equations (DAEs), enhancing the applicability of such methods particu-

larly for power system applications due to the common governing physical laws in

this setting. Recently, a variant of observer-based methods is also investigated in

[118] so as to deal with unknown natural exogenous inputs.

An inherent shortcoming of many observer-based approaches is that the de-

gree of the resulting diagnosis filter is effectively the same as the system dynamics,

which may yield an unnecessarily complex filter in large-scale power systems. To

the best knowledge of this thesis, there are relatively much fewer studies in the liter-

ature on the design of the reduced-order observers where the conditions for a min-

imum order existence need to be satisfied [116, 119]. The closest approach in the

literature is [120] where a scalable optimization-based filter design is developed for

high-dimensional nonlinear control systems. However, the proposed method opts



4.1. INTRODUCTION

4

85

for mainly dealing with a single fault scenario, and may not be as effective in case of

smart multivariate adversarial inputs.

An effective approach toward security and modeling the interaction between

attackers and detectors builds on the rich framework of game theory. Recently,

the authors in [121] propose a two player mixed strategy game to address a dy-

namic resource-planning problem between an attacker targeting the communica-

tion equipment and a defender protecting the control network. Similar frameworks

have also been deployed to model the dynamics of information flow between an

advanced persistent threat and a detector [122, 123].

4.1.2. CONTRIBUTIONS AND OUTLINE

The main objective of this chapter is to develop a diagnosis filter to detect FDI mul-

tivariate attacks in a real-time operation. For this purpose, considering a class of

disruptive multivariate attack scenarios (Definition 4.2.5), the effects of attacks on

power system dynamics can be characterized through a set of differential equa-

tions. Having transferred the dynamics into the discrete-time domain, the diag-

nosis filter is further restricted to a family of dynamic residual generators that en-

tirely decouples the contributions of the attacks from the system states and nat-

ural disturbances. In order to identify an admissible multivariate attack scenario,

an optimization-based framework is proposed to robustify the diagnosis filter with

respect to such attacks, i.e., aiming to design a filter whose residual (output) is sen-

sitive to any plausible disruptive multivariate attacks. The main contributions are:

(i) Unlike some existing work, this chapter goes beyond a static viewpoint of at-

tack detection to capture the attack impact on the dynamics of system trajec-

tories. The diagnosis filter design approach is characterized as a robust opti-

mization program. It is guaranteed that while the filter residual is decoupled

from system states and disturbances, it still remains sensitive to admissible

disruptive multivariate attacks even if the attacker has full knowledge about

the diagnosis filter architecture (Definition 4.4.1 and the program (4.18)).

(ii) To detect attacks during the transient behavior, the resulting robust program

is reformulated as a finite, possibly non-convex, optimization program (The-

orem 4.4.3). To improve the scalability of the proposed solution, a linear pro-
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gramming relaxation which is highly tractable for large scale systems (Corol-

lary 4.4.4) is proposed. It is guaranteed that if the optimal value of the relaxed

program is positive, the resulting diagnosis filter is able to detect any admis-

sible disruptive attack scenarios, which may remain stealthy through the lens

of a static detector.

(iii) This chapter work further explores the steady-state behavior of the diagnosis

filter (Lemma 4.4.6). In this case, an exact convex reformulation of the result-

ing robust program is developed. As a byproduct, it is shown that the proposed

solution is indeed a Nash equilibrium between the attacker and the residual

generator (Theorem 4.4.7). An interesting implication of such a Nash equilib-

rium is that the information of the attack signal may not necessarily improve

the performance of the diagnosis filter. In other words, if the proposed convex

optimization fails to have a desirable feasible solution, then there may exist a

disruptive stealthy attack in the long-term horizon where the exact knowledge

of the attack signal does not help in designing a successful residual generator.

In addition to the above theoretical results, the effectiveness of the proposed

diagnosis filter is validated on a multi-area IEEE 39-bus system. Numerical results

illustrate that the diagnosis filter successfully generates a residual “alert” in the pres-

ence of multivariate attacks that are stealthy in a static viewpoint, even in a noisy

environment with imprecise measurements.

Section 4.2 introduces the problem of power system cyber security, and the

challenges posed by stealthy multivariate attacks are highlighted. Section 4.3 dis-

cusses a model instance of power system dynamics under attacks on measurements.

The diagnosis filter design is proposed in Section 4.4 where an optimization frame-

work is introduced, and numerical simulations are reported in Section 4.5.

4.2. PROBLEM STATEMENT: EFFECTS OF ATTACKS ON SYS-

TEM DYNAMICS

4.2.1. STATIC DETECTION AND SYSTEM MODELING

From the chapter this thesis work moves from the description of system in steady-

state towards system dynamics. As discussed in the preceding, for a power grid,
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Figure 4.1: Schematic block diagram of the general system model.

measurements are collected by remote sensors in the substations and transmitted

through a SCADA communication network. The typical BDD is conducted to detect

the erroneous measurements at each time instance. This can be treated as a static

process: it only concerns the system states X [k] ∈RnX and measurements Y [k] ∈RnY

at time step k ∈N, which can be described by

Y [k] =C X [k]+D f f [k], (4.1)

where C ∈RnY ×nX is the measurement matrix, and f [ · ] ∈Rn f represents the false data

injection attacks on measurements. Different from the expression in (2.1), here we

add a timestamp for these variable to highlight their trajectories in a time horizon.

The matrix D f is to characterize which measurement is vulnerable to attacks. It is

customary to define a residual signal for a static detector, rS[k] := Y [k]−Ŷ [k], where

Ŷ [ · ] denotes the estimated measurements. As we know, in the traditional weighted

least squares estimation, the estimate of state is (C>C )−1C>Y [k], assuming that C

has full column rank with high measurement redundancy. Then the measurements

estimate is C (C>C )−1C>Y [k], and the residual signal can be further expressed as

rS[k] = (
InY −C (C>C )−1C>)

Y [k]. (4.2)

Such an anomaly detector has shown a good effectiveness in detecting erro-

neous data and basic attacks [124]. However, in the face of coordinated attacks on
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multiple measurements, this static detector can fail. Motivated by this shortcoming,

this chapter work takes a dynamic design perspective where it shifts the emphasis

on an attack as a static process to the attack’s effects on power system dynamics.

In particular, it opts for differentiating the attack impact on the systems trajectories

from natural unknown disturbances such as load deviations.

To model its impact on the system dynamics, let us consider a more general

modeling framework in Figure 4.1. The electrical grid is operated by a digital con-

troller that receives measurements as inputs and sends control signals to the actua-

tors through SCADA communication networks. These transmitted data are applied

in discrete-time samples. On the power grid side, the input d [k] ∈ Rnd represents

natural disturbances. On the controller side, a control signal u[k] ∈Rnu is computed

given the measurements Y [k]. Note that with the closed-loop control, the corrup-

tions f [k] on the measurements would affect the system dynamics. The dynamics

of the closed-loop system isX [k +1] = Ax X [k]+Bd d [k]+Buu[k],

Y [k] =C X [k]+D f f [k],
(4.3)

where Ax , Bd and Bu are constant matrices. Let us highlight the difference between

the dynamical system (4.3) and the respective static counterpart (4.1). In fact, the

time independence of the first equation in (4.3) describes the dynamics of the sys-

tem, while the algebraic equation (4.1) represents the relation on each time instance

and describes a static relation between the states and outputs. The aim of this study

is to exploit such dynamics information in (4.3) in order to design a diagnosis filter

to detect stealthy multivariate attacks. To illustrate the attack impact on the system

dynamics, one can simply consider the feedback controller as a linear operator such

that u[k] =GY [k] where G ∈Rnu×nY is a matrix gain. By defining the closed-loop sys-

tem matrices Acl := Ax +BuGC and B f := BuGD f , one can reformulate (4.3) intoX [k +1] = Acl X [k]+Bd d [k]+B f f [k],

Y [k] =C X [k]+D f f [k].
(4.4)

Remark 4.2.1 (Dynamic feedback controller). The restriction to only a static feed-

back controller u[k] =GY [k] to transfer from (4.3) to (4.4) is without loss of general-

ity. Namely, the proposed framework is rich enough to subsume a dynamic controller

architecture as well. Indeed, when the controller has certain dynamics, it suffices to
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augment the system dynamics (4.3) with the controller states and outputs. It is re-

ferred to Section 5.2.1 of Chapter 5 for such a detailed analysis.

Remark 4.2.2 (Attacks impact on the dynamics of system trajectories). In light of

(4.4), matrices B f , D f capture the attack impact on the power system dynamics, map-

ping attacks f [ · ] to the system states and measurements respectively.

The following description shows that the state-space description (4.4) is a par-

ticular case of DAE model. By introducing a time-shift operator q : q X [k] → X [k+1],

one can fit (4.4) into

H(q)x[k]+L(q)y[k]+F (q) f [k] = 0, (4.5)

where x := [X > d>]> represents the unknown signals of system states and distur-

bances, y := Y contains all the available data for the operator. Let nx and ny be the

dimensions of x[ · ], y[ · ], and let nr be the number of rows in (4.5). Then H , L, F are

polynomial matrices in terms of the time-shift operator q with nr rows and nx ,ny ,n f

columns separately, by defining,

H(q) :=
[
−q I + Acl Bd

C 0

]
, L(q) :=

[
0

−InY

]
, F (q) :=

[
B f

D f

]
.

4.2.2. CHALLENGE: STEALTHY MULTIVARIATE ATTACKS

This subsection starts with an existing result characterizing the set of stealthy mul-

tivariate attacks that can bypass the static detector.

Lemma 4.2.3 (Stealthy attack values [13, Theorem 1]). Consider the measurement

equation (4.1) and the static detector with the respective residual function (4.2). Then,

an attack f [ · ] remains stealthy, i.e., it does not cause any additional residue to (4.2),

if it takes values from the set

F :=
{

f [k] ∈Rn f : D f f [k] ∈ Im(C ), k ∈N
}

. (4.6)

One can observe that a stealthy attack D f f [ · ] described in (4.6) has the knowl-

edge of the system model (4.1) through the range space of C . That is, it represents a

tampered value D f f [k] =C∆X where∆X ∈RnX can be any injected bias influencing

certain sensor measurements. Such multivariate attacks would also challenge the

detector design as they may neutralize the outputs of the diagnosis filter.



4

90 4. FROM STATIC TO DYNAMIC DETECTION FOR POWER SYSTEM CYBER SECURITY

Assumption 4.2.4 (Stationary attacks). Throughout this chapter, the study mainly

considers attacks f [ · ] that are time-invariant, i.e., f [k] = 0 for all k ≤ kmin; f [k] =
f ∈ F for all k > kmin. Namely, the attack occurs as a constant bias injection f on

measurements during the system operations at a specific unknown time instance kmin,

and it remains unchanged since then.

Advanced attacks also pursue a maximized impact on the system dynamics.

Thus, an adversary would try to inject “smart" false data, possibly with large magni-

tudes, in such a way that it causes the maximum damage. The next definition opts

to formalize this class of attacks.

Definition 4.2.5 (Disruptive stealthy attack). Consider a matrix Fb := [ f1, f2, . . . , fd ]

representing a finite basis for the set of stealthy attacks (4.6), i.e., the set F defined in

(4.6) can equivalently be represented by

F =
{

F>
b α=

d∑
i=1

αi fi

∣∣∣ α= [α1,α2, · · · ,αd ]> ∈Rd

}
.

A signal f ∈F is called disruptive stealthy attack if its corresponding coefficients α is

a polytopic set, i.e., it belongs to

A :=
{
α ∈Rd | Aα≥ b

}
, (4.7)

where A ∈Rnb×d and b ∈Rnb are given matrices. It is emphasized that the subsequent

analysis and the proposed diagnosis filter design only rely on the convexity of the set

A. Namely, the choice (4.7) may be adjusted according to the application at hand, as

long as the convexity of the set is respected.

4.3. MODELING INSTANCE OF POWER SYSTEM DYNAMICS

4.3.1. STATE-SPACE MODEL OF ONE-AREA AGC SYSTEM

This section would go through a modeling instance of power system dynamics in

the form of (4.4): Automatic Generation Control (AGC) closed-loop system under

attacks. This model will be used to validate the designed diagnosis filter. Figure 4.2

depicts the diagram of a three-area IEEE 39-bus system. AGC is a feedback controller

that tunes the setpoints of participated generators (e.g., G11 of Area 1) to maintain

the frequency as its nominal value and the tie-line (e.g., L1-2 between Area 1 and 2)

power as the scheduled one.
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Area 3

Area 1 Area 2

G31

G11

G22

G21

G23

L1-3-1 L1-3-2

L1-2

L2-3

G12

G32

Figure 4.2: Three-area 39-bus system: the measurements of the tie-lines (in red) L1-3, L1-2, L2-3 are attacked.

In the work of AGC, a linearized model is commonly used for the load frequency

dynamics [125]. For a three-area system in Figure 4.2, the frequency dynamics in

Area i can be written as

∆ω̇i = 1

2Hi

(
∆Pmi

−∆Pt i ei
−∆Pli

−D i∆ωi

)
, (4.8a)

where Hi is the equivalent inertia constant, D i is the damping coefficient and ∆Pli

denotes load deviations. Here ∆Pt i ei
, ∆Pmi

represent the total tie-line power ex-

changes from Area i and the total generated power in Area i , i.e.,∆Pt i ei
=∑

j∈Ei
∆Pt i ei , j

where Ei denotes the set of areas that connect to Area i , and ∆Pmi
= ∑Gi

g=1∆Pmi ,g

where Gi denotes the number of participated generators in Area i . One can have

∆Ṗmi ,g
=− 1

Tchi ,g

(
∆Pmi ,g

+ 1

Si ,g
∆ωi −φi ,g∆Pag ci

)
, (4.8b)

∆Ṗt i ei , j
= Ti j

(
∆ωi −∆ω j

)
, (4.8c)

where Tchi ,g
is the governor-turbine’s time constant, Si ,g denote the droop coeffi-

cient, Ti j is the synchronizing parameter between Area i and j . Note that ∆Pag ci
is

the signal from AGC for the participated generators to track the load changes, and

φi ,g is the participating factor, i.e.,
∑Gi

g=1φi ,g = 1. After receiving the frequency and
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tie-line power measurements, the area control error (ACE) is computed for an inte-

gral action in the AGC system,

AC Ei = Bi∆ωi +
∑
j∈Ei

∆Pt i ei , j
, (4.8d)

∆Ṗag ci
=−K Ii

AC Ei , (4.8e)

where Bi is the frequency bias and K Ii
represents the integral gain. Based on the

equations (4.8), the linearized model of Area i can be presented as the state equation

Ẋ i (t ) = Ai i X (t )+Bi ,d di (t )+ ∑
j∈Ei

Ai j X j (t ), (4.9)

where X i is the state vector, di :=∆Pli
denotes load deviations. Recall Remark 4.2.1

that (4.9) is an augmented model for the closed-loop AGC system that X i consists

of not only the electrical grid states (e.g., frequency, generator output and tie-line

power) but also the controller state ∆Pag ci
, i.e.,

X i :=
[

{∆Pt i ei , j
} j∈Ei

∆ωi {∆Pmi ,g
}1:Gi

∆Pag ci

]>
.

Besides in (4.9), Ai i is the system matrix of Area i , Ai j is a matrix whose only non-

zero element is −Ti j in row 1 or 2 and column 3, and Bi ,d is the matrix for load

deviations.

In addition to (4.9), a measurement model with high redundancy is assumed

that the measurements of each tie-line power (∆Pt i ei , j
) and the total tie-lines’ power

(∆Pt i ei
), the frequency (∆ωi ), each generator output (∆Pmi ,g

) and the total generated

power (∆Pmi
), and the AGC controller output (∆Pag ci

) are all available. Besides, vul-

nerabilities within SCADA networks may allow cyber intrusions. Thus the system

output equation is

Yi (t ) =Ci X (t )+D i , f fi (t ), (4.10)

where Yi is the system output and Ci is the output tall-matrix with full column rank.

Here fi denotes multivariate attacks and the matrix D i , f quantifies which output is

attacked. In the aforementioned section, due to the feedback loop, attacks on the

measurements would also affect the frequency dynamics. Hence the state equation

(4.9) during attacks becomes

Ẋ i (t ) = Ai i X (t )+Bi ,d di (t )+Bi , f fi (t )+ ∑
j∈Ei

Ai j X j (t ),

where Bi , f is the matrix that relates attacks to system states.
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4.3.2. STATE-SPACE MODEL OF MULTI-AREA AGC SYSTEM

Using the state equations of each area, the continuous-time model of the three-area

system can be obtained,

Ẋ (t ) = Ãcl X (t )+ B̃d d(t )+ B̃ f f (t ), (4.11)

where X is the vector consisting of groups of system dynamic states in each area, d

is the vector for all areas’ load deviations, and f denotes all the attack signals in the

three-area, namely,

X =
[

X >
1 X >

2 X >
3

]>
, d =

[
∆Pl1

∆Pl2
∆Pl3

]>
, f =

[
f >

l f >
2 f >

3

]>
.

In (4.11), Ãcl is the closed-loop system matrix, B̃d , B̃ f are constant matrices that

relate load deviations and attacks to system states. For the three-area system, these

matrices are

Ãcl =


A11 A12 A13

A21 A22 A23

A31 A32 A33

 , B̃d = diag
[

B1,d , B2,d , B3,d

]
, B̃ f = diag

[
B1, f , B2, f , B3, f

]
.

One can also obtain the output equation of the system,

Y (t ) =C X (t )+D f f (t ), (4.12)

where Y is the system output vector containing all the three areas’ outputs, C is the

output matrix, and D f quantifies all the vulnerable signals. These matrices are

Y =
[

Y >
1 Y >

2 Y >
3

]>
, C = diag

[
C1, C2, C3

]
, D f = diag

[
D1, f , D2, f , D3, f

]
.

To obtain the sampled discrete-time model as (4.4), (4.11) and (4.12) must be

discretized. A zero-order hold (ZOH)1 discretization is deployed [126],

Acl = e Ãcl Ts , Bd =
∫ Ts

0
e Ãcl (Ts−t )B̃d dt . (4.13)

where Ts is the sampling time. Note that the attack matrix B̃ f has the same matrix

transformation as B̃d , resulting B f . The above approximation is exact for a ZOH and

(4.13) corresponds to the analytical solution of the discretization. Therefore, the

above model can be described in the form of (4.4) which again can be fitted into the

DAE (4.5). In Appendix 4.7, a detailed description of the involved parameters of the

three-area system as well as the attack scenarios is provided.

1The inputs signals d( · ) and f ( · ) in (4.11) are assumed to be piecewise constant within the sampling periods.



4

94 4. FROM STATIC TO DYNAMIC DETECTION FOR POWER SYSTEM CYBER SECURITY

4.4. ROBUST DYNAMIC DETECTION

4.4.1. PRELIMINARIES FOR DIAGNOSIS FILTER CONSTRUCTION

An ideal detection aims to implement a non-zero mapping from the attack to the

diagnostic signal while decoupled from system states and disturbances, given the

available data y[ · ] in the control center. In the power system dynamics described

via a set of DAE, the diagnosis filter is restricted to a type of dynamic residual gen-

erator in the form of linear transfer functions, i.e., rD [k] := R(q)y[k] where rD is the

residual signal of the diagnosis filter and R(q) is a transfer operator. Note that y[ · ] is

associated with the polynomial matrix L(q) in (4.5). A formulation of the transform

operator R(q) can be

R(q) := a(q)−1N (q)L(q),

where N (q) is a polynomial vector with the dimension of nr and a predefined order

dN . To make R(q) physically realizable, stable dynamics a(q) with sufficient order

need to be added as the denominator where all the roots are strictly contained in

the unit circle. Note that, unlike the observer-based methods, dN can be much less

than the dimension of system dynamics. Then N (q) and a(q) are the two variables

for the filter design. By multiplying a(q)−1N (q) in the left of (4.5), one can have

rD [k] = a(q)−1N (q)L(q)y[k]

=−a(q)−1N (q)H(q)x[k]︸ ︷︷ ︸
(I)

−a(q)−1N (q)F (q) f [k]︸ ︷︷ ︸
(II)

, (4.14)

where term (I) in (4.14) is due to x[ · ] of system states and natural disturbances. Term

(II) is the desired contribution from the attacks f [ · ]. In view of this diagnosis filter

description, a class of residual generator which is sensitive to disruptive stealthy

attacks as defined in Definition 4.2.5 can be introduced.

Definition 4.4.1 (Robust residual generator). Consider a linear residual generator

represented via a polynomial vector N (q). This residual generator is robust with re-

spect to disruptive stealthy attacks introduced in Definition 4.2.5 if{
(I ) N (q)H(q) = 0,

(I I ) N (q)F (q)Fbα 6= 0, ∀α ∈A,
(4.15)

where the basis matrix Fb and the set A are the same as the ones in Definition 4.2.5.
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In the next step, it would be shown that the polynomial equations (4.15) in Def-

inition 4.4.1 can be characterized as a feasibility problem of a finite robust program.

Lemma 4.4.2 (Linear program characterization). Consider the polynomial matrices

H(q) = ∑1
i=0 Hi q i , N (q) := ∑dN

i=0 Ni q i and F (q) = F , where Hi ∈ Rnr ×nx , Ni ∈ Rnr , and

F ∈ Rnr ×n f are constant matrices. Then, the family of robust residual generators in

(4.15) is characterized by{
(I ) N̄ H̄ = 0,

(I I )
∥∥N̄V (α)

∥∥
∞ > 0, ∀α ∈A,

(4.16)

where ‖ ·‖∞ is the infinity vector norm, and N̄ :=
[

N0 N1 · · · NdN

]
,

H̄ :=


H0 H1 0 · · · 0

0 H0 H1 0
...

... 0
. . .

. . . 0

0 · · · 0 H0 H1

 , V (α) :=


F Fbα 0 · · · 0

0 F Fbα 0
...

... 0
. . . 0

0 · · · 0 F Fbα

 .

Proof. The proof follows a similar line of arguments as [120, Lemma 4.2]. The key

step is to observe that N (q)H(q) = N̄ H̄ [InX , q InX , · · · , qdN+1InX ]>, and also it satis-

fies N (q)F Fbα = N̄V (α)[Id , q Id , · · · , qdN Id ]>. The rest of the proof follows rather

straightforwardly, and the details are omitted for the sake of brevity. ■

4.4.2. ROBUST DIAGNOSIS FILTER: TRANSIENT BEHAVIOR

In light of (4.16), one can define a symmetric set for the design variable N̄ of the

dynamic residual generator,

N :=
{

N̄ ∈R(dN+1)nr | N̄ H̄ = 0, ‖N̄‖∞ ≤ η
}

. (4.17)

The second constraint in the set is added to avoid possible unbounded solutions.

To design a robust residual generator, the goal is to find an N̄ ∈N that for all α ∈A,

(4.16) can be satisfied. A natural reformulation of the residual synthesis is to con-

sider an objective function as the second quantity in (4.16) influenced by the param-

eters N and the attacker action α, i.e., J (N̄ ,α) := ‖N̄V (α)‖∞. A successful scenario

from an attacker viewpoint is to minimize this objective function given a residual

generator. Therefore, this study takes a rather conservative viewpoint where the at-

tacker may have complete knowledge of the system model and even the residual
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generator parameters, and exploits it so as to synthesize a stealthy attack. Such a

conservative view even takes into account the worst-case scenario where a powerful

attacker (maybe an internal attacker or a sponsored attacker) can access all the cor-

responding modules even the repressive measures in the system operations. Then

the diagnosis filter design can be reformulated as the robust program,

γ? := max
N̄∈N

min
α∈A

{
J (N̄ ,α) := ‖N̄V (α)‖∞

}
. (4.18)

The optimal value γ? of the robust reformulation (4.18) is indeed an indication

whether the attack still remains stealthy in the dynamic setting, i.e., if γ? > 0 then

the optimal solution N̄? yields a diagnosis filter in the form of (4.14) which detects

all the admissible attacks introduced in Definition 4.2.5. However, if γ? = 0, then it

implies that for any possible detectors (static or dynamic) there exists a stationary

disruptive attack that remains stealthy. In the next step, it is shown that the robust

program (4.18) can be equivalently reformulated as a finite (non-convex) optimiza-

tion problem.

Theorem 4.4.3 (Finite reformulation of (4.18)). The robust optimization (4.18) can

be equivalently described via the finite optimization program

γ? = max
N̄ , β, λ

b>λ

s.t.
dN∑
i=0

(
β2i −β2i+1

)
Ni F Fb =λ>A,

1>β= 1, β≥ 0,

N̄ ∈N , λ≥ 0,

(4.19)

where β= [
β0, β1, · · · , β2dN+1

]>
is an R2dN+2-valued auxiliary variable.

Proof. See Appendix 4.6.1. ■

The exact reformulation program (4.19) for (4.18) is unfortunately non-convex

due to the bilinearity between the variables β and Ni in the first constraint. In the

following corollary, a convex relaxation of the program is proposed by restricting the

feasible set of the variableβ to a 2dN+2 finite possibilities whereβ= [
0, · · · , 1, · · · , 0

]>
in which the only non-zero element of the vector is the i -th element.
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Corollary 4.4.4 (Linear program relaxation). Given i ∈ {
1, . . . , 2dN +2

}
, consider the

linear program

γ?i := max
N̄ ,λ

b>λ

s.t. (−1)i Nbi /2cF Fb =λ>A,

N̄ ∈N , λ≥ 0,

(LPi )

where b ·c is the ceiling function that maps the argument to the least integer. Then, the

solution to the program (LPi ) is a feasible solution to the exact robust design reformu-

lation (4.19), and max{i≤2dN+2}γ
?
i ≤ γ?. In particular, if for any i ∈ {

1, . . . , 2dN +2
}

one

can have γ?i > 0, then the solution to program LPi offers a robust residual generator

detecting all admissible disruptive attacks introduced by Definition 4.2.5.

Corollary 4.4.4 suggests that the maximum optimal value of
{
γ?0 , γ?1 , · · · , γ?2dN+2

}
and its corresponding N̄? provide a suboptimal solution to the original robust de-

sign (4.18).

It should be noted that the focus of this chapter is on stationary (time-invariant)

attacks. It is also important to highlight that the robust design perspective (4.18) al-

lows the attacker to know the system model and filter parameters. In such a setting,

the detection procedure could be much more difficult if the attacker would be able

to dynamically adapt the attack values over the time, i.e., the attack signal is time-

varying. In fact, in a multivariate attack scenario, one can construct a disruptive

time-varying attack bypassing any linear residual generators. The next remark al-

ludes more to this situation.

Remark 4.4.5 (Time-varying stealthy attacks). Consider a multivariate attack f =[
f1 f2 · · · fn f

]>
where each element is a time-varying signal fi = fi [k]. Then, the

residual (4.14) can be rewritten as

a(q)rD [k] =−
n f∑

i=1

(
N (q)Fi fi [ · ]

)
[k], (4.20)

where F = [
F1 F2 · · · Fn f

]
represents the attack dynamics matrix. One can inspect

that when the time-varying relation
∑n f

i=1

(
N (q)Fi fi [ · ]

)
[k] = 0 holds for every k, for

instance when

fn f
[k] =−(

N (q)Fn f

)−1
n f −1∑
i=1

(
N (q)Fi fi [ · ]

)
[k],



4

98 4. FROM STATIC TO DYNAMIC DETECTION FOR POWER SYSTEM CYBER SECURITY

then the residual outcome (4.20) stays zero for all k, and as such, the attack remains

undetected for any linear residual generator.

The proposed robust design in (4.18) does not necessarily enforce a non-zero

steady-state residual of the diagnosis filter under multivariate attacks. Namely, the

design perspective of (4.18) focuses on detection of attacks during the transient be-

havior without any requirements on long-term behavior of the residual. Indeed, the

residual signal rD may return to zero value after a successful reaction to the attack’s

occurrence. A more stringent perspective is to require a non-zero steady-state be-

havior of the diagnosis filter under any admissible attack scenario in α ∈ A. This

extension is addressed in the next subsection.

4.4.3. ROBUST DIAGNOSIS FILTER: STEADY-STATE BEHAVIOR

In order to design a diagnosis filter with non-zero steady-state residual “alert” when

a multivariate attack occurs, the robust optimization (4.18) can be modified by a

more conservative (smaller) objective function J (N̄ ,α) := |N̄ F̄α| where

F̄ :=
[

F Fb F Fb · · · F Fb

]>
. (4.21)

A similar treatment as the preceding subsection can establish a framework for com-

putational purposes. The next lemma follows similar objective as in Lemma 4.4.2

with a more demanding requirement of the non-zero long-term residual behavior.

Lemma 4.4.6 (Non-zero steady-state residual characterization). For the polynomial

matrices H(q), N (q) and F (q) as defined in Lemma 4.4.2, the family of dynamic resid-

ual generators with non-zero steady-state residual under multivariate attacks can be

characterized by the algebraic relations{
(I ) N̄ H̄ = 0,

(I I ) |N̄ F̄α| > 0, ∀α ∈A,
(4.22)

where F̄ is defined in (4.21), and the matrices N̄ , H̄ are as defined in Lemma 4.4.2.

Proof. Recall that N (q)H(q) = N̄ H̄
[
Inx , q Inx , · · · , qdN+1Inx

]>
. Thus if N̄ H̄ = 0, the

diagnosis filter becomes rD [k] = −a(q)−1N (q) f [k]. Note the steady-state value of

the filter residual under attacks would be −a(q)−1N (q)F (q) f |q=1. Thus for the mul-

tivariate attack with the coefficient α, the steady-state value of the filter residual is

−a(1)−1N (1)F (1)Fbα. The proof concludes by noting that N (1)F (1)Fbα= N̄ F̄α. ■
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In a similar fashion, the robust design perspective in (4.18) can be modified

accordingly as

µ? := max
N̄∈N

min
α∈A

{
J (N̄ ,α) := |N̄ F̄α|

}
. (4.23)

Notice the relation between the new objective function with the absolute value and

the one in (4.18) with the infinity-norm. As it appears in the next result, the new

setting is in fact a restricted case of the finite reformulation in Theorem 4.4.3.

Theorem 4.4.7 (Residual long-term behavior: exact convex reformulation and Nash

equilibrium). Consider the minimax counterpart of the program (4.18) as defined

ϕ? := min
α∈A

max
N̄∈N

{
J (N̄ ,α) := |N̄ F̄α|

}
. (4.24)

Each of the program (4.23) and (4.24) can be equivalently reformulated through the

linear programs

µ? = max
N̄ , λ

b>λ

s.t. N̄ F̄ =λ>A

N̄ ∈N , λ≥ 0,

(4.25a)

ϕ? = min
v1, v2, w,α

1>v1 +1>v2

s.t. H̄ w + v1 − v2 = F̄α

v1 ≥ 0, v2 ≥ 0,

Aα≥ b .

(4.25b)

Moreover, the value of each of these two programs coincide, i.e., µ? =ϕ?.

Proof. See Appendix 4.6.2. ■

It is worth noting the difference between the robust perspective of (4.23) ver-

sus the minimax program (4.24). While in the design perspective of (4.23) the filter

is oblivious to the possible attack scenarios, in the perspective of (4.24) the filter is

aware of the attack signal and opts to detect that particular signal in the presence

of natural disturbances. Obviously, the former setting is the one closer to the re-

ality and, in general, the knowledge of the attack signal should help the detection

significantly. This observation can indeed be translated through the usual weak in-

equality of µ? ≤ ϕ?. However, Theorem 4.4.7 indicates that the filter performance,
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in view of the long-term behavior of the worst-case attack scenario, indeed does not

depend on the exact knowledge of the attacker signal and the inequality holds as the

equality. This discussion is summarized in the following remark.

Remark 4.4.8 (Nash equilibrium interpretation). If the linear programs (4.25a) (4.25b)

admit a positive optimal value ϕ? =µ? > 0, then the resulting filter can detect all the

admissible multivariate attacks described by Definition 4.2.5 along with a non-zero

steady-state residual level. On the other hand, if the optimal values coincide with

ϕ? = µ? = 0, it then implies that there is no linear filter being able to decouple the

admissible attack with α?, the solution to (4.25b), from the natural disturbances in a

long-term horizon.

4.5. NUMERICAL RESULTS

4.5.1. TEST SYSTEM AND DIAGNOSIS FILTER DESCRIPTION

In order to validate the effectiveness of the diagnosis filter with application to power

system cyber security, the IEEE 39-bus system which is well-known as a standard

system for testing of new power system analysis is used. As shown in Figure 4.2,

this system consists of 3 areas and 10 generators where 7 of them are equipped with

AGC for frequency control. All the participating generators in each area are with

equal participation factors. The total load of the three-area system is 5.483GW for

the base of 100MVA and 60Hz. The generator specifications and AGC parameters of

each area are referred to the work [127], and the linear frequency dynamics model

has been developed in the preceding Section 4.3. Thus finally it results in a 19-order

model in the form of (4.4).

The diagnosis filter proposed in Section 4.4 is applied to detect the multivariate

disruptive stealthy attacks on the measurements of the AGC system. In the following

simulations, the degree of the dynamic residual generator is set to dN = 3 which is

much less than the order of the dynamics model. A sampling time Ts = 0.5s and

a finite time horizon 60s are chosen for all simulations. To design the filter, the

denominator is set to have the form a(q) = (q − p)dN /(1−p)dN where p is a user-

defined variable acting as the pole of the transfer operator R(q), and it is normalized

in steady-state value for all feasible poles. The pole is set to p = 0.8 for a stable

dynamic behavior at the beginning the simulations, and the solver CPLEX has been
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(f) Residual of dynamic detector under stealthy attack

Figure 4.3: Static detector in (4.2) versus dynamic detector (diagnosis filter) from Corollary 4.4.4 under basic and

stealthy attacks.

used to solve the corresponding optimization problems.

4.5.2. SIMULATION RESULTS

To evaluate the performance of the diagnosis filter, the disturbances di = ∆Pli
are

modeled as stochastic load patterns 2 to capture its uncertainty. As shown in Figure

4.3a and Figure 4.3b, the load deviation ∆Pl1
in Area 1 is modeled as random zero-

mean Gaussian signals. It should be noted that tie-line power flow measurements

are much more vulnerable to cyber attacks, comparing with frequency measure-

ments (e.g., the anomalies in frequency can be easily detected by comparing the

corrupted reading with the normal one.) [129]. Therefore as indicated in Figure 4.2

this study mainly focuses on the scenario that there are 5 vulnerable tie-line power

measurements, i.e., ∆Pt i e1,2
, ∆Pt i e1,3

, ∆Pt i e1
, ∆Pt i e2,3

and ∆Pt i e2
. Recalling Definition

4.2.5 for stealthy attack basis, thus there exist 3 basis vectors in the spanning set and

they can be modeled as follows: f1 =
[
0.1 0 0.1 0 0

]T
, f2 =

[
0.1 0.15 0.25 0 0

]T
,

f3 =
[
0 0 0 0.1 0.1

]T
(all in p.u.). Here each basis vector lies in the range space of the

output matrix that the corrupted measurements still align with an actual physical

2High frequency load fluctuation is typically time uncorrected stochastic noise on second time scale [128].
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state, bypassing the static detector. Furthermore, without loss of generality, the pa-

rameters are set to A = 1> and b = 1.5 in the setA and η= 10 in the setN . The design

variable N̄ of the robust residual generator is first derived by solving (4.18) through

(LPi ). The optimal value achieves maximum for i = 2 that γ?2 = 300, which implies

a robust detection during the transient behavior as Corollary 4.4.4. For the given N̄ ,

the multivariate attack coordinates α = [
2.8 1 − 2.3

]>
are obtained by solving the

inner minimization of (4.18). Next, the steady-state behavior of the filter with the

above sets N and A is studied. To do that, following Theorem 4.4.7 the programs

(4.23) and (4.24) are solved through the resulted programs (4.25a) and (4.25b). It

turns out that the derived optimal values satisfy the equality ϕ? =µ? = 0, indicating

that the optimal multivariate attack with α?, the optimizer of the program (4.25b)

and an optimal solution to (4.24), is a stealthy attack in the long-term horizon. To

highlight, thanks to the fact that the optimal values of the programs (4.25a) (4.25b)

form a Nash equilibrium, even with the exact information of the stealthy attack co-

efficients α?, the diagnosis filter still cannot decouple the long-term behavior of the

residual from the natural disturbances; see Remark 4.4.8.

The first simulation begins with a general scenario where the multivariate at-

tack is not carefully coordinated, i.e., basic attack. Thus as shown in Figure 4.3a,

only 4 of 5 vulnerable measurements are compromised that f t i e1,2
= 0.38p.u., f t i e1

=
0.53p.u., f t i e2,3

= −0.23p.u. and f t i e2
= −0.23p.u.. Note that since the injected data

on ∆Pt i e1,2
and ∆Pt i e1

are inconsistent, the static detector is also expected to be trig-

gered. To test the detectors in a more realistic setup, the presence of process and

measurements noises is also considered. The process noise term added to the state

equation of Area 1 is zero-mean Gaussian noises with the covariance matrix RX1
=

0.03×diag
(

[1 1 0.03 1 1 1 1]>
)
, i.e., the covariance of the noise to the frequency is

0.009 and the covariance of other states’ noise is 0.03 [118]. Similarly, the measure-

ment noise term added to the measurements of Area 1 is with the covariance ma-

trix RY1
= 0.03×diag

(
[1 1 1 0.03 1 1 1 1 1]>

)
, i.e., the covariance of the frequency

measurement is 0.009 and the covariance of other measurements’ noise is 0.03 [118].

Note the residue rS of BDD in (4.2) becomes rS[k] = (I −C (C>R−1
Y C )−1C>R−1

Y )Y [k]

under the noisy system. The attacks are launched at kmin = 30s. In Figure 4.3c and

Figure 4.3e, results of the static detector in (4.2) and the proposed dynamic detec-

tor (diagnosis filter) are presented. Both detectors have succeeded to generate a
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diagnostic signal when attacks occurred, and the diagnosis filter residual rD is sig-

nificantly decoupled from stochastic load disturbances, and keeps sensitive to the

multivariate attacks for a successful detection under noisy system settings.

In the second simulation, to challenge the detectors, now the multivariate at-

tacks have been launched on all the 5 vulnerable measurements and the derived

attack coefficient α from the optimization results has been used for a more intelli-

gent adversary. Thus in Figure 4.3b, the corruptions become f t i e1,2
= 0.38p.u., f t i e1,3

=
0.15p.u., f t i e1

= 0.53p.u., f t i e2,3
= −0.23p.u. and f t i e2

= −0.23p.u.. This corresponds

to the worst case for the diagnosis filter that the adversary is given the knowledge

of the residual generator’s parameter N̄ that it tries to minimize the payoff function

over A. Besides, the noisy system settings have been considered. Figure 4.3d and

Figure 4.3f demonstrate all the simulation results. In Figure 4.3d, the static detector

becomes totally blind to the occurrence of such an intelligent attack. However, as we

can see in Figure 4.3f, even in the worst case, the diagnosis filter works perfectly well

under the noisy system, generating a residual “alert” for the presence of multivariate

attacks. We can also see that the residual output becomes close to zero again after

a successful detection during the transient behavior in Figure 4.3f, which is consis-

tent to the aforementioned result ϕ? = µ? = 0 and Remark 4.4.8. These simulations

prove the effectiveness and robustness of the proposed diagnosis filter design.

4.5.3. FURTHER DISCUSSIONS

This section elaborates several practical aspects of the proposed filter in the preced-

ing sections.

DIAGNOSIS SENSITIVITY TO FILTER POLES

While the denominator of the filter a(q) in (4.14) is chosen rather arbitrarily, up to a

stability condition, the poles however has a significant impact on the residual sen-

sitivity. As a general rule, the smaller the poles, the faster the residual responds, and

the more sensitive the residual responds to model imprecision and noises. Simula-

tion results in Figure 4.4 numerically illustrate this relation when the poles vary.

OTHER TYPES OF ATTACKS

In addition to the multivariate measurement attack, the main focus of this study,

there are several other types of attacks that are briefly discussed in the following:
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Figure 4.4: Results of dynamic detector (diagnosis filter) with different poles (p = 0.1, 0.6, 0.98) under basic and

stealthy attacks.
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Figure 4.5: Results of dynamic detector (diagnosis filter) under DoS attacks on ∆Pt i e1,2 (p = 0.8).

• Denial-of-service (DoS) attack: A type of availability attack where the attacker

aims to prevent some specific data from being delivered to the respective des-

tinations.

• Replay attack: A two-stage attack where the adversary gathers a sequence of

data packets at stage 1, and replays the recorded data afterwards at stage 2.
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To recall, the DoS attack scenario in the context of combined attacks is intro-

duced and discussed in Chapter 2. Though no additional alerts would the triggered

in the current BDD for DoS attacks, from a detection point of view, they are still

trivially detectable without any sophisticated mechanisms as the absence of data is

not stealthy. Thus a specific missing data detection scheme has been proposed for

such a validation in Section 2.6.4 of Chapter 2. Besides, in the typical DoS attack

modeling, the missing data is replaced with the last received ones [130]. In such a

mechanism, the DoS can be treated as an “injection” attack. The performance of

the developed filter in the presence of this class of attacks is investigated in Figure

4.5. Numerical results confirm that the proposed filter can successfully detect the

DoS attacks. In regard with the replay attack, the articles [131, 132] offer sufficient

conditions under which plausible attacks may remain stealthy irrespective of the

detection mechanism if the attacker has accessed all the necessary data and excite

the attack of stage 2 at a suitable time.

OBSERVER-BASED DIAGNOSIS FILTERS

Another major technique for attack detection builds on observer-based techniques.

In this view, the estimate of the system states, or in more general setting output

observer, is a reference to alert the abnormality [133]. This section is closed by a brief

summary of the differences between these approaches and the one of this study.

• The observer-based approaches typically yield diagnosis filters with higher dy-

namical system degrees than the approach proposed in this chapter. A low-

order diagnosis filter is often more desired due to practical aspects of online

implementation particularly for large-scale power systems.

• Observer-based diagnosis filters usually rely on a precondition of system ob-

servability. An extended version of such observer-based filters relaxes this

condition to the so-called Luenberger-type conditions [134]. The proposed

diagnosis filter, however, requires a weaker condition reflected through the

feasibility condition of the resulting optimization programs, e.g., when the

program (4.16) in Lemma 4.4.2 is feasible.

• Thanks to the optimization-based framework, unlike the observer-based ap-

proaches, the study of this chapter has a systematic approach to incorporate

a multivariate attack scenario into the framework.
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4.6. APPENDIX I: TECHNICAL PROOFS

4.6.1. PROOF OF THEOREM 4.4.3

Let us recall that N̄V (α) =
[

N0F Fbα N1F Fbα · · · NdN
F Fbα

]
, and as such, the

payoff function of the robust reformulation (4.18) is J (N̄ ,α) = maxi |Ni F Fbα| where

i ∈ {
0, · · · ,dN

}
. By introducing an auxiliary variable β in the simplex set B := {

β ∈
R2dN+2 | β≥ 0, 1>β= 1

}
, one can rewrite J as

J (N̄ ,α) = max
β∈B

dN∑
i=0

(
β2i −β2i+1

)
Ni F Fb.

In this light, the original robust strategy (4.18) can be equivalently described via

max
N̄∈N

min
α∈A

max
β∈B

{
dN∑
i=0

(
β2i −β2i+1

)
Ni F Fbα

}
.

Note that given a fixed N̄ the inner minimax optimization is indeed a bilin-

ear objective in the decision variables and the respective feasible sets A and B are

convex. Since one of the sets, B, is also compact, then the zero-duality gap holds.

Therefore, interchanging the optimization over α ∈A and β ∈B yields

γ? = max
N̄∈N , β∈B

{
min
α∈A

dN∑
i=0

(
β2i −β2i+1

)
Ni F Fbα

}
. (4.26)

The inner minimization of (4.26) is a (feasible) linear program. The duality can be

used again. To this end, let us assume that the decision variables N̄ and β are fixed

and consider the Lagrangian function

L(α;λ) = b>λ+
( dN∑

i=0

(
β2i −β2i+1

)
Ni F Fb −λ>A

)
α,

where optimizing over an unconstrained variable α becomes

min
α

L(α;λ) =


b>λ if


dN∑
i=0

(
β2i −β2i+1

)
Ni F Fb =λ>A

λ≥ 0

−∞ otherwise,

Using the above characterization as the most inner optimization program in (4.26)
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would lead to the following program,

max
λ

b>λ

s.t.
dN∑
i=0

(
β2i −β2i+1

)
Ni F Fb =λ>A,

λ≥ 0.

(4.27)

It then suffices to combine maximizing over the auxiliary variable λ together

with the variables N̄ and β to arrive at the main result in (4.19).

4.6.2. PROOF OF THEOREM 4.4.7

Let us first prove the convex reformulation. For a given N̄ ∈N , the inner minimiza-

tion of (4.23) can be translated as

min
α∈A,r

r

s.t. N̄ F̄α− r ≤ 0,

−N̄ F̄α− r ≤ 0.

The Lagrangian of the inner minimization reads as

L(α, r ; β, λ) = b>λ+
((
β0 −β1

)
N̄ F̄ −λ>A

)
α+ (

1−β0 −β1

)
r.

Optimizing over the variables α, r yields

min
α, r

L(α, r ; β, λ) =


b>λ if


(
β0 −β1

)
N̄ F̄ =λ>A

β0 +β1 ≤ 1

β0 ≥ 0, β1 ≥ 0, λ≥ 0

−∞ otherwise.

Then, combining maximization over the auxiliary variables λ, β0, β1 together with

the variable N̄ arrives at the optimization program,

µ? = max
N̄ ,β0,β1,λ

b>λ

s.t.
(
β0 −β1

)
N̄ F̄ =λ>A,

β0 +β1 ≤ 1, β0 ≥ 0, β1 ≥ 0,

N̄ ∈N , λ ∈Rnb , λ≥ 0.

(4.28)

Note that the actual program (4.25a) is a restriction of (4.28) where the variables β0

and β1 are restricted to β0 = 1 and β1 = 0. Next, it is shown that this restriction is
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indeed without loss of generality. To this end, suppose the tuple (β?0 , β?1 , N̄?, λ?) is

an optimal solution to the program (4.28). Note that the optimal variables β?0 and

β?1 may satisfy one of the following three properties:

(i) β?0 = β?1 : In this case, λ? = 0, and therefore the optimal value µ? = 0. This

optimal solution can be trivially achieved in the program (4.25a) by setting

N̄ = 0.

(ii) β?0 > β?1 : Observe that the tuple
(
β

′
0 = 1, β

′
1 = 0, N̄

′ = N̄?, λ
′ = λ?/(β?0 −β?1 )

)
is a feasible solution with the objective value b>λ?/(β?0 −β?1 ). Since b>λ? ≥ 0

by optimality assumption and β?0 −β?1 ∈ (0,1], then this feasible solution has a

possibly higher optimal value, and therefore β?0 −β?1 = 1. That is, β?0 = 1 and

β?1 = 0.

(iii) β?0 < β?1 : Following similar steps as the previous case together with the sym-

metric property of the feasible set N , one can show that the optimal value of

the program (4.28) also coincides with the restricted version in (4.25a).

This concludes the proof of the convex reformulation from (4.23) to (4.25a).

In regard with the minimax problem (4.24), let us recall the symmetric property of

the feasible set N in the variable N̄ . With a fixed α, the inner maximization can be

directly formed as maxN̄∈N N̄ F̄α whose Lagrangian becomes

L(N̄ ; v, w) =−(
1>v1 +1>v2

)+ (
w>H̄>+ v>

1 − v>
2 − (F̄α)>

)
N̄>,

Optimizing over the variable N̄ leads to

min
N̄

L(N̄ ; v, w) =


−1>v1 −1>v2 if

{
H̄ w + v1 − v2 = F̄α

v1 ≥ 0, v2 ≥ 0

−∞ otherwise.

Thus, combining minimization over the auxiliary variables v1, v2, w together with

the variable α, the minimax optimization (4.24) can be reformulated as the linear

program (4.25b).

Finally, It would show that the solution to programs (4.25) indeed forms a Nash

equilibrium between the programs (4.23) and (4.24). Till now, the maximin and min-

imax problems are reformulated as linear programs (4.25). The idea is to show that
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these programs have the same optimal values. In fact, it can be shown that the pro-

grams are dual of each other, and that the strong duality holds when both programs

are feasible. To this end, one can resort to the duality of (4.25a) with the Lagrangian

L(N̄ ,λ;α, v, w) = (
w>H̄>+ v>

1 − v>
2 − (F̄α)>

)
N̄>+ (

α>A>−b>)
λ− (

1>v1 +1>v2

)
.

Optimizing over the variables N̄ , λ yields

min
N̄ ,λ

L(N̄ ,λ;α, v, w) =


−1>v1 −1>v2 if


H̄ w + v1 − v2 = F̄α

Aα≥ b

v1 ≥ 0, v2 ≥ 0

−∞ otherwise.

It is not difficult to see that the above program coincides with the program (4.25b);

this concludes the proof.

4.7. APPENDIX II: SYSTEM PARAMETERS

In this section, the involved matrices and parameters of the three-area 39 system

are provided. Let us take the model description of Area 1 in the three-area system in

Figure 4.2 of Section 4.3 as an instance,

B1,d =
[

0 0 − 1
2H1

0 0 0
]>

,

A11 =



0 0 T12 0 0 0

0 0 T13 0 0 0

− 1
2H1

− 1
2H1

− D1

2H1

1
2H1

1
2H1

0

0 0 − 1
Tch1,1 S1,1

− 1
Tch1,1

0 φ1,1

Tch1,1

0 0 − 1
Tch1,2 S1,2

0 − 1
Tch1,2

φ1,2

Tch1,2

−K I1
−K I1

−K I1
B1 0 0 0


.

As the study of this chapter has assumed a measurement model with high re-
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dundancy, the matrix Ci for Area 1 becomes

C1 =



1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

1 1 0 0 0 0

0 0 0 1 1 0



>

.

In Area 1, the vulnerable measurements to cyber attacks are the ones of tie-

line power flows ∆Pt i e1,2
, ∆Pt i e1,3

and ∆Pt i e1
. Thus the AGC signal ∆Pag c1

would be

corrupted into

∆Ṗag c1
=−k1

(
B1∆ω1 +∆Pt i e1,2

+ f t i e1,2
+∆Pt i e1,3

+ f t i e1,3

)
.

Then the parameters regarding multivariate attacks are

f1 =
[

f t i e1,2
f t i e1,3

f t i e1

]>
,

D1, f =


1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 0 0 0 0 1 0


>

, B1, f =


0 0 0 0 0 −k1

0 0 0 0 0 −k1

0 0 0 0 0 0


>

.



5
ROBUST DETECTION: A NOVEL

DATA-ASSISTED MODEL-BASED

APPROACH

A diagnosis filter from Chapter 4 could suffice for a power system described in the

linear mathematical model. However, for a more detailed description of a complex

power system, complicated simulators are always exploited to predict its behavior,

and mismatches do exist when we compare the mathematical model and the simu-

lation model. In most of the literature, the diagnosis tool from such a model-based

method only works effectively for a linearized model, or any mathematical model

where the nonlinearity can be fully described. In this chapter the thesis considers a

more realistic setting that the power system is simulated in a high-fidelity simula-

tor in which this study aims to implement the developed diagnosis filter for detecting

false data injection attacks. It would go beyond the pure model-based or data-driven

viewpoints to propose a robustification scheme for the diagnosis filter with the assis-

tance of simulation data to extract the model mismatch signatures. Till this end, an

optimization-based framework is developed to (i) detect the univariate attack with

non-zero transient or non-zero steady-state residual, and even track the attack values

111



5

112 5. ROBUST DETECTION: A NOVEL DATA-ASSISTED MODEL-BASED APPROACH

in the steady-state behavior and isolate each intrusion; (ii) detect all the admissible

multivariate attacks introduced in Definition 4.2.5 with non-zero transient or non-

zero steady-state residual, by extending the theoretical results in Section 4.4.2 and

Section 4.4.3 of Chapter 4. Moreover, the robustified diagnosis filter is implemented

in DIgSILENT PowerFactory to validate the effectiveness of the proposed robustifi-

cation scheme in detecting false data injection (FDI) attacks against the Automatic

Generation Control (AGC) measurements in the three-area IEEE 39-bus system.
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5.1. INTRODUCTION

5.1.1. MOTIVATIONS AND AN OVERVIEW

The principle of attack detection in intelligent power grids is to generate an output

of diagnostic signal (e.g., residual) with all the inputs of available data (e.g., mea-

surements and control signals) while decoupled from other unknown disturbances.

In general, the attack detection methods can be classified into two categories: (i)

the approaches that utilize the explicit mathematical models of system dynamics

(referred to model-based methods in this chapter); (ii) the data-driven approaches

that try to automatically learn the system characteristics from available data [33, 34].

The work of Chapter 4 has developed a diagnosis filter to detect the class of stealthy

multivariate attacks. To this end, a dynamic residual generator approach has be in-

troduced and reformulated as robust optimization programs for both the transient

and steady-state behavior of the residual generator. This method is, indeed, model-

based that the multivariate intrusions on the dynamics of system trajectories are

captured with an explicit mathematical model representation. The results in Sec-

tion 4.5 have proven its effectiveness. Now here comes another question:

Can the effectiveness of the designed model-based diagnosis filter be still ensured in a

more realistic setting, or in an implementation for a real or simulated power system?

Literature on model-based and data-driven attack detection This chapter aims

to address this question which may apply to all model-based attack detection meth-

ods. Before that, a brief overview on the model-based and data-driven approaches

for attack detection is provided. Indeed both types have their own advantages and

drawbacks [135]. The model-based methods requires that the system dynamics

must be well understood. The main task of this approach is to generate a resid-

ual signal for the difference between the measured variables (output signals) and

their estimates. Observer-based residual generator has been a major subclass of

model-based detection schemes; see the review in Section 4.1.1 and the discussion

in Section 4.5.3. More work can be found in [136–138] specially for detection of false

data injection (FDI) attacks in intelligent power grids. Parity space [139] and pa-

rameter estimation [140] model-based methods have also been extensively inves-

tigated mainly on the topic of fault detection and isolation. For instance, extended
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Kalman filter algorithms can be used to perform such an estimation for anomaly de-

tection, identification and recovery [141]. The diagnosis filter in Chapter 4 provides

a good alternative with a scalable and robust design to reveal all the admissible mul-

tivariate intrusions, while the challenge still remains as the power system models

are mostly complex, high-dimensional and nonlinear. The work in [120] proposed

an optimization-based filter for detecting a single fault in the scenario where the

nonlinearity in the control system model can be fully described. However, develop-

ing accurate mathematical models taking all the nonlinearities and modeling errors

or uncertainties into account becomes difficult or even infeasible, especially in the

case that some uncertainties can not be well quantified [135].

Another technique for attack detection comes from data-driven approaches

which do not require an explicit mathematical model of the system. Developments

such as sensing technology, Internet-of-Things (IoT) and Artificial Intelligence (AI)

have contributed to a more data-driven power system. Anomaly detection is mainly

considered as a classification problem and there are supervised or unsupervised

learning approaches for that purpose. Among all the supervised classifications,

deep neural networks (DNN) [142, 143], bayesian networks [144] and Kernel ma-

chines [33] are the popular methods. For unsupervised classifications, one can find

principle component analysis (PCA) and its extensions [145, 146], autoencoders

[147], etc. In addition to supervised or unsupervised approaches, recent work in

[148] have proposed reinforcement learning based algorithm for online anomaly de-

tection without a prior knowledge of the attack types or models. Overall, data-driven

methods are suitable for the complex and large-scale systems. However, their per-

formance highly depends on the quantity and quality of the accessible data [135],

and thus can be intractable. Besides, the required pre-processing stage (e.g., data

training) may have high computational cost.

The study of this chapter is motivated to improve the diagnosis filter developed

in Chapter 4 and make a step forward to an implementation in a real or simulated

power system. The challenge mainly comes from the plant-model mismatch as dis-

cussed in Chapter 1; see Figure 1.3. A linearized mathematical model - Automatic

Generation Control (AGC) for frequency dynamics has been used in Chapter 4 for

the validation of the diagnosis filter. However, the real AGC model of a power sys-

tem is in fact nonlinear. High-fidelity simulators (e.g., DIgSILENT PowerFactory) are
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always used to describe the detailed system model to provide greater insights into

dynamic behavior of the system. The mismatches still exist between the mathemat-

ical model and the simulation model, and a direct implementation of the designed

diagnosis filter may fail in face such model mismatches.

5.1.2. CONTRIBUTIONS AND OUTLINE

The main objective here is to propose a robustification scheme for the model-based

diagnosis filter which may encounter model mismatches when implemented in a

real or simulated power system. In this regard, this study would first describe both

the mathematical model and the simulation model in the instance of AGC system.

Detailed simulation models have been developed in the simulator - DIgSILENT Pow-

erFactory. Considering an augmented closed-loop system model, the model mis-

matches can be characterized in the framework of DAE. Finally an optimization-

based approach is proposed to robustify the diagnosis filter with respect to model

mismatches, with the assistance of simulation data to extract the mismatch signa-

tures. The main contributions of this chapter are listed as follows:

(i) Firstly, the work of this chapter departs from the pure model-based or data-

driven viewpoints of attack detection to further robustify the diagnosis filter

to model mismatches with the assistance of simulation data, which would also

bridge the gaps between these two types of methods. A square of L2-inner

product with corresponding norm is introduced for the discrete-time signal in

a finite time horizon, characterizing the effects of model mismatches on the

filter residual output (Definition 5.3.1). Afterwards, the design of the robusti-

fication scheme is formulated as a quadratic optimization problem where the

effects of model mismatches on the residual output are minimized (Definition

5.3.2 and the program (5.15) in Remark 5.3.4).

(ii) Both of the desired features of non-zero transient and non-zero steady-state

behavior of the robustified diagnosis filter under univariate or multivariate at-

tacks are investigated. In particular, as identified by Lemma 5.3.5, a diagnosis

filter with the linear constraints from (5.16) can have non-zero steady-state

residual and also track the univariate attack value (if there is no model mis-

match, it recovers the exact attack value). For the case of sufficient compu-
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tational resources, an approach is also provided to isolate each intrusion in a

multivariate attack by utilizing a bank of diagnosis filters (Remark 5.3.6). Ex-

tensions of the theoretical results from Chapter 4 are also made to robustify

the diagnosis filter to model mismatches while keeping sensitive to any plau-

sible disruptive multivariate attacks (Corollary 5.3.7 and Corollary 5.3.8).

The process of diagnosis filter construction and validation is concluded in Al-

gorithm 2. Besides, the effectiveness of the proposed robust scheme is validated

on the three-area IEEE 39-bus system. Numerical results illustrate that the robusti-

fied diagnosis filter implemented in PowerFactory can successfully generate alerts

for both univariate and multivariate attacks, while a filter without robustification to

model mismatches may fail by triggering “false alarms”.

Section 5.2 presents both the mathematical model in DAE and the simulation

model in PowerFactory. Model mismatches are highlighted and quantified. Section

5.3 proposes the robust scheme for the diagnosis filter design where an optimization

framework is introduced for univariate and multivariate attacks, after characterizing

the model mismatch signatures. Numerical results for validation are reported in

Section 5.4.

5.2. SYSTEM MODELING

In a power system, the physical plant is operated by a digital controller that receives

measurements as inputs and sends control actions to the actuators through com-

munication networks (e.g., SCADA). As shown in Figure 4.1 of Section 4.5.1, the typ-

ical structure of a closed-loop system has the four main components: (i) the physical

plant, (ii) the communication network, (iii) the digital feedback controller, and (iv)

an anomaly detector (diagnosis filter) [16]. In this section, both the mathematical

model and the simulation model in a simulator are described that the first three

components (i)-(iii) are mainly considered. In Section 5.3 the improved diagnosis

filter with a robustification to possible model mismatches will be proposed.

5.2.1. MATHEMATICAL MODEL DESCRIPTION

The work of Chapter 4 has introduced the linear state-space representations (4.3)

(4.4) for the closed-loop system. Besides, as noted by Remark 4.2.1, transferring
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from (4.3) to (4.4) is without loss of generality that it is rich enough to subsume a

dynamic controller architecture as well. Here such details are illustrated. Consider

the general system model in Figure 4.1. Suppose the control signal is implemented

as a feedback controller described by the discrete-time dynamicsXc [k +1] = Ac Xc [k]+Bc Y [k],

u[k] =Cc Xc [k]+Dc Y [k],
(5.1)

where the input is the dynamical system measurements Y [k] ∈ RnY at time step

k ∈ N, the output is the control signal u[k] ∈ Rnu and the internal state of the con-

troller is denoted by Xc ∈ Rnc . When a false data injection attack corrupts the mea-

surements, it affects the dynamics of the controller and consequently the involved

physical system. To study the controller dynamics together with the original dy-

namical system, one can augment the states of the system (4.3) together with the

controller’s as X̂ := [
X > X >

c

]>
. An augmented output signal can be also presented as

Ŷ = [Y > u>]>, which is available to the power system operators. Thus the dynamics

of the closed-loop system can be described byX̂ [k +1] = Âcl X̂ [k]+ B̂d d [k]+ B̂ f f [k],

Ŷ [k] = Ĉ X̂ [k]+ D̂ f f [k].
(5.2)

where the involved matrices are defined as

Âcl :=
[

Ax +BuDcC BuCc

BcC Ac

]
, B̂d :=

[
Bd

0

]
, B̂ f :=

[
BuDc D f

Bc D f

]
,

Ĉ :=
[

C 0

DcC Cc

]
, D̂ f :=

[
D f

Dc D f

]
.

In this view, the augmented system (5.2) shares the same architecture as (4.4)

studied in Chapter 4 for the instance of static feedback controller. Following the

process of transferring (4.4) to (4.5), it can be shown that the state-space description

(5.2) is still a particular case of the DAE model. By introducing a time-shift operator

q : q X̂ [k] → X̂ [k +1], one can fit (5.2) into the formulation of (4.5), namely,

H(q)x[k]+L(q)y[k]+F (q) f [k] = 0, (5.3)

where x := [X̂ > d>]> represents the unknown signals of closed-loop system states

and disturbances, y := Ŷ contains all the available data Y [ · ] and u[ · ] for the oper-

ator and also the diagnosis filter as Figure 4.1 indicates. Similarly, let nx and ny be
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the dimensions of x[ · ], y[ · ] and nr be the number of rows in (5.3). Then H , L, F are

polynomial matrices in terms of the time-shift operator q with nr rows and nx ,ny ,n f

columns separately, by defining,

H(q) :=
[
−q I + Âcl B̂d

Ĉ 0

]
, L(q) :=

[
0

−I(nY +nu )

]
, F (q) :=

[
B̂ f

D̂ f

]
.

Remark 5.2.1 (Communication network effects). The communication network is re-

sponsible for the timely data delivery between the digital controller and the sensors

or actuators in the power system. Network features such as the communication de-

lay and the packet loss intrinsically affect the behavior of the physical system, as dis-

cussed in Chapter 3. In the mathematical models above, these effects are not consid-

ered. Instead, this study focuses on attacks due to malicious adversaries and assumes

a reliable communication network for the ease of the diagnosis filter design and vali-

dation. However, the closed-loop framework (5.2) is still rich enough to include some

of these features. For instance, an augmented discrete-time model can be formulated

taking into account the deterministic or random communication delays; see [149] for

such an analysis.

THE MODELING INSTANCE: AUTOMATIC GENERATION CONTROL

Recall the modeling instance of power system dynamics: Automatic Generation

Control (AGC) system under multivariate attacks in Section 4.3. The AGC is an au-

tomatic closed-loop system that regulates power system frequency by tuning the

setpoints of the participating generators. For a distributed multi-area power system

in Figure 4.2, the AGC block in each area collects the frequency and tie-line power

flow measurements and sends back control signals to the participating generators,

through SCADA networks mostly with DNP 3.0 protocol. After receiving measure-

ments, the control center in Area i calculates an area control error (ACE) signal,

AC Ei =βi (ωi −ω0)+ (Pt i ei
−Pt i e0

), (5.4)

where βi is the frequency bias, ωi and Pt i ei
denote the frequency and tie-line power

flow measurements of Area i , and ω0 and Pt i e0
correspond to the nominal or sched-

uled values. The ACE value defines the power to compensate and the frequency to

restore in the event of load - generation imbalance. With the input of AC Ei , the

AGC controller generates an output control signal for the participating generators
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in that area to track the load changes. This is usually a integral action which can be

expressed as

∆Ṗag ci
= K Ii

AC Ei , (5.5)

where K Ii
is the integral coefficient for the AGC block in Area i , and ∆Pag ci

repre-

sents the AGC output signal that is feeding into the governors of the generators in

Area i according to each generator’s participating factor (φi ,g in (4.8b)). In the work

of AGC analysis, usually, each area of a power grid is represented by a linearized

model comprised of equivalent rotating mass, governors and turbines, and is de-

coupled from the voltage dynamics (automatic voltage regulator loop) [118]. With

the linearized model together with (5.4) and (5.5), the mathematical model of AGC

has been derived in the form of (4.4) (and also (5.2)) after discretization.

To be noted, till now the linear AGC system descriptions are used, as the study

restricts the attention on the design of scalable diagnosis filter for detecting all ad-

missible multivariate attacks. However, the models of complex power systems are

mostly nonlinear. In fact, though the linearized AGC model used for diagnosis fil-

ter test and validation is sufficiently accurate for studies, it is still an abstract model

which lacks some essential details compared to a full and detailed system model.

Nonlinear versions of AGC can be found in the work of [112, 150, 151]. In the fol-

lowing subsection, the simulator DIgSILENT PowerFactory is used to build a more

detailed simulation model of an IEEE benchmark system equipped with AGCs.

5.2.2. SIMULATION MODEL IN DIGSILENT POWERFACTORY

To demonstrate the AGC operation, the simulation models in PowerFacotry have

been built for the IEEE 39-bus system (Figure 4.2 of Chapter 4). Figure 5.1 shows the

test system model equipped with AGC in PowerFactory. This power system consists

of 39 buses, 12 two-winding power transformers, 34 lines and 19 loads, 10 genera-

tors where 7 of them are participating AGC as depicted in Figure 5.1, representing a

three-area transmission network.

In the simulations, the dynamic generator model consists of a synchronous

machine, along with automatic voltage regulator (AVR) as excitation system in the

type of IEEE Type 1, turbine-governor model (GOV) in the type of IEEE Type G1

(steam turbine) or IEEE Type G3 (hydro turbine). These controllers are part of all

the participated generators in the test case. AVR helps with regulating the voltage
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Figure 5.1: Three-area 39-bus system equipped with AGC in DIgSILENT PowerFactory.

of the system by changing field winding voltage. The governor is used to regulate

initial frequency variations by a type of droop control.

According to Figure 5.1, the 39-bus transmission network is divided into three

areas: Area 1 consists of 2 generators (G 11, G 12) participating in AGC and 7 loads;

Area 2 has 3 generators (G 21, G 22, G 23) for AGC and 5 loads; Area 3 contains 2

generators (G 31, G 32) participating in AGC and 7 loads. Transmission lines called

tie-lines (L 1-3-1, L 1-3-2, L 1-2, L 2-3) connect areas. Each area has its own AGC

controller to regulate the frequency of each area and the exchanged tie-line power

flows. Each AGC in that area collects the measurements of frequency and tie-line

power flows exported from that area. The AGC controller then uses these measure-

ments to calculate the ACE signal in (5.4).

The AGC controllers have been developed by the DIgSILENT Simulation Lan-

guage (DSL). Figure 5.2 shows the composite frame of AGC for Area 1 in PowerFac-

tory. This frame show the connections between the inputs and outputs of AGC: in

Area 1, the first four slots in the left are for measuring the frequency at Bus 04 of Area

1 and the tie-line power flows in L 1-3-1, L 1-3-2 and L 1-2 at the sides of Area 1; then

these measurements are inputs for the AGC (the slot in the right). Using the Power-

Factory libraries, the AGC block definitions for all areas can be created. For instance,
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Ptie132

Ptie131
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Figure 5.2: The composite frame of AGC for Area 1 in DIgSILENT PowerFactory.

Figure 5.3 illustrates the block definition of AGC in Area 1. This block definition has

four sub-blocks,

• frequency deviations block where the frequency deviations in p.u. multiplied

by the frequency bias in ACE of Area 1 are calculated;

• tie-line power flows deviations block which similarly computes the tie-line pow-

er flow deviations on the side of Area 1 for the power part in ACE of (5.4) after

a normalization in p.u.;

• AGC controller block which performs the calculation in (5.5) to generate the

control signal ∆Pag c1
. To be noted, due to saturation, the limits of the mini-

mum ∆P mi n
ag c and maximum ∆P max

ag c are added for the control signal,

∆Pm,ag ci
=


∆P mi n

ag c if ∆Pag ci
≤∆P mi n

ag c ,

∆Pag ci
if ∆P mi n

ag c <∆Pag ci
<∆P max

ag c ,

∆P max
ag c if ∆Pag ci

≥∆P max
ag c ,

where ∆Pm,ag ci
denotes the real AGC signal for generators in PowerFactory;

• AGC output signals block where the output signals for all the participated gen-

erators in Area 1 are calculated based on each generator’s participating factor.
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Figure 5.3: The block definition of AGC for Area 1 in DIgSILENT PowerFactory.

The above block definitions are modeled by using Standard Macros of PowerFactory

global Library. Moreover, in Figure 5.3, another block definition (in red diagram)

corresponds to the false data injection attack model for the study of multivariate

attack detection in Chapter 4 and 5.

• FDI attacks block where the multivariate attacks in Section 4.2.2 of Chapter 4

are simulated. Each FDI attack block capture the feature of stationary attack

in Assumption 4.2.4 that it can add a step input to the existing signal. One can

also specify the time of the attack and the attack values. This block definition

is achieved by using the digexfun interface. With digexfun, we can define our

own DSL function (in C++) and create a dynamic link library digexfun_*.dll

that PowerFactory can load.

In the real implementation, the inputs of frequency and tie-line power flow

measurements for the AGC controller are delivered at specific time intervals. The

calculated mechanical power setpoints (i.e., the AGC output signals) are then deliv-

ered to the participating generators in each area. Thus this process has a discrete-

time nature. Besides, the data of measurements and AGC output signals are trans-

mitted through SCADA communication networks. In this chapter, as Remark 5.2.1
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states, the study is mainly focusing on the modeling of the physical power network,

AGC controllers and attacks, and an ideal communication network is assumed.

5.2.3. MODEL MISMATCHES

As discussed Section 5.1.1, mismatches do exist between the abstract mathematical

model and the detailed simulation model (of PowerFactory) in several aspects. This

makes the implementation of the developed model-based diagnosis filter in a real or

simulated power system non-trivial. From the perspective of system modeling, this

study still aims to describe the model mismatches in the framework of DAE such that

the effects of model mismatches on the diagnosis filter outputs can be described.

When both of the DAE mathematical descriptions (5.2) and (5.3) are available to

the diagnosis filter design, one can add an additional term to describe the detailed

model of interest in the simulator as follows,

E(x[k])+H(q)x[k]+L(q)y[k]+F (q) f [k] = 0, (5.6)

where E(x[k]) represents the model mismatch between these two models and it is

an “unknown” signal with nr dimensions and also it is function of x[k] which con-

sists of internal states and natural disturbances. Note the difference between (5.3)

and (5.6). Intuitively the model mismatch term E(x[k]) would affect the perfor-

mance of the diagnosis filter which fully depends on (5.3), if it is implemented for

(5.6) directly. In what follows it is shown how to use the available knowledge of the

mathematical model (the polynomial matrices H(q), L(q) and L(q)) and the simu-

lation data which can extract the signature of E(x[k]) to robustify the diagnosis filter

to possible model mismatches.

5.3. A NOVEL DATA-ASSISTED MODEL-BASED DETECTION

APPROACH

5.3.1. PRELIMINARIES FOR ROBUST ATTACK DETECTION

The diagnosis filter is still restricted to the type of dynamic residual generator in the

form of linear transfer function rD [k] := R(q)y[k] where rD is the residual signal of

the diagnosis filter with the inputs y[ · ] and R(q) is a transfer operator that has a

formulation of R(q) := a(q)−1N (q)L(q); recall Section 4.4.1. N (q) with the dimen-
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sion of nr and a predefined order dN is the design variable for the diagnosis filter

construction, if the denominator a(q) with sufficient order is determined. By mul-

tiplying a(q)−1N (q) in the left of (5.6), we can further obtain

r [k] = a(q)−1N (q)L(q)y[k]

=−a(q)−1N (q)H(q)x[k]︸ ︷︷ ︸
(I)

−a(q)−1N (q)F (q) f [k]︸ ︷︷ ︸
(II)

−a(q)−1N (q)E(x[k])︸ ︷︷ ︸
(III)

, (5.7)

where term (I) in (5.7) is the part introduced by x[ · ] of system states and distur-

bances. Term (II) is the desired contribution from the attack f [ · ]. Different from

(4.14), in (5.7) there is term (III) that denotes the effects of model mismatches on

the residual output. This can be characterized by the following definition.

Definition 5.3.1 (Effects of model mismatches on filter residual). For the description

of effects from the model mismatches on the residual generator output, let us define

ex [k] := E(x[k]) , re [k] :=−a(q)−1N (q)ex [k] , ∀k ∈N , (5.8)

The signal ex [ · ] is called the model mismatch signature. Next, let us denote the space

of a discrete-time signal with n dimensions over a period of T (i.e., k ∈ {1, · · · , T })

to Rn×T by Mn
T . Thus for the signal re [ · ] ∈ M1

T , a square of L2-inner product with

corresponding norm is introduced such that

‖re‖2
L2

:= 〈
re , re

〉
,

〈
e, g

〉
:=

T∑
k=1

e>[k]g [k], ∀e, g ∈Mn
T . (5.9)

This chapter aims to design a class of residual generator which still keeps sen-

sitive to all disruptive attacks and also ensure the effects from model mismatches

on the residual output being minimized. For minimizing the effects of model mis-

matches, from Definition 5.3.1, the goal now becomes to minimize ‖re‖2
L2

in an

optimization-based framework. The above diagnosis filter design can be charac-

terized by a class of residual generator which has the following features.

Definition 5.3.2 (Residual generator robust to model mismatches). Consider a lin-

ear residual generator represented via a polynomial vector N (q) for a given a(q). This

residual generator is robust with respect to model mismatches introduced in (5.6) and
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can detect all admissible disruptive attacks in Definition 4.2.5, if
(I ) N (q)H(q) = 0,

(I I ) N (q)F (q) f 6= 0, ∀ f ∈F ,

(I I I ) ‖re‖2
L2

→ 0, ∀T ∈N ,

(5.10)

where F is the disruptive attack set similar to the one in Definition 4.2.5. Term (III)

aims to find an appropriate polynomial vector N (q) to minimize the effects from the

model mismatch on the residual generator output.

The first two polynomial equations in (5.10) of Definition 5.3.2 can be charac-

terized as a feasibility problem of a finite robust program. Recall Lemma 4.4.2 and

the robust program reformulations in Section 4.4.2 and 4.4.3 for both the transient

and steady-state behavior of the residual generator under multivariate attacks. In

the following of this section, the robust programs are extended to handle term (III).

5.3.2. DIAGNOSIS FILTER FOR A UNIVARIATE ATTACK

To explain the process of diagnosis filter construction, let us first consider a univari-

ate attack scenario where only one measurement gets attacked (n f = 1), while in the

next subsection the case would be extended to multivariate attacks (n f > 1). In what

follows it would be shown how the simulation data can be used to extract the model

mismatch signatures to assist in building a diagnosis filter robustified to possible

model mismatches.

Definition 5.3.3 (Model mismatch signature extraction). Recall the DAE framework

(5.3) (5.6) where x = [X̂ > d>]> contains unknown signals of system states and natural

disturbances. Let xi [ · ] denote one instance of x[ · ]. Thus for each xi [ · ], from the data

of DIgSILENT PowerFactory’s simulation and the DAE’s computation, one can have a

specific model mismatch signature exi
[ · ]. For exi

[ · ] ∈Mnr

T , using Definition 5.3.1, a

mismatch signature matrix exi
∈Rnr ×T is introduced such that

exi
=

[
exi

[1] exi
[2] · · · exi

[T ]
]

. (5.11)

Recall that the linear operator q acts as a time-shift operator: qexi
[k] → exi

[k +
1]. Thus it can be approximately translated as a matrix left-shift operator for matrix
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exi
: qexi

→ exi
D where D is a square matrix of order T ,

D =



0 0 0 · · · 0 0

1 0 0 · · · 0 0

0 1 0 · · · 0 0
...

. . .
. . .

... 0

0 0 0 · · · 1 0


. (5.12)

Using the matrices (5.11) (5.12) above, it can be further obtained that

N (q)exi
=

dN∑
j=0

N j q j exi
= N̄


Inr

q Inr

...

qdN Inr

exi
= N̄ Dxi

, Dxi
=


exi

exi
D

...

exi
DdN

 , (5.13)

where N̄ = [
N0 N1 · · · NdN

]
as defined in Lemma 4.4.2. Thus according to the

notation of L2-inner product, for one instance of the unknown signal xi [ · ], further

it will arrive at

‖rexi
‖2
L2

= N̄Qxi
N̄>, Qxi

= Dxi
GDxi

>, (5.14)

where G is a square matrix of order T that G(i , j ) = 〈
a(q)−1bi [ · ], a(q)−1b j [ · ]

〉
. Note

bi [ · ] is a discrete-time “basic” signal where the only non-zero value (= 1) occurs at

the time instance i ∈ {
1, · · · , T

}
, i.e., bi [i ] = 1 and bi [k] = 0 for k 6= i .

Remark 5.3.4 (Robust diagnosis filter to univariate attack). In order to robustify the

diagnosis filter, the diagnosis filter can be trained under more than one unknown

signals xi [ · ], i.e.,
{

xi [ · ]
}n

i=1. Note that for each xi [ · ], if there is no attack, the sys-

tem trajectories of dynamics only depend on the input of natural disturbance in the

closed-loop system, say di [ · ]. Thus for each disturbance signature di [ · ] (and corre-

spondingly xi [ · ]) when there is no attack, the model mismatch signature exi
[ · ] and

also the matrices exi
, Dxi

, Qxi
can be computed from (5.11) to (5.14). Next, in light

of (5.10), the robust diagnosis filter design can be formulated as an optimization

program where the objective can be minimizing N̄ ( 1
n

∑n
i=1 Qxi

)N̄> (average-cost view-

point) or maxi≤n(N̄Qxi
N̄>) (worst-case viewpoint). Consider the polynomial matrices

H(q) = ∑1
i=0 Hi q i and F (q) = F , where Hi ∈ Rnr ×nx and F ∈ Rnr ×n f are constant ma-

trices. This study takes the former “average performance” objective and proposes the
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following optimization program to robustify the diagnosis filter by minimizing the

effects from model mismatches on residual output,

min
N̄

N̄ (
1

n

n∑
i=1

Qxi
)N̄>

s.t. N̄ H̄ = 0,∥∥N̄ F̄ f

∥∥
∞ > ν.

(5.15)

where ‖ ·‖∞ denotes the infinite vector norm in the constraint, and

H̄ :=


H0 H1 0 · · · 0

0 H0 H1 0
...

... 0
. . .

. . . 0

0 · · · 0 H0 H1

 , F̄ f :=


F 0 · · · 0

0 F 0
...

... 0
. . . 0

0 · · · 0 F

 .

In (5.15), the two constraints are desired features for non-zero transient be-

havior of the diagnosis filter under a univariate attack. These two characterizations

are similar to the ones in Lemma 4.4.2 for multivariate attacks. To be precise, the

proposed optimization (5.15) is not a quadratic program (QP) due to the last non-

convex constraint. However, as explained by a similar argument in [120, Lemma

4.3], one can view (5.15) as a family of dN +1 standard QPs.

Chapter 4 has considered both the transient and steady-state behavior of the

diagnosis filter. The following lemma studies the steady-state behavior of the diag-

nosis filter for univariate attacks.

Lemma 5.3.5 (Steady-state behavior and univariate attack tracking). Consider a uni-

variate attack being stationary as Assumption 4.2.4, a diagnosis filter from the opti-

mization program (5.15) but with the following linear program characterizations for

the two constraints can have non-zero steady-state residual output that approximates

the attack value f when there exist model mismatches (while if ex [ · ] ≡ 0, it recovers

the exact attack value f instead of approximation),
N̄ H̄ = 0,

−a(1)−1
dN∑
i=0

Ni F = 1,
(5.16)

Proof. Recall that N (q)H(q) = N̄ H̄ [Inx , q Inx , · · · , qdN+1Inx ]>. Thus if N̄ H̄ = 0, the

diagnosis filter becomes rD [k] = −a(q)−1N (q) f [k]− a(q)−1N (q)ex [k]. For the case
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that there is no model mismatch ex [ · ] ≡ 0, the steady-state value of the filter residual

under the univariate attack would be −a(q)−1N (q)F (q) f |q=1. Note that N (1)F (1) =∑dN

i=0 Ni F . Thus with (5.16) the residual output recovers the univariate attack value in

the steady state. When ex [ · ] 6= 0, using the optimization program (5.15) but replac-

ing the constraints with these linear two in (5.16), the output of the residual during

the steady-state behavior could approximate the attack value f . ■

In this subsection the univariate attack scenario is considered. For multivari-

ate attacks where n f > 1, Chapter 4 has designed a diagnosis filter with a synthesized

residual output for the whole closed-loop system. In fact, if the computational re-

sources are sufficient, one can also build a bank of diagnosis filters formulated in

(5.15) where each filter aims to detect one particular univariate attack.

Remark 5.3.6 (Attack isolation). The diagnosis filter from (5.15) is designed for one

univariate attack. For multivariate intrusions, an alternative is to build a bank of

diagnosis filters where each diagnosis filter is associated with one of the intrusions

and decoupled from others, by considering the DAE,

E(x[k])+
[

H(q) F−i (q)
][

x[k]

f−i [k]

]
+L(q)y[k]+Fi (q) fi [k] = 0, (5.17)

where F−i (q) is the polynomial matrix that includes all columns of F (q) except the i -

th one, and similarly f−i [k] contains all the elements of f [k] except the i -th one. Then

the i -th diagnosis filter can be designed using the same approach as Remark 5.3.4 for

the i -th intrusion while isolating the effects from others. The i -th intrusion can be

identified by the i -th diagnosis filter since the other diagnosis filters keeps insensitive

to this intrusion. Besides, with (5.16) in Lemma 5.3.5, it can track the i -th attack’s

value in steady-state behavior. Similar lines of such arguments can be found in [120,

Remark 4.1] and [118, Section V.B].

5.3.3. DIAGNOSIS FILTER FOR MULTIVARIATE ATTACKS

This section aims to design a synthesized diagnosis filter for the multivariate attacks

while there exist model mismatches, extending the work in Section 4.4 of Chapter

4 towards an implementation in a real or simulated power system. With the pro-

cess above for model mismatch signatures extraction and effects on residual output

minimization, the following results are derived for desired features of (i) a non-zero
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transient and (ii) a non-zero steady-state behavior of the residual generator in the

presence of multivariate attacks and also some model mismatches.

Corollary 5.3.7 (Quadratic program for diagnosis filter with non-zero transient be-

havior under model mismatches). Recall the finite reformulation in Theorem 4.4.3

and linear program relaxation in Corollary 4.4.4. Given i ∈ {
1, . . . , 2dN +2

}
, for each

i , consider the program with quadratic objective and linear constraints

min
N̄ ,λ

N̄ (
1

n

n∑
i=1

Qxi
)N̄> ,

s.t. b>λ≥ γi , (QP1,i )

(−1)i Nbi /2cF Fb =λ>A ,

N̄ ∈N , λ≥ 0,

where b ·c is the ceiling function that maps the argument to the least integer. The at-

tack basis matrix Fb , the matrix A and vector b in the polytopic set A of multivariate

attacks, and the symmetric set N for the design variable N̄ are referred to Chapter 4.

In particular, if for any i ∈ {
1, . . . , 2dN +2

}
, one can find a γi > 0 that (QP1,i ) is still

feasible, then the solution to QP1,i offers a robust residual generator that detects all

admissible disruptive attacks introduced by Definition 4.2.5 during transient behav-

ior and also keeps the effects from model mismatches minimized, satisfying the terms

listed in Definition 5.3.2.

Note that indeed Corollary 5.3.7 is based on Corollary 4.4.4 and Remark 5.3.4.

For a better illustration, Algorithm 2 concludes the diagnosis filter construction and

validation process with desired non-zero transient behavior in the presence of mul-

tivariate attacks and model mismatches, according to Corollary 5.3.7. With the re-

sults regarding steady-state behavior of the diagnosis filter in Section 4.4, this study

can have another program for the diagnosis filter construction,

Corollary 5.3.8 (Quadratic program for diagnosis filter with non-zero steady-state

behavior under model mismatches). Following Theorem 4.4.7 for exact convex re-
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Algorithm 2 Diagnosis filter construction and validation for multivariate attacks un-

der model mismatches

1) Pre-training: For all i ∈ {
1, . . . , 2dN + 2

}
, solve (LPi ) in Corollary 4.4.4

of Section 4.4.2. Check if there exists γ?i > 0 and find the maximum of{
γ?0 , γ?1 , · · · , γ?2dN+2

}
.

2) Training phase:

(i) For each instance of disturbance di when there is no attack, run the Pow-

erFactory simulations and computes DAEs in Matlab. Calculate the mis-

match signature exi
[ · ] and also the matrices Dxi

, Qxi
according to (5.11) -

(5.14).

(ii) For a number of n instances of disturbance, perform the process in (i).

(iii) Set the initial value of γi in (5.15) to be max{i≤2dN+2}γ
?
i from pre-training.

Solve (5.15) with the calculated matrix Qxi
. Tune the value γi until it

reaches maximum.

3) Testing phase: For another instance of disturbance with the same patter as

the ones in training phase, also add the attack scenario, run the PowerFactory

simulations and run the diagnosis filter with the results of design variables

from training phase. The inputs of the diagnosis filter are the simulation data

from PowerFactory. Check the performance of the filter.

formulations, consider the program with quadratic objective and linear constraints

min
N̄ ,λ

N̄ (
1

n

n∑
i=1

Qxi
)N̄> ,

s.t. b>λ≥µ , (QP2)

N̄ F̄ =λ>A ,

N̄ ∈N , λ≥ 0,

where attack basis matrix Fb , the matrix A and vector b in the polytopic set A of at-

tacks, the symmetric set N for the design variable N̄ are still referred to Chapter 4.

Besides, F̄ = [
F Fb F Fb · · · F Fb

]>
is the matrix defined in Lemma 4.4.6. If one can
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find µ> 0, then the solution to QP2 offers a robust residual generator that detects all

admissible disruptive attacks introduced by Definition 4.2.5 with a non-zero steady-

state residual level in a long-time horizon, and also keeps the effects from model mis-

matches minimized, satisfying the terms in Definition 5.3.2.

It can be seen that Corollary 5.3.8 is extended from Theorem 4.4.7 and Remark

5.3.4. The procedure of the diagnosis filter construction and validation with desired

non-zero steady-state residual in the presence of multivariate attacks and model

mismatches is similar to Algorithm 2. In the pre-training phase, one needs to solve

(4.25a) in Theorem 4.4.7 to see if there exists µ? > 0. If yes, from the implication

of Theorem 4.4.7 and Remark 4.4.8, it can be concluded that, the diagnosis filter

detects all the admissible attacks with non-zero steady-state residual output in a

long-term behavior. Assisted with the model mismatch signatures extracted from

the simulation data, the program (QP2) also keeps the effects of model mismatches

on the filter residual output minimized.

5.4. NUMERICAL RESULTS

5.4.1. TEST SYSTEM AND ROBUST DETECTOR DESCRIPTION

To validate the effectiveness of the proposed approach, the data-assisted diagno-

sis filter has been implemented to detect FDI attacks on the AGC measurements

of the three-area 39-bus system in DIgSILENT PowerFactory. As depicted in Fig-

ure 5.1, all the three areas are equipped with AGC for load frequency control. Area

1, 2 and 3 contain, respectively, 2, 3 and 2 participating generators, and the gener-

ators in each area have equal participating factors. The AGC parameters for each

area are referred to [127], and the specifications of the three-area system model in

PowerFactory are available at [152] with the base of 100MVA and 60Hz. The lin-

ear mathematical model of frequency dynamics has been developed in Section 4.3,

while the simulation model of the three-area system with AGC in PowerFactory has

been detailed in Section 5.2.2.

In the simulations the robustified diagnosis filter is used to detect both univari-

ate and multivariate attacks following Algorithm 2 in Section 5.3. To obtain the ma-

trix Qx , one needs to run the simulations of DAE and PowerFactory with the same

input d [ · ] := ∆Pl [ · ] under normal scenarios (no attacks), where ∆Pl denotes the
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Figure 5.4: Diagnosis filters with or without robustification to model mismatches under univariate attacks and a step-

load event. The sampling time Ts = 0.1s, the pole p = 0.1, and for ts = 10s in “training phase”, in (5.11), T = 100.

disturbance of load deviations (see (4.9) in Section 4.3). Then the mismatch signa-

ture ex [ · ] can be extracted and further proceed with matrices Dx , G and Qx . The

degree of the residual generator is still set to dN = 3 which is much less than the or-

der of the system dynamics (nx = 19). For a diagnosis filter with stable dynamics,

the denominator is set to be in the form a(q) = (q −p)dN /(1−p)dN where p is a user-

defined variable acting as the pole of the transfer operator R(q), and it is normalized

in steady-state value for all feasible poles. This chapter continues to use CPLEX for

solving all the corresponding optimization problems.

5.4.2. SIMULATION RESULTS

The first simulation mainly considers the univariate attack scenario that an attacker

has manipulated one vulnerable tie-line power flow measurement ∆Pt i e1,2
at t = 30s

in the horizon of 60s. To challenge the diagnosis filters, a step-load event in Area

1 of the 39-bus system is implemented at t = 20s. In the “training phase” for filter

robustification, a simulation time ts = 10s is chosen and a step-load event occurs at
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Figure 5.5: Diagnosis filters with or without robustification to model mismatches under univariate attacks and

stochastic loads. The sampling time Ts = 0.5s, the pole p = 0.8, and for ts = 10s in “training phase”, in (5.11), T = 20.

t = 2s. The design variables N̄ of the diagnosis filter with robustification are derived

from the program (5.15) and to compare, a diagnosis filter is also computed with the

objective function maxN̄∈N ‖N̄ F̄ f ‖∞ which can be transformed into finite linear pro-

grams. Namely, the latter is not robustified to possible model mismatches. Figure

5.4 shows the results of filters with non-zero transient or steady-state behavior. As

show in Figure 5.4c and 5.4d, Figure 5.4e and 5.4f, due to the mismatches between

the linearized DAE and the detailed PowerFactory simulation model, the robustified

diagnosis filter works effectively while the filter without robustification may fail with

possible “false alarms”. Indeed, the effects of model mismatches starts from the time

of step-load event. Besides, from Figure 5.4f we can also see that the robustified di-

agnosis filter with designed non-zero steady-state behavior from Lemma 4.2.3 can

track the value of a univariate attack.

To further challenge the diagnosis filters, this chapter work also considers stochas-

tic load patterns to capture its uncertainty. A number of 100 load disturbance in-

stances are generated for the “training phase” where for each load disturbance with-

out attacks the simulations (ts = 10s) of DAE and PowerFactory are conducted indi-
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Figure 5.6: Diagnosis filters with or without robustification to model mismatches under univariate attacks and

stochastic loads. The sampling time Ts = 0.5s, the pole p = 0.8, and for ts = 10s in “training phase”, in (5.11), T = 20.

vidually to calculate the model mismatch signatures. In the “test phase”, PowerFac-

tory simulations are conducted and the load disturbance has the same stochastic

pattern with the ones in the “training phase” and a univariate attack on ∆Pt i e1,2
at

t = 30s is also implemented. Figure 5.5 demonstrates the simulation results. We can

see that the robustified diagnosis filter has significant improvements in the regards

of mitigating the effects from the model mismatches. Besides, it can approximate

the attack value in the non-zero steady-state behavior. For a more clear illustration,

Figure 5.6 provides the results of 10 different realizations of load disturbance as well

as a univariate attack on∆Pt i e1,2
. Figure 5.6 depicts the “energy” of the residual signal

for the last ts = 10s under these 10 different instances of load disturbance, namely

‖rD‖L2
[ · ]. Note that in Figure 5.6b the threshold is set to τ?+0.025, where the square

of τ? is the value of maxi (N̄Qxi
N̄ ) in the 100 training instances (i ∈ {

1, · · · , 100
}
; see

the equation (5.14) in Definition 5.3.1), and the added value is computed to avoid

possible false alarms, according to [128].

In the second simulation this study moves to the multivariate attack scenario

which has been investigated in the previous case study of Chapter 4. There are 5

vulnerable measurements on the tie-lines between each areas, i.e., ∆Pt i e1,2
, ∆Pt i e1,3

,

∆Pt i e1
, ∆Pt i e2,3

and ∆Pt i e2
, and correspondingly there exist 3 basis vectors in the

spanning set: f1 =
[
0.1 0 0.1 0 0

]T
, f2 =

[
0.1 0.15 0.25 0 0

]T
, f3 =

[
0 0 0 0.1 0.1]T

(all in p.u.). Recall Definition 4.2.5 for characterizing the set of disruptive multi-

variate attacks. Besides, without loss of generality, the parameters are set to A = 1>

and b = 1.5 in A and η = 10 in N . Following Algorithm 2, firstly the program (LPi )

in Corollary 4.4.4 is solved. The optimal value achieves maximum for i = 2 that

γ?2 = 300, which implies that the diagnosis filter can detect all the admissible attacks

in the transient behavior. Next, in the “training phase”, similar to the first simulation,
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Figure 5.7: Diagnosis filters with or without robustification to model mismatches under multivariate attacks and

stochastic loads. The sampling time Ts = 0.5s, the pole p = 0.8, and for ts = 10s in “training phase”, in (5.11), T = 20.
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Figure 5.8: Diagnosis filter without or with robustification to model mismatches under univariate attacks and stochas-

tic loads. The sampling time Ts = 0.5s and the pole p = 0.8, and for ts = 10s in “training phase”, in (5.11), T = 20..

a number of 100 instances of load disturbance are randomly generated, and Power-

Factory simulations together with DAE computations in Matlab are performed with

the simulation time ts = 10s. After deriving the model mismatch signatures, the

program (5.3.7) is solved for the robustified diagnosis filter.

In the “test phase”, simulations are conducted that different realizations of load

disturbance and multivariate attacks have been implemented. The corruptions are

the same with Chapter 4, i.e., f t i e1,2
= 0.38p.u., f t i e1,3

= 0.15p.u., f t i e1
= 0.53p.u.,
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f t i e2,3
= −0.23p.u. and f t i e2

= −0.23p.u.. The performance of two filters (the ro-

bustified filter and the filter without robustification derived from (LPi ) in Corollary

4.4.4 of Chapter 4) is validated with two set of measurements: one measurement set

from DAE computations that there is no model mismatch (ex [ · ] ≡ 0); another set

from PowerFactory simulations where the simulation model has mismatches with

the DAE model (ex [ · ] 6= 0). Figure 5.7 demonstrates the simulation results of both

diagnosis filters. From Figure 5.7c and 5.7d, we can see that both filter works ef-

fectively for the case of ex [ · ] ≡ 0. However, from Figure 5.7e and 5.7f, when model

mismatches exist, the robustified filter still works effectively almost the same to the

case of ex [ · ] ≡ 0, while the filter without robustification totally fails. Note that Fig-

ure 5.8 also depicts the “energy” of the residual signal for the last ts = 10s under 10

different instances of load disturbance. Similarly, the threshold in Figure 5.8b is set

to τ?+0.1, where the square of τ? is the value of maxi (N̄Qxi
N̄ ) in the 100 training

instances, and the added value is computed to avoid possible false alarms. Note that

for these 5 vulnerable measurements, when looking into the steady-state behavior

of the filter with sets N and A and solving (4.23) through the programs (4.25a), it

turns out that the derived optimal values satisfy the equality ϕ? = µ? = 0; see Sec-

tion 4.5.2. This indicates that the optimal multivariate attack with α? is a stealthy

attack in the long-term horizon, with or without considering the effects from model

mismatches. These simulations validate the effectiveness and robustness of the pro-

posed data-assisted model-based diagnosis filter design.



6
CONCLUSIONS AND

RECOMMENDATIONS

This thesis aims for a more cyber-secure intelligent power grid. Motivated by the

feasibility of a potent attack that it can be equipped with extensive system knowl-

edge, vast attack resources to manipulate multiple measurements (multivariate at-

tacks) and also strong capability to keep stealthy from possible detectors, the thesis

work has built a framework capable of both vulnerability analysis and attack de-

tection. Security index quantifying attack resources was proposed and the attack

scenario was extended to subsume the combined attacks. Realistic aspects of lim-

ited adversarial knowledge or resources were considered in the overall cyber risk

assessment. Co-simulation tool specially for cyber security analysis has been devel-

oped, capturing the character of a cyber-physical system of intelligent power grids.

A diagnosis filter was designed with a scalable and robust feature to detect all the

admissible multivariate attacks by exploiting the attack impact on system dynam-

ics, with non-zero transient or non-zero steady-state residual output. The yielding

Nash equilibrium implies that the proposed diagnosis filter is not based on a con-

servative design in the sense of its long-term behavior. In the end, this thesis also

tried to implement the diagnosis filter in a real or simulated power system. A further

137
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robustification method was proposed to mitigate the effects from possible model

mismatches on the residual output, assisted by the simulation data to extract the

model mismatch signatures.

In the following, a brief summary of this thesis work is presented and some

recommendations in the future research are given.

6.1. CONCLUSIONS

This thesis has addressed several research questions, i.e., Q1 to Q4 posed in Chapter

1, with an extensive content regarding cyber security of power systems. The main

results, including the generality and the limitations of the proposed approaches in

each chapter, are concluded as follows.

• Vulnerability analysis. In response to Q1, Chapter 2 conducted vulnerability

assessment of power systems to multivariate data injection attacks and com-

bined attacks. Security index concerning the level of efforts required by the at-

tacker was formulated as a constrained optimization program which was fur-

ther expressed as a MILP probelm. The combined attacks were compared with

multivariate attacks, and for the first time the combined attacks with limited

knowledge to the system model were investigated. The results showed that

combined attacks can succeed with less attack resources and also expose ad-

vantages in keeping stealthy from the typical bad data detection mechanism,

bringing more cyber risks to reliable power system operations.

The approach in Chapter 2 uses the simplified DC power flow model and can

be more complex when it comes to the AC model or the system dynamics,

but the framework summarized in (1.1) is generic enough to characterize the

security index problems in other system models. The resulting MILP formu-

lation is indeed not scalable well and can impose challenges for computation

in large-scale power systems. Besides, some aspects of reality are not con-

sidered sufficiently in the cyber risk analysis of this thesis. For instance, the

attacks may have limited cyber accessibility and can be also “caught” by other

repressive measures, while this study assumed that they have been performed

successfully when evaluating the “likelihood” of the attacks.

• Co-simulation for cyber security: To answer Q2, in Chapter 3 this thesis con-



6.1. CONCLUSIONS

6

139

tributes to extend the analytic vulnerability assessment framework to incor-

porate communication network properties and develop a co-simulation plat-

form to analyze data attacks against the EMS. Methods have been proposed

to model measurement routing topologies and the security index formulation

was extended to include the communication models. Then the coupling of

power system and ICT simulators, including modeling challenges, synchro-

nizations of discrete and continuous simulators and real-time guarantees, were

discussed with sufficient details. A co-simulation platform was developed for

cyber security experiments. The results show the need of evaluating the vul-

nerability and attack impact in a comprehensive framework and the possibil-

ity to combine system-theoretic and ICT-specific measures to protect power

systems from cyber attacks.

The extended vulnerability assessment framework mainly considers the com-

munication topology and data routing schemes. It may face difficulties in

further extension to include other properties in the dynamic communication

network environment. Besides, for the “simulation” of attacks in OMNeT++,

this study only focuses on a direct manipulation of sensors measurements by

changing the behavior of the router and the communication link. Not that this

has simplified the real intrusion process of a cyber attack.

• From static to dynamic attack detection: Responding to Q3, the thesis work

of Chapter 4 explored the problem of anomaly detection in the power system

cyber security with a particular focus on exploiting the dynamics information

where tempering multiple measurements data may be possible (multivari-

ate attacks). The study of Chapter 4 showed that a dynamical perspective to

the detection task indeed offers powerful diagnosis tools to encounter attack

scenarios that may remain stealthy from a static point of view. Two desired

features of non-zero transient and non-zero steady-state behavior of the di-

agnosis filter in the presence of multivariate attacks were investigated, from

which theoretical results were provided for the resulting robust optimization

programs. The effectiveness of the developed diagnosis filter was validated by

simulations in the three-area IEEE 39-bus system.

The diagnosis filter design builds up on a very generic perspective. It suits
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for power system dynamics models presented in the linear DAE formulations

even with high dimensions, and thus is tractable for large-scale power sys-

tems. To be noted, this diagnosis filter is designed to handle stationary multi-

variate attacks and all the theoretical results are obtained based on such an as-

sumption. Besides, this diagnosis tool acts as a repressive measure mainly for

attacks on sensors measurements, while for attacks compromising other de-

vices like switches or routers, some advanced intrusion detection tools should

be developed with enough robustness and effectiveness.

• Robust attack detection to model mismatches: To address Q4, a further ro-

bustification program for the developed diagnosis filter to possible model mis-

matches has been proposed in Chapter 5. In the end, this thesis aims to imple-

ment the developed diagnosis filter in a real or simulated power system where

model mismatches could effect the residual output significantly. For this pur-

pose, assisted by the simulation data, the model mismatch signatures could

be extracted. Unlike the existing work using pure model-based or data-driven

approaches, a novel data-assisted model-based diagnosis filter was proposed

and further characterized in an optimization framework to detect univariate

attacks and multivariate attacks with non-zero transient or non-zero steady-

state residual, while keeping the effects from model mismatches minimized.

Numerical results illustrated the effectiveness of the robustified diagnosis fil-

ter implemented in the simulator DIgSILENT PowerFactory.

The proposed robustification scheme provides a generic solution when an

operator may have part of the knowledge of the system model to design an

anomaly detector but can access the data from the real plant or simulations.

To conclude, the diagnosis filter developed in Chapter 4 and Chapter 5 were

designed to detect plausible disruptive attacks in an admissible set. The ef-

fectiveness of this filter in detecting “basic attacks” which can be also due to

sensor or network errors is shown in Figure 4.3 of Chapter 4. The diagnosis fil-

ter is also improved to isolate each intrusion and even recover the attack value

in Section Chapter 5. However, how to differentiate between attacks, sensors

errors and devices failures after a successful detection is not considered in the

current diagnosis filter, while these anomalies do have different patterns.
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6.2. RECOMMENDATIONS FOR FUTURE WORK

There are several research directions that can be extended from this thesis work.

This section introduces some of them.

• Vulnerability analysis for other system models: As discussed above, the se-

curity index formulation in Chapter 2 is based on linear models in the context

of DC state estimation. It would naturally be more complex to compute under

the non-linear AC models. With nonlinear (mainly quadratic) constraints and

the associated `0−norm for the objective, the security index problem would

be non-convex and difficult to compute. Thus developing convexification or

relaxation methods to compute or approximate the security index in nonlin-

ear settings is one of the directions. Besides, considering large-scale power

systems, the algorithms should be both effective and computational efficient.

For linear dynamic systems, the work in [153] have proposed dynamical secu-

rity index. Extensions are still needed to include model uncertainties and non-

linearities in the framework. Besides, in the future vulnerability analysis, the

“interactions” between the attacks and the preventive or repressive measures

should be treated as a dynamic process. Cyber accessibility and the possibility

to be “caught” need to be considered from the perspective of the attacker.

• Cyber attack impact evaluation: Chapter 2 and Chapter 3 mainly considered

the impact of combined attacks and multivariate attacks on the power system

in steady-state, and the attack impact on load estimates was formulated for

the cyber risk analysis. In fact, attack impact evaluation is complex in general,

especially taking into account all the possible cascading events caused by at-

tacks. Besides, some attack impact on economic or physic operations can be

difficult to quantify. In the security index formulation of this thesis, the at-

tack impact has not been modeled in the framework while an adversary may

also aim to achieve maximum damages in addition to remain stealthy. This

is a relevant research direction. Attack impact on system dynamics, such as

the consequences on the safety considerations of each state, should also be

assessed in the integrated framework of vulnerability and impact analysis.

• Co-simulation of intelligent power systems: The co-simulation tool in Chap-

ter 3 is based on the integration of power system and ICT infrastructure sim-
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ulators. Although extensive efforts in the literature have been made on co-

simulation of hybrid systems, there are still some topics that require further

research [68]. How to combine all the heterogeneous models (e.g., statisti-

cal models, physical models, or others that provide valuable information) in a

scalable way is among one of them. Besides, to support cyber security analy-

sis, the network simulators should have the capability of modeling ICT-specific

measures (e.g., intrusion detection system, authentication, etc.) and also di-

verse attack scenarios. To the best knowledge of this thesis, there is still no

user-friendly “attack library” in the simulator level for that purpose. For a bet-

ter study of the attack behavior, the future research can focus on introducing

malicious traffic flows inside the communication environment of a simulator,

or compromising a particular communication session to manipulate the spe-

cific data. This would also facilitate the study on the the hidden patterns of the

ICT-specific intrusion detection/prevention measures, which will be detailed

in the next recommendation.

• Combining system-theoretic and ICT-specific measures: Throughout the the-

sis, the detection schemes of bad data or missing data detection mechanism in

Chapter 2 and the developed diagnosis filter with a scalable and robust design

in Chapter 4 and 5 are all system-theoretic measures for attacks on sensors

measurements. This study mainly focuses on the mathematical descriptions

of the physical system, while indeed, the “cyber” part of the intelligent power

grids, is not discussed sufficiently. From a viewpoint of cyber-physical system,

in the future research, the adversarial scenarios should also include cyber-

physical attacks on other devices (e.g., switches and routers), and particularly

the defense actions should combine system-theoretic and ICT-specific mea-

sures [72]. For instance, availability attacks like DoS attacks could also trig-

ger alerts on ICT-specific measures (e.g., intrusion detection system) in addi-

tion to the system-theoretic detectors. These features give the opportunities to

develop better cross-domain detection mechanisms, while the co-simulation

tool from above can support such an analysis, development and validation.

• Detection of time-varying FDI attacks: The multivariate false data injection

attacks considered in this thesis are stationary according to Assumption 4.2.4,
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and as illustrated in Remark 4.4.5 of Chapter 4, the time-varying attacks in the

conservative setting that the attacker knows the system model and also the

diagnosis filter parameters do impose challenges in the detection tasks. This

data attack may bypass any linear residual generator if it is able to dynami-

cally adapt the attack values with full system knowledge. Diagnosis tools are

required to address the detection of such type of attacks while ensuring a cer-

tain level of robustness, computational efficiency and also practicality.

• Residual evaluation and anomaly identification: A residual generator ap-

proach for the diagnosis filter is proposed in Chapter 4 and 5. In fact, this

thesis put a particular focus on the residual generation in order to achieve the

robust detection of all admissible multivariate attacks even there exist model

mismatches. The next step is to evaluate the residual and propose a method-

ology for the threshold computation. In fact, as pointed out by [116], there

are few studies on the residual evaluation and threshold computation in the

literature work, while such step is key for a decision maker. Some properties

such as the statistical behavior of the residual generator when there is no at-

tack but with different disturbances or measurement/process errors could be

leveraged to determine the threshold probably. Besides, as pointed out in the

previous section, to differentiate between attacks, sensors errors and devices

failures, a further anomaly identification scheme needs to be proposed, which

can be based on the results of anomaly detection, isolation and recovery of

this thesis. In general, cyber attacks may behave in a coordinated manner

with specific targets in its kill chain, while errors or failures are more random

in nature, and these different patterns can help in anomaly identification.

• Artificial Intelligence for cyber security: As discussed, this thesis has tried

every effort to implement the developed diagnosis filter in a real or simulated

power system, in Chapter 5. A robustification scheme was presented for mit-

igating the effects of model mismatches on the filter residual with the assis-

tance of simulation data, which would bridge the gaps between model-based

and data-driven methods. Other effective approaches may come from com-

bined data-driven and model-based ones. Recent developments in Artificial

Intelligence and sensing technology have also provided tools to deal with at-
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tacks in high-dimensional, nonlinear and complex power systems. Notably,

the reinforcement learning algorithms show some specific advantages. From

the perspective of vulnerability analysis, the worst-case scenario may become

that an attacker uses reinforcement learning to achieve his targets without a

prior knowledge of the system. From the viewpoint of attack detection, a diag-

nosis tool based on reinforcement learning may also work effectively without

a knowledge of the explicit attack models.
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