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Summary

**Computational Modeling of Progressive Failure in FRP Composite Laminates Subjected to Static and Impact Transverse loading**

In order to arrive at safe and reliable design of composite structures, understanding of the mechanisms and mechanics of damage growth in these materials is of paramount significance. Numerical models, if designed, implemented and used carefully, can be helpful not only to understand the mechanisms and mechanics of damage growth but also to predict the susceptibility of a structure to failure. This information can later be used for the design and optimization of materials and structures. The rise in computer power and recent advances in computational methods have intensified the need for using state of the art numerical models for virtual testing of composites more than ever. However, the presence of different damage mechanisms and their mutual interaction, in fiber-reinforced laminated composites, makes the development of robust and reliable computational model a challenge.

In this thesis, advanced finite elements and numerical methods are explored to develop a computationally efficient and reliable numerical framework for the analysis of damage growth in laminated composite plates subjected to quasi-static and dynamic transverse loads. A solid-like shell element is used to obtain a three-dimensional stress state in fiber-reinforced laminated composites. The element is further extended to model mesh-independent matrix cracking by incorporating a discontinuity in the shell mid-surface, shell director and thickness stretching field. A progressive failure model is developed which is able to simulate impact induced damage in laminated composites. The discontinuous shell model is combined with a shell interface element to describe progressive failure in laminate analyses. Care is taken to accurately describe the interaction between matrix cracks and delamination damage which is crucial for accurate predictions of fracture phenomena and laminate strength. Furthermore, a time-dependent progressive failure model is developed to simulate crack growth in laminated composites under dynamic loading conditions. The proposed mass discretization schemes for the solid-like shell element ensure efficient performance of the element in implicit as well as explicit elasto-fracture analysis of composite laminates. Additionally, an efficient mass scaling technique is presented to increase the critical timestep in explicit dynamic simulations. The presented numerical framework also discusses computational modeling of coupled thermo-mechanics...
of laminated composites in the presence of cracks. A unified computational model is presented which is able to simulate coupled adiabatic-isothermal cracks propagating arbitrarily through the finite element mesh.

The reliability and accuracy of the numerical framework and each individual model has been tested against analytical, numerical and experimental results. Numerical results reveal that the introduced numerical framework allows for a robust and reliable progressive failure analysis of composite laminated plates under quasi-static and dynamic loading conditions which can be used for detailed numerical investigation of laminated composite materials and structures under a variety of mechanical and thermal loading conditions.
Samenvatting

Numerieke Modellering van Progressief Bezwijken in FRP Composietlaminaten Bloeigesteld aan Statische en Impact Dwarsbelasting

Begrip van de mechanismen en de mechanica van schadeontwikkeling in composieten is van uiterst belang voor een veilig en betrouwbaar ontwerp van constructies van deze materialen. Computermodellen kunnen, indien ze met zorg ontworpen, geïmplementeerd en gebruikt worden, van nut zijn voor zowel het begrijpen van de mechanismen en de mechanica van schadeontwikkeling als het voorspellen van de bezwijkgevoeligheid van een constructie. Deze informatie kan vervolgens gebruikt worden voor ontwerp en optimalisatie van materialen en constructies. Door de toegenomen rekenkracht en nieuwe ontwikkelingen in computermethodes is de behoefte om computermodellen te gebruiken voor het virtueel testen van composieten toegenomen. Door de aanwezigheid van en interactie tussen verschillende schademechanismen blijft het ontwikkelen van robuuste en betrouwbare computermodellen echter een uitdaging.

Samenvatting

Inzicht in zowel impliciete als expliciete analyse van composietlaminaten gewaarborgd wordt. Verder wordt een methode gepresenteerd voor het schalen van massa waarmee de kritische tijdstap in expliciete dynamische simulaties vergroot wordt. Het gepresenteerde numerieke raamwerk omvat ook computermodellering van gekoppelde thermo-mechanica van composietlaminaten in de aanwezigheid van scheuren. Een eenvoudig computermodel wordt gepresenteerd waarin gekoppelde adiabatische-isothermische scheuren arbitrair door het eindige-elementenmesh kunnen lopen.

De betrouwbaarheid en de nauwkeurigheid van het numerieke raamwerk en van de afzonderlijke modellen is getest ten opzichte van analytische, numerieke en experimentele resultaten. De numerieke resultaten tonen dat het voorgestelde numerieke raamwerk robuust en betrouwbare analyse van het progressief bezwijken van composietlaminaten onder quasi-statische en dynamische belasting mogelijk maakt, waardoor het raamwerk gebruikt kan worden voor gedetailleerde computer-analyses van gelamineerde composietmaterialen en -constructies onder verschillende mechanische en thermische belastingen.
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Chapter 1
Introduction

There is an increasing use of fiber-reinforced composite laminates, in myriad fields of engineering, such as civil engineering, mechanical engineering and aerospace engineering. In many applications, they are subjected to extreme loading conditions such as impact, thermal shock, thermal and mechanical cycles etc. Safe and reliable design of composite structures heavily relies on accurate predictions of strength and stiffness. Virtual testing of composite laminates plays a vital role in understanding the mechanisms and mechanics of damage growth in composite laminates and for assessing its susceptibility to failure under variety of boundary conditions. This knowledge can be used for the design and optimization of composite materials and structures. Moreover, numerical simulations also help in interpreting experimental results. However, the presence of different failure processes and their mutual interaction makes the development of computational models a challenge.

Damage in fiber-reinforced composite laminated plates usually appears as cracking in the matrix material, fiber-matrix debonding, fiber breakage, local and global buckling, delamination and total perforation in case of high velocity impact. Delamination damage, which is the debonding of plies, is considered to be one of the dominant damage modes and can significantly reduce the strength of the laminate. On the other hand, matrix cracking/splitting is observed to be the initial failure mode of impact damage. Matrix cracks act as stress enhancers which initiate delamination damage at the ply interfaces. Even though matrix cracking/splitting in a laminate alone, may not significantly reduce the strength and stiffness of the laminate but may become a key failure mode e.g. in case of pressure vessels, in which gas leakage is considered to be the failure of the structure. Therefore, accurate predictions of initiation and propagation of both matrix cracking and delamination damage is crucial in assessing the susceptibility of a laminate to failure.

To achieve the goal of developing efficient and accurate numerical models, the importance of mechanism based failure models was soon recognized [120]. Significant work has been done to model progressive failure in laminated composites subjected to in-plane loads with different failure models such as plasticity, continuum damage and failure based models. A detailed survey of the numerical models for failure analysis of laminated composites can be found in [114]. However, discrete fracture models such as cohesive zone models using interface elements are often preferred.
It was further shown by [161], that good predictions of progressive damage in laminated composites can be made if individual damage modes are modeled accurately. As opposed to the interface element model, partition-of-unity based methods such as the extended finite element method (XFEM) [107, 159] and phantom node method [58, 106] allows for the modeling of crack propagation independent of the underlying mesh structure. These advanced numerical methods have been used to model the in-plane response of composite laminates [74, 153] but not for out-of-plane loaded composites. Computational modeling of progressive failure in laminated composite plates and shells, subjected to transverse static and dynamic loads, presents additional challenges and requires the development of improved finite elements and numerical procedures. The work presented in this thesis aims at addressing these issues and explores the potential of advanced finite elements and numerical methods to model progressive mechanical and thermo-mechanical damage in laminated composite plates/shells, subjected to quasi-static and dynamic transverse loads.

1.1 Objective and novelty of the work

In this thesis a meso-scopic, progressive failure model to simulate interacting damage mechanisms in fiber-reinforced laminated composite plates subjected to quasi-static and dynamic transverse loading is presented. The objective here is to develop an efficient computational framework for numerical analysis of out-of-plane loaded composite laminates. The work presented in this thesis exploits the use of advanced numerical methods, i.e. the phantom node method, which allows for the mesh-independent crack propagation through a finite element mesh. A cohesive zone approach is used to simulate non-linear material behavior in front of the crack-tip. It is however, essential to use a fine mesh in the regions where prospective cracks may initiate and propagate, in order to resolve the cohesive zone. Mesh refinement is also needed for an accurate predictions of stresses and strains in the vicinity of the cohesive crack-tip [5].

Another key ingredient of the present formulation is the use of solid-like shell element for laminate analysis. In principle, the out-of-plane response of laminated composites can be modeled using two-dimensional (2-D) plate and shell elements, however, accurate predictions of delamination damage requires determination of a three-dimensional (3-D) stress field. This motivated the use of 3-D solid/brick elements in many computational models for laminate analysis. However, solid elements perform poorly in thin shell applications. On the other hand, solid-like shell elements possess the necessary properties of both 2-D shell and 3-D solid elements. Solid-like shell elements use the kinematics from the classical shell theory and thus can be used in thin shell applications and the three-dimensional nature of the element allows for the computation of a three-dimensional stress field.
The new developments and/or improvements made to the existing computational approaches for modeling progressive damage in out-of-plane loaded composite laminates in this thesis are:

1. A geometrically non-linear, discontinuous solid-like shell element (DSLS) is developed, which is able to simulate mesh-independent cracking in thin shells and plates. The element incorporates a discontinuity in the shell mid-surface, shell director and thickness stretching field.

2. The nonlinear solid-like shell theory of [116] is improved to include strain terms corresponding to the higher-order thickness coordinate. These strain terms become important in the presence of large strains with bending deformations and shells with large bending curvatures [108].

3. The DSLS is adapted to model cohesive matrix cracking/splitting, oriented along the fiber direction of the ply in a laminate analysis.

4. A partition-of-unity based shell interface element for efficient numerical simulation of delamination damage is introduced.

5. The effect of matrix cracking on delamination damage is carefully taken into account and an enhanced shell interface model is developed.

6. Mass discretization strategies for solid-like shell elements in implicit and explicit dynamic analysis are proposed.

7. Mass scaling procedures for solid-like shell elements in explicit dynamic simulations are developed.

8. A time-dependent progressive failure model is introduced for the simulation of fast crack growth (matrix cracking and delamination cracks) in composite laminates.

9. The issue of time-continuity and numerically induced oscillations in the velocity and stress/strain profiles in dynamic simulations is discussed and a possible remedy is proposed.

10. A mixed-mode, exponentially decaying cohesive law for laminate analysis is introduced for an efficient numerical simulation.

11. A partition-of-unity based thermo-mechanical model for coupled adiabatic-isothermal cracking in laminated composites is presented.
12. The notion of thermo-fracture heating, as theoretically introduced by [28], is incorporated in the numerical framework and is enhanced to simulate heat generation due to craze formation and breakdown and frictional sliding between crack flanks.

13. The issue of approximation inconsistencies in highly celebrated partition-of-unity based methods e.g. XFEM, GFEM and phantom node methods are discussed and possible remedies are proposed [3]. See also appendix A.

1.2 Thesis Outline

One of the key ingredients of the computational strategy proposed in this thesis is the solid-like shell element for laminate analysis. In order to simulate cohesive cracks propagating arbitrarily through a finite element mesh of solid-like shell elements, a discontinuous solid-like shell element is developed. This is achieved through the phantom node method. Chapter 2 of the thesis discusses in detail the kinematics, variational and finite element formulation for the discontinuous solid-like shell element.

In chapter 3, the discontinuous shell model is combined with a shell interface element to model progressive failure in composite laminated plates subjected to quasi-static transverse loads. Mesh-independent matrix cracking/splitting is modeled with the discontinuous solid-like shell element (DSLS). In order to model delamination damage, a partition-of-unity based shell interface model for large deformation problems is developed. Moreover, modeling the interaction between matrix cracking and delamination damage is discussed. The chapter discusses in detail the numerical framework, algorithmic and implementation details of the progressive failure model. The chapter concludes with illustrative numerical examples in simulating quasi-impact damage in laminated composite plates.

The remaining part of the thesis concerns with the numerical modeling of composite laminates subjected to rapidly applied loads. Chapter 4 describes the formulation and finite element details of the solid-like shell element for dynamic analysis of isotropic/orthotropic plates and shells. Mass discretization strategies for implicit as well as explicit dynamic analysis using solid-like shell elements are presented. Moreover, mass scaling to increase the critical time step in explicit dynamic simulation, without affecting the solution’s accuracy, is also discussed. Numerical examples are presented in order to show the performance and salient features of the dynamic solid-like shell element.

Chapter 5 presents a computational model for progressive failure in laminated plates subjected to rapidly applied loads. The quasi-static model developed in chapter 3 is extended for dynamic applications. Numerical results on fast crack growth,
with crack-tip speed approaching to the longitudinal wave speed, in laminated composite plates are presented. Damage initiation, growth and their interaction under different loading rates is discussed. Numerical issues related to modeling dynamic crack propagation are discussed. A solution strategy to remove numerical oscillations due to imbalance of forces at the crack interface, at the time of insertion of new crack segments, is presented.

Dynamic fracture in laminated composites may generate heat which may influence the response of the laminate. Chapter 6 presents a numerical model to simulate mesh-objective, coupled adiabatic-isothermal cracking in a composite laminate. The model simulates heat transfer through an interface and heat generation at the interface during fracture. A phantom node method is exploited to simulate arbitrary propagating cracks through a finite element mesh. A thermo-fracture heating term is introduced to take the heat generation due to craze formation and breakdown and friction into account.
Chapter 2
Discontinuous solid-like shell element (DSLS)*

This chapter presents a novel geometrically nonlinear, discontinuous solid-like shell finite element for the simulation of cracking phenomena in thin shell structures. The discontinuous shell element is based on the solid-like shell element, having a layout similar to brick elements but better performance in bending. The phantom node method is employed to achieve a fully discontinuous shell finite element, which incorporates a discontinuity in the shell mid-surface, director and in thickness stretching field. This allows the element to model arbitrary propagating cracks in thin shell structures in combination with geometrical non-linearities. The kinematics of the discontinuous shell element as well as the detailed finite element formulation and implementation are described. Several numerical examples are presented to demonstrate the performance of the element.

2.1 Introduction

2.1.1 Motivation

Shell structures are frequently used in many fields of engineering due to their structural efficiency and light weight. However, shell structures like others are also endowed with material and/or geometrical non-linearities such as initiation and propagation of cracks, global and local buckling etc. which may impair structural soundness. Correct predictions of failure in such structures is fundamental. There has been growing interest in the industrial and defense community in developing reliable and computationally efficient numerical tools, able to represent different failure mechanisms. These tools are necessary for the design and analysis of new or existing structures and materials.

When it comes to modeling thin shell structures, classical shell elements based on the Mindlin-Reissner theory [109] offer means for modeling thin structures. Over the years these elements were modified and more robust and efficient shell elements were developed for general linear and nonlinear applications, see for example [14, 34, 50, 68, 71, 82, 135]. However, these models are based on plane-stress constitutive relations therefore thickness change was not taken into account in this...
formulations. Hence, these elements do not allow for a damage analysis at lower levels of observation e.g. meso-scopic level and may give un-realistic results in bending dominated problems. Apart from this, coupling of rotational degrees of freedom with the purely displacement based interface elements is also not straightforward for problems involving crack growth or delamination in laminated structures. [167] used two dimensional shell elements based on the Mindlin-Reissner theory and proposed a cohesive constitutive law which included a bending moment-rotation relation to avoid problems with the rotational degrees of freedom.

To model damage in shell structures, continuum damage or plasticity type approaches have been used. For example [20] used a continuum damage approach based on Gurson’s damage model [56] to simulate ductile crack growth in thin-walled shell structures. A finite element analysis was performed using a 5-parameter shell element, which consisted of a 4-node iso-parametric element with three translational and two rotational degrees of freedom at each node.

Inspired by the idea of discrete fracture modeling and a cohesive zone approach, several contributions were made in which cohesive interface elements were embedded on predefined locations along element edges of shell elements, see for example [39, 95, 129]. [138] used modified line spring elements on predefined locations to simulate cracking in shell structures.

Acknowledging the importance of full three dimensional analysis to investigate local failure mechanisms, 3D continuum elements were explored in [21] using continuum damage analysis for shell structures. A modified Gurson’s damage model based on Tvergaard’s [149] cohesive constitutive law was utilized to take into account the ductile degradation process caused by void nucleation, growth and coalescence. Several other researchers favored discrete fracture modeling with a cohesive zone approach using volume elements for thin shell structures. [55] and [127] used a discrete cohesive cracking approach with volume elements to simulate ductile fracture in thin shells. However, it has been observed [27], that volume elements, when employed with large aspect ratios, tend to lock. This phenomenon is known as Poisson-thickness locking and causes serious numerical problems.

In order to allow arbitrarily propagating cracks through a finite element mesh, partition of unity based methods like the extended finite element method (XFEM) are to be preferred. [16] used an alternative approach to XFEM, based on the methodology of [58], for mesh independent discrete fracture modeling in thin shell structures using shell elements based on Kirchoff-Love conditions [17]. However, these shell elements do not account for possible shear deformations. [141] proposed a discontinuous shell element based on a degeneration concept [1], for dynamic fracture problems. The method utilizes a shell element [25] based on Mindlin-Reissner theory. Unfortunately these shell models do not include thickness stretching. Recently [94] proposed a discontinuous shell model based on shell element proposed by [27],
where the XFEM methodology is explored to incorporate discontinuities in the shell mid-surface and director field. However, the proposed model does not address the issues regarding inhomogeneous stretching of cracked shell elements, which may result from non-uniform bending on opposite crack faces.

In this chapter, a new geometrically nonlinear continuum based shell element for the simulation of through-the-thickness cracking in thin shell structures is presented. The shell element is based on a solid-like shell theory [116], which on one hand incorporates the kinematics of shells directly by linear interpolation of three dimensional kinematic relations and removes contradictory assumptions originated from the dimensional reduction from 3D to 2D in conventional shell elements. On the other hand, it removes the Poisson thickness locking effect commonly found for volume elements, when employed in thin shell applications. To model matrix cracks, an alternative approach to XFEM, based on the method of [58], where an element crossed by a discontinuity is replaced by overlapping elements, is exploited. This results in a simpler implementation than the traditional XFEM [107], as the overlapped elements are similar to standard finite elements. In order to incorporate inelastic material behavior near the crack tip zone, we follow the work by [159] for cohesive fracture, where such nonlinearities are captured by a cohesive constitutive law which relates the interface tractions to the jump in the displacement field.

### 2.1.2 Scope of study

A failure model for shell and plate structures is presented, where a shell layer is modeled with an eight-noded solid-like shell element. The discontinuous solid-like shell element has only displacement degrees of freedom and provides a complete three-dimensional state of stress. The key features of the discontinuous shell element are:

- The element is capable of simulating mesh independent, arbitrarily moving cohesive cracking in shell/plate structures subjected to static or dynamic out-of-plane loading conditions.

- The model presents a fully discontinuous shell formulation, where in addition to a discontinuity in the shell mid-surface and the shell director field, a discontinuity is included in the thickness stretching, see section 2.4.3 for details.

- The model is able to capture simultaneously the effects of geometrical instabilities and material non-linearity.

- The model is able to simulate through the thickness inclined cracks, which need not to be normal to the mid-surface, e.g compression cracks.
Chapter 2 Discontinuous solid-like shell element (DSLS)

Due to the three dimensional nature of the shell element, the discontinuous model can be used in combination with higher dimensional elements in a finite element mesh and hence, methods like displacement compatibility [131], the use of transition elements [81] can be avoided, which are commonly used for connecting shell elements to 3D elements.

This chapter is ordered as follows: In the next section, we summarize the mathematical preliminaries of the proposed model. In section 2.3, a brief overview of the kinematics of the solid-like shell element is presented followed by a detailed derivation of the kinematics of the discontinuous solid-like shell element in sections 2.4. Equilibrium of the discontinuous solid-like shell element and its consistent linearization is presented in sections 2.5 and 2.6. Finite element discretization of the equilibrium equations is discussed in section 2.7. Section 2.8 briefly discusses the method of assumed natural strains (ANS) for the removal of shear locking in eight noded solid-like shell element. The performance of the discontinuous solid-like shell element is demonstrated by means of several numerical examples in section 2.9. Finally section 10 summarizes the main conclusions drawn from the article.

2.2 Mathematical preliminaries

To describe shell kinematics, we consider two states of a continuum body, an undeformed state represented by \( \mathcal{B}_o \) with domain \( \Omega_o \) and a deformed state represented with \( \mathcal{B} \) and domain \( \Omega \). Following standard conventions we shall use, capital characters to denote quantities referring to the undeformed configuration and lower-case characters for quantities referring to the deformed configuration.

In order to formulate the discontinuous shell theory in a consistent way, we introduce a curvilinear coordinate system \( \xi(\xi, \eta, \zeta) \), which automatically preserves objectivity. \( \xi \) and \( \eta \) are defined as in-plane coordinates and \( \zeta \) represents the thickness coordinate. In addition to this we also define a global Cartesian coordinate system \( i(i_1, i_2, i_3) \), see figure 2.1.

The position vectors in the reference and current configurations are denoted by \( \mathbf{X} \) and \( \mathbf{x} \), respectively. The covariant base vectors are obtained as the partial derivative of the position vectors with respect to the curvilinear coordinates as

\[
G_{\alpha} = \frac{\partial \mathbf{X}}{\partial \xi^\alpha} \\
G_3 = \frac{\partial \mathbf{X}}{\partial \xi^3}, \quad \alpha = 1, 2 \quad \xi = \{\xi, \eta, \zeta\}
\]
The covariant base vectors in the deformed configuration may be written as

\[ g_\alpha = \frac{\partial x}{\partial \xi^\alpha} = G_\alpha + \vartheta_{,\alpha} \tag{2.3} \]
\[ g_3 = \frac{\partial x}{\partial \xi^3} = G_3 + \vartheta_{,3} \tag{2.4} \]

where \( \vartheta \) represents the displacement field of a solid-like shell element. Note that we defined the in-plane and out-of-plane components independently, in order to clearly define strain components in thickness and transverse directions.

**Figure 2.1** Geometry and kinematics of thin shell in undeformed and deformed configurations
The metric tensors are defined as
\[ G_{ij} = g_{i} \cdot g_{j}, \quad g_{ij} = g_{i} \cdot g_{j} \quad i, j = 1, 2, 3 \] (2.5)
Accordingly the contravariant base vectors are defined as
\[ G^{i} = G_{ij}^{-1} G_{j} \quad g^{i} = g_{ij}^{-1} g_{j} \quad i, j = 1, 2, 3 \] (2.6)

### 2.3 Kinematics of solid-like shell element (SLS)

In this section, we review the kinematics of a solid-like shell element [116]. The shell body is defined with a top surface, bottom surface and a degenerated mid-surface. When \( X \) denotes the position of a particle in the reference configuration, the geometry of the shell element in the curvilinear coordinate system \( \xi(\xi, \eta, \zeta) \), is given as
\[ X(\xi, \eta, \zeta) = X^{o}(\xi, \eta) + \zeta X^{1}(\xi, \eta) \] (2.7)
where \( X^{o} \) represents the position vector of the mid-surface and \( X^{1} \) represents the shell’s director. Mathematically they are expressed as,
\[ X^{o}(\xi, \eta) = \left[ X_{t}(\xi, \eta) + X_{b}(\xi, \eta) \right] / 2 \] (2.8)
\[ X^{1}(\xi, \eta) = \left[ X_{t}(\xi, \eta) - X_{b}(\xi, \eta) \right] / 2 \] (2.9)
The subscripts \( (\cdot)_{t} \) and \( (\cdot)_{b} \) define the quantities projected on top and bottom surfaces of the shell. Any material point \( x \) in the current configuration can be described by introducing the displacement field, \( \vartheta \) as
\[ x(\xi, \eta, \zeta) = X(\xi, \eta, \zeta) + \vartheta(\xi, \eta, \zeta) \] (2.10)
The displacement field of a solid-like shell element is defined as a function of the displacement field of top surface \( u_{t} \), bottom surface \( u_{b} \) and an internal stretch parameter \( \omega \) and is given as
\[ \vartheta(\xi, \eta, \zeta) = u^{o}(\xi, \eta) + \zeta u^{1}(\xi, \eta) + (1 - \zeta^{2}) u^{2}(\xi, \eta) \] (2.11)
where \( u^{o} \) is the displacement of the shell mid-surface
\[ u^{o}(\xi, \eta) = [u_{t}(\xi, \eta) + u_{b}(\xi, \eta)] / 2 \] (2.12)
\( u^{1} \) is the displacement of the shell director, \( D \)
\[ u^{1}(\xi, \eta) = [u_{t}(\xi, \eta) - u_{b}(\xi, \eta)] / 2 \] (2.13)
and \( u^{2} \) denotes internal stretching of an element, which is collinear with the deformed shell director, \( d \), and a function of thickness stretch parameter, \( \omega \)
\[ u^{2}(\xi, \eta) = \omega(\xi, \eta) d(\xi, \eta) \] (2.14)
The covariant base vectors in the reference configuration for a solid-like shell element can now be defined as,
\[ G_\alpha = X_\alpha^o + \zeta X_1^\alpha \] (2.15)
\[ G_3 = X_1 = D \] (2.16)

The covariant base vectors in the deformed configuration can be written as
\[ g_\alpha = G_\alpha + u_\alpha^o + \zeta u_1^\alpha \] (2.17)
\[ g_3 = G_3 + u_1^1 - 2\zeta u_2^2 \] (2.18)

where \( u_2^2 \) is considered to be very small as compared to other degrees of freedom, hence its spatial derivatives (i.e. \( u_\alpha_2^\alpha \)) are ignored.

### 2.4 Kinematics of discontinuous solid-like shell element (DSLS)

#### 2.4.1 Representation of the displacement field

The discontinuous shell formulation is based on an eight node solid-like shell element. Figure 2.2 shows a solid-like shell element with domain \( \Omega_{\text{elem}}^o \) in the reference configuration. The element is crossed by a crack surface \( \Gamma_c^o \), which divides the whole domain into two sub-domains \( \Omega_A^o,\text{elem} \) and \( \Omega_B^o,\text{elem} \) such that \( \Omega_{\text{elem}}^o = \Omega_A^o,\text{elem} \cup \Omega_B^o,\text{elem} \). The superscript \( \text{elem} \) represents a particular element in a finite element mesh crossed by a discontinuity.

Following the method proposed by [58], we replace the cracked element with a pair of elements which are only partially active (figure 2.2) and with the addition of phantom nodes on top of the real nodes. Both elements now contain real nodes \( (n_i) \) inherited from the uncracked element as well as phantom nodes \( (\tilde{n}_i) \). The real nodes are present in the active domains of the pair of elements, while phantom nodes are present in the non-active domains. The displacement field is continuous over the active domains of each element and discontinuous over \( \Gamma_c^o \).

Since the two elements do not share any of their nodes, the displacement fields of the two elements are independent of each other and thus incorporates the desired discontinuity in the element.

\[ \vartheta(X) = \begin{cases} \vartheta_A(X) & \forall X \in \Omega_A^o \\ \vartheta_B(X) & \forall X \in \Omega_B^o \end{cases} \] (2.19)

Note that the displacement fields of the two elements will only interact through a cohesive law which relates the tractions across the interface to the displacement jump. As the two newly added elements are similar to uncracked shell elements...
except from the fact that they will only be integrated over their active domains, we can readily write the displacement field for the pair of elements as:

$$\vartheta_e = u^e_o + \zeta u^1_e + (1 - \zeta^2) u^2_e \quad e = A, B$$

(2.20)

where the definition of displacement components $u^o, u^1, u^2$ as well as the shell’s geometry is the same as defined in section 2.3. From the finite element implementation point of view, this results in a simplification, since no special algorithm is required to be written for the computation of strains and other mechanical quantities in the cracked elements. Following the same analogy, the deformation mapping function $\varphi$ can also be defined independently on both sides of the discontinuity $\Gamma^o_c$ as $\varphi_A$ and $\varphi_B$, which maps the particles $X \in \Omega^o$ from reference configuration to current configuration $x \in \Omega$ and they are continuous in their respective domains.

$$\varphi(X) = \begin{cases} 
\varphi_A(X) & \forall X \in \Omega_A^o \\
\varphi_B(X) & \forall X \in \Omega_B^o 
\end{cases}$$

(2.21)

Figure 2.2 An element with domain $\Omega^o = \Omega^o_A \cup \Omega^o_B$ crossed by a discontinuity surface $\Gamma^o_c$ is replaced with a pair of partially active elements, having real nodes $(n_i, n^w_i)$ and phantom nodes $(\tilde{n}_i, \tilde{n}^w_i)$.
Accordingly, the deformation gradient $F$ can be defined as

$$ F = \begin{cases} 
F_A = \nabla_X \varphi_A = g_i,A \otimes G^i & \forall X \in \Omega_A^o \\
F_B = \nabla_X \varphi_B = g_i,B \otimes G^i & \forall X \in \Omega_B^o 
\end{cases} \quad (2.22) $$

where the symbol $\otimes$ represents the dyadic product defined as $(o \otimes \bullet)_{ij} = (o)_i (\bullet)_j$

**Alternative representation of displacement field in cracked elements**

It is interesting to note that the displacement field in a cracked element can also be written as a summation of the displacement fields of a pair of partially active elements in combination with equation (2.19)

$$ \vartheta(X) = \vartheta_A(X) + \vartheta_B(X) \quad (2.23) $$

Since the displacement field of a solid-like shell element is a function of $u_t, u_b$ and $\omega$, we can readily write for the cracked element

$$ u_b = u_{bA} + u_{bB} \quad (2.24a) $$
$$ u_t = u_{tA} + u_{tB} \quad (2.24b) $$
$$ \omega = \omega_A + \omega_B \quad (2.24c) $$

This leads to the definitions of the displacement field for the cracked shell element as:

$$ \vartheta = u^o + \zeta u^1 + (1 - \zeta^2) u^2 \quad (2.25) $$

where

$$ u^o = u^o_A + u^o_B \quad (2.26) $$
$$ u^1 = u^1_A + u^1_B \quad (2.27) $$

and

$$ u^o_e = \left( \frac{u_e + u_b}{2} \right)_e \quad (2.28a) $$
$$ u^1_e = \left( \frac{u_e - u_b}{2} \right)_e \quad e = A, B \quad (2.28b) $$

The internal stretch parameter $u^2$ for the cracked element is then defined as:

$$ u^2 = \omega d \quad (2.29a) $$
$$ = (\omega_A + \omega_B)(D + u^1_A + u^1_B) \quad (2.29b) $$
$$ = \omega_A(D + u^1_A) + \omega_B(D + u^1_B) + \omega_A u^1_B + \omega_B u^1_A \quad (2.29c) $$
$$ = \omega_A d_A + \omega_B d_B + \omega_A u^1_B + \omega_B u^1_A \quad (2.29d) $$
where \( \mathbf{d}_e = \mathbf{D} + \mathbf{u}_e^1 \). Noting the fact that \( \omega_A \mathbf{u}_B^1 = \omega_B \mathbf{u}_A^1 = 0 \), the above expression simplifies to

\[
\mathbf{u}_e^2 = \omega_A \mathbf{d}_A + \omega_B \mathbf{d}_B
\]  

(2.30)

It can be observed that the thickness stretch parameter \( \mathbf{u}_e^2 \) can also be expressed as the sum of two independent fields.

\[
\mathbf{u}_e^2 = \mathbf{u}_A^2 + \mathbf{u}_B^2
\]  

(2.31)

Incorporating equations (2.26), (2.27) and (2.31) in equation (2.25), two independent equations for the displacement fields in a pair of partially active solid-like shell elements are obtained

\[
\mathbf{\vartheta}_e = \mathbf{u}_e^o + \zeta \mathbf{u}_e^1 + (1 - \zeta^2) \mathbf{u}_e^2 \quad \forall \mathbf{X} \in \Omega_e^o, \quad e = A, B
\]  

(2.32)

which is similar to the result presented earlier (equation (2.20)).

### 2.4.2 Strain measure

We use the Green Lagrange strain tensor \( \mathbf{E} \) as a suitable strain measure for large deformation problems.

\[
\mathbf{E} = \frac{1}{2} (\mathbf{F}^T \mathbf{F} - \mathbf{I})
\]  

(2.33)

where \( \mathbf{I} \) is the second order identity tensor. Since the deformation gradient can also be represented in terms of a covariant base vector in deformed configuration \( \mathbf{g}_i \) and a contravariant base vector in reference configuration \( \mathbf{G}^i \), equation (2.22), we can also express the Green Lagrange strain tensor in terms of a contravariant basis \( \mathbf{G}^i \) as

\[
\mathbf{E}_e = (E_{ij} \mathbf{G}^i \otimes \mathbf{G}^j)_e
\]  

(2.34)

with

\[
E_{ij} \varepsilon = \frac{1}{2} (\mathbf{G}_i \cdot \mathbf{\vartheta}_j + \mathbf{G}_j \cdot \mathbf{\vartheta}_i + \mathbf{\vartheta}_i \cdot \mathbf{\vartheta}_j)_e
\]  

(2.35)

where \( \mathbf{G}^i \) is a contravariant base vector in the reference configuration. Note that due to the independent definitions of displacement fields in the pair of elements, the strain fields can also be defined independently in each element. Thus, the model allows for different strain conditions on both sides of the discontinuity, which is essential for modeling phenomena like local buckling, which may occur on only one side of the crack.
2.4 Kinematics of discontinuous solid-like shell element (DSLS)

Equation (2.35) also requires the gradients of the displacement field for the computation of strains, which are given as:

\[
\vartheta_{,\alpha} = u_{,\alpha}^o + \zeta u_{,\alpha}^1, \quad \alpha = 1, 2 \tag{2.36a}
\]
\[
\vartheta_{,3} = u_{,3} - 2\zeta u^2 \tag{2.36b}
\]

where \(u^2\) is considered to be very small as compared to other degrees of freedom, hence its spatial derivatives (i.e. \(u_{,\alpha}^2\)) are ignored.

It is worth to note that \(E_{33}\) is no longer constant along the thickness direction

\[
E_{33} = D \cdot (u_{,1} - 2\zeta u^2) + \frac{1}{2} (u_{,1} - 2\zeta u^2) \cdot (u_{,1} - 2\zeta u^2) \tag{2.37}
\]

Furthermore, it is also evident from equation (2.35) that in contrast to [15, 27, 116], higher order terms in \(\zeta\) are not ignored in our formulation. This includes higher order strain terms in the bending part of the strain tensor. Of course in the limit of thin shells, \((\zeta << 1)\), the formulation approaches to the element proposed by [116].

As usual in shell theory the strains are referred to the mid-surface of the shell. This is accomplished by the following relationship

\[
E_{ab}^o = (G^o_i \cdot G^j)(G^o_i \cdot G^j)E_{ij} \tag{2.38}
\]

In a similar way the strains can then be transferred to the global frame of reference \(i(1, i_2, i_3)\) or any local frame of reference, e.g element’s local orthonormal coordinate system \(l(1, l_2, l_3)\) by

\[
E_{ab}^g = (l_a \cdot G^o_i)(l_b \cdot G^o_i)E_{ij}^o \tag{2.39}
\]

Where \(G^o_i\) and \(G^o_i\) are the covariant and contravariant base vectors computed at the shell mid-surface , \(G_i\) and \(G_j\) are the covariant and contravariant base vectors computed at any material point \((\xi, \eta)\) and \(l_i\) represents the base vectors of a Cartesian coordinate system, in the element’s local coordinate system.

The above equations can be written in compact form as:

\[
E^o = T^o ET^oT \tag{2.40a}
\]
\[
E^g = T^g E^o T^gT \tag{2.40b}
\]

where

\[
T^o = G^o_i \cdot G^j, \quad T^g = l_i \cdot G^o_j \tag{2.41}
\]

From the finite element point of view, the strain tensor is often represented in Voigt notation, hence equations (2.40a) and (2.40b) are written as

\[
E^o = T^o E \tag{2.42a}
\]
\[
E^g = T^g E^o \tag{2.42b}
\]
or simply

\[ \mathbf{E}' = T^o \mathbf{E} \]  

(2.43)

The corresponding transformation matrices \( T^o, T^g \) and \( T^{og} \) in Voigt notation are given in B.1.

### 2.4.3 Representation of a discontinuity

The displacement jump across the discontinuity in the cracked element is given as

\[
\begin{align*}
[\vartheta(X)] &= \vartheta(X_{\Gamma^o} + \epsilon) - \vartheta(X_{\Gamma^o} - \epsilon) \\
&= \vartheta_B(X) - \vartheta_A(X) \quad \forall X \in \Gamma^o_c
\end{align*}
\]  

(2.44)

It is evident from the above equation that the displacement jump across a discontinuity can be obtained by taking simple difference of the displacement fields of the two elements. The displacement jump can also be expressed in terms of a jump in the deformation mapping functions \( \varphi \) as

\[
\begin{align*}
[\vartheta(X)] &= \varphi^B(X) - X - \varphi^A(X) + X \\
&= [\varphi] \quad \forall X \in \Gamma^o_c
\end{align*}
\]  

(2.45)

Since the displacement field of a solid-like shell element is a function of \( \mathbf{u}_t, \mathbf{u}_b \) and \( \omega \), after some manipulations, we can express displacement jump across a discontinuity as

\[
[\vartheta] = [\mathbf{u}^o] + \zeta[\mathbf{u}^1] + (1 - \zeta^2)[\mathbf{u}^2]
\]  

(2.46)

Note that in the above equation

- The first term, \([\mathbf{u}^o]\), describes the discontinuity in the shell mid-surface,
- The second term, \([\mathbf{u}^1]\), describes the discontinuity in the rotation vector and gives rise to a discontinuous shell’s director defined as \((\mathbf{D} + [\mathbf{u}^1])\).
- The third term, \([\mathbf{u}^2]\), incorporates discontinuity in the stretch parameter

\[
[\mathbf{u}^2] = [\omega]D + \omega_B \mathbf{u}^1_B - \omega_A \mathbf{u}^1_A
\]  

(2.47)

This feature equips the discontinuous shell element to have different thickness stretching on both sides of the crack due to different bending moments.
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2.4.4 Average kinematics at the deformed crack surface

As identified by [158], in case of large deformations at the interface, the triads defined on each side of the discontinuity are different, hence no unique normal can be defined in the current configuration (figure 2.3). The normals \( \mathbf{n}_{cA}, \mathbf{n}_{cB} \) on both sides of the discontinuity in the deformed configuration using Nanson’s formula are given by

\[
\mathbf{n}_{cA} = J_A(\mathbf{F}_A)^{-T} \mathbf{n}_o^c \frac{dA}{d\mathbf{a}_A} \\
\mathbf{n}_{cB} = J_B(\mathbf{F}_B)^{-T} \mathbf{n}_o^c \frac{dA}{d\mathbf{a}_B}
\]

(2.48a)

(2.48b)

where \( \mathbf{n}_o^c = -\mathbf{n}_{cA} = \mathbf{n}_{cB} \) is an outward normal of \( \Omega_B^o \). \( J_A \) and \( J_B \) are the Jacobians, defined as \( J_A = \text{det}(\mathbf{F}_A) \) and \( J_B = \text{det}(\mathbf{F}_B) \). \( dA \) represents a differential area in the reference configuration while \( d\mathbf{a}_A \) and \( d\mathbf{a}_B \) represent differential areas in the deformed configuration for the crack faces related to domain \( \Omega_A \) and \( \Omega_B \), respectively.

Using a heuristic approach, we define an average crack surface \( \Gamma_c^o \) in the current configuration. The average deformation gradient is then defined as

\[
\bar{\mathbf{F}} = \frac{1}{2} [\mathbf{F}_A + \mathbf{F}_B]
\]

(2.49a)

\[
= \frac{1}{2} \left[ g_{iA} \otimes G^i + g_{iB} \otimes G^i \right]
\]

(2.49b)

\[
= \bar{g}_i \otimes G^i
\]

(2.49c)

in which

\[
\bar{g}_i = \frac{1}{2} [g_{iA} + g_{iB}] \quad i = [\xi, \eta, \zeta]
\]

(2.50)

The normal to an average crack surface can now be defined as:

\[
\mathbf{n}_c = \bar{J}(\mathbf{F})^{-T} \mathbf{n}_o^c \frac{dA}{d\mathbf{a}}
\]

(2.51)
where $\bar{J} = \det(\bar{F})$ and $\bar{d}a = \bar{J} \left\| \bar{F} - T \right\| n \right\| dA$

### 2.5 Equilibrium of DSLS

Consider a shell body with domain $\Omega^o$ containing an internal surface $\Gamma^o_{c}$, such that it divides the domain into two sub-domains $\Omega^o_A$ and $\Omega^o_B$, see figure 2.4.

We start with the strong form of the momentum balance equation in the reference configuration. The static equilibrium of the body in the reference configuration is given as

$$\text{DIV} P + \hat{b} = 0 \quad \text{in } \Omega^o \setminus \Gamma^o_{c}$$

(2.52)

where $P$ is the first Piola-Kirchoff stress tensor, $\hat{b}$ is the body force in the current configuration with respect to reference volume and defined as

$$\hat{b} = Jb$$

(2.53)

where $J$ is Jacobian , $J = \det(F)$ and $b$ is the body force in the current configuration with respect current volume.

The corresponding boundary conditions of the problem are

$$u = \bar{u} \quad \text{at } \Gamma^o_{u}$$

(2.54)

$$P \cdot n^o_i = T \quad \text{at } \Gamma^o_{i}$$

(2.55)

$$P_B \cdot n^o_{cB} = T_{cB} \quad \text{at } \Gamma^o_{c}$$

(2.56)

$$P_A \cdot n^o_{cA} = T_{cA} \quad \text{at } \Gamma^o_{c}$$

(2.57)

Note that equation (2.56) and (2.57) enforce traction continuity across the discontinuity surface $\Gamma^o_{c}$ in the reference configuration, where $T_{cB} = -T_{cA} = T_c$ are the
first Piola cohesive tractions acting on the crack surface $\Gamma_c^o$ and $\mathbf{n}_{cB}^o = -\mathbf{n}_{cA}^o = \mathbf{n}_c^o$, an outward normal of $\Omega_B^o$.

By defining $\delta \vec{\theta}$ as the compatible variation of the displacement field and ignoring the integrands for brevity, the weak form of equilibrium is obtained as

$$\int_{\Omega^o\setminus \Gamma_c^o} \nabla^o \delta \vec{\theta} : \mathbf{P} + \int_{\Gamma_c^o} [\delta \vec{\theta}] \cdot \mathbf{T}_c - \int_{\Gamma_t} \delta \vec{\theta} \cdot \mathbf{T} - \int_{\Omega^o\setminus \Gamma_c^o} \delta \vec{\theta} \cdot \hat{\mathbf{b}} = 0 \quad (2.58)$$

Since the term $\nabla^o \delta \vec{\theta} : \mathbf{P}$ is energetically equivalent to the work-conjugate term $\delta \mathbf{E} : \mathbf{\Sigma}$, the above equilibrium equation can be written as

$$\int_{\Omega^o\setminus \Gamma_c^o} \delta \mathbf{E} : \mathbf{\Sigma} + \int_{\Gamma_c^o} [\delta \vec{\theta}] \cdot \mathbf{T}_c - \int_{\Gamma_t} \delta \vec{\theta} \cdot \mathbf{T} - \int_{\Omega^o\setminus \Gamma_c^o} \delta \vec{\theta} \cdot \hat{\mathbf{b}} = 0 \quad (2.59)$$

in which $\mathbf{\Sigma}$ is the Second Piola-Kirchhoff stress tensor. $\delta \mathbf{E}$ is defined as

$$\delta \mathbf{E}_{ij} = \frac{1}{2} \left( \mathbf{G}_i \cdot \delta \vec{\theta}_{,j} + \mathbf{G}_j \cdot \delta \vec{\theta}_{,i} + \delta \vec{\theta}_{,i} \cdot \vec{\theta}_{,j} + \vec{\theta}_{,i} \cdot \delta \vec{\theta}_{,j} \right) \quad (2.60)$$

in which the higher order term $\delta \vec{\theta}_{,i} \cdot \delta \vec{\theta}_{,j}$ is considered to be very small and may be neglected, [60, 61, 116]. The variation of the displacement field is given as:

$$\delta \theta = \delta \mathbf{u}^o + \zeta \delta \mathbf{u}^1 + (1 - \zeta^2) \delta \mathbf{u}^2 \quad (2.61)$$

The variation of the gradients of the displacement field is given as:

$$\delta \vec{\theta}_{,\alpha} = \delta \mathbf{u}^o_{,\alpha} + \zeta \delta \mathbf{u}^1_{,\alpha} \quad \alpha = 1, 2 \quad (2.62a)$$

$$\delta \vec{\theta}_{,3} = \delta \mathbf{u}^1 - 2 \zeta \delta \mathbf{u}^2 \quad (2.62b)$$

in which the variation of $\mathbf{u}^2$ yields

$$\delta \mathbf{u}^2 = \delta \omega \mathbf{d} + \omega \delta \mathbf{u}^1 \quad (2.63)$$

The equation (2.59) defines the principle of virtual work. It can also be written in a more compact form as

$$\mathcal{L} = \mathcal{L}^{int} + \mathcal{L}^{coh} - \mathcal{L}^{ext} = 0 \quad (2.64)$$

where $\mathcal{L}^{int}$ is the internal virtual work, $\mathcal{L}^{ext}$ is the external virtual work performed by applied loads and $\mathcal{L}^{coh}$ is the virtual work performed by the cohesive tractions on the crack surface $\Gamma_c^o$. They are defined as

$$\mathcal{L}^{int} = \int_{\Omega^o\setminus \Gamma_c^o} \delta \mathbf{E} : \mathbf{\Sigma} \quad (2.65a)$$

$$\mathcal{L}^{ext} = \int_{\Gamma_t} \delta \vec{\theta} \cdot \mathbf{T} + \int_{\Omega^o\setminus \Gamma_c^o} \delta \vec{\theta} \cdot \hat{\mathbf{b}} \quad (2.65b)$$

$$\mathcal{L}^{coh} = \int_{\Gamma_c^o} [\delta \vec{\theta}] \cdot \mathbf{T}_c \quad (2.65c)$$
Using the additive property of integrals in combination with equation (2.19) and taking one of the admissible variations $\delta \vartheta_A$ and $\delta \vartheta_B$ at the time, the following two variational statements are obtained

\[
\int_{\Omega_A} \delta \mathbf{E}_A : \mathbf{\Sigma} + \int_{\Gamma_c^o} -\delta \vartheta_A \cdot \mathbf{T}_c - \int_{\Gamma_t^A} \delta \vartheta_A \cdot \hat{\mathbf{b}} = 0 \quad (2.66a)
\]

\[
\int_{\Omega_B} \delta \mathbf{E}_B : \mathbf{\Sigma} + \int_{\Gamma_c^o} \delta \vartheta_B \cdot \mathbf{T}_c - \int_{\Gamma_t^B} \delta \vartheta_B \cdot \hat{\mathbf{b}} = 0 \quad (2.66b)
\]

Note that in the absence of internal surface $\Gamma_c^o$, the two variational statements are similar to the standard variational form for the uncracked domains. Furthermore, in case of traction free cracks, the two equations act independently i.e. there is no interaction between the two domains separated by the crack and hence the equations can be solved independently from each other. The fields of the two domains will only interact when cohesive tractions are active on the cracked surface.

### 2.6 Linearization of the equilibrium equations

Consistent linearization of a nonlinear system of equations is imperative for a robust and efficient numerical simulation. The nonlinear system of equation is solved using an incremental/iterative procedure according to the Newton Raphson method, which requires computation of a consistent tangent operator. This is obtained by differentiating the equilibrium equation as

\[
d\mathcal{L} = d\mathcal{L}^{int} + d\mathcal{L}^{coh} = 0 \quad (2.67)
\]

where $d$ is a standard symbol for total differentials.

#### 2.6.1 Evaluation of $d\mathcal{L}^{int}$

Using equation (2.65a), we get

\[
d\mathcal{L}^{int} = d \int_{\Omega \setminus \Gamma_c^o} \delta \mathbf{E} : \mathbf{\Sigma} = \int_{\Omega \setminus \Gamma_c^o} (d\mathbf{\Sigma} : \delta \mathbf{E} + \mathbf{\Sigma} : d(\delta \mathbf{E})) \quad (2.68)
\]
where $\delta E$ is defined by equation (2.60). The derivative of the variational strain field, $d(\delta E)$, is given as

\[
2d(\delta E_{\alpha\beta}) = [\delta \vartheta_{,\alpha} \cdot d\vartheta_{,\beta} + d\vartheta_{,\alpha} \cdot \delta \vartheta_{,\beta}]
\]

\[
= \partial u_{\alpha}^\alpha \cdot du_{\beta}^\alpha + \partial u_{\alpha}^\alpha \cdot du_{\alpha}^\alpha
\]

\[
+ \zeta (\partial u_{\alpha}^\alpha \cdot du_{\beta}^\alpha + \partial u_{\alpha}^\alpha \cdot du_{\alpha}^\alpha + \partial u_{\beta}^\alpha \cdot du_{\alpha}^\alpha)
\]

\[
+ \zeta^2 (\partial u_{\alpha}^\alpha \cdot du_{\beta}^\alpha + \partial u_{\alpha}^\alpha \cdot du_{\alpha}^\alpha)
\]  

(2.69a)

\[
2d(\delta E_{33}) = [G_\alpha \cdot d(\delta \vartheta_{,3}) + \delta \vartheta_{,\alpha} \cdot d\vartheta_{,3} + d\vartheta_{,\alpha} \cdot \delta \vartheta_{,3} + \vartheta_{,\alpha} \cdot d(\delta \vartheta_{,3})]
\]

\[
= \partial u^1 \cdot du_{\alpha}^\alpha + \partial u_{\alpha}^\alpha \cdot du^1 + \zeta (\partial u_{\alpha}^\alpha \cdot du^1 + \partial u^1 \cdot du_{\alpha}^\alpha)
\]

\[
- 2\zeta (\partial u_{\alpha}^\alpha, d\vartheta_{,3} + \partial \vartheta_{,3} du_{\alpha}^\alpha - 2\zeta \omega (\partial u_{\alpha}^\alpha \cdot du^1 + \partial u^1 \cdot du_{\alpha}^\alpha)
\]

\[
- 2\zeta^2 (\partial u_{\alpha}^\alpha \cdot d\vartheta_{,3} + \partial \vartheta_{,3} du_{\alpha}^\alpha - 2\zeta^2 \omega (\partial u_{\alpha}^\alpha \cdot du^1 + \partial u^1 \cdot du_{\alpha}^\alpha)
\]

\[
- 2\zeta^2 (\partial u^1 (G_\alpha + u_{\alpha}^\alpha + \zeta u_{\alpha}^\alpha) \cdot du^1) - 2\zeta d^1 (G_\alpha + u_{\alpha}^\alpha + \zeta u_{\alpha}^\alpha) d\omega
\]  

(2.69b)

\[
2d(\delta E_{33}) = [G_3 \cdot d(\delta \vartheta_{,3}) + G_3 \cdot d(\delta \vartheta_{,3}) + d(\delta \vartheta_{,3}) \cdot \vartheta_{,3}
\]

\[
+ \vartheta_{,3} \cdot d(\delta \vartheta_{,3}) + \delta \vartheta_{,3} \cdot d\vartheta_{,3} + d\vartheta_{,3} \cdot \delta \vartheta_{,3}]
\]

\[
= \partial u^1 \cdot du^1 - 4\zeta d \cdot (d\vartheta_{,3} du^1 + \partial u^1 d\omega - 4\zeta \omega \partial u^1 \cdot du^1
\]

\[
+ 8\zeta^2 u^2 \cdot (d\vartheta_{,3} du^1 + \partial u^1 d\omega) + 4\zeta^2 (d \cdot d) \partial \vartheta_{,3} d\omega
\]

\[
+ 4\zeta^2 \omega^2 \partial u^1 \cdot du^1
\]  

(2.69c)

where $d(\delta \vartheta_{,3})$ is computed by making use of equations (2.62b) and (2.63) as

\[
d(\delta \vartheta_{,3}) = -2\zeta [\delta \vartheta_{,3} du^1 + d\vartheta_{,3} du^1]
\]

Next we assume that small changes in $\Sigma$ can be related to small changes in $E$ through a tangent $C^4$, i.e

\[
d\Sigma = C^4 \cdot dE
\]  

(2.70)

Incorporating equation (2.70) into (2.68) results in

\[
d\mathcal{L}^{int} = \int_{\Omega^c \setminus \Gamma^c} (\delta E : C^4 \cdot dE + \Sigma : d(\delta E))
\]  

(2.71)

We can express the same for an overlapped pair of elements as:

\[
d\mathcal{L}_{c}^{int} = \int_{\Omega^c} (\delta E_c : C^4 \cdot dE_c + \Sigma_c : d(\delta E_c))
\]  

(2.72)
2.6.2 Evaluation of $d\mathcal{L}^\text{coh}$

For the linearization of the cohesive part, we strictly follow [54]. Using equation (2.65c), we obtain

$$d\mathcal{L}^\text{coh} = \int \delta\vartheta \cdot dT_c$$

(2.73)

Interface cohesive laws are often given in terms of Cauchy tractions, $t_c$. They are related to first Piola tractions $T_c$ as

$$T_c = t_c \lambda_a$$

(2.74)

Where $\lambda_a$ defines the area ratio, $\lambda_a = \bar{a}/a$. The incremental change in $T_c$ is given as

$$dT_c = dt_c \lambda_a + t_c d\lambda_a$$

(2.75)

For large deformations at the crack surfaces, the cohesive tractions are function of the displacement jump, $[\delta\vartheta]$ across the interface, $\Gamma_c$ and a unit normal, $n_c$ to the average crack surface. Hence, the linearized Cauchy tractions are obtained as

$$dt_c = C_u[d\vartheta] + C_n d\mathbf{n}_c$$

(2.76)

where $C_u$ and $C_n$ are the tangent operators defined as $\partial t_c/\partial [\delta\vartheta]$ and $\partial t_c/\partial n_c$, respectively.

The incremental change in deformed average normal is given as, [54]

$$dn_c = n_c \otimes n_c \otimes n_c \bar{F}^{-T} - n_c(I \boxtimes \bar{F}^{-T}) : d\bar{F}$$

(2.77)

where the symbol $\boxtimes$ represents the square tensor product defined as $\otimes\otimes\otimes = (\otimes)(\otimes)(\otimes)$. The change in area ratio is given as, [54]

$$d\lambda_a = \lambda_a (\bar{F}^{-T} - (n_c \otimes n_c)\bar{F}^{-T}) : d\bar{F}$$

(2.78)

2.7 Finite element discretization

The solid-like shell element considered in this work is an eight-noded solid element. In addition to these geometrical nodes, the element contains four independent internal nodes at the corners of the element mid-surface. The node numbering and geometry of the element are shown in figure 2.2. Each geometrical node $i$ is associated with three degrees of freedom $u(u_x, u_y, u_z)_i$ and each internal node is associated with one degree of freedom $\omega_i$. Consequently, in total the element has 28 degrees of freedom.

For an element $e$, the displacement vector is arranged as:

$$\hat{\vartheta} = [\hat{u}_1, \hat{u}_2, \ldots, \hat{u}_8, \hat{\omega}_1, \ldots, \hat{\omega}_4]^T = [\hat{\mathbf{U}}, \hat{\mathbf{W}}]^T$$

(2.79)
2.7 Finite element discretization

The nodal quantities are represented with a hat over the quantity. Since the displacement fields \( \mathbf{u}_t \) and \( \mathbf{u}_b \) are functions of surface coordinates and are constructed only through top or bottom nodes, 2D isoparametric shape functions, \( \phi(\xi, \eta) \) are used for the interpolation of the displacement field. Hence, the displacement field at top and bottom surface of an element is given by:

\[
\mathbf{u}_{t,e} = \sum_{i=1}^{4} \Phi_{i,e} \hat{\mathbf{u}}_i = \Phi_{e} \hat{\mathbf{U}}_{t,e} \tag{2.80a}
\]

\[
\mathbf{u}_{b,e} = \sum_{i=1}^{4} \Phi_{i,e} \hat{\mathbf{u}}_i = \Phi_{e} \hat{\mathbf{U}}_{b,e} \tag{2.80b}
\]

where \( \Phi_i = \phi_i \mathbf{I} \) is the standard shape function matrix for a node \( i \) in three directions \( x,y,z \). The element shape functions matrix, \( \Phi_e \) is arranged as:

\[
\Phi_e = [\Phi_1, \Phi_2, \Phi_3, \Phi_4]_e \tag{2.81}
\]

The discretized displacement field of a shell mid-surface (\( \mathbf{u}^o \)), shell director (\( \mathbf{u}^1 \)) and internal stretching (\( \mathbf{u}^2 \)) is then given as:

\[
\mathbf{u}^o = N^o \hat{\mathbf{U}} = [N^o]_{3x24} \begin{bmatrix} \hat{\mathbf{U}} \end{bmatrix}_{24x1} \tag{2.82a}
\]

\[
\mathbf{u}^1 = N^1 \hat{\mathbf{U}} = [N^1]_{3x24} \begin{bmatrix} \hat{\mathbf{U}} \end{bmatrix}_{24x1} \tag{2.82b}
\]

\[
\mathbf{u}^2 = dN^w \hat{\mathbf{W}} = [d]_{3x1} [N^w]_{1x4} \begin{bmatrix} \hat{\mathbf{W}} \end{bmatrix}_{4x1} \tag{2.82c}
\]

with the interpolation matrices given as

\[
N^o = \frac{1}{2} [\Phi, \Phi] \tag{2.83a}
\]

\[
N^1 = \frac{1}{2} [-\Phi, \Phi] \tag{2.83b}
\]

\[
N^w = [\phi_1, \phi_2, \phi_3, \phi_4] \tag{2.83c}
\]

Further, the spatial derivatives of the displacement fields and their variations are obtained as:

\[
\mathbf{u}^o_{\alpha} = N^o_{\alpha} \hat{\mathbf{U}} \quad , \quad \delta \mathbf{u}^o_{\alpha} = N^o_{\alpha} \delta \hat{\mathbf{U}} \tag{2.84a}
\]

\[
\mathbf{u}^1_{\alpha} = N^1_{\alpha} \hat{\mathbf{U}} \quad , \quad \delta \mathbf{u}^1_{\alpha} = N^1_{\alpha} \delta \hat{\mathbf{U}} \tag{2.84b}
\]

2.7.1 Discretization of variational fields

To discretize the variational equilibrium, equation (2.66), we are also required to evaluate the discretized variational fields, \( \delta \mathbf{E} \) and \( \delta \vartheta \).
We begin with defining the vector of virtual strain components as

$$[\delta \mathbf{E}]_{6 \times 1} = \{\delta E_{11}, \delta E_{22}, \delta E_{33}, 2\delta E_{12}, 2\delta E_{23}, 2\delta E_{13}\}$$  \hspace{1cm} (2.85)

The vector of virtual strains is related to nodal displacement vector through a gradient operator matrix $B$

$$[\delta \mathbf{E}]_{6 \times 1} = [B_L + B_{NL}]_{6 \times 28} [\delta \hat{\vartheta}]_{28 \times 1} = [B]_{6 \times 28} [\delta \hat{\vartheta}]_{28 \times 1}$$  \hspace{1cm} (2.86)

with $B_L$ and $B_{NL}$ are defined in B.2. The matrix $B$ refers to the quantities in the covariant coordinate description. A matrix $T_{og}$ must be used to transform it to the element’s local coordinate system $l$, equation (2.43).

The discrete form of the variation of the compatible displacement field for the solid-like shell element is given as

$$\delta \vartheta_A(X) = N_A^t(X) \delta \hat{\vartheta}^t_A = [N_A]_{3 \times 28} [\delta \hat{\vartheta}^t_A]_{28 \times 1} \quad \forall X \in \Omega^o_A$$  \hspace{1cm} (2.87a)

$$\delta \vartheta_B(X) = N_B^t(X) \delta \hat{\vartheta}^t_B = [N_B]_{3 \times 28} [\delta \hat{\vartheta}^t_B]_{28 \times 1} \quad \forall X \in \Omega^o_B$$  \hspace{1cm} (2.87b)

The matrix $N_e$ is given as

$$[N_e] = \left[ N^o_e + \zeta N^1_e + (1 - \zeta^2) \omega N^1_e \right]$$

$$\left(1 - \zeta^2\right) d_e N^o_e \right]$$  \hspace{1cm} (2.88)

where higher order terms in $\zeta$ are also included.

Moreover, since the load can only be applied on the geometrical nodes [116], we define a modified variational field $\delta \vartheta^*$, which will replace the variational terms corresponding to external load parts of the variational equilibrium equation. The modified variational field is defined as

$$\delta \vartheta^* = \vartheta^o + \zeta \vartheta^1$$  \hspace{1cm} (2.89)

The corresponding discretized form of the modified variational field is given as

$$\delta \vartheta^*_A(X) = N'^t_A(X) \delta \hat{\vartheta}^t_A = [N'^A]_{3 \times 24} [\delta \hat{\vartheta}^t_A]_{24 \times 1} \quad \forall X \in \Omega^o_A$$  \hspace{1cm} (2.90a)

$$\delta \vartheta^*_B(X) = N'^t_B(X) \delta \hat{\vartheta}^t_B = [N'^B]_{3 \times 24} [\delta \hat{\vartheta}^t_B]_{24 \times 1} \quad \forall X \in \Omega^o_B$$  \hspace{1cm} (2.90b)

where the matrix $N'^e$ is defined as

$$N'^e = N^o_e + \zeta N^1_e$$  \hspace{1cm} (2.91)

Note that, in this work it is assumed that phantom nodes do not carry external loads.

Incorporating the variations in the variational equations (2.66), we obtain

$$\int_{\Omega^o_A} (B_A)^T \Sigma + \int_{\Gamma^o_e} (N^*_A)^T \mathbf{T}_e - \int_{\Gamma^o_e} (N^*_A)^T \mathbf{T} - \int_{\Omega^o_A} (N^*_A)^T \mathbf{b} = 0$$  \hspace{1cm} (2.92a)

$$\int_{\Omega^o_B} (B_B)^T \Sigma + \int_{\Gamma^o_e} (N^*_B)^T \mathbf{T}_e - \int_{\Gamma^o_e} (N^*_B)^T \mathbf{T} - \int_{\Omega^o_B} (N^*_B)^T \mathbf{b} = 0$$  \hspace{1cm} (2.92b)
or in more compact form

\[ f_{\text{int}_e} + f_{\text{coh}_e} - f_{\text{ext}_e} = 0 \]  

(2.93)

where

\[ f_{\text{int}_e} = \int_{\Omega_e} (B_e)^T \Sigma \]  

(2.94a)

\[ f_{\text{ext}_e} = \int_{\Gamma_{e,\text{t}}} (N_e^*)^T \mathbf{T} + \int_{\Omega_e} (N_e^*)^T \mathbf{b} \]  

(2.94b)

\[ f_{\text{coh}_e} = \beta_e \int_{\Gamma_{e,\text{c}}} (N_e)^T \mathbf{T_c} \]  

(2.94c)

in which

\[ \beta_e = \begin{cases} 
-1 & \text{for } e = A \\
1 & \text{for } e = B 
\end{cases} \]  

(2.95)

### 2.7.2 Linearization of the discretized equations

Using standard notions, we note that the linearized equilibrium equation (2.67) for an element \( e \) can also be expressed as

\[ d \mathcal{L}_e = \delta \vartheta_e^T \frac{\partial \mathbf{R}_e}{\partial \vartheta_e} d \vartheta_e = \delta \vartheta_e^T \mathbf{K}_t,e d \vartheta_e \]  

(2.96)

where \( \mathbf{R}_e \) is the residual force vector defined as:

\[ \mathbf{R}_e = f_{\text{int}_e} + f_{\text{coh}_e} - f_{\text{ext}_e} \]  

(2.97)

It follows from equations (2.96) and (2.97) that

\[ d \mathcal{L}_e = \delta \vartheta_e^T \left( \frac{\partial f_{\text{int}_e}}{\partial \vartheta_e} + \frac{\partial f_{\text{coh}_e}}{\partial \vartheta_e} \right) d \vartheta_e = \delta \vartheta_e^T (\mathbf{K}_{t,\text{int}_e} + \mathbf{K}_{t,\text{coh}_e}) d \vartheta_e \]  

(2.98)

For problems involving large deformations/large strains, both the stresses and geometric matrix \( \mathbf{B} \) depend on displacements, hence the tangent stiffness matrix will have two contributions, the so-called material stiffness and geometric stiffness. In addition to this, for cohesive laws that depend on a displacement jump and a normal to the discontinuity, the stiffness contribution from both, will also consist of two parts, the material part which comes from the relation between tractions and jump, and the geometric part which comes from changes in normal and surface area of the discontinuity surface. Therefore we can now write

\[ \mathbf{K}_{t,e} = (\mathbf{K}_{\text{mat},\text{int}_e} + \mathbf{K}_{\text{mat},\text{coh}_e}) + (\mathbf{K}_{\text{geo},\text{int}_e} + \mathbf{K}_{\text{geo},\text{coh}_e}) \]  

(2.99)
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\[ \delta \vartheta^T \left( \int_{\Omega_e} (B_e)^T C B_e \right) d\vartheta_e = \delta \vartheta^T \left( \mathbf{K}_{\text{mat, int}_e} \right) d\vartheta_e \]  
(2.100)

\[ \int_{\Omega_e} (\Sigma_e : d(\delta \mathbf{E}_e)) = \delta \vartheta^T \left( \mathbf{K}_{\text{geo, int}_e} \right) d\vartheta_e \]  
(2.101)

As said earlier, the displacement field of the pair of elements (A and B) will interact in the presence of tractions on the crack surfaces due to the coupling of \( f_{coh_A} \) with \( \vartheta_A \) and vice versa, via tractions \( t_c([\vartheta], n_c) \). The cohesive tangent matrix will also involve coupling terms and the total contribution to the global stiffness matrix is given as

\[ \delta \vartheta^T_{A\cup B} \int_{\Gamma_e} (N_B - N_A)^T d\mathbf{T}_e = \delta \vartheta^T_{A\cup B} \left( \mathbf{K}_{coh} \right) d\vartheta_{A\cup B} \]  
(2.102)

where the matrix \( \mathbf{K}_{coh} = \mathbf{K}_{mat,coh} + \mathbf{K}_{geo,coh} \), is defined as

\[ \mathbf{K}_e = \begin{bmatrix} \mathbf{K}_{coh,AA} & \mathbf{K}_{coh,AB} \\ \mathbf{K}_{coh,BA} & \mathbf{K}_{coh,BB} \end{bmatrix} \]  
(2.103)

Further details of matrix \( \mathbf{K}_{coh} \) and \( \mathbf{K}_{geo, int_e} \) are given in B.3. The discretized system of equilibrium equations can be written in a matrix form as

\[
\begin{bmatrix} \mathbf{K}_{\vartheta e} \end{bmatrix} \begin{bmatrix} \Delta(\delta \vartheta_e) \end{bmatrix} = \begin{bmatrix} \mathbf{R}_e \end{bmatrix} \]  
(2.104)

\[
\begin{bmatrix} \mathbf{K}^\vartheta_{\vartheta e} & \mathbf{K}^\vartheta_{\omega e} \\ \mathbf{K}^\omega_{\vartheta e} & \mathbf{K}^\omega_{\omega e} \end{bmatrix} \begin{bmatrix} \Delta(\delta \mathbf{U}_e) \end{bmatrix} = \begin{bmatrix} \mathbf{R}^\vartheta_e \\ \mathbf{R}^\omega_e \end{bmatrix} \]  
(2.105)

**Remark 1.** Since internal degrees of freedom (\( \omega_e \)) are not supporting external loads, they can be eliminated at element level using the static condensation method, similar to [116, 125]. The reduced system of equations, with standard degrees of freedom (\( \mathbf{U}_e \)) as primary unknowns, can be written as

\[ \tilde{\mathbf{K}}^\vartheta_{\vartheta e} \Delta(\delta \mathbf{U}_e) = \tilde{\mathbf{R}}^\vartheta_e \]  
(2.106)

The condensed stiffness matrix (\( \tilde{\mathbf{K}}^\vartheta_{\vartheta e} \)) and residual vector (\( \tilde{\mathbf{R}}^\vartheta_e \)) are given as

\[ \tilde{\mathbf{K}}^\vartheta_{\vartheta e} = \mathbf{K}^\vartheta_{\vartheta e} - \mathbf{K}^\vartheta_{\omega e} (\mathbf{K}^\omega_{\omega e})^{-1} \mathbf{K}^\omega_{\vartheta e} \]  
(2.107)

\[ \tilde{\mathbf{R}}^\vartheta_e = \mathbf{R}^\vartheta_e + \mathbf{K}^\vartheta_{\omega e} (\mathbf{K}^\omega_{\omega e})^{-1} \mathbf{R}^\omega_e \]  
(2.108)

However, such a condensed stiffness matrix becomes ill-conditioned for the case in which the crack cuts the two adjacent edges of an element, figure 2.5. Therefore, internal degrees of freedom are not condensed out at element level and the full system of equations (equation 2.105) is used in this work.
2.8 Assumed natural strains

To avoid transverse shear locking in the eight noded solid-like shell element, an assumed natural strain (ANS) method proposed by [50] is used. Since the strain field of the solid-like shell element has contribution from standard degrees of freedom (dofs) as well as from internal degrees of freedom, the implementation of ANS to solid-like shell element demands care. Locking occurs, if only strain terms corresponding to standard dofs are modified with ANS method. This is demonstrated in detail through example 2.9.1.

Using the method proposed by [50], the transverse shearing strains computed at sampling points, $S = \{A, B, C, D\}$, are linearly interpolated over the domain of the shell element, see figure 2.6.

For simplicity of implementation, we assume a constant shear strain distribution along the thickness for this contribution, which is a reasonable assumption for a thin shell structure [83].
The interpolated strains are given as

\[ E_{13} = \chi_A E_{13}^A + \chi_C E_{13}^C \tag{2.109} \]
\[ E_{23} = \chi_B E_{23}^B + \chi_D E_{23}^D \tag{2.110} \]

where \( E_{13}^S \) represents the strain component at node \( S \) and \( \chi_A, \chi_B, \chi_C, \chi_D \) are interpolation functions defined as

\[ \chi_A = \frac{1}{2} (1 - \eta), \quad \chi_C = \frac{1}{2} (1 + \eta) \]
\[ \chi_B = \frac{1}{2} (1 - \xi), \quad \chi_D = \frac{1}{2} (1 + \xi) \tag{2.111} \]

The virtual shear strain at the node \( S \) is then computed as

\[ \delta E_{13} = (\chi_A B_{13}^A + \chi_C B_{13}^C) \delta \hat{\vartheta} \tag{2.112} \]
\[ \delta E_{23} = (\chi_B B_{23}^B + \chi_D B_{23}^D) \delta \hat{\vartheta} \tag{2.113} \]

or simplifying it, we may write

\[ \delta E_{13} = B^{ANS} \delta \hat{\vartheta} \tag{2.114} \]

where

\[ [B^{ANS}] = \begin{bmatrix} \chi_A B_{13}^A + \chi_C B_{13}^C \\ \chi_B B_{23}^B + \chi_D B_{23}^D \end{bmatrix} \tag{2.115} \]

in which the row vector \( B_{13}^S \) is computed using equation (B.11) with local coordinates of sampling points \( S \). Note that for the matrices \( H \) and \( A \) (equations (B.9), (B.10)), only the rows that correspond to the strain components \( E_{13} \), need to be evaluated. The matrix \( B^{ANS} \) thus obtained will replace the rows corresponding to strain components \( E_{13} \) and \( E_{23} \) in the original \( B \) matrix (equation (2.86)). It should be noted that in order to have a completely locking free element, the terms of the \( B \) matrix corresponding to internal degrees of freedom are also be modified with \( ANS \). As a consequence, the complete row of the \( B \) matrix corresponding to shear strain terms \( E_{13} \), including contributions from the standard and internal degrees of freedom is replaced with \( B^{ANS} \).

### 2.9 Numerical examples

Several numerical simulations are performed to demonstrate the performance of the element. The first example demonstrates the necessity of applying \( ANS \) correction to shear strain terms coming from internal dofs. The second example demonstrates several features of cracked body mechanics under large deformations. Next, a series
of examples are presented, where in addition to simultaneous modeling of physical and geometrical nonlinearities, attention is focused on the role and significance of the discontinuous mid-surface, director and thickness stretch field of the newly developed element. The significance of each term appearing in the displacement jump field (equation (2.46)) is illustrated separately in each example. Finally, a cohesive crack growth analysis of a semi-cylinder subjected to large displacements and rotations is presented.

2.9.1 Uniformly loaded fixed beam – Coupling between normal strains and shear strains

In this numerical example, it is demonstrated that locking occurs, if only strain terms corresponding to standard dofs are replaced with ANS methodology. The geometry and material properties of the model problem are shown in figure 2.7. A finite element mesh of 20x1x1 solid-like shell elements is used for analysis.

Figure 2.8a shows the variation of transverse shear strains along the length of a fixed beam subjected to uniform loading, in the outermost fibers. The beam is analyzed using four different elements, namely the standard volume element with ANS improvement denoted as B+ANS, the solid-like shell element without ANS improvement, denoted as SLS, the solid-like shell element with ANS improvement to the strain terms corresponding to the dofs of geometrical nodes denoted as SLS+ANS1 and the solid-like shell element with ANS improvement to all dofs denoted as SLS+ANS2. It can be seen from figure 2.8a, that only improving the strain terms corresponding to the standard dofs did not remove the unrealistic oscillations. Figure 2.8b shows the strain variation along the length of the beam for element SLS+ANS1 in comparison with element SLS+ANS2 at different depths. It can be observed that for element SLS+ANS1 the oscillations increase with increasing $\zeta$. 
while element SLS+ANS2 shows the same strain profile at all depths without oscillations. The oscillations in the strain profile for element SLS+ANS1 are due to the coupling between transverse shear strains and normal strains and more specifically the components of normal strain due to internal stretch. At $\zeta = 0$ the internal stretch variable vanishes in equation (2.37), and no oscillations are observed. These oscillations also increase with increasing Poisson ratio, figure 2.8c. These evidences clearly suggest that locking is not completely removed by only modifying the strain terms coming from the standard dofs. A locking free element will be obtained when strain terms coming from both the standard as well internal dofs will be modified using ANS methodology. This requires simply the replacement of the whole row of B matrix corresponding to strain terms $E_{13}$ and $E_{23}$ with the $B^{\text{ANS}}$ matrix. Figure 2.8d shows the strain profiles using element SLS+ANS2 which is obtained by modifying the strain terms coming from the standard as well as the internal dofs using ANS for different Poisson ratio. It is concluded from figures 2.8a,b,d that the
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Figure 2.9 One dimensional cracked strip geometry and material model

Figure 2.10 Comparison of load displacement curves of cohesively cracked strip with different Poisson ratio

2.9.2 Uni-axial cohesive cracked bar under large deformations

The process of cracking may involve large displacements at the interface. For example, the process of fibrillation in polymers involves large displacements at the interface as well as large deformation in the bulk material. In order to understand the mechanics and behaviors of cracked bodies under large deformations, we simulate a simple academic example of a uni-axial tension bar with an elastic discontinuity at its mid length. The geometry and material properties of the bar and crack are given in figure 2.9. A finite element mesh of 3 solid-like shell elements is used. The problem is analyzed with two different Poisson ratios, i.e \( \nu = 0.0 \) and \( \nu = 0.3 \).

Figure 2.10 compares the global load displacement curves for an uncracked strip and cohesive cracked strip with \( \nu = 0.0 \) and \( \nu = 0.3 \). The first observation is, that
the inclusion of a crack resulted in stress relaxation of the bulk material for both the cases ($\nu = 0.0$ and $\nu = 0.3$). This can be explained from figure 2.11a, which shows variation of global displacement ($u$) and displacement jump ($[u]$) with the applied load. It is observed that with increasing load level, the contribution to the global displacement from the cohesive zone is dominant, while the contribution from the bulk is nearly constant and not so significant. This is due to the fact that, at large deformations the bulk material experiences a stress stiffening effect. In such cases, the work done by the external loads over a body will be utilized in the crack opening. Thus, with increasing load level the bulk material will become stiffer and in contrast, the crack widens more, such that the contribution from the cohesive interface to the total displacement of the body dominates the solution. In other words, the rate of crack opening increases with increasing load in large deformation problems. Consequently, this will result in a more significant softening response of the structure.

Next, if we look at the response of cracked strips, it can be observed that, at smaller deformations the response of both cracked strips (with $\nu = 0.0$ and $\nu = 0.3$) is approximately the same and the load displacement curve for the cracked strip with non-zero Poisson ratio shows a double curvature. The slope of the curve initially increases with the increase in load level in a concave up shape. After a certain stage, the increasing slope of the curve starts gradually to decrease. The graph shows a concave down shape and the load displacement response shows much softer behavior compared to the cracked strip with zero Poisson ratio. This increased rate of crack opening is due to the changes in crack surface area and results in a much faster unloading of the bulk material.
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At smaller deformations, since the deformed area is approximately equal to the undeformed area, \((da \geq 0.95dA, \text{figure } 2.11b)\), the response is similar to the response of a strip with zero Poisson ratio and does not cause a significant reduction of the stiffness of the material. As the deformation increases, the deformed area of the crack surface becomes smaller and smaller compared to the crack surface area in undeformed configuration. Consequently, the elemental force vector, \(df = t_n da\), acting on the differential crack surface area \(da\), which is keeping the two surfaces intact, also decreases. This decrease in the differential force on that area means a reduced cohesive stiffness and more crack opening displacement, which consequently results in a faster decrease in load carrying capacity of the structure compared to the case with zero Poisson ratio, \(\text{figure } 2.10\).

It is worth to note, that using partition of unity method for modeling crack propagation problems, where such interfaces are defined within the continuum element as their integral parts, automatically takes into account the thickness changes in the crack surfaces due to changes in the element’s volume as a consequence of Poisson effect. Thus, avoids the need of continuous and complicated thickness update of the crack surfaces which otherwise is required to be performed when using interface elements, see for example \([95]\).

2.9.3 Symmetric and anti-symmetric buckling of a cracked strip

In this section we present a series of numerical tests of academic nature to demonstrate the performance of the newly developed discontinuous solid-like shell element and the significance of different jump terms appearing in equation (2.46). A thin strip with a pre-crack, running throughout its length, and subjected to a compressive load is considered. The strip is clamped at one of the ends while its other end is hinged. The material properties used for the analysis are: Young’s modulus, \(E = 100\text{N/mm}^2\) and Poisson ratio, \(\nu = 0.0\) The model geometry and boundary conditions are shown in \(\text{figure } 2.12\). All dimensions are in mm.

The performance of the element is investigated for the case of combined cracking and geometrical stability. For this purpose two different buckling modes are simulated: Case I, symmetric buckling and Case II, anti-symmetric buckling. Case I, is simulated to see the effect of interaction between two different features of nonlinearities, i.e physical and geometrical nonlinearities. Since the buckling mode is symmetric, it is anticipated that the response of such a strip even in the presence of a crack should be similar to a response of uncracked strip of the same geometry and material properties and the crack should not influence the response of the strip. Case II simulates the anti-symmetric mode. This will result in a discontinuous mid-surface and a director field of the shell and hence will trigger the terms \([u^0]\) and \([u^1]\) of equation (2.46).
In order to trigger the desired buckling mode a perturbation force, $P_p = 1.7 \times 10^{-7} N$ is applied at the mid-length of the strip. The critical Euler buckling load for this problem is, $P_{cr} = 0.0016835 N$. Figure 2.13 shows the load vs mid-span deflection curve of the strip for the two cases. Figure 2.14 shows the corresponding deformed shapes of the buckled strip for the two cases. Note that the deformations are not scaled in the figure.

It is evident from figure 2.13, that in both cases the Euler critical buckling load is predicted very well and the presence of a crack in Case I, did not influence the response of the strip. For case II, it can be observed (figure 2.14b) that the shell surface on one side of the crack, near the crack tip is rotated approximately 90° compared with the shell surface on the other side of the crack, or in other words the
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(a) Symmetric buckling mode
(b) Anti-symmetric buckling mode with cracking

Figure 2.14 Buckling strip deformed shapes

shell director on one side of the crack is rotated approximately 90° compared with the shell director on the other side of the crack. This resulted in a strong discontinuity in the shell director field and has been modeled accurately by the element.

2.9.4 Cracked rectangular plate

Thin shell structures are often prone to local buckling near geometrical defects such as cracks. This situation may result in inhomogeneous bending on both sides of the crack, where one side may experience significantly more bending than the other side. From the computational modeling point of view, such conditions result in a discontinuous mid-surface and director field of a shell finite element. In addition to this, since the shell domains on both sides of the crack are experiencing different bending deformations, the two sides will experience different stretching in the shell thickness direction with non-zero Poisson ratio. This thickness change is captured in solid-like shell element through the internal stretch parameter, $\omega$. The inhomogeneous bending on both sides of the crack will result in a discontinuous stretch. In our formulation this is taken care of by the jump term $[\omega]$ in equation (2.46), which incorporates the desired discontinuity in the stretch field over the domain and gives locking free (Poisson thickness locking) behavior for inhomogeneous stretching on both sides of the crack.

To demonstrate the ability of the developed discontinuous shell element for modeling inhomogeneous stretching, a clamped plate strip with a central traction free crack is analyzed. The crack extends over the whole length of the plate strip. The model geometry and boundary conditions are shown in figure 2.15. The plate is subjected to an axial compressive loading on one side of the crack. In order to simulate a buckling response, we also applied a small perturbation load, $P_p = 1.75\text{e-3}$ on
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Figure 2.15 Cracked plate model and finite element mesh

Figure 2.15a shows various deformed configurations under axial compression. It can be observed, that on reaching the critical buckling load level, one side of the plate buckles and shows large bending deformation, while the other half of the plate shows no deformation. The un-deformed side of the plate will not experience internal stretching while the deformed side of the plate will show internal stretching due to bending with $\nu \neq 0$, i.e the bending deformation with $\nu \neq 0$ will cause the mid-surface

The loaded edge in y direction. The critical Euler buckling load for this problem is, $P_{cr} = 22.8456$.

Figure 2.16a shows various deformed configurations under axial compression. It can be observed, that on reaching the critical buckling load level, one side of the plate buckles and shows large bending deformation, while the other half of the plate shows no deformation. The un-deformed side of the plate will not experience internal stretching while the deformed side of the plate will show internal stretching due to bending with $\nu \neq 0$, i.e the bending deformation with $\nu \neq 0$ will cause the mid-surface
of the loaded side of the plate to move down, relative to top and bottom surface. This induces a discontinuity in the internal stretching field $\omega$. Omission of term $[\omega]$ will lead to mild artificial stiffening of the loaded side of the plate and unrealistic bending of the un-loaded side of the plate. Figure 2.16b shows the loaded edge displacements of the cracked plate in comparison with an uncracked plate strip, with the same geometrical and material properties but a width of $B/2$. The displacement axis shows absolute values of displacement. The response of both analyses shows excellent agreement which suggest that the discontinuity in the internal stretch field is modeled properly. As a consequence Poisson thickness locking on the loaded part is completely removed and unrealistic bending is not observed on the unloaded part of the plate.

2.9.5 Pinched semi-cylinder with crack growth

A cohesive crack growth analysis is performed in combination with large displacement/rotation analysis of a shell structure. Figure 2.17a shows the semi-cylindrical shell with an initial crack of length, $a = 0.5675$. Several other researchers have performed an uncracked analysis of the corresponding example, see for example [15, 83, 143]. The cylinder is subjected to an end pinching force at the middle of the free-hanging circumferential periphery. The length of the cylinder is $L = 3.048$, inner radius, $R = 1.016$ and thickness, $t = 0.03$. The material parameters used for the analysis are: Young’s modulus, $E = 2.0685e7$ and Poisson ration, $\nu = 0.3$. For the cohesive constitutive part, we use an exponential mode-I decohesion law, defined as:

$$t_n = \alpha e^{-\beta[u]} n$$

where $\alpha$ and $\beta$ are material parameters and given as $\alpha = f_t$ and $\beta = f_t/G_c$. $f_t$ is material tensile strength, $f_t = 6e4$ and $G_c$ is mode-I fracture toughness of the material, $G_c = 3e3$. The crack is extended when the principle stresses ahead of the crack tip exceed the tensile strength of the material.

Two mesh discretizations, mesh I and mesh II are used for the analysis. mesh I consist of 33 elements in circumferential and 32 elements in axial direction, while mesh II consists of 65 elements in circumferential and 64 elements in axial direction.

Figure 2.17b shows the load displacement response of the cracked cylinder in comparison with the uncracked cylinder. The uncracked pinched cylinder results form [143] are also plotted for reference. It can be observed that mesh objective results are obtained once the mesh is refined enough to resolve the field. The inclusion of a crack resulted in a ductile response of the cylinder compared to an uncracked cylinder. Moreover, the process of crack growth and large rotations and displacements are simultaneously captured very well. Note that the downward displacement of the
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2.10 Conclusions

In this chapter, a new geometrically nonlinear, fully discontinuous shell finite element is presented for arbitrary propagating cracks in thin shell structures. The proposed model avoids the need for predefining crack locations and adaptive mesh refinement in finite element simulations as the crack grows. The discontinuous behavior is achieved by incorporating discontinuities in the shell mid-surface, director and more importantly thickness stretching field, which becomes important for in-

loaded point is twice the radius of the specimen. Figure 2.18 shows the deformed shapes of the specimen at different load steps with mesh I.

Figure 2.17 Pinched semi-cylinder model and load-deflection curves

Figure 2.18 Deformed shapes at $\vartheta_z = 0.8, 1.2, 2.0$
homogeneous bending on both sides of the crack. This is achieved using a variant of XFEM, the phantom node method, where a cracked element is replaced by overlapping elements. This results in a simpler implementation and requires small modifications to the standard finite element code, due to the fact that the overlapped pair of elements are similar to uncracked elements. The discontinuous solid-like shell element has only displacement degrees of freedom and provides a complete three-dimensional state of stress. Additionally, the proposed model addresses the issue of simultaneously capturing the effects of geometrical instabilities in combination with material non-linearity. Numerical examples presented show excellent performance of the element in combined physically and geometrically non-linear analysis.
A novel, three-dimensional computational model is presented for the simulation of progressive failure in laminated composites subjected to out-of-plane loading conditions. Solid-like shell elements are used to model the thin plies of the laminate. In order to model mesh independent matrix cracking, a discontinuous solid-like shell element (DSLS) is utilized. A partition of unity approach is exploited to incorporate the discontinuity in the shell mid-surface, shell director and internal stretching field. A shell interface model is presented for the modeling of delamination damage. The model allows for the computationally efficient simulation of delamination and the evaluation of a consistently linearized tangent stiffness matrix for large deformation problems, which is essential for convergence. To model the coupled response of matrix cracking and delamination under large deformations, a computational framework is developed. The combined modeling of matrix cracking and delamination is achieved without incorporation of additional degrees of freedom. Numerical results are presented to show the performance and several distinct features of the model to simulate progressive failure in laminated composite shell structures. The numerical model is validated against experimental results.

3.1 Introduction

Fiber-reinforced composites are used in variety of fields of engineering including aircraft, marine and defense industry. These composite structures are susceptible to impact by foreign objects. Impact loading on laminated composites may cause significant damage in terms of matrix cracking and delamination. It has been experimentally observed, e.g. [36, 37, 43, 76, 92] that these two damage mechanisms also appear concurrently and there is a strong interaction between them. The aim of this manuscript is to present an integrated computational framework to take the coupled response of matrix cracking and delamination efficiently and accurately into account for out-of-plane loaded composite laminates. This is achieved in geometrical nonlinear finite element framework.

One of the prominent features of the proposed progressive failure model is the use of discontinuous shell element for the simulation of mesh independent matrix

* This chapter is extracted from [5]
cracking, for out-of-plane loaded composite laminates. One of the major difficulties in failure analysis is the process of localization of deformation, which refers to intense straining of a material within thin bands. Localization of deformation may occur due to microcracking, macrocracking, shear banding, delamination and local and global buckling of structural elements. Several investigators proposed failure based models, see for example [36, 67, 101, 168], others presented continuum damage models, for example [48, 73], for the prediction of impact damage in laminated composites. However, these models do not perform well in localization problems [151] and give mesh dependent results.

In an alternative approach, the use of discrete fracture/cohesive zone models automatically introduces a characteristic length scale into the formulation, which solves the problem of mesh dependency. Based on this concept, many hybrid models were developed which modeled delamination cracking using discrete fracture models, while matrix cracking/splitting is modeled using continuum damage or plasticity models, such as by [42, 60, 61]. A drawback of this approach was, that even though delamination damage was modeled using a discrete fracture approach, the use of a plasticity model for intra-ply damage can still create problems due to strain localization, resulting in ill-posedness of the governing equations and mesh dependency.

Inspired by the idea of discrete fracture approach for localization problems, several formulations were presented which modeled both matrix and delamination cracking using discrete fracture mechanics approach, see for instance [88, 99, 156]. A similar approach based on cohesive zone models in combination with interface elements was used by [161, 164] to model the in-plane response and by [30, 47] to model the out-of-plane response of laminated composites. However, a restriction of the computational strategy presented was, that the use of interface elements required the finite element mesh to be aligned with the crack geometry and cracks can only grow along predefined locations. As a result of this, the methodology could only be used for limited types of laminate configurations. Moreover, it was required to generate different finite element meshes for different ply orientations, e.g. a ±45 laminate requires a finite element mesh of diamond shape elements citeBouvet2009.

The restriction of predefined crack paths associated with the use of interface elements can be circumvented by exploiting partition-of-unity based approaches [107, 159], which allow for a simulation of arbitrary propagating cracks through a finite element mesh. These methods have been used for modeling the in-plane response of composite laminates e.g. [74, 152] using plane-stress elements. However, mesh independent modeling of discrete matrix cracking/splitting in shell and plate composite structures subjected to out-of-plane loading have never been exploited. This may be partially due to the shear complexity involved in discrete modeling of damage with nonlinear shell theories, where in addition to other problems, a complicated update of rotations is necessary, even for undamaged material in geometrically
nonlinear situations.

The presented progressive failure model is based on solid-like shell elements, which give a complete three-dimensional stress state. This is important for delamination onset and propagation [36–38]. Moreover, the use of solid-like shell elements removes Poisson thickness locking effect [27], commonly found for solid (volume) elements. The proposed progressive failure model provides an integrated computational framework to simulate mesh independent matrix cracking through a finite element mesh of solid-like-shell elements using phantom node method [58] and delamination cracking using the shell interface model. The combined model is able to take into account the coupled response of matrix and delamination cracking.

### 3.1.1 Failure mechanisms

The energy absorption mechanism of laminated composites subjected to impact loading consists of the creation of (1) a large cracked area at the weaker interfaces between the composite layers, the so-called delamination damage, (2) matrix-matrix debonding, matrix-fiber debonding or matrix cracking/splitting, (3) fiber breakage and (4) total perforations in case of high velocity impact. It has been observed that the shape of the delaminated area due to impact consists of two lobes, commonly called as peanut-shape, oriented along the fiber direction of one of the plies connected to an interface [36].

One of the reasons for this damage pattern is the difference in flexural rigidity of the plies between fiber and transverse direction [98]. As a result of this, a simple orthotropic plate subjected to a concentrated load tends to show large negative bending curvatures in transversal direction as compared to bending in fiber direction. Moreover, this behavior is more pronounced with an increase in material anisotropy, figure 3.1a. When these orthotropic plates are stacked together to form a laminate, the difference in bending of the two plates will result in a potential peanut-shaped zone of delamination, figure 3.1b.

Another reason for onset of delamination damage is the presence of matrix cracks in one of the plies connected to an interface which increases the interfacial stresses and hence triggers premature onset of delamination damage [38]. This is one of the computationally challenging failure mechanisms, as explained earlier, and requires careful numerical treatment. These matrix cracks are formed due to in-plane bending stresses (therefore called bending cracks) or due to in-plane shear stresses or a combination of in-plane bending and shear stresses (therefore called shear cracks) [36].
3.1.2 Scope of study

In this chapter a novel mesoscopic failure model for laminated composite plates and shells is presented. Each ply of the laminate is modeled with a single layer of solid-like shell elements in thickness direction. Two damage mechanisms are considered, namely matrix cracking and delamination damage. Fiber failure or shear nonlinearity is not considered in this contribution. However, this is to remark that, inclusion of continuum damage and/or plasticity based models for shear nonlinearity and fibre failure is straightforward [88, 92, 161], unless rigorous homogenization technique is employed.

A discontinuous solid-like shell element (DSLS) [10] is used to model matrix cracking. Fracture is modeled as a gradual process using a cohesive zone model. The model allows for arbitrary propagation of matrix cracking/splitting through the finite element mesh of solid-like shell elements, without a restriction to the laminate configuration and finite element shape. The crack surfaces are assumed to be normal to the shell mid-surface, however, this is not a limitation of the methodology. Moreover, it is envisioned that since individual plies are thin compared to the thickness of the laminate, the error introduced by modeling through-the-thickness inclined cracks such as shear cracks with the above assumption, will not be significant.

Delamination cracking is modeled using the shell interface model. In contrast to traditional interface elements, the shell interface model allows efficient simulation of delamination damage and its coupling with matrix cracking/splitting. The numerical
framework is able to capture the interaction between matrix cracking and delamination in laminated composites subjected to transverse loading. The discontinuity introduced by matrix cracking in one or both planes of the delamination interface is properly modeled. If this is not the case, it may result in over-prediction of the load capacity.

This chapter is organized as follows: In section 3.2 and 3.3, a brief introduction of matrix cracking/splitting and the shell interface model is presented, respectively. Section 3.4 describes in detail the progressive failure model, which takes into account the interaction between matrix cracking and delamination. Several computational aspects of the model are explained. In section 3.5, a mixed-mode exponentially decaying cohesive constitutive law for delamination and matrix cracking interface is presented. Section 3.6 deals with the implementational aspects of the novel progressive failure model. The performance of the progressive failure model is demonstrated by means of several numerical examples in Section 3.7.

3.2 Discontinuous shell model for matrix cracking

To model matrix cracking, a discontinuous solid-like shell element (DSLS) [10] is used, where a partition-of-unity approach is exploited to incorporate the discontinuity in the shell mid-surface, shell director and in the internal stretching field, figure 3.2. This enables the element to model arbitrary propagating cracks through a finite element mesh. The model is also able to predict the buckling response of laminated composites, which is crucial, as this can substantially reduce the strength of the laminate and may trigger other failure mechanisms such as buckling-induced cracking and/or delamination.

The solid-like shell element resembles an eight-noded solid element. In addition to geometrical nodes, the element contains four independent internal nodes at the corners of the element mid-surface. To model the discontinuity, a finite element approach proposed by [58] is used. The cracked element is replaced by two overlapping partially active elements with domains $\Omega^o_A$ and $\Omega^o_B$, respectively. The nodes in the active part of the element are the real nodes, while the nodes in the in-active domains are the phantom nodes. The displacement field $\vartheta(X)$ of a cracked shell element is given by

$$\vartheta(X) = \begin{cases} \vartheta_A(X) & \forall X \in \Omega^o_A \\ \vartheta_B(X) & \forall X \in \Omega^o_B \end{cases}$$

(3.1)

where $\vartheta_e$ is defined as

$$\vartheta_e = u^0_e + \zeta^1 u^1_e + (1 - \zeta^2) u^2_e \quad e = A, B$$

(3.2)
The discretized displacement field of a shell mid-surface ($u^o$), shell director ($u^1$) and internal stretching ($u^2$) is then given as:

\[
\begin{align*}
  u^o_e &= N^o \hat{U}_e \\
  u^1_e &= N^1 \hat{U}_e \\
  u^2_e &= d_e N^\omega \hat{W}_e
\end{align*}
\] (3.3a, 3.3b, 3.3c)

in which $N^o$, $N^1$ and $N^\omega$ are the shape function matrices of solid-like shell element, $\hat{U}$ and $\hat{W}$ are the nodal displacements of surface and mid-surface nodes of shell elements, respectively (see [10]). The displacement jump across the discontinuity in the cracked element is given as

\[
[\vartheta(X)] = \vartheta_B(X) - \vartheta_A(X) \quad \forall X \in \Gamma^o_c
\] (3.4)

More details on element formulation and finite element implementation can be found in [10].
3.3 Shell interface model for delamination cracking

To simulate delamination cracking, an alternative approach to traditional interface elements based on the kinematics presented in [93] is used. As a result of modified kinematics, the interfaces of the two connecting plies can be defined within the continuum shell elements. This avoids the need for a separate model for interfacial phenomena e.g. interface elements. The method also allows for a complete kinematic description of the interfaces as opposed to interface elements.

The total displacement field, $\bar{\vartheta}$, of a shell body containing an interface for potential delamination is considered to consist of a continuous regular displacement field, $\vartheta$, and an additional displacement field $v$ which determines the magnitude of the displacement jump at the interface, figure 3.3. Mathematically the displacement field is defined as

$$\bar{\vartheta}(\xi, \eta, \zeta) = \vartheta(\xi, \eta, \zeta) + \tilde{H} v(\xi, \eta, \zeta)$$  \hspace{1cm} (3.5)

in which $\tilde{H} = H - H_i$, where $H$ represents the step function, defined as

$$H(\mathbf{X}) = \begin{cases} 1 & \mathbf{X} \in \Omega^+ \\ 0 & \mathbf{X} \in \Omega^- \end{cases}$$  \hspace{1cm} (3.6)

and $H_i$ is a value of the step function at the $i$th node ($\mathbf{X}_i$). In the present contribution, it is assumed that the location of the interfaces are known in advance, which is usual for delamination surfaces. In this case the definition of the displacement jump field $v$ is straightforward, and is given as

$$v = \vartheta^+ - \vartheta^-$$  \hspace{1cm} (3.7)

**Figure 3.3** Discontinuous solid-like shell element
where $\vartheta^+_b$ defines the displacement field at the bottom surface of the shell layer with domain $\Omega^+_{\varepsilon}$ and $\vartheta^-_t$ defines the displacement field at the top surface of the shell layer with domain $\Omega^-_{\varepsilon}$. Mathematically they are expressed as

$$\vartheta^+_b = \vartheta^+_{\varepsilon=-1}$$
$$\vartheta^-_t = \vartheta^-_{\varepsilon=1}$$

The discretized displacement jump at the interface is computed as

$$\mathbf{v} = \mathbf{N}^+_t \hat{\vartheta}^+_t - \mathbf{N}^-_t \hat{\vartheta}^-_t$$
$$\mathbf{v} = \bar{\mathbf{N}}_t \hat{\vartheta}^{int}_t$$

where $[\bar{\mathbf{N}}] = [\mathbf{N}^+, -\mathbf{N}^-]$. The matrices $\mathbf{N}^+$ and $\mathbf{N}^-$ are the shape function matrices computed in the domains $\Gamma^+_t$ and $\Gamma^-_t$, respectively. The shape function matrix for an element $e$ according to [10], is defined as $\mathbf{N} = [\mathbf{N}^o + \zeta \mathbf{N}^1, (1 - \zeta^2)\mathbf{N}_w \mathbf{d}]$.

The vector $\hat{\vartheta}^{int}_t$ is defined as $[\hat{\vartheta}^{int}_t] = [\vartheta^+_b, -\vartheta^-_t]$. The displacement fields of the top and bottom interfaces are given as

$$\vartheta^+_b = \mathbf{N}^+_t \hat{\vartheta}^+_t$$
$$\vartheta^-_t = \mathbf{N}^-_t \hat{\vartheta}^-_t$$

It is important to note that the above discretized equations are similar to the traditional interface elements. However, since interfaces are defined within the continuum elements, a complete kinematic description of the interface is included. It is also possible to obtain a consistently linearized tangent stiffness matrix for the interface contribution in large deformation problems [158]. This is important for quadratic convergence of the Newton-Raphson scheme. Moreover, the computation of the deformation gradient and other geometric quantities such as the computation of the normal to the interface is straightforward, as will be discussed in section 3.4.4.

### 3.4 Interaction of matrix cracking and delamination

The appearance of a matrix crack in one ply or both plies connected to each other results in an interface which is also discontinuous, figure 3.4. In a finite element computation, it is pivotal to take the coupling between matrix cracking and delamination into account for an accurate representation of crack path interaction and energy dissipation, as will be discussed in section 3.4.2 and demonstrated in section 3.7.1. The issue and significance of interaction between matrix cracking and delamination has also been addressed in [87] in which it was shown that the constitutive law of the delamination interface is dependent upon the matrix cracking of the adjacent plies.

Modeling interfaces with interface elements will require one or both interfaces of the interface element to be adapted accordingly to take the coupling between
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Figure 3.4 Progressive failure model

matrix cracking and delamination, figure 3.4. An XFEM-type enrichment to the displacement field of interface element can be applied to take the discontinuity in the interface element into account. This will require a modification of the connectivity and integration scheme of the interface element. Alternatively, defining the interfaces as integral parts of the continuum elements, as is done in the present work, the connectivity and the integration scheme is automatically updated. Consequently, no finite element modification or additional degrees of freedom are necessary to incorporate the discontinuity in the two planes of the interfaces.

3.4.1 Integration of cohesive interfaces

The formulation of the progressive failure model allows the use of any type of integration scheme for the integration of the shell interface model. However, it is known that spurious oscillations occur in the tractions when Gauss integration is used [130]. Therefore a nodal integration scheme is preferred to avoid numerical difficulties. It is worth to note that a nodal integration scheme inherently assumes that there is a delaminated area already present, whose size is equal to the element size. However, the error induced by such under-integration (see [130, 136]) of the shell interfaces lies at sub-element level and vanishes upon mesh refinement.

When one or both planes of the shell interface are cracked, the shell interface is required to be adapted as described above and in figure 3.4. This will also require adapting the integration scheme for the cracked interface. However, in such cases even using low-order Newton-Cotes or Gauss-Lobatto integration schemes will result in integration points within the domain of the shell interfaces. This will give rise to the coupling terms in the stiffness matrix of shell interfaces [136]. As a conse-
3.4.2 Cracked or uncracked interfaces

The formation of a matrix crack in the ply requires the interfaces to be adapted accordingly. It implies the incorporation of a crack in one or both planes of the interface. Figure 3.5 shows two finite elements, one in the upper ply and one in the lower ply of the two-ply laminate. The formation of a matrix crack in the lower ply in a bending dominated problem, will cause the elements to deform as shown in figure 3.5. The interface will experience an opening displacement $v$. Most cohesive laws are fracture-mode dependent and these opening modes are in turn related to the normal vector of the interface. For an interface which is adapted to take the presence of a crack into account, the normal vector to the interface is represented by $n^-$. According to this reference frame, one may obtain only a mode-I interface opening, $v_n$. On the other hand, if the interfaces are not adapted the components of the crack opening displacement, $v$, based on an incorrect interface normal, $n^{*-}$, may result in an unrealistic tangential, $v^*_s$ and normal, $v^*_n$ interface opening. This will ultimately result in unrealistic and incorrect computation of fracture modes and corresponding energy dissipation.

In the present contribution, if one or both plies connected to an interface are cracked, we adapt the planes of the interfaces accordingly. This results in the computation of the correct normal to the cracked interface and hence a correct fracture mode and energy dissipation.
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3.4.3 Average cracked surface

For cracks which are undergoing large deformations, no unique normal to the crack surfaces can be identified [10, 158]. Usually the non-uniqueness of the normal plane to an interface is treated by defining an average crack surface [158]. The normal to an average crack surface can now be defined as:

\[
\vec{n} = \bar{J}^{-T} n^o \frac{dA}{du}
\]

where \( \bar{J} = \det(\vec{F}) \) is the Jacobian, \( n^o \) is the normal to the interface in the reference configuration, \( dA \) is the differential area of the interface in the reference configuration, while \( \frac{dA}{du} \) is the differential area of the assumed average crack surface in the deformed configuration. The average deformation gradient to an assumed average crack surface is defined as

\[
\bar{F} = \bar{g}_i \otimes G^j
\]

in which \( \bar{g}_i \) is defined as

\[
\bar{g}_i = \frac{1}{2} \left[ g_i^+ + g_i^- \right] \quad i = [\xi, \eta, \zeta]
\]

\[
g_i^+ = x_i^+
\]

\[
g_i^- = x_i^-
\]

Note that, due to improved kinematics of the shell interface model, the computation of the deformation gradient and normal to the interface becomes straightforward.

Remark 1. As explained above, non-uniqueness in defining the normal to an interface undergoing large deformations, is treated by defining an average crack surface. However, this assumption leads to an incorrect kinematic description of the interface. This can be demonstrated through a simple example. Consider an interface (figure 3.6), which is given a rigid rotation. The deformation gradients of the interfaces \( CD, C'D \), and a fictitious average interface \( E''D \) are given as:

\[
F^+_{CD} = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ -1 & 0 & 0 \end{bmatrix}, F^-_{C'D} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, F_{E''D} = \begin{bmatrix} 0.5 & 0 & 0.5 \\ 0 & 1 & 0 \\ -0.5 & 0 & 0.5 \end{bmatrix}
\]

Accordingly, the area ratios for the three surfaces are

\[
da_{C'D}^+/dA = 1.0, \ da_{C'D}^-/dA = 1.0, \ da_{E''D}/dA = 0.7071
\]

in which \( da_{C'D}^+, da_{C'D}^- \) and \( da_{E''D} \) are the deformed areas of the three surfaces and \( dA \) is the reference crack surface area. The above computation shows that there
is a reduction of the deformed area, which is un-realistic for the problem under consideration. The reasons for such a behavior are obvious and are also schematically illustrated in figure 3.6. It can be derived from the figure that an average kinematic assumption for the interface, inherently assumes that the interface will not follow the curved path. The correct average crack surface should have been $E'D$, instead crack surface $E''D$ is predicted and the interface front is located at the chord. This results in a decreased interface length $l_c = 0.3536$. However, it is worth to note that the magnitude of the error induced by using averaging kinematics is also dependent upon the geometry, the boundary conditions of the body and the magnitude of interface rotation.

### 3.4.4 Computation of normal and rotation matrix

In large deformation problems, the local crack coordinate system also undergoes large rotations, hence the rotation matrix used for the transformation of kinematic quantities from the crack coordinate system to the global coordinate system does not remain constant. It becomes a function of deformation of the element [125, 158]. The rotation matrix $Q$ which transforms kinematic quantities from the crack coordinate system in the reference configuration to the global coordinate system and rotation matrix $Q^*$ which transforms kinematic quantities from the crack coordinate system
in the deformed configuration to the global coordinate system are given as
\[ Q_{ij} = \cos(\hat{e}_{i,global}, \hat{e}_{j,local}) \] (3.21)
\[ Q'_{ij} = \cos(\hat{e}_{i,global}, \hat{e}'_{j,local}) \] (3.22)
in which
\[ \hat{e}_{i,global} = \{i_1, i_2, i_3\} \] (3.23)
\[ \hat{e}_{i,local} = \{m^o, p^o, n^o\} \] (3.24)
\[ \hat{e}'_{i,local} = \{m, p, n\} \] (3.25)

The Cartesian base vectors of the delamination interface in the reference configuration are given as
\[ m^o = \frac{G_1}{||G_1||}, \quad n^o = \frac{G_1 \times G_2}{||G_1 \times G_2||}, \quad p^o = \frac{n^o \times m^o}{||n^o \times m^o||} \] (3.26)

The Cartesian base vectors to the average delamination interface in the deformed configuration are given as
\[ m = \frac{\bar{g}_1}{||\bar{g}_1||}, \quad n = \frac{\bar{g}_1 \times \bar{g}_2}{||\bar{g}_1 \times \bar{g}_2||}, \quad p = \frac{n \times m}{||n \times m||} \] (3.27)

The covariant base vectors (\(G_\alpha, \bar{g}_\alpha\)) in the reference and the deformed configuration are computed as
\[ G_\alpha = \frac{\partial X}{\partial \xi^\alpha} = X_\alpha \] (3.28)
\[ \bar{g}_\alpha = \frac{\partial \bar{x}}{\partial \xi^\alpha} = \bar{x}_\alpha \quad \alpha = \{1, 2, 3\}, \xi^\alpha = \{\xi, \eta, \zeta\} \] (3.29)

Alternately, the deformed normal to an interface can also be computed as
\[ n = \frac{\bar{F}^{-T} n^o}{||\bar{F}^{-T} n^o||} \] (3.30)

Note that it is due to the improved kinematic description of the interfaces using the shell interface model described above, which made it possible to compute the deformation gradient and derivatives of the kinematic quantities at the interface.

### 3.5 Constitutive laws

Bulk material is considered to be linear elastic and is modeled with Hooke’s law for transversely-isotropic materials [72].

An exponentially decaying cohesive law is used for simulating cohesive matrix and delamination cracking. Micromechanical analysis of reinforced polymers shows three
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distinct regions in their traction separation law. The initial plateau, denoting the formation and growth of micro-cracks in the material, the fast degrading branch, denoting the stage when the formation of micro-cracks has reached its saturation limit and crack coalescence starts and thirdly the region with low tractions levels, denoting the effect of cross-tie fibrils, which may delay the complete breakdown of crazes and the formation of traction-free crack surfaces.

Different cohesive interface laws have been suggested by several authors for modeling cohesive matrix and/or delamination cracks. For example rectangular [161], bi-linear [32, 148], trapezoidal [164] and exponentially decaying [22, 150] cohesive laws. However, it is well accepted that the shape of the cohesive constitutive law does not significantly affect the solution accuracy as long as a correct interfacial strength and fracture toughness are used [46]. However, the shape of the curve does affect the response at crack initiation. In [22] a delamination analysis using bi-linear and exponential cohesive laws was performed and it was observed that both laws gave approximately the same result but the exponential cohesive law showed better convergence behavior.

3.5.1 Constitutive law for delamination cracking

A mixed-mode, exponentially decaying cohesive constitutive law is presented, figure 3.7. The cohesive law uses a single scalar damage parameter \( \omega \), to describe damage in the fracture process zone (FPZ). The cohesive law has two key parameters, the mixed mode strength of an interface, \( f_o \) and fracture toughness, \( G_c \).

The traction vector \( \mathbf{t} \), parallel to the opening displacement \( \mathbf{v} \) is defined as:

\[
\mathbf{t} = tr \tag{3.31}
\]
where $r$ is a unit vector in the direction of the opening displacement, $r = \mathbf{v}/v$, and $v = ||\mathbf{v}||$. The scalar function $t$ is defined as:

$$t = (1 - \omega)f_o$$

(3.32)

where $\omega$ is a damage parameter which varies from 0, the undamaged state, to 1, the fully damaged state. The damage parameter $\omega$, is defined as:

$$\omega = 1 - e \cdot \left( \frac{v}{v_c} \right) \cdot \exp \left( -\frac{v}{v_c} \right)$$

(3.33)

in which

$$e = \exp(1)$$

(3.34)

$$v_c = \frac{\tilde{G}_c}{e \cdot f_o}$$

(3.35)

$$\tilde{G}_c = G_c \left\{ 1 + \frac{1 - 2 \exp(-1)}{e \cdot f_o} \right\}$$

(3.36)

Note that $\tilde{G}_c$ defines the area under the complete traction-separation curve, $\tilde{G}_c = \int_0^v t dv$, while $G_c$ defines the area under the softening branch of the traction-separation curve, $G_c = \int_{v_c}^v t dv$. In order to be able to perform numerical analysis with variable mode mixities, parameters $f_o$ and $G_c$ are needed for each mixed-mode case. The mode mixity is incorporated using a phenomenological Benzeggagh-Kenane [26] mode interaction criterion according to:

$$f_o^2 = f_n^2 + (f_s^2 - f_n^2)\Pi^\eta$$

(3.37)

$$G_c = G_{I_c} + (G_{II_c} - G_{I_c})\Pi^\eta$$

(3.38)

with

$$\Pi = \left( \frac{G_{II}}{G_I + G_{II}} \right) = \frac{v_s^2}{v_s^2 + \langle v_n \rangle^2}$$

(3.39)

$G_{I_c}$ and $G_{II_c}$ are the fracture toughesses in pure tension and shearing modes, respectively. $G_I$ and $G_{II}$ are the energy release rates in tension and shearing modes, respectively. $f_n$ and $f_s$ are the tensile and shearing interfacial strengths, respectively. $\eta$ is a material parameter obtained from experiments. In order to prevent inter-penetration of the interfaces in compression ($v_n < 0$), a penalty traction $t_p = K_p v_n$, normal to the interface, is applied. Since mixed-mode strength, $f_o$, and fracture toughness, $G_c$, are function of pure modes strengths and fracture toughnesses, the values can be determined experimentally using standard test methods.
3.5.2 Constitutive law for matrix cracking

As opposed to the shell interface model where cohesive surfaces are present from the beginning of the analysis, the partition of unity based approach for matrix cracking on the other hand introduces the crack in a stressed body. This requires an initially rigid cohesive law with a finite traction at zero crack opening displacement, as was also demonstrated by [75].

The traction-separation law used for cohesive matrix cracks is the same as the one described for delamination cracking. In order to obtain an initially rigid cohesive law an approach proposed in [65] is used. The idea is to simply translate the origin of displacement jump axis to a value of the displacement jump corresponding to the traction at crack initiation. Accordingly, considering \( f_o \) as the magnitude of traction for zero crack opening, we define the shifted displacement jump as \( v_{shifted} = v + v_c \). Accordingly, the damage variable is computed with an updated displacement jump value as

\[
\omega = 1 - e \cdot \left( \frac{v_{shifted}}{v_c} \right) \cdot \exp \left( -\frac{v_{shifted}}{v_c} \right)
\] (3.40)

In order to ensure continuity of the stress field, the tractions on the crack surface at zero crack opening should be in equilibrium with the stresses in the bulk material next to the crack [31], i.e.

\[
t = \sigma n
\] (3.41)

The same concept was later used by [124, 152] to define tractions at the moment of nucleation of a crack. In order to satisfy condition (3.41), it follows that \( f_o \) is required to be defined by

\[
f_o = \| \sigma n \|
\] (3.42)

This ensures continuity of the stress field at the crack tip.

3.6 Implementation details

In this section implementation details of the progressive failure model are given.

3.6.1 Initiation and propagation of discontinuity

The phantom node method requires a failure criterion to insert new crack segments in a virgin material. To ensure continuity of the response and avoid sudden jumps in the stress field at the moment of insertion of a new crack segment, the failure criterion should match the damage evolution. Using a bulk constrained cohesive law,
as described above, this is automatically ensured. Consequently, the failure criterion is defined as

$$\frac{(\sigma_n)^2 + \sigma_s^2}{f_n^2 + (f_s^2 - f_n^2)\Pi} = 1$$  \hspace{1cm} (3.43)

with

$$\Pi = \frac{\sigma_s^2}{\sigma_n^2 + (\sigma_n)^2}$$  \hspace{1cm} (3.44)

in which $\sigma_n$ and $\sigma_s$ are the normal and shear components of bulk stress at the crack surface. The operator $\langle x \rangle = (x + |x|)/2$ is used to nullify the influence of damage in normal direction in compression. Note that for orthotropic materials, in which matrix cracks propagate parallel to the fiber direction, $\sigma_n = \sigma_2$.

In order to initiate a new cohesive crack segment, the failure criterion is evaluated in all integration points of the critical elements. If the criterion is violated in one of the integration points, a new through-the-thickness crack segment is introduced in the center of an element, provided the distance between the new crack segment and existing cracks is larger than the minimum crack spacing. It is noted that for very thick plies, a single cracked element through the thickness of the ply may give inaccurate results and the interaction between matrix cracking and delamination interface may not be captured effectively, even if a discontinuous interface is modeled (section 3.4). This is due to inaccurate representation of the through-the-thickness stress field around the crack. This scale dependency of matrix cracking has been observed by [118]. However, using higher order finite elements or multiple elements through the thickness helps in obtaining a correct representation of crack tip field in thickness direction.

### 3.6.2 Matrix crack spacing

In order to simulate multiple cracking in a laminate, a criterion is required to determine the maximum number of cracks or minimum crack spacing. Unlike isotropic materials, where the formation of cracks in the bulk material results in stress relaxation and alteration of stress field around the crack. Laminated composites on the other hand, behave differently. The response is governed by different failure mechanisms as described in section 3.1.1. The formation of a crack in one of the plies does not instantaneously result in release of energy and opening of a crack unless some area underneath or above the crack delaminates. This means that for an interface which is extremely rigid, an infinite number of cracks can initiate with theoretically zero crack spacing. This makes it difficult to select an objective crack spacing for numerical analysis of laminated composites. This may be theoretically true, however real materials have a finite stiffness at the interface and in such cases the formation
of a matrix crack will result in an increase in interfacial stresses at places where matrix cracks are formed and hence may trigger delamination damage. This will therefore result in opening and growth of matrix cracks. Moreover, in real laminates matrix cracks are not the only source of stress enhancers at the inter-ply interfaces, which trigger delamination. Other mechanisms such as fiber breakage, bending stiffness mismatching and the effect of out-of-plane stresses also contribute to increase the stresses at the interface. This removes the non-uniqueness in crack spacing and results in a distributed crack formation in a laminate. Moreover, it has been observed, e.g. [86] that matrix cracking always reach a saturated crack density that is associated with local delamination in the vicinity of crack tips. These saturated crack density measurements from an experimental study may give a rough estimate of minimum crack spacing.

In the presented progressive failure model, this non-uniqueness is partially removed by performing a complete three-dimensional analysis which results in good predictions of interfacial and through-the-thickness stress distribution. Moreover, in addition to matrix cracking as a source of initiating delamination damage, the difference in bending stiffness of the connecting plies and its interaction with matrix cracking provides an additional source of triggering delamination damage and therefore helps in removing the non-uniqueness in crack spacing. In this contribution a minimum crack spacing is selected in such a way that the mesh being sufficiently fine to accurately represent the stress field, further decrease in crack spacing does not cause the response of the structure to change and the response converges to a unique solution upon decreasing crack spacing. The effect of crack spacing is further discussed in the next section.

### 3.7 Numerical examples

Several numerical tests are performed with realistic material properties to show the accuracy and efficiency of the proposed progressive failure model. The numerical examples are arranged in order of their complexity. The first numerical example presents numerical validation of the progressive failure model using a mesh convergence study. A parametric study is also performed to investigate the influence of different model parameters. In the second numerical example, we capture progressive damage mechanisms, as observed during experiments, for a laminated plate subjected to out-of-plane loading. Furthermore, the effect of crack spacing on the overall damage behavior is investigated. In the third example, we capture shear dominated matrix cracking and delamination damage and their mutual interaction, where trends in damage pattern and growth are observed. The numerical model is validated against experimental results in the fourth example.
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3.7.1 Cross-ply laminated beam, \([0_2/90_2]\)

**Problem description**

In order to demonstrate salient features of the progressive failure model, the initiation, growth and interaction of different failure mechanisms, a simply supported cross-ply \([0_2/90_2]\) laminated composite beam is analyzed. The geometry of the beam is shown in figure 3.8a. The beam is subjected to a quasi-static line load at the center. The ply thickness is considered to be 0.2 mm.

Individual plies are modeled with orthotropic material properties of HTA6376/C, a carbon fiber reinforced epoxy. The material properties used for the laminated beam test, extracted from [59], are given in table 3.1. In order to clearly demonstrate the different features of the model, the Poisson’s ratio is set to zero. This allows the use of a coarse mesh discretization along the width of the beam. A more detailed analysis, considering the effect of the width of the beam/plate on damage growth, is considered in sections 3.7.2 and 3.7.3.

Table 3.1 Material properties for laminated beam test

<table>
<thead>
<tr>
<th>Laminate properties</th>
<th>Fracture properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_{11}) (GPa)</td>
<td>120</td>
</tr>
<tr>
<td>(E_{22} = E_{33}) (GPa)</td>
<td>10.5</td>
</tr>
<tr>
<td>(G_{12} = G_{13}) (GPa)</td>
<td>3.48</td>
</tr>
<tr>
<td>(\nu_{12} = \nu_{13})</td>
<td>0.0</td>
</tr>
<tr>
<td>(\nu_{23})</td>
<td>0.0</td>
</tr>
<tr>
<td>(G_{Ic}) (N/mm)</td>
<td>0.26</td>
</tr>
<tr>
<td>(G_{IIc}) (N/mm)</td>
<td>1.002</td>
</tr>
<tr>
<td>(f_n) (MPa)</td>
<td>30</td>
</tr>
<tr>
<td>(f_s) (MPa)</td>
<td>60</td>
</tr>
</tbody>
</table>

**Finite element model**

Each ply of the beam is modeled with a single solid-like shell element in thickness direction, 101 elements in longitudinal direction (element size = 0.6 mm) and a single element along the width, resulting in a mesh discretization of 101x1x2 elements for the whole beam. Figure 3.8b shows the schematic mesh discretization used for analysis. The mesh discretization was chosen based on the cohesive zone length, which is \(\approx 1.2\) mm and minimum crack spacing, which is chosen to be 7 mm for the current analyses. For an efficient solution of the finite element system of equations a dissipation based arc-length method [155] is used to trace the equilibrium path.

**Results and observations**

Figure 3.9 shows the load displacement response. It is evident from the figure that the laminate behaves linear elastic until the stresses in the outermost layer reach...
the material strength. At that moment a cohesive crack appeared in the bottom ply which slowly degraded the stiffness until a fully cohesionless or, in other words, a macro-crack developed. Moreover, the presence of a matrix crack did not significantly reduce the stiffness of the structure. Once the macro-crack developed, delamination damage starts. This not only resulted in an increase in displacements with smaller load increments but also resulted in significant stiffness degradation.

From figure 3.9 it can be observed that delamination growth is not smooth but shows small snap backs in the response after its onset. This is due to a sudden release of elastic energy from the surrounding bulk material as a result of softening
in the interfacial strength. This results in an instantaneous failure of an interface which appeared as small snap backs in the global load-displacement response. In a displacement controlled analysis such a drop in energy appears in a stair-case pattern in the global load-displacement response as is usually observed with interface elements. However, the response get smooth with mesh refinement as is demonstrated in subsequent subsections. As the load increases, the beam starts to geometrically harden and hence failure of interfaces results in larger snap backs due to an increased elastic stored energy in the surrounding bulk material.

**Effect of unadapted interface**

In this section we shall investigate the effect of using adapted and unadapted interfaces (section 3.4.2) on the global response of the beam. In contrast to the previous section, the beam now contains an initial traction free crack in the center of the beam in the lower ply. The analysis is performed using adapted and unadapted interfaces. Two types of material properties are used. In the first case the analysis is performed with the set of material data presented in table 3.1. In order to simulate ductile interface, a second set of analyses was performed using a fracture toughness which is three times the value mentioned in table 3.1. Figure 3.10 shows the analysis results.

It can be observed that the response of the brittle and ductile interface is qualitatively similar. As was anticipated, the use of an unadapted interface resulted in an over-prediction of load capacity, and delay in the delamination onset. Moreover, the use of adapted or unadapted interfaces influence only the onset of damage while later the response of the two interfaces is the same. However, it is worth noting that the
error induced due to the use of unadapted interfaces remains at element level and vanishes upon mesh refinement. Note that, the difference in the load-displacement curves of brittle and ductile interfaces at first yielding is due to coarse time stepping for the case of a brittle interface and is not consequence of a difference in the mechanical response of the two cases. As a result of coarse time-stepping, a small snap-back, as observed for the case of a ductile interface, is not captured for the case of a brittle interface analysis.

**Effect of interface properties**

In this section the effect of interface material properties over the response of laminated beam is investigated. The material and geometrical properties of the laminated beam are the same as used in section 3.7.1. In order to simulate ductile interface, analysis is performed using a fracture toughness which is three times the value mentioned in table 3.1. The response of a brittle interface is compared with a ductile interface in figure 3.11.

It can be observed that a brittle interface resulted in a lower load capacity than the ductile interface. Moreover, the increased fracture toughness of the ductile interface caused a delay in the onset of delamination or in other words, for a particular load level the brittle interface resulted in more delamination damage as compared to the ductile interface. It is also evident from figure 3.11 that, even though the cohesive matrix crack initiated at the same load level for both the brittle and ductile interfaces, the development of a traction free crack took place at higher load level for a laminated beam with a ductile interface due to a delay in delamination onset as a consequence of increased fracture toughness.
Next the effect of laminate thickness on damage evolution is investigated. More specifically, the aim of this investigation is to assess the effect of scaling on initiation and growth of matrix and delamination cracking. For a true prediction of laminate strength, all failure mechanisms including compression failure need to be considered. Three laminate thicknesses were considered for analysis i.e \([0/90]\), \([0_{2}/90_{2}]\) and \([0_{4}/90_{4}]\). Figure 3.12 shows the load-displacement response for the three cases. In order to show all three plots in one figure, the curves are plotted on a log-log scale. Table 3.2 compares the damage development in three analyses by comparing the displacement levels at which a matrix crack and a delamination crack initiated.

<table>
<thead>
<tr>
<th></th>
<th>([0_{4}/90_{4}])</th>
<th>([0_{2}/90_{2}])</th>
<th>([0/90])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohesive matrix crack initiation</td>
<td>0.355</td>
<td>0.7</td>
<td>1.4</td>
</tr>
<tr>
<td>Fully developed matrix crack</td>
<td>0.72</td>
<td>2.019</td>
<td>6.3</td>
</tr>
<tr>
<td>Initiation of delamination</td>
<td>1.07</td>
<td>2.17</td>
<td>6.96</td>
</tr>
</tbody>
</table>

It can be observed that the load capacity increases with increasing thickness. The crack initiates at smaller displacement and larger load level with an increase in thickness. This is because, the formation of a crack is of more brittle nature while it is more ductile for smaller thickness laminates. It is worth to note that, in all the cases a through-the-thickness cohesive crack is inserted once the failure criterion is met. After this point damage progress was governed by the fracture energy included in the cohesive model. The observations made above are a clear indicator of the fact
Next the effect of crack spacing is investigated for the laminated beam model. The analysis is performed with laminate configuration \([0^\circ/90^\circ]^2\). Three different crack spacings were used for the analysis, i.e. \(a = 7\) mm, 10 mm and 15 mm. The same finite element mesh is used for all three analyses. The result of the analysis by means of load-displacement curves is shown in figure 3.13. Crack locations for the three cases are shown in figure 3.14. It can be observed from figure 3.13 that the initiation of the first matrix crack occurs at the same time in all three cases. However, the formation of more cracks in the case of a crack spacing of 7 mm resulted in degradation of the initial stiffness. Furthermore, the onset and growth of delamination is delayed for smaller crack spacing. After some time the responses of all three cases were approximately similar.

Effect of finite element discretization

In order to investigate the effect of mesh refinement on the response and damage of the laminated beam, four mesh discretizations are used along the length of beam.
mesh-A consists of 101 elements, mesh-B consists of 202 elements, mesh-C consists of 303 elements and mesh-D consists of 403 elements along the length of beam per ply. The minimum crack spacing for the analysis was chosen to be 10 mm. The material and geometrical properties are the same as described in section 3.7.1. The analysis results are given in figure 3.15.

Figure 3.15a compares the load-displacement response of laminated beam modeled with three mesh discretizations. Figure 3.15a also shows a zoom-in to the region of the load-displacement curve during delamination. It is evident that the response of the three analyses is similar, however, the use of a finer mesh results in a gradual release of energy as an interface fails compared to a coarse mesh and results in a smooth load-displacement curve. Each bump of the load-displacement curve refers to the progression of the delaminated zone by a single element.

Figure 3.15b compares the total energy dissipation during delamination crack propagation as a function of the load. It can be observed that the use of a fine mesh results in more energy dissipation for a particular load level compared to the coarse mesh. This is a direct consequence of using a nodal integration scheme, as usual with interface elements to avoid traction oscillations, due to under integration of the interface element. However, the solution converges to a unique solution with mesh refinement. The horizontal lines in figure 3.15b represent the snap backs in the load-displacement curve with zero or small energy dissipation.

3.7.2 Two-ply laminated plate

In order to investigate the performance of the developed progressive failure model in predicting the onset of damage, the interaction between matrix cracking and delamination cracking and their propagation along with mesh-independent propagation
Table 3.3 Material properties for laminated plate analysis

<table>
<thead>
<tr>
<th>Laminate properties</th>
<th>Interfacial properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{11}$ (GPa)</td>
<td>140</td>
</tr>
<tr>
<td>$E_{22} = E_{33}$ (GPa)</td>
<td>10</td>
</tr>
<tr>
<td>$G_{12} = G_{13}$ (GPa)</td>
<td>5</td>
</tr>
<tr>
<td>$\nu_{12} = \nu_{13}$</td>
<td>0.21</td>
</tr>
<tr>
<td>$\nu_{23}$</td>
<td>0.21</td>
</tr>
<tr>
<td>$G_{Ic}$ (N/mm)</td>
<td>0.3</td>
</tr>
<tr>
<td>$G_{IIc}$ (N/mm)</td>
<td>0.7</td>
</tr>
<tr>
<td>$f_n$ (MPa)</td>
<td>50</td>
</tr>
<tr>
<td>$f_s$ (MPa)</td>
<td>30</td>
</tr>
</tbody>
</table>

![Figure 3.16 Plate model](image)

of matrix cracking through the solid-like shell element, a two-ply laminated plate subjected to a center point load is analyzed. The geometry of the plate is shown in figure 3.16. The material properties used for the analysis are extracted from [164] and are given in table 3.3. The problem is studied for several laminate configurations and values for crack spacing. The cracks are allowed to develop only in the $90^\circ$ plies, which are anticipated to affect the structural response more compared to the splitting cracks in $0^\circ$ plies. It is noted that splitting cracks can influence the response of the laminate [4].

**Single matrix crack analysis**

In this section the capability of the model to predict arbitrary propagation of cracks through the finite element mesh and growth of delamination is studied. For analysis purpose two laminate configurations are considered, namely $[0/90]$ and $[0/75]$. It is noteworthy that the same finite element mesh is used for both analyses, which in case of interface elements would have required the generation of separate meshes in order to align the element edges with the cracks. The two cases are distinguished using a local material orientation. The average element size in the damage zone is 0.2x0.2x0.2mm. The analysis is performed with an uncracked plate and only a single crack is allowed to initiate and grow in fiber direction in each ply. Figures
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Figure 3.17 Analysis results for two-ply laminated plate with single matrix crack, Top: [0/90], bottom: [0/75], Left: delamination damage and matrix crack, Right: opening displacement at the interface

3.17 shows the analysis results for both laminate configurations. Figures 3.17a and c show the delamination damage along with the matrix cracks, while figures 3.17b and d show the opening displacement at the interface. As was expected, a bending crack appeared in the bottom ply oriented along the fiber direction. Moreover, the crack is propagating arbitrarily through the finite element mesh, figure 3.18. It is also evident from the figures that the model properly predicts the two lobe peanut-shape delamination areas for both laminate configurations. The delamination is aligned with the fiber direction of the lower ply along with the matrix crack. The results are qualitatively in good agreement with experimental observations of [98].
In this section a two-ply [0/90] laminated plate is analyzed. The geometry and the material properties are the same as defined in the beginning of this section. Only one-half of the plate is modeled due to material and geometrical symmetry. Instead of allowing only one crack, multiple cracks are allowed to grow in the plate. However, the spacing between the cracks is kept fixed, i.e., $a = 0.6\, \text{mm}$.

Figure 3.19 shows the damage development at different load steps. Corresponding load steps are denoted in figure 3.20. It can be observed from figure 3.19 that damage begins by the formation of a bending matrix crack in the lower ply ($90^\circ$). With increase in load, symmetric cracks appear on both sides of the center crack. A traction-free crack is shown by a thick light color line as part of the dark lines representing cohesive cracks. Once a traction-free crack is formed delamination damage is initiated in the shape of a half peanut, figure 3.19c. On a further increase of the load the delamination area propagates along with the propagation of a traction free crack and with the creation of more cohesive cracks. Note that the two processes i.e., the formation of a traction-free crack and delamination, are growing side by side, signifying strong interaction between the two mechanisms. It can be observed that except for the center crack, the rest of the matrix cracks remain cohesive and did not develop into traction-free cracks. This is exactly what was observed in the experimental study of [98].

Figure 3.20b shows the total energy dissipation and energy dissipated in the shearing mode at the interface. It can be observed that delamination growth is taking place under mixed-mode conditions, in which there is equal contribution from the shearing and opening fracture modes.
### Multiple matrix cracks analysis - crack spacing 0.3 mm

The same problem is now analyzed with reduced crack spacing, i.e. \( a = 0.3 \) mm. Figure 3.21 shows the damage development in a plate at different load levels. It can be observed that the sequence of damage progress is the same as was observed for the analysis using 0.6 mm crack spacing. Comparing the damage at different instants for the two cases, it can be observed that more cohesive cracks are present in the analysis with smaller crack spacing. However, the corresponding delamination damage zone and the length of the traction-free crack are the same. Moreover, the zone over which matrix cracking takes place for both crack spacing remains the same. In spite of the formation of more matrix cracks, only the center crack becomes traction free while the rest of the cracks did not significantly contribute to damage development and
remain closed. This signifies that the crack spacing parameter is not significantly influencing the response and overall damage development.

Influence of crack density

Next, a comparison is made between three different analyses (1) a multiple crack analysis with crack spacing 0.6 mm, (2) a multiple crack analysis with crack spacing 0.3 mm and (3) a single crack analysis. In case of the single crack analysis, in contrast to the multiple crack analyses, an initial traction free crack was inserted traversing the whole width of the plate. Note that this case is different from the single crack analysis of section 3.7.2 where the analysis was performed with an uncracked plate and a single cohesive crack was inserted and allowed to propagate based on failure and fracture criteria, respectively.

Figure 3.22a compares the load-displacement curves for the three analyses. It can be seen from the graph that the load displacement curves for single crack analysis and multiple crack analysis lie on top of each other. This indicates that the damage in this case is primarily dominated by a single centered bending matrix crack. The contribution of the other cracks is not so significant to initiate delamination damage and delamination propagation is mainly governed by the progressive opening of the center matrix crack. Indeed this is what was observed in the experimental studies e.g. in [47, 98] and it is for this reason, the investigators in [47] were able to model delamination damage with a single bending matrix crack.

The above conclusions are substantiated by figure 3.23a, which compares the history of the total energy dissipation during delamination damage for the three cases. It can be inferred from figure 3.23a that the delamination onset as well as energy
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dissipation is the same for the two cases of multiple crack analyses, i.e a multiple crack analysis with 0.6 mm and 0.3 mm crack spacing. A single crack analysis shows small deviation from the other two curves and gives more energy dissipation and an earlier delamination onset. This is due to the presence of an initial traction-free crack in the single crack analysis. The plate has only one source of energy dissipation i.e delamination damage, as compared to the multiple crack analysis where the energy input into the system is dissipated by two mechanisms i.e delamination damage and matrix cracking. Of course, a multiple crack analysis without initial cracks represents the real situation, where the progressive growth of matrix cracks together with delamination damage occurs concurrently.

Figure 3.23b compares the history of total energy dissipation by matrix cracking

Figure 3.21 Damage development in two-ply laminated plate with crack spacing 0.3 mm- figure captions a – f indicates the same load steps marked in figure 3.20a
Figure 3.22 Load-displacement curves for multiple cracks analyses and single crack analysis

Figure 3.23 Comparison of energy dissipation

damage in the three analyses. Even though delamination damage for the two analysis with crack spacing 0.6 mm and 0.3 mm is approximately the same, it can be observed from figure 3.23b that the energy dissipated by matrix cracking damage is slightly more for the case of a larger crack spacing. It is noted that the magnitude of energy dissipation in matrix cracking is very small compared to the energy dissipation in delamination damage. Therefore this small difference in energy dissipation for smaller crack spacing compared to larger crack spacing analysis did not cause significant change in the response and damage development in the two-ply laminated plate. The reason for decreased energy dissipation for smaller crack spacing can be explained by the fact that the interface cohesive law has a finite initial stiffness, therefore incorporating more cracks resulted in more locations of stress enhancers for the interface. Since the magnitude of stresses was not too large, these cracks
Figure 3.24  Three-ply laminated plate

did not result in onset and propagation of delamination damage, rather resulted in elastic opening of the interface. As a result the system becomes more flexible and prevented damage in matrix cracking compared to the case of large crack spacing analysis.

3.7.3 Three-ply laminated plate, [0/90/0]

In order to investigate the performance of the model in predicting damage due to shear matrix cracks, a three-ply laminated plate with stacking sequence [0/90/0] is analyzed. The in-plane dimensions of the plate, the boundary conditions and the material properties are the same as used in the previous section (section 3.7.2). A schematic three-ply laminated plate is shown in figure 3.24, representing different plies and interfaces. The thickness of each ply is 0.2 mm.

Figure 3.25 shows the damage development at different stages of loading. The damage pattern is the same as was observed during experiments [36, 98, 100], where minor delamination occurs at the top interface (interface-1) and major delamination at the bottom interface (interface-2) of the cracked ply. The damage starts with the formation of two matrix cracks in ply-2. The formation and propagation of cracks is accompanied with damage development at interface-1 and interface-2. Further increase in load results in the formation of more cohesive cracks distributed in ply-2 figure 3.25c. As soon as the two center cracks become traction free, major delamination occurred at the bottom interface (interface-2). The delaminated area is peanut-shaped and is oriented towards the fiber orientation of the lower ply (ply-3). On the contrary, the delamination area is confined near the center of the plate in the upper interface (interface-1).

Figure 3.26 shows the total energy release rate and the energy release rate in shear during delamination damage at interface-2. It can be observed that the damage is primarily dominated by shear damage with very little or no mode I opening at the
damage interface.

3.7.4 Verification of a square GFRP laminated plate

A square, $[0_{10}/90_{20}/0_{10}]$ graphite-fiber reinforced laminated plate is analyzed. Geometry and boundary conditions of the plate are shown in figure 3.27. The plate is simply supported on all edges and is loaded with a central transverse load. Material properties used for the analysis are given in table 3.4. Figure 3.28 shows the load displacement response in comparison with the experimental results of [79]. The numerical results show good agreement with the experimental results. Different labels on the graph show the sequence of different damage mechanisms. It is evident that formation of matrix cracking triggers delamination damage. Figure 3.29 shows delamination damage at the interfaces and matrix cracking in the plies. A peanut shape delamination damage area under mode-II fracture is evident from figure 3.29b.
3.8 Conclusions

A finite element model is presented to simulate progressive failure in laminated composites subjected to transverse loading conditions. The model uses solid-like shell elements which, on one hand, are able to model thin plies of a laminate and, on the other hand, give a complete three-dimensional state of stress. This is crucial for the proper modeling of delamination damage.

The model is capable of simulating mesh independent matrix cracking. This avoids the need of orienting the finite element edges along the cracks. As a result of this, modeling of arbitrary propagating cracks is possible and failure analysis can be performed with different laminate configurations using the same finite element mesh.

To model delamination phenomena an alternative approach compared to traditional interface elements is used, which allows for a full kinematic representation of the interface and makes computation of different kinematic quantities at the interface straightforward. Moreover, the model gives rapid convergence of the Newton--
Table 3.4 Material properties used for GFRP laminated plate

<table>
<thead>
<tr>
<th>Ply level properties</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitudinal Young’s modulus, $E_{11}$ (GPa)</td>
<td>37.9</td>
</tr>
<tr>
<td>Transverse Young’s modulus, $E_{22} = E_{33}$ (GPa)</td>
<td>9.07</td>
</tr>
<tr>
<td>In-plane shear modulus, $G_{12} = G_{13}$ (GPa)</td>
<td>3.72</td>
</tr>
<tr>
<td>Poisson’s ratio, $\nu_{12} = \nu_{13}$</td>
<td>0.3573</td>
</tr>
<tr>
<td>Poisson’s ratio, $\nu_{23}$</td>
<td>0.4</td>
</tr>
<tr>
<td>Mode I fracture toughness, $G_{Ic}$ (N/mm)</td>
<td>0.2</td>
</tr>
<tr>
<td>Mode II fracture toughness, $G_{IIc}$ (N/mm)</td>
<td>0.6</td>
</tr>
<tr>
<td>Transverse tensile strength, $f_{2t}$ (MPa)</td>
<td>20</td>
</tr>
<tr>
<td>In-plane shear strength, $f_{12}$ (MPa)</td>
<td>35.5</td>
</tr>
</tbody>
</table>

Figure 3.28 Load-displacement curve of a GFRP laminated plate; A-initiation of cohesive matrix cracking in ply-1, B-initiation of cohesive matrix cracking in ply-2, C-initiation of a traction-free matrix crack in ply-1, D-initiation of delamination at interface-2, E-initiation of a traction-free matrix crack in ply-2, F-initiation of delamination at interface-1

Raphson scheme due to the possibility of evaluating consistently the linearized tangent stiffness matrix for the interface contribution in large deformation problems.

A mixed-mode, exponentially decaying cohesive constitutive law is presented for both matrix cracking and delamination damage. The cohesive law uses a single scalar damage variable.

The presented computational framework is also able to take the strong interaction between matrix cracks and delamination damage into account. The combined modeling of matrix cracking and delamination is achieved without incorporation of additional degrees of freedom. Numerical simulations show that damage due to both bending cracks as well as shear cracks is predicted correctly and commonly observed
3.8 Conclusions

Figure 3.29 Delamination damage at the interfaces and matrix cracking in the connecting plies at P = 2000 N; (a) Delamination at interface-2 and matrix cracking in ply-3 (horizontal cracks) and ply-2 (vertical cracks), (b) Delamination at interface-1 and matrix cracking in ply-1 (horizontal cracks) and ply-2 (vertical cracks). Dark lines indicate traction-free portion of the cracks.

Peanut-shapes of delamination damaged zones aligned with the fiber orientation are observed. Moreover, the effect of crack density, for the problem investigated here, over the damage pattern is observed not to be so significant. The size of the damaged zone remains the same. However, differences in the lengths of the matrix cracks are observed.
Chapter 4
Solid-like shell element for dynamic analysis of plates and shells

This chapter presents a full three-dimensional solid-like shell element for dynamic analysis of isotropic, orthotropic and anisotropic laminated composites. The dynamic variational formulation is based on a degenerated-shell concept which uses a compatible displacement field varying quadratically in the through-the-thickness direction in order to overcome Poisson-thickness locking. Mass discretization schemes for implicit and explicit dynamic analysis are presented. A selective mass scaling scheme is proposed for explicit analysis to avoid the use of extremely small time steps needed to resolve high element eigen-frequencies, introduced by the presence of internal degrees of freedom and a small thickness of the element. It is further explained, that a mid-surface and plane-stress constitutive law assumption lead to inaccurate results compared to realistic cases where the Neumann and Dirichlet boundary conditions are applied at the surface of the plates and shells.

4.1 Introduction

Shell structures are commonly used in many engineering applications, for example, automotive, space vehicles, pressure vessels etc. These structures are often subjected to static, dynamic, impact and thermal loading conditions. The analysis of these structures has been of interest for researchers for several decades. Owing to the fact that thickness of these structures is considerably smaller than the in-plane dimensions, two-dimensional (2-D) shell elements are appealing for finite element analysis. This resulted in several geometrically linear and nonlinear 2-D shell elements, see for instance [11, 117, 123, 144, 162] for dynamic analysis of shell/plate structures. However, these models are based on plane-stress constitutive relations and therefore thickness change was not taken into account in these formulations.

There are a number of instances where a complete three-dimensional (3-D) analysis is inevitable, such as sheet metal forming, damage analysis of plates/shells, delamination in laminated composites etc. Moreover, analysis of thick shells with pressure

* This chapter is extracted from [8]
acting on their surfaces result in a thickness change and corresponding stresses require three-dimensional evaluation. These are not accounted for in 2-D shell models. The thickness change and the corresponding stress are obtained in a post-processing stage. Moreover, in cases in which both surfaces of the shell are subjected to pressure, 2-D shell models neither give a thickness change nor a corresponding stress. In addition to this, due to the 2-D nature of shell elements, the kinematics are defined at the shell mid-surface. As a consequence, the boundary conditions can only be applied to the shell mid-surface. However, in reality the Neumann and the Dirichlet boundary conditions are usually applied at the shell surfaces. Application of boundary conditions at the shell mid-surface may be a good assumption for thin shells but not for thick shells, where thickness change and corresponding stresses may play a role. This may result in a different response compared to cases where the boundary conditions are applied at the shell surfaces, as is shown in this article.

Acknowledging the importance and the need of 3-D shell elements, several formulations have been presented based on a degenerated shell concept, see for example [1, 69]. However, these elements have a tendency to lock in thin shell applications due to Poisson-thickness locking. To overcome this problem extra degrees of freedom (dofs) are sometimes added to obtain a linearly varying strain field through-the-thickness, [27, 64, 84, 116]. This is usually achieved either by using enhanced assumed strain (EAS) methods, which enrich the strain field with incompatible strains to include higher-order strains in thickness direction, for example by [27, 84], or by using a quadratic displacement field in thickness direction, [116]. [123] presented a finite element procedure based on a degenerated shell element of [1], for dynamic analysis of laminated structures. However, the shell element uses a plane-stress constitutive law. [163] presented a degenerated continuum-based shell element for dynamic analysis. An improved displacement field was proposed with additional shear correction factors to take the transverse shear deformations into account. [157] presented a solid-shell element based on the mixed Hu-Washizu variational principle for dynamic analysis of multilayer composites. [94] used a continuum-based shell element having shell kinematics similar to [128] for damage analysis of isotropic shells under dynamic (impact) conditions. The analysis was performed with a full mass matrix.

Explicit dynamic simulations become extremely powerful when a lumped mass matrix is used. However, explicit integration schemes are only conditionally stable and the critical time step is limited by the maximum eigenfrequency of the system. For thin shell structures, the critical time is restricted by the eigenfrequencies of the thickness vibration modes. Moreover, for analysis cases, such as modelling cracking phenomena in shell structures e.g [2, 5], one may require internal dofs (included to remove Poisson-thickness locking) to be considered as global dofs to avoid poor conditioning of the element stiffness matrix used for static condensation of internal dofs. These internal dofs are associated with high frequency vibration modes and thus
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will further reduce the critical time step. In these circumstances special mass lumping procedures are required for performing efficient and accurate explicit dynamic analysis. [70] presented a selective mass scaling procedure for plate elements with independent rotational degrees of freedom. [112] presented a mass scaling method where nodal accelerations are scaled such that only the higher eigenfrequency domain is affected. In [111], in contrast to acceleration scaling, the scaling was applied to the mass matrix. However, the resulting mass matrix was no longer diagonal.

In this chapter a solid-like shell element for performing dynamic, geometrically linear and nonlinear analysis of plates/shells is presented. The dynamic variational formulation is an extension of the nonlinear shell theory of [116], which uses a compatible displacement field varying quadratically through-the-thickness of the shell. An improved finite element formulation of [10] is used, where the formulation of [116] is extended to incorporate strain terms corresponding to the higher-order thickness coordinate. These strain terms become important in the presence of large strains with bending deformations and shells with large bending curvatures [108]. The effects of mass discretization and inertial effects due to the internal degrees of freedom on the response of plates/shells are discussed. Mass discretization strategies for explicit and implicit dynamic analysis using solid-like shell elements are presented. The issue of defining masses corresponding to the internal degrees of freedom is addressed and procedures for defining consistent and lumped mass matrices are presented. A selective mass scaling method for solid-like shell elements is proposed to increase the critical time step in explicit dynamic simulations. Moreover, the effect of thickness change and the position of application of Neumann and Dirichlet boundary conditions on the dynamic response of plates and shells are also discussed.

An outline of the chapter is as follows. In the next section, the kinematics, the variational formulation and the finite element implementation details of the dynamic solid-like shell element are presented. Section 4.3 discusses in detail the mass discretization strategies for implicit and explicit dynamic analysis using solid-like shell elements. In section 4.4, finite element simulation results are presented for small and large deformations of isotropic, orthotropic and laminated composite plates/shells and are compared with the available reference solutions in literature.

4.2 Dynamic Solid-Like Shell Element (SLS) formulation

4.2.1 Kinematics

In this section, we review the kinematics of a solid-like shell element. The shell body is defined with a top surface, bottom surface and a degenerated mid-surface, figure 4.1. The displacement field, \( \mathbf{\vartheta} \), of a solid-like shell element in a curvilinear coordinate
The geometry and kinematics of solid-like shell system \((\xi, \eta, \zeta)\) is defined as

\[
\vartheta(\xi, \eta, \zeta) = u^o(\xi, \eta) + \zeta u^1(\xi, \eta) + (1 - \zeta^2) u^2(\xi, \eta)
\] (4.1)

where \(u^o\) is the displacement of the shell mid-surface

\[
u^o(\xi, \eta) = \left[u_t(\xi, \eta) + u_b(\xi, \eta)\right]/2
\]

(4.2)

\(u^1\) is the displacement of the shell director, \(D\)

\[
u^1(\xi, \eta) = \left[u_t(\xi, \eta) - u_b(\xi, \eta)\right]/2
\]

(4.3)

and \(u^2\) denotes internal stretching of an element, which is collinear with the deformed shell director, \(d\), and a function of thickness stretch variable, \(\omega\)

\[
u^2(\xi, \eta) = \omega(\xi, \eta)d(\xi, \eta)
\]

(4.4)

The velocity of any material point is given by

\[
\dot{\vartheta}(\xi, \eta) = \dot{u}^o + \zeta \dot{u}^1 + (1 - \zeta^2)(\dot{\omega}d + \omega \dot{d})
\]

(4.5)

The acceleration of any material point is given by

\[
\ddot{\vartheta}(\xi, \eta) = \ddot{u}^o + \zeta \ddot{u}^1 + (1 - \zeta^2)(\ddot{\omega}d + \omega \ddot{d} + 2 \dot{\omega} \dot{d})
\]

(4.6)
4.2 Dynamic Solid-Like Shell Element (SLS) formulation

4.2.2 Variational formulation

The conservation of linear momentum states

$$\text{DIV } \mathbf{P} + \hat{\mathbf{b}} = \rho \ddot{\mathbf{\vartheta}} \quad \text{in } \Omega^o$$  \hspace{1cm} (4.7)

where \( \mathbf{P} \) is the first Piola-Kirchhoff stress tensor, \( \hat{\mathbf{b}} = J \mathbf{b} \), is the body force in the current configuration with respect to the reference volume. \( J = \text{det}(\mathbf{F}) \), is Jacobian, \( \mathbf{b} \) is the body force in the current configuration with respect to the current volume, \( \mathbf{F} \) is the deformation gradient and \( \rho \) is the density in the current configuration with respect to volume in the reference configuration.

By defining \( \delta \vartheta \) as the compatible variation of the displacement field and ignoring the integrands for brevity, the weak form of equilibrium is obtained as

$$\int_{\Omega^o} \nabla^o \delta \vartheta : \mathbf{P} + \int_{\Omega^o} \delta \vartheta : \rho \ddot{\vartheta} - \int_{\Gamma^o} \delta \vartheta : \mathbf{T} - \int_{\Omega^o} \delta \vartheta : \hat{\mathbf{b}} = 0$$  \hspace{1cm} (4.8)

In equation (4.8), \( \mathbf{T} \) are the tractions in the current configuration with respect to the reference area, \( \Gamma^o \). Since the term \( \nabla^o \delta \vartheta : \mathbf{P} \) is energetically equivalent to the work-conjugate term \( \delta \mathbf{E} : \Sigma \), the above equilibrium equation can be written as

$$\int_{\Omega^o} \delta \mathbf{E} : \Sigma + \int_{\Omega^o} \delta \vartheta : \rho \ddot{\vartheta} - \int_{\Gamma^o} \delta \vartheta : \mathbf{T} - \int_{\Omega^o} \delta \vartheta : \hat{\mathbf{b}} = 0$$  \hspace{1cm} (4.9)

Equation (4.9) defines the principle of virtual work, in which \( \mathbf{E} \) and \( \Sigma \) are the Green-Lagrange strain and the Second-Piola Kirchhoff stress tensors, respectively. The variational strain field, \( \delta \mathbf{E} \), is defined as

$$\delta E_{ij} = \frac{1}{2} (G_{i} \cdot \delta \vartheta_{,j} + G_{j} \cdot \delta \vartheta_{,i} + \delta \vartheta_{,i} \cdot \vartheta_{,j} + \vartheta_{,i} \cdot \delta \vartheta_{,j})$$  \hspace{1cm} (4.10)

in which the higher-order term \( (\delta \vartheta_{,i} \cdot \delta \vartheta_{,j}) \) is considered to be very small and may be neglected.\cite{61, 116}. \( G_{i} \) is the covariant base vector in the reference configuration. The variation of the displacement field is given as:

$$\delta \vartheta = \delta \vartheta^o + \zeta \delta \mathbf{u}^1 + (1 - \zeta^2) \delta \mathbf{u}^2$$  \hspace{1cm} (4.11)

The variation of the gradients of the displacement field is given as:

$$\delta \vartheta_{,\alpha} = \delta \vartheta^o_{,\alpha} + \zeta \delta \mathbf{u}^1_{,\alpha} \quad \alpha = 1, 2$$  \hspace{1cm} (4.12a)

$$\delta \vartheta_{,3} = \delta \mathbf{u}^1 - 2 \zeta \delta \mathbf{u}^2$$  \hspace{1cm} (4.12b)

in which the terms corresponding to \( \delta \mathbf{u}^2_{,\alpha} \) can be neglected \cite{61, 116}. The variation of \( \mathbf{u}^2 \) yields

$$\delta \mathbf{u}^2 = \delta \omega \mathbf{d} + \omega \delta \mathbf{u}^1$$  \hspace{1cm} (4.13)
4.2.3 Constitutive relations

A linear elastic relationship between the Second-Piola Kirchhoff stress tensor, $\Sigma$, and the Green-Lagrange strain tensor, $E$, is used

$$\Sigma = C : E$$

(4.14)

in which $C$ is the fourth-order material tangent stiffness tensor with

$$\begin{bmatrix}
\frac{1}{E_{11}} & \frac{-\nu_{21}}{E_{12}} & \frac{-\nu_{31}}{E_{13}} & 0 & 0 & 0 \\
\frac{-\nu_{12}}{E_{11}} & \frac{1}{E_{22}} & \frac{-\nu_{32}}{E_{23}} & 0 & 0 & 0 \\
\frac{-\nu_{13}}{E_{11}} & \frac{-\nu_{23}}{E_{22}} & \frac{1}{E_{33}} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{G_{12}} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{G_{23}} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{G_{13}}
\end{bmatrix}$$

(4.15)

in which $C$ is the matrix form of tensor $\Sigma$ [72], obtained using a Voigt notation. The subscript 1, 2 and 3 denote the orthogonal axis of the principal material coordinate system. A special case of anisotropic material i.e transversely isotropic material such as a fiber reinforced composite material, is considered by assuming axis 1 to be aligned with the fiber direction, the axis 2 in the plane of the lamina and perpendicular to the fiber and axis 3 perpendicular to the plane of lamina. Material symmetry is assumed to be in the 2-3 plane. A transformation matrix $T$ defined in [72] can be used to transform the material tangent matrix $C$ from material frame reference (1-2-3) to global frame reference (x-y-z).

4.2.4 Finite element discretization

The solid-like shell element considered in this work is an eight-noded solid element. The node numbering and geometry of the element are shown in figure 4.1. Each geometrical node $i$ is associated with three degrees of freedom $u_i(u_x, u_y, u_z)$, and each internal node is associated with one degree of freedom $\omega_i$. This leads to a total of 28 degrees of freedom. For an element $e$, the displacement vector is arranged as:

$$\hat{\theta} = [\hat{u}_1, \hat{u}_2, ... \hat{u}_8, \hat{\omega}_1, ... \hat{\omega}_4]^T = [\hat{U}, \hat{W}]^T$$

(4.16)

The discretized displacement field of a shell mid-surface ($u^o$), shell director ($u^l$) and internal stretching variable ($\omega$) in equation (4.1) and corresponding velocities and accelerations in equations (4.5) and (4.6), respectively, for element $e$ are given as:

$$u^o_e = N^o \hat{U}_e, \quad \dot{u}^o_e = N^o \hat{\dot{U}}_e, \quad \ddot{u}^o_e = N^o \hat{\ddot{U}}_e$$

(4.17a)

$$u^l_e = N^l \hat{U}_e, \quad \dot{u}^l_e = N^l \hat{\dot{U}}_e, \quad \ddot{u}^l_e = N^l \hat{\ddot{U}}_e$$

(4.17b)

$$\omega_e = N^\omega \hat{W}_e, \quad \dot{\omega}_e = N^\omega \hat{\dot{W}}_e, \quad \ddot{\omega}_e = N^\omega \hat{\ddot{W}}_e$$

(4.17c)
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in which $N^o, N^1$ and $N^\omega$ are the shape function matrices of the solid-like shell element, see [10]. The nodal quantities are represented with a hat over the quantity.

The discretization of the variational equilibrium, equation (4.9), requires evaluation of $\delta E$ and $\delta \dot{\vartheta}$. The vector of virtual strain components is arranged as

$$[\delta \mathbf{E}]_{6x1} = \{\delta E_{11}, \delta E_{22}, \delta E_{33}, 2\delta E_{12}, 2\delta E_{23}, 2\delta E_{13}\}$$  (4.18)

The vector of virtual strains is related to the nodal displacement vector through a gradient operator matrix $B$ as

$$\delta \mathbf{E} = (B_L + B_{NL}) \delta \hat{\vartheta} = B \delta \hat{\vartheta}$$  (4.19)

with $B = B_L + B_{NL}$. $B_L$ and $B_{NL}$ are the strain-displacement matrices defined in [10].

The discrete form of the variation of the compatible displacement field for the solid-like shell element is given as

$$\delta \vartheta = \mathbf{N} \delta \hat{\vartheta}$$  (4.20)

The matrix $\mathbf{N}$ is given as

$$[\mathbf{N}] = [N^o + \zeta N^1 + (1 - \zeta^2) \omega N^1, (1 - \zeta^2) d N^\omega]$$  (4.21)

Moreover, since the load can only be applied on the geometrical nodes ([116]), a modified variational field $\delta \vartheta^*$ is defined, which replaces the variational terms corresponding to external load parts of the variational equilibrium equation. The modified variational field is defined as

$$\delta \vartheta^* = \delta \mathbf{u}^o + \zeta \delta \mathbf{u}^1$$  (4.22)

The corresponding discretized form of the modified variational field is given as

$$\delta \vartheta^* = \mathbf{N}^* \delta \hat{\mathbf{U}}$$  (4.23)

where the matrix $\mathbf{N}^*$ is defined as

$$\mathbf{N}^* = \mathbf{N}^o + \zeta \mathbf{N}^1$$  (4.24)

Incorporating the variations in the variational equations (4.9), we obtain

$$\int_{\Omega^o} 2\rho(1 - \zeta^2) \mathbf{N}^T \omega d + \int_{\Omega^o} \mathbf{N}^T \rho \dot{N} \hat{\vartheta} + \int_{\Omega^o} \mathbf{B}^T \mathbf{\Sigma} - \int_{\Gamma^e} \mathbf{N}^*^T \mathbf{T} - \int_{\Omega^o} \mathbf{N}^*^T \mathbf{\hat{b}}$$  (4.23)

Note that, the first term of equation (4.25) involving velocities of unknown variables, appears due to the last term in equation (4.6). Equation (4.25) can be written in a more compact form as

$$\mathbf{f}_{\text{conv}} + \mathbf{f}_{\text{inert}} + \mathbf{f}_{\text{int}} - \mathbf{f}_{\text{ext}} = 0$$  (4.26)
in which

\[ f_{\text{conv}} = \int_{\Omega^p} 2\rho(1 - \zeta^2)N^T \dot{\omega} \, d \]  
\[ f_{\text{inert}} = \int_{\Omega^p} N^T \rho \dot{N} \]  
\[ f_{\text{int}} = \int_{\Omega^p} B^T \Sigma \]  
\[ f_{\text{ext}} = \int_{\Gamma_0} N^* T + \int_{\Omega^p} N^* \dot{b} \]

From equation (4.26), it can be observed that the variational formulation of the solid-like shell element results in two distinct contributions of mass to the equilibrium equation: (1) the inertial force vector \( f_{\text{inert}} \) and (2) the convective force vector \( f_{\text{conv}} \). The force \( f_{\text{conv}} \) acts as a damping force. Numerical increase in the convective force, such that \( f_{\text{conv}} > f_{\text{int}} \), either due to loading conditions or due to numerical error in numerical computation of \( \dot{\omega} \) and/or \( \dot{d} \), may result in an overly damped system. However, since the magnitude of the internal stretching variable, \( \omega \), is small compared to the other degrees of freedom, the contribution of the convective force will usually be small.

### 4.2.5 Shear locking

An eight-node solid-like shell element suffers from transverse shear locking as observed by [116]. To remedy this problem an assumed natural strain (ANS) method is exploited. The idea is to compute the transverse shear strains \( \delta E_{\alpha 3} \) at special points which are located at the center of the element edges. These strain components are then linearly interpolated between opposite edges to the actual integration point. A detailed finite element procedure for removing shear locking through the ANS method can be found in [10].

### 4.3 Mass discretization schemes

#### 4.3.1 Consistent mass matrix

The variational or consistent mass matrix can be obtained from \( f_{\text{inert}} \) (see equation 4.27b) and is given as

\[ M = \int_{\Omega^p} N^T \rho N \]  

The discretized mass in matrix form can be written as (see C.1)

\[ M = \begin{bmatrix} M^{uu} & M^{u\omega} \\ M^{\omega u} & M^{\omega\omega} \end{bmatrix} \]
in which

$$M^{uu} = \int_\Omega \left[ M^o + \left( (1 - \zeta^2)\omega + \zeta \right)^2 M^1 \right] + \int_\Gamma \left[ (1 - \zeta^2)\omega + \zeta \right] M^{1o} + \left( (1 - \zeta^2)\omega + \zeta \right) M^{o1} \tag{4.30a}$$

$$M^{uo} = \int_\Omega \left[ (M^{o\omega} + \zeta M^{1\omega} + (1 - \zeta^2)\omega M^{1\omega}) (1 - \zeta^2)d \right] \tag{4.30b}$$

$$M^{uo} = \int_\Omega \left[ (M^{o\omega} + \zeta M^{1\omega} + (1 - \zeta^2)\omega M^{1\omega}) (1 - \zeta^2)d \right] \tag{4.30c}$$

$$M^{o\omega} = \int_\Omega \left[ (1 - \zeta^2)^2 d^2 M^{\omega} \right] \tag{4.30d}$$

Note that, the sub-matrix $M^{uu}$ contains a major contribution coming from mass matrix $M^o$ corresponding to the mid-surface translational vibration modes, whereas mass matrices $M^1$ and $M^{1o}$, corresponding to the higher-order vibration modes, have comparatively smaller contributions. Moreover, sub-matrix $M^{uu}$ also contains terms which have a contribution due to the internal degrees of freedom, $\omega$. Since the internal degree of freedom, $\omega$, represents a measure for the gradient of internal stretching [10, 116], the magnitude of $\omega$ will be very small compared to the other degrees of freedom and consequently there will be only a small inertial contribution to the global equilibrium equation. The contribution of sub-matrices $M^{uo}$, $M^{uo}$ and $M^{o\omega}$ will be very small, partly because of the presence of the internal stretching variable and partly due to the presence of higher order terms in $\zeta$. This implies that these sub-matrices can be assumed to be zero in numerical simulation. As a consequence, for the case where internal degrees of freedom are required to be eliminated at element level using a static condensation method [116], the static condensation of mass matrix $M$ is not required anymore.

### 4.3.2 Lumped mass matrix and selective mass scaling

For an efficient solution of the dynamic equilibrium equations, explicit algorithms with lumped mass matrices are often preferred. However, explicit algorithms such as the central difference method are only conditionally stable. The critical time step is restricted by the maximum eigenfrequency ($\lambda_{max}$) of the system. The eigenfrequency increases with decreasing thickness of plates and shells, modeled with solid or solid-like shell elements, rendering a very small time step for explicit dynamic simulations.

Moreover, as motivated in section 4.3.1, mass corresponding to the internal degrees of freedom can be assumed zero in consistent mass matrices. However, in explicit simulations where internal stretching variables are considered as global dofs and are not condensed out at element level, it is required to assign inertia to these dofs. Additionally, the presence of internal dofs will give rise to higher-order vibration modes having eigenfrequencies higher than the eigenfrequencies corresponding to the standard dofs. This will further reduce the critical time step.

To circumvent the problem of very small time steps in explicit simulations of thin plates and shells, a new mass lumping scheme for the solid-like shell element
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is presented. A selective mass lumping strategy is employed to increase the density corresponding to higher-order modes without influencing the lower-order modes. To decrease the eigenfrequencies corresponding to thickness vibration modes, acceleration scaling is used by means of parameter $\alpha_u$, applied to standard dofs, following [112]. The eigenfrequencies corresponding to the internal dofs are decreased by directly applying a scaling of the mass matrix through parameter $\alpha_\omega$.

For explicit simulations the assembled, diagonal mass matrix is defined as:

$$
\mathbf{M} = 
\begin{bmatrix}
\tilde{M}^{uu} & 0 \\
0 & \tilde{M}^{\omega\omega}
\end{bmatrix}
$$

(4.31)

where $\tilde{M}^{uu}$ and $\tilde{M}^{\omega\omega}$ are the diagonal mass matrices corresponding to standard and internal dofs. The dynamic equilibrium equations can be written as

$$
\tilde{M}^{uu}\dddot{U} = \tilde{R}^u
$$

(4.32)

$$
\tilde{M}^{\omega\omega}\dddot{W} = \tilde{R}^\omega
$$

(4.33)

in which $\tilde{R}^u$ and $\tilde{R}^\omega$ are the force vectors. These will be defined later in this section.

To increase the time step, the selective mass scaling procedure of [112] is used for standard dofs. The idea is to apply acceleration scaling to a group of nodes such that rigid body translational acceleration is not affected. Each standard/geometrical node $i$ belongs to a particular node group, see figure 4.2. The scaled acceleration of the geometrical node $i$ is given as

$$
\dddot{U}_i = \frac{\mathbf{R}^u_i}{m_g} + \frac{1}{\alpha_u} \left( \frac{\mathbf{R}^\omega_i}{m_i} - \frac{\mathbf{R}^u_i}{m_g} \right)
$$

(4.34)

in which $m_g$ and $\mathbf{R}^u_g$ are the sum of nodal masses and forces of all nodes within a
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Node group and are given as

\[
m_g = \sum_{i=1}^{ng} m_i, \quad \mathbf{R}^{u}_{g} = \sum_{i=1}^{ng} \mathbf{R}^{u}_{i}
\]  

\[
\mathbf{m}_i = \sum_{e=1}^{\text{numElem}} \mathbf{m}_e, \quad \mathbf{R}^{e/u}_{i} = \sum_{e=1}^{\text{numElem}} \mathbf{R}^{e/u}_{i}
\]  

\[
\mathbf{m}_e = \frac{\rho V_e}{8} I_{3\times3}, \quad \mathbf{R}^{e/u}_{i} = f^{e/u}_{i/ext} - f^{e/u}_{i/int} - f^{e/u}_{i/conv}
\]

in which \(m_i\) and \(\mathbf{R}^{e/u}_{i}\) represent the \(i\)th node mass and force vector of element \(e\), respectively. \(ng\) is the number of nodes in a particular node group, \(\text{numElem}\) is the total number of elements in a finite element mesh and \(I\) is a unit identity tensor.

Note that, equations (4.35b) and (4.35c) represent the standard element assembly procedure.

Equation (4.34) can be used to obtain nodal accelerations. In case, displacements are considered as primary unknowns instead of accelerations, it is required to compute \(\tilde{M}^{uu}_{i}\) and \(\tilde{R}^{u}_{i}\) to solve equation (4.34) for unknown displacements. They are then given by

\[
\tilde{M}^{uu}_{i} = m_i \quad (4.36)
\]

\[
\tilde{R}^{u}_{i} = \frac{\mathbf{R}^{u}_{i}}{\alpha_u} + \left(1 - \frac{1}{\alpha_u}\right) \left(\frac{m_i}{m_g}\right) R^{u}_{g} \quad (4.37)
\]

Note that, the mass matrix remains unadapted and scaling is applied only to the force vector.

To decrease the eigenfrequencies corresponding to the internal dofs, a mass scaling is applied through parameter \(\alpha_\omega\). It is evident from equation 4.30d, that mass matrix \(\mathbf{M}^{\omega\omega}\) is scaled with the square of the deformed shell director. Consequently, \(\mathbf{M}^{\omega\omega}\) has the dimension of weight * length\(^2\). This suggests, that parameter \(\alpha_\omega\) should have the dimension of length\(^2\) and is not a dimensionless quantity. The mass of the internal dofs can be increased with parameter \(\alpha_\omega\), such that the critical time step is determined by the eigenfrequencies corresponding to the standard dofs, as will be explained in the next section. The scaled nodal masses \(\tilde{M}^{\omega\omega}_{i}\) and force vector \(\tilde{\mathbf{R}}^{\omega}_{i}\) corresponding to the internal dofs are given as

\[
\tilde{M}^{\omega\omega}_{i} = \alpha_\omega m^{\omega}_{i} \quad (4.38)
\]

\[
\tilde{\mathbf{R}}^{\omega}_{i} = \mathbf{R}^{\omega}_{i} \quad (4.39)
\]
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in which $m^\omega$ and $R^\omega$ are computed in a standard fashion as

\[ m^\omega_i = \sum_{e=1}^{numElem} m^e_i/\omega, \quad R^\omega_i = \sum_{e=1}^{numElem} R^e_i/\omega \]  
\[ m^e_i/\omega = \frac{\rho V_e}{4}, \quad R^e_i/\omega = -f^e_i/\omega_{int} - f^e_i/\omega_{conv} \]  

(4.40a)

(4.40b)

Note that, in equation (40b1) it is assumed that the mass corresponding to internal dofs is equal to the total mass of the element which is equally distributed over the internal nodes of the element. This mass is then scaled with parameter $\alpha_\omega$ to obtain a correct measure of the mass corresponding to the internal dofs. A method for determining parameters $\alpha_u$ and $\alpha_\omega$ is given in the next section.

### 4.3.3 Critical time step

The parameters $\alpha_u$ and $\alpha_\omega$ can be estimated by solving an eigenvalue problem for a single element. As a first step, the eigenvalue problem for a single element assuming $\alpha_\omega \rightarrow \infty$ for a range of $\alpha_u$ is performed. For demonstration purpose, an eigenvalue problem for a solid-like shell element with unit in-plane dimensions is performed and a critical time step (dt) is plotted against $\alpha_u$ in a semi-log plot for various element thicknesses (h), figure 4.3a. The critical time step (dt) is calculated using $dt = 2/\lambda_{max}$. The critical time step (dt) in figure 4.3a is normalized with the value of the critical time step corresponding to $\alpha_u \rightarrow \infty$, denoted as $dt_{max}$. It can be observed, that increasing values of $\alpha_u \rightarrow \infty$ results in an increase of the critical time step until it reaches an asymptotic value after which there is no considerable increase in critical time step. At this stage, there is no further decrease in thickness related...
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The parameter \( \alpha_u \) is established in a second step by performing an eigenfrequency analysis using the value of \( \alpha_u \) determined in the first step. Figure 4.3b shows the variation of critical time step corresponding to parameter \( \alpha_u \). The critical time step is normalized with the selected critical time step, \( dt' \). It is evident from figure 4.3b, that for \( \alpha_u \to 0 \), the critical time step is lower than the selected critical time step, \( dt' \), which corresponds to the dofs of geometrical nodes. This suggests that mass scaling corresponding to internal dofs is also required in addition to mass scaling of dofs corresponding to geometrical nodes. As parameter \( \alpha_u \) increases, the critical time step also increases until it reaches the critical time step, \( dt' \). After this point the maximum eigenfrequency of the element is dictated by the eigenfrequencies corresponding to the dofs of geometrical nodes. Moreover, it can be observed from figure 4.3b that \( \alpha_u \) is independent of the thickness of the element.

For analysis purpose, a value of \( \alpha_u \) can be selected from the critical time step (dt) vs \( \alpha_u \) curve. The value of \( \alpha_u \) which corresponds to a point after which there is no increase in critical time step can be selected. This allows to use the critical time step corresponding to the dofs of geometrical nodes without further decrease in critical time step due to internal dofs. Moreover, as discussed in section 4.3.1, the mass corresponding to internal dofs, \( M_{\omega} \), is only a fraction of the mass, \( M_{uu} \), assigned to standard dofs. The value of \( \alpha_u \) will always be less than 1. This suggests, that parameter \( \alpha_u \) is scaling mass \( m_{\omega} \), in equation (4.38), similar to the term \( ((1 - \zeta^2)d^2) \) in equation 4.30d. Furthermore, since internal dofs contribute to higher-order vibration modes, its contribution to the total kinetic energy of the system will be negligibly small. This implies that large values of \( \alpha_u > 1 \) can be used in numerical analysis. This is further elaborated through the numerical examples in section 4.4.2. Moreover, using a value of \( \alpha_u = 1 \) makes the determination of mass scaling parameters simpler and only requires the determination of parameter \( \alpha_u \) for mass scaling in explicit simulations.
4.4 Numerical examples

In this section several numerical examples are presented to show the performance of the solid-like shell element in dynamic analysis of isotropic and laminated shells and plates. Numerical analysis of composite laminates performed at meso-scopic level of observation often requires modeling of each ply of the laminate separately, instead of using a multilayer plate/shell elements. Therefore, in all numerical examples presented here, each lamina of the laminate is modeled with a single layer of solid-like shell elements in thickness direction. Note that, this results in performing analysis with elements of large aspect ratios in addition to the small thickness of the plate/shell itself. The Newton-Raphson method is employed to solve the nonlinear finite element equations in implicit simulations. The equations are solved iteratively until residual force norm is less than a tolerance value. The convergence tolerance is taken to be 1.0E-5. Integration in the time domain is performed with the Newmark time-stepping method for implicit analysis with parameters $\alpha$ and $\beta$ equal to 0.5 and 0.25 respectively, whereas the second-order accurate central difference method is used for time integration in explicit dynamic simulations.

The geometry of a schematic plate used for analysis is shown in figure 4.4. The boundary conditions used for simply supported and clamped shells are as follows:

**Simply supported (SS1)**

along x-axis: $\ddot{u}_y = 0$, $\ddot{u}_z = 0$ at bottom or mid-surface of plate/shell
along y-axis: $\ddot{u}_x = 0$, $\ddot{u}_z = 0$ at bottom or mid-surface of plate/shell

**Simply supported (SS2)**

$\ddot{u}_x = 0$ at $(x = 0, y = 0)$ and $(x = 0, y = b)$
$\ddot{u}_y = 0$ at $(x = 0, y = 0)$
along all edges: $\ddot{u}_z = 0$ at bottom or mid-surface of plate/shell
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Figure 4.5 Geometry and boundary conditions of a cantilever beam

Clamped (C)

along all edges: $\dot{u}_x = \dot{u}_y = \dot{u}_z = 0$

Different analysis cases are identified by a name consisting of the name of type of boundary conditions used and the position of applied load. For example the analysis case "SS2,bot-top" implies that the analysis is performed with SS2 boundary conditions, $\dot{u}_z = 0$ are applied at the bottom-surface of the plate/shell and the load is applied at the top-surface of the plate/shell.

4.4.1 Cantilever beam subjected to impulsive load

A cantilever beam of length, $L = 254\text{mm (10in)}$, width, $b = 25.4\text{mm (1in)}$ and thickness, $t = 25.4\text{mm (1in)}$ is analyzed, figure 4.5. The beam is subjected to a suddenly applied uniformly distributed load, $q_o$. The material properties used for the analysis are: modulus of elasticity, $E = 82.74\text{MPa (1.2E04psi)}$, Poisson ratio, $\nu = 0.2$ and density $\rho = 1.0687\times10^{-10}\text{N-s}^2/\text{mm}^4 (10\text{E-6lb-s}^2/\text{in}^4)$. The time step used for the analysis is $1.5\times10^{-4}\text{s}$. An implicit dynamic analysis with a full variational mass matrix (equation (4.29)) is performed. Several authors have analyzed this problem, e.g. [23, 25, 132] using different finite elements.

A geometrically linear analysis is performed with a uniformly distributed load, $q_o = 0.01\text{psi}$ and the results are summarized in table 4.1. A geometrically nonlinear analysis is performed with a uniformly distributed load, $q_o = 2.85\text{psi}$. A finite element mesh of 10 elements is used for the geometrically nonlinear analysis. The tip displacement, in comparison with reference solutions [25, 132], is given in figure 4.6. The analysis results of the present formulation, both for geometrically linear and nonlinear analysis cases, are in good agreement with the reference solutions.

4.4.2 A square plate subjected to impulsive load

To investigate the inertial effect contribution from the internal degrees of freedom $\omega$ in implicit simulations, two types of consistent mass matrices are used
Table 4.1 Linear analysis of cantilever beam

<table>
<thead>
<tr>
<th>Element type</th>
<th>No. of elements</th>
<th>Max. deflection (in)</th>
<th>period (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triangular plate element, [25]</td>
<td>20</td>
<td>0.02408</td>
<td>5.662</td>
</tr>
<tr>
<td>Quadrilateral plate element, [25]</td>
<td>5</td>
<td>0.02454</td>
<td>5.68</td>
</tr>
<tr>
<td>Analytical, [25]</td>
<td>-</td>
<td>0.025</td>
<td>5.719</td>
</tr>
<tr>
<td>Present</td>
<td>5</td>
<td>0.025162</td>
<td>5.6</td>
</tr>
<tr>
<td>Present</td>
<td>10</td>
<td>0.025305</td>
<td>5.7</td>
</tr>
<tr>
<td>Present</td>
<td>20</td>
<td>0.025371</td>
<td>5.7</td>
</tr>
</tbody>
</table>

Figure 4.6 Displacement time history of cantilever beam - large displacement analysis

- CMM1: consistent mass matrix, equation (4.29);
- CMM2: consistent mass matrix, equation (4.29) but assigning zero masses to internal degrees of freedom, $\omega$, i.e. the sub-matrices $M^{uu}$, $M^{\omega u}$ and $M^{\omega \omega}$ in mass matrix $M$ are zero.

To investigate the behavior of the solid-like shell element in explicit simulations, an analysis using the lumped mass matrix (LM), defined in section 4.3.2, is performed.

Square plate - implicit analysis

An isotropic, simply supported (SS2, bot-top) square plate of [25] is analyzed. The material and geometrical properties used for the analysis are obtained from [25]. A quadrant of a plate modeled with 8x8 equidistant elements is used for analysis. An implicit dynamic analysis with a time step of 1.5E-5s, is performed. Figures 4.7a and 4.7b show the displacement and velocity time history of a geometrical
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Figure 4.7 Effect of mass discretization - Isotropic plate (response of geometrical node)

node at the plate center. The numerical results show a slight increase in the peak
displacement and the period compared to the reference solution ([25]). It is noted
that the reference solution was obtained with two-dimensional plate elements with
a plane stress constitutive law. Moreover, the boundary conditions were applied at
the plate mid-surface which has an affect on the shell response as will be explained
in section 4.4.4. However, the numerical results of the solid-like shell element from
the present investigation, i.e maximum center deflection \( \approx 0.2184 \text{in} \) and period \( \approx 1.08 \text{ms} \), are in good agreement with the analytical solution [142, 147], i.e maximum
center deflection = 0.2129in and period = 1.0796ms, figure 4.7a. Comparing the time
histories obtained with different mass discretizations (figures 4.7a and 4.7b), it can
be observed that the mass discretization has no significant effect on the response of
the plate.

Figure 4.8 shows the time history of an internal degree of freedom at the center
of the plate. The time histories of the two analyses, i.e. CMM1 and CMM2, are in
good agreement with each other. This also suggests that assigning a zero mass to
the internal dofs has no significant effect on the response.

Square plate - explicit analysis

Three analysis cases are considered in this section, namely "LM(a/h=20)",
"LM,2L(a/h=20)", "LM(a/h=40)". The analysis case "LM(a/h=20)" refers to the
analysis, in which the isotropic plate of section 4.4.2, is analyzed with a lumped
mass matrix. The boundary conditions, load and mesh discretizations are the same
as used in section 4.4.2

Moreover, in order to investigate the effect of element and structural slenderness
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The analysis cases "LM,2L(a/h=20)" and "LM(a/h=40)" are used. A structural slenderness is defined as the ratio of length of the plate to its thickness (a/h). The element slenderness is defined as the ratio of a minimum element in-plane dimension to its thickness (a_e/h_e). In analysis case "LM,2L(a/h=20)", the isotropic plate of section 4.4.2 is analyzed with a mesh discretization of 8x8x2. This results in an element slenderness of 2.5. The analysis case "LM(a/h=40)" is simulated with a thin plate. The in-plane geometry and boundary conditions of the plate are the same as defined in section 4.4.2 but having a thickness h/2. A uniformly distributed load of q_o=100psi is applied. The mesh discretization used to model a quarter of a plate is 8x8x1. This result in element and structural slenderness of 2.5 and 40, respectively. The time step dt' and the mass scaling factors used for the analysis are presented in table 4.2. The critical time step for the case α_u = α_ω = 1 and a Mindlin plate according to [66, 102], is also presented in table 4.2 as a reference.

It can be observed from table 4.2, that mass scaling results in an increase of the critical time step for explicit dynamic analysis. Figures 4.9a-d show the displacement and velocity time histories of a geometrical node in comparison with the

---

### Table 4.2 Parameters for explicit analysis

<table>
<thead>
<tr>
<th>Analysis case</th>
<th>α_u</th>
<th>α_ω</th>
<th>dt' (s)</th>
<th>dt' (s)</th>
<th>dt (s) (Hinton, 1976; Mallikarjuna and Kant, 1988)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Isotropic plate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM (a/h=20)</td>
<td>1.5</td>
<td>0.079</td>
<td>2.08E-6</td>
<td>1.824E-6</td>
<td>1.527E-6</td>
</tr>
<tr>
<td>LM,2L (a/h=20)</td>
<td>4</td>
<td>0.077</td>
<td>2.08E-6</td>
<td>1.06E-6</td>
<td>1.07E-6</td>
</tr>
<tr>
<td>LM (a/h=40)</td>
<td>4</td>
<td>0.077</td>
<td>2.08E-6</td>
<td>1.06E-6</td>
<td>1.07E-6</td>
</tr>
<tr>
<td><strong>Laminated cylindrical panel</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM</td>
<td>100</td>
<td>1</td>
<td>1.5E-6</td>
<td>2.38E-7</td>
<td>6.88E-8</td>
</tr>
</tbody>
</table>
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Figure 4.9 Effect of mass discretization (isotropic plate)- Left: thick plate, Right: thin plate
implicit analysis results. Figures 4.9e-f show the time histories of the internal degrees of freedom. Note that for the analysis case "LM,2L(a/h=20)" and "LM(a/h=20)" , the location of the internal dofs is different compared to the analysis case "LM(a/h=20)" , hence a comparison cannot be made. It can be observed from the figures that results of the explicit analysis are in good agreement with the results of the implicit analysis. However, for the case of a thin plate a small increase in the period is observed. Note that, all analyses are performed with the same time step and the response of geometrical and internal nodes, as well as the time step is not affected by element and/or structural slenderness.

**Square plate - effect of parameter \( \alpha_\omega \) in explicit analysis**

To investigate the effect of parameter \( \alpha_\omega \) on the the dynamic response of plates, the thin plate (a/h = 40) of section 4.4.2 is analyzed with increasing values of \( \alpha_\omega \). Figure 4.10 shows the results of the analysis. It can be seen that the dynamic response is not affected by increasing values of \( \alpha_\omega \). However, very large values of \( \alpha_\omega \) affect the thickness related vibration modes due to increased inertia of the internal dofs and therefore result in an amplitude decrease and period lengthening of the displacement time histories of the geometrical nodes.

**4.4.3 Clamped laminated cylindrical panel under impulsive load**

**Clamped laminated cylindrical panel - implicit analysis**

The dynamic response of a thin cross-ply (0°/90°), laminated cylindrical panel is investigated and a convergence study is performed. An implicit dynamic analysis is
performed with a full mass matrix (equation (4.29)). The geometry of the model is shown in figure 4.11. The panel is clamped on all four edges and is subjected to a uniformly distributed step load $q_0$, acting normal to the shell surface. The material properties used for the analysis are that of graphite-epoxy and are as follows: $E_{11} = 20E6 \text{psi}, E_{22} = 1.43E6 \text{psi}, \nu_{12} = \nu_{13} = \nu_{23} = 0.3, G_{12} = G_{13} = G_{23} = 0.76E6 \text{psi}, \rho = 0.146E-3 \text{lb·sec}^2/\text{in}^4, q_0 = 1 \text{psi}$. The analysis is performed with a time step, $dt = 5.0E-5 \text{s}$. A quadrant of the shell is modeled for analysis.

Figure 4.12 shows the results of the analysis with different mesh discretizations.
It can be observed, that for the mesh 4x4x2 the response is primarily dominated by the first mode of vibration. However, there is the presence of higher-order vibration modes. Further, mesh refinement resulted in a larger contribution of higher-order vibration modes and once the mesh is sufficiently refined the result converges to a unique solution.

In order to show that the assumption of assigning zero mass corresponding to internal dofs is also valid for curved shell structures, an implicit analysis is performed using the consistent mass matrices CMM1 and CMM2. Figures 4.13a,c and e show the displacement and velocity time histories of the geometrical and internal nodes at the center of the panel for a mesh discretization of 16x16x2. It can be observed from the figures that the response of analysis cases CMM1 and CMM2 are almost identical both for standard and internal degrees of freedom.

**Clamped laminated cylindrical panel - explicit analysis**

An explicit analysis of a laminated cylinder is performed using the scaled lumped mass matrix as defined in section 4.3.2. Motivated by the results of section 4.4.2, the analysis is performed with $\alpha = 1$. The mass scaling parameters and time step used for the analysis are given in table 4.2. It is noteworthy, that mass scaling results in an increase of the critical time step compared to the reference solution given by [66, 102]. Figures 4.13b,d and f show the response of the explicit analysis in comparison with the analysis results of the implicit analysis. The results of the explicit analysis are in good agreement with the reference solution.

**4.4.4 Effect of boundary conditions and thickness change**

**Geometrically non-linear analysis of two-ply laminate**

When performing a numerical analysis with plane-stress 2-D and 3-D shell elements, the boundary conditions and the load are often applied to the mid-surface of the plate. However, in reality the load is applied on the top or bottom surfaces of the shell structure. Numerical analysis of shells with plane-stress and mid-surface assumption, especially for thick plates, may influence the numerical response of the plate/shell due to the thickness change and the position of application of boundary conditions. To illustrate the effect of positioning of boundary conditions, a thick unsymmetric cross-ply ($0^\circ/90^\circ$) laminate with a/h =10 is analyzed. The material and geometrical properties are taken from [80]. The plate is simply supported and loaded with uniform pressure. The simply supported boundary conditions SS1 and SS2 with different positions of the application are used in the numerical analysis. The analysis is performed by modeling only a quadrant of a plate, discretized into 8x8 equidistant elements in the in-plane direction. The numerical results are compared with double
Figure 4.13 Effect of mass discretization (laminated cylindrical panel)- Left: implicit analysis, Right: explicit analysis
Fourier series results of [35] and finite element results based on higher-order shear deformation theory of [80]. The following non-dimensional parameters are used:

\[
  u^* = \frac{u_z}{h}, \quad q^* = \frac{1}{E_{22}} \left( \frac{a}{h} \right)^4
\]

Figure 4.14 shows the result of the analysis in comparison with the reference solution. It can be observed that for the case of SS1,mid-mid a good agreement with the reference solution is obtained, while for the case of SS2,mid-mid the result is close to the reference solution but not in exact correspondence with the reference solution. The reason for this difference is that in the reference solution it is assumed that the boundary conditions are of type SS1.

It can also be observed from figure 4.14, that the response is significantly affected by the position of application of boundary conditions and the load. It can be seen from the figures 4.14a and 4.14b, that the response of the plate with the analysis cases SS1,bot-top and SS2,bot-top show a compliant response and the response becomes stiffer as the boundary conditions and the load are applied at the mid-surface. This is due to membrane action in the case of mid-surface boundary conditions. A good agreement of the analysis case SS1,mid-mid, in contrast to the analysis case SS1,bot-top, with the reference solution, is due to the fact that in the reference solutions it is assumed that the boundary conditions and the load are applied at the mid-surface of the plate.

A strong influence of the position of application of boundary conditions in the SS2 case compared to the SS1 case, is due to the boundary conditions effect. The SS1 boundary conditions restrain the torsional moments at the edges of the plate, which
causes a stiffer response compared to the case of the SS2 boundary conditions, [11]. The investigation clearly reveals the importance of correct application of boundary conditions and careful use of plane-stress and shell mid-surface assumption in performing numerical analysis of shell/plate structures. Moreover, the analysis results suggests that the effect of boundary conditions become significant as the thickness of the plate increases.

**Dynamic analysis of orthotropic plate**

An implicit dynamic analysis of a square, simply supported, orthotropic plate is performed. The analysis is performed with consistent mass matrix (equation (4.29)) and a time step of 1.0E-5s. The material properties considered for analysis are: $E_{11} = 52.5\text{E}4\text{N/cm}^2$, $E_{22} = 2.1\text{E}4\text{N/cm}^2$, $\nu_{12} = \nu_{13} = \nu_{23} = 0.25$, $G_{12} = G_{13} = G_{23} = 1.05\text{E}4\text{N/cm}^2$, $\rho = 0.8\text{E}-9\text{Ns}^2/\text{cm}^4$, $q_0 = 0.1\text{N/cm}^2$. The plate has a length $a = 25\text{cm}$ and thickness $h = 5\text{cm}$. The analysis is performed with a quarter of a plate discretized into $6\times6\times2$ solid-like shell elements. The results of the analysis are given in figure 4.15a. It can be observed that the results are in good agreement with the reference solution [123], when the boundary conditions are applied at the mid-surface of the plate (SS1,mid-mid). Analysis case SS1,bot-top shows that application of the boundary conditions at the plate surface results in increased displacements. Moreover, the fundamental period of the plate also increases.

Figure 4.15b shows the analysis results of a thin plate with $a/h = 500$. The plate is subjected to a suddenly applied load of $1.0\text{E}-4\text{N/cm}^2$. The analysis is performed with a time step size of $1.0\text{E}-4\text{s}$. It can be observed from the figure that there is no influence of the location of application of boundary conditions for thin plates.
This suggests that the effect of the positioning of the boundary conditions becomes significant as the thickness of the plate increases. Moreover, the response of the plate is observed to be slightly irregular compared to the thick plate. This is due to the presence of higher-order vibration modes.

4.5 Concluding remarks

A three-dimensional solid-like shell element for performing nonlinear dynamic analysis of plates and shells structures is presented. Mass discretization schemes for performing implicit and explicit dynamic simulations using solid-like shell elements are proposed. A new mass scaling procedure for a solid-like shell element is presented in order to increase the critical time step in explicit dynamic analysis. Numerical results obtained with the present formulation suggest that the element is accurate in predicting the response in small and large deformation analysis of various thick and thin, isotropic, anisotropic shells and anisotropic laminated composite shells.

Moreover, it was observed that the inertial contribution of internal degrees of freedom to the global dynamic equilibrium is negligibly small and the solution is not affected by the change in mass discretization corresponding to the internal degrees of freedom. As a consequence, in implicit dynamic simulations the mass matrix corresponding to the standard dofs, assuming a zero mass to the internal dofs, can be used for analysis. This avoids the need of obtaining a condensed mass matrix in cases where internal degrees of freedom are required to be condensed out at element level using static condensation. For explicit dynamic simulations $\alpha$ can be assumed to be unity and therefore only one parameter, i.e. $\alpha$ is required to be determined for mass scaling.

Numerical results of thick shells show that the response of shells is also significantly affected by the plane-stress constitutive law and shell-mid-surface assumption due to the 3-D stress state in the shell body. It is observed, that for static analysis, application of loads and boundary conditions at the shell mid-surface results in a stiff response of the shells compared to cases where the boundary conditions are applied at the top/bottom surfaces of the shell. In case of dynamic analysis, the application of boundary conditions at the shell mid-surface results in shortening of the fundamental period in addition to smaller amplitudes of peak displacements compared to the case of surface boundary conditions. The difference in response is attributed to the presence of a three-dimensional stress state, thickness change and membrane action in the shell body. However, it is observed that this difference in response vanishes as the thickness of the shell becomes smaller.
Chapter 5
Dynamic fracture in laminated composite plates*

This chapter presents a meso-scopic, time-dependent finite element model for the simulation of dynamic fracture in laminated composite plates. The analyses are performed with an emphasis on the quantification of the effect of the loading rate on interacting damage mechanisms, i.e. matrix cracking and delamination. In particular, rate effects on damage initiation, propagation and interaction between matrix cracking and delamination under low and high velocity impact are studied. Moreover, the chapter addresses computational issues related to time continuity in stress/strain and velocity fields, during dynamic simulation, at the time of incorporation of new degrees of freedom in a mesh-objective crack modeling approach. Illustrative numerical examples are presented to show the performance of the model. The model is validated with a fast crack growth simulation in a unidirectional laminate. An impact test on a cross-ply laminated plate is performed in order to study the rate effects on structural response and damage mechanics.

5.1 Introduction

Dynamic fracture in solids has remained a subject of interest for many researchers in the last century. Significant work has been done to understand the mechanisms and mechanics of crack propagation under dynamic loading conditions in isotropic materials, see for example [19, 52, 53, 77, 122, 133]. However, characterizing and understanding the mechanics of damage growth in fiber-reinforced laminated composite materials under dynamic loading conditions, has become an active area of research in the last couple of decades. This is primarily due to (a) increasing use of fiber-reinforced laminated composite materials in various fields of engineering, (b) the anisotropic nature of fiber-reinforced composites, which results in anisotropic wave speeds in the fibre and transversal directions, and (c) the property of fiber-reinforced composites that crack growth takes place in preferential directions.

Experimental studies on crack growth in bi-material plates, e.g [41, 89, 97, 137], revealed that crack propagation along weak planes or predefined paths, in Mode-II, can exceed the shear wave speed of the material and propagate intersonically,

* This chapter is extracted from [6]
approaching the longitudinal wave speed of the material. Fiber-reinforced composite laminates belong to a class of materials which inherently contains preferential crack propagation directions. For example matrix cracking/splitting occurs in the direction of fibers and delamination cracks grow along the interfaces of the connecting plies. In \([40, 90]\) dynamic crack propagation in unidirectional fiber composite plates was studied and it was observed that in mode-I fracture, the crack propagation speed does not exceed the shear wave speed of the material, similar to isotropic materials. However, when cracks are subjected to high rate shear loading, the crack propagates in Mode-II with a speed approaching the longitudinal wave speed of the material.

Damage in structural composites usually appears as a combination of matrix cracking/splitting, delamination, fibre failure and buckling failure modes. Apart from studying and understanding the characteristics of each individual damage mode, it is equally crucial to understand the interaction between different failure modes and their combined effect on the global structural response. It is one of the motivations of the current chapter to numerically study the interaction between different damage mechanisms under dynamic transverse loads in composite plates. In \([36, 37]\) low-velocity impact tests on composite laminated plates were performed and it was observed that matrix cracking is the initial failure mode, which may induce delamination damage. The experimental study in \([33]\) revealed that the structural response of laminated composites significantly differ under high and low impact velocity impact and damage increases with increasing in loading rate. In \([91]\) impact tests on laminated plates were carried out and it was observed that delamination damage grows in bursts. This type of non-smooth damage growth under dynamic loading was also observed in \([29, 139]\). Moreover, it was also observed in \([91]\) that the response is more localized under high velocity impact and results in an increase of impact load with a small increase in displacement. Therefore, it is crucial to understand the interaction between matrix cracking and delamination damage under a range of loading rates, in order to understand damage initiation and evolution in composite laminates. The same knowledge can then be used to design new materials and architectures and to predict the susceptibility of composite laminates to failure.

The motivation of this chapter is three-fold. Firstly, to present a time dependent progressive failure model based on a solid-like shell element, which is able to simulate dynamic fracture in laminated composite plates. Secondly, to numerically simulate and study fast crack propagation in laminated composite plates under transverse loads. Thirdly, to study the effect of the loading rate on damage initiation, interaction between matrix cracking and delamination and evolution of damage. Moreover, the chapter also discusses computational issues related to dynamic fracture modeling in composite laminates.

Several numerical models have been proposed to model impact induced damage in laminated composites. A detailed survey of the computational models proposed
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for the analysis of failure in laminated composites can be found in [114]. For an accurate numerical representation and to understand the mechanisms of cracking in laminated composites, such as matrix cracking/splitting and delamination, a cohesive interface element model [13, 30, 42, 47, 61, 99] is often preferred over continuum damage, plasticity and failure based models. However, a drawback of the interface element model is, that it requires the finite element mesh to be aligned with the crack geometry and the cracks can only propagate along predefined locations. Therefore, the model requires different finite element meshes to be generated for different ply orientations with special attention to element stacking in thickness direction [30].

Some of the preferred computational approaches to model cracking in a material are the partition-of-unity (PoU) based approaches, such as the extended finite element method (XFEM) [107, 159] and the phantom node method [106]. PoU based methods allows for the mesh-independent simulation of matrix cracking in laminated composites. As a result, the crack geometry needs not to be aligned with the finite element mesh and the same finite element mesh can be used for different stacking sequences. Such an approach has been used to model the in-plane response of laminated composites in [74, 153] and to model the out-of-plane response in [5], under quasi-static loading.

In this chapter a time-dependent progressive failure model is presented to numerically model and study the damage evolution in composite laminates under dynamic loading conditions. The dynamic variational formulation is an extension of the progressive failure model presented in [5]. The model uses solid-like shell elements to model thin plies of the laminate. The computational model allows for mesh-objective simulation of matrix cracking/splitting through shell finite elements and effectively take the coupling between matrix cracking and delamination damage into account. Moreover, the chapter also discusses the issue of numerical instabilities arising due to imbalance of equilibrium at the interface at the time of insertion of new crack segments. It has been argued in [115], that sudden incorporation of new crack segments into the finite element mesh may lead to numerical problems due to numerical oscillations in the spatial and time derivatives of displacement field. It is shown in this chapter, that if proper equilibrium conditions are met at the interface at the time of insertion of new crack segments, such type of numerical oscillations can be avoided for cohesive cracking.

The chapter is organized as follows. Section 5.2 briefly discusses the time-dependent progressive failure model. In section 5.3 numerical aspects of dynamic fracture modeling are discussed. The application of the method is illustrated through several numerical examples in section 5.4.
5.2 Meso-level progressive failure model

A meso-scopic computational model is presented for the simulation of dynamic damage in laminated composites. The dynamic variational formulation is an extension of the progressive failure model in [5]. Each ply of the laminated composite is modeled with a single layer of solid-like-shell (SLS) elements, figure 5.1. Matrix cracking in individual plies is modeled using the phantom node method [106], whereas delamination damage is modeled with shell interface elements. The model carefully takes the interaction between matrix cracking and delamination damage into account. Detailed variational formulation and finite element implementation aspects can be found in [5]. A brief overview of the time-dependent discontinuous progressive failure model is given in the subsequent sub-sections. The progressive failure model is formulated in a large deformation framework.

5.2.1 Ply-level model

In order to model thin plies of the laminate solid-like shell elements are used. The displacement field, \( \vartheta \), of a solid-like shell element in a curvilinear coordinate system \((\xi, \eta, \zeta)\) is defined as

\[
\vartheta(\xi, \eta, \zeta) = u^o(\xi, \eta) + \zeta u^1(\xi, \eta) + (1 - \zeta^2) u^2(\xi, \eta)
\]  

(5.1)

in which \( u^o \) is the displacement of the shell mid-surface, \( u^1 \) is the displacement of the shell director \( D \) and \( u^2 \) denote internal stretching of an element which is collinear with the deformed shell director \( d \) and a function of thickness stretch variable \( \omega \). Mathematically they are defined as

\[
\begin{align*}
  u^o(\xi, \eta) &= \frac{[u_t(\xi, \eta) + u_b(\xi, \eta)]}{2} & (5.2a) \\
  u^1(\xi, \eta) &= \frac{[u_t(\xi, \eta) - u_b(\xi, \eta)]}{2} & (5.2b) \\
  u^2(\xi, \eta) &= \omega(\xi, \eta)d(\xi, \eta) & (5.2c)
\end{align*}
\]
in which \( u_t \) and \( u_b \) are the displacements at top and bottom surface of the shell, respectively cf. figure 5.1.

The weak form of the momentum balance equation is given as

\[
\int_{\Omega^o} \delta E : \Sigma + \int_{\Omega^o} \delta \vartheta : \rho \ddot{\vartheta} - \int_{\Gamma^o_t} \delta \vartheta : T - \int_{\Omega^o} \delta \vartheta : \hat{b} = 0
\]  

(5.3)

in which \( E \) and \( \Sigma \) are the Green-Lagrange strain and the Second-Piola Kirchhoff stress tensors, respectively. \( T \) are the tractions in the current configuration with respect to the reference area \( \Gamma^o_t \), \( \hat{b} \) is the body force in the current configuration with respect to the reference volume \( \Omega^o \) and \( \rho \) is the material density in the current configuration with respect to the reference volume. The acceleration of any material point denoted by \( \ddot{\vartheta} \) can be found by differentiating equation (5.1), twice respect to time:

\[
\ddot{\vartheta}(\xi, \eta) = \ddot{u}^o(\xi, \eta) + \zeta \ddot{u}^1(\xi, \eta) + (1 - \zeta^2) \ddot{u}^2(\xi, \eta)
\]  

(5.4)

in which \( \ddot{u}^2 \) is given as

\[
\ddot{u}^2 = \ddot{\omega} d + \omega \ddot{d} + 2 \dot{\omega} \dot{d}
\]  

(5.5)

The weak form (equation 5.3) is discretized with standard Galerkin procedures. The discretized weak form for an element \( e \) can be written as

\[
f_{\text{conv}} + f_{\text{inert}} + f_{\text{int}} - f_{\text{ext}} = 0
\]  

(5.6)

in which

\[
f_{\text{conv}} = \int_{\Omega^o_e} 2\rho(1 - \zeta^2) N^T \ddot{\omega} d
\]  

(5.7a)

\[
f_{\text{inert}} = \int_{\Omega^o_e} N^T \rho N \ddot{\vartheta}
\]  

(5.7b)

\[
f_{\text{int}} = \int_{\Omega^o_e} B^T \Sigma
\]  

(5.7c)

\[
f_{\text{ext}} = \int_{\Gamma^o_t} N^T \ddot{T} + \int_{\Omega^o_e} N^T \hat{b}
\]  

(5.7d)

\( f_{\text{conv}}, f_{\text{inert}}, f_{\text{int}} \) and \( f_{\text{ext}} \) are the convective, inertial, internal and external force vectors. The shape function matrices (\( N \) and \( N^* \)) and gradient operator matrix (\( B \)) for a linear solid-like shell element with 28 degrees of freedom are defined in [10].

Note that, the convective force contribution to the equilibrium is due to the presence of internal stretching field \( \ddot{u}^2 \), cf. equation (5.5).

Matrix cracking is modeled with the phantom node method [106], which allows for a mesh-independent simulation of cracking through shell finite elements. The
cracked element with domain $\Omega_e^o$ is replaced with a pair of elements, e.g referred to as element $A$ and element $B$ with domains $\Omega_e^oA$ and $\Omega_e^oB$ such that $\Omega_e^o = \Omega_e^oA \cup \Omega_e^oB$. For the cracked elements, the equilibrium equation (5.6) is modified as

$$\begin{align*}
\mathbf{f}_{\text{conv}}^A + \mathbf{f}_{\text{inert}}^A + \mathbf{f}_{\text{inte}}^A + \mathbf{f}_{\text{coh}}^A - \mathbf{f}_{\text{ext}}^A &= 0 \\
\mathbf{f}_{\text{conv}}^B + \mathbf{f}_{\text{inert}}^B + \mathbf{f}_{\text{inte}}^B - \mathbf{f}_{\text{coh}}^B - \mathbf{f}_{\text{ext}}^B &= 0
\end{align*}$$

(5.8a) (5.8b)

Note that, the definitions of $\mathbf{f}_{\text{conv}}^A$, $\mathbf{f}_{\text{inert}}^A$, $\mathbf{f}_{\text{inte}}^A$, and $\mathbf{f}_{\text{ext}}^A$ remain similar to equation (5.7) for uncracked elements apart from the integration domains. The cracked elements are only integrated over their active part [106]. An additional term ($\mathbf{f}_{\text{coh}}$) appears for the cracked elements, which is the contribution of cohesive tractions to simulate nonlinear processes ahead of the crack tip. $\mathbf{f}_{\text{coh}}$ is given as

$$\mathbf{f}_{\text{coh}} = \int_{\Gamma_0} \mathbf{N}^T \mathbf{T}_c$$

(5.9)

in which $\mathbf{T}_c$ are the First-Piola Kirchhoff cohesive tractions.

### 5.2.2 Delamination interface model

To model delamination damage, a zero-thickness shell interface element based on the kinematics defined in [5, 93] is used. The shell interface model allows computationally efficient simulation of delamination and evaluation of a consistently linearized tangent for large deformation problems. Accordingly the following additional equilibrium equation is required to be solved for the interface contribution

$$\int_{\Gamma_0} \mathbf{N}^T \mathbf{T}_c^d = 0$$

(5.10)

in which $\mathbf{T}_c^d$ are the First-Piola Kirchhoff cohesive tractions at the delamination interface and $\mathbf{N}$ is the interface shape function matrix, as defined in [5].

The presence of a matrix crack in the plies connected to an interface requires, that interface elements used to model delamination phenomena should be able to represent cracking in the connecting plies. This is crucial to properly take the effect of matrix cracking on delamination damage into account, as is also discussed in [87]. The present model takes the interaction between matrix cracking and delamination damage into account through an enhanced shell interface model [5]. If the coupling between matrix cracking and delamination damage is not taken into account, it may result in inaccurate predictions of the amount of delamination fracture and the load carrying capacity of the laminate [5].
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5.3.1 Constitutive relations

In principle, any kind of constitutive law can be used in combination with the present model. However, in this chapter the material is considered to be rate independent and all rate effects are considered to be due to inertial effects and the presence of cohesive inter-ply/intra-ply cracking. The bulk material response is considered to be orthotropic, linear elastic. The stress-strain relation is given as

$$\Sigma = C : E$$  \hspace{1cm} (5.11)

in which $C$ is the fourth-order material tangent stiffness tensor according to

$$[C]^{-1} = \begin{bmatrix}
\frac{1}{E_1} & -\nu_{12} & -\nu_{13} & 0 & 0 & 0 \\
-\nu_{12} & \frac{1}{E_2} & -\nu_{23} & 0 & 0 & 0 \\
-\nu_{13} & -\nu_{23} & \frac{1}{E_3} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}$$ \hspace{1cm} (5.12)

in which $C$ is the matrix form of tensor $C$, obtained using Voigt notation. The subscripts 1,2 and 3 denote the orthogonal axes of the principal material coordinate system.

A mixed mode, exponentially decaying cohesive law is used for simulating cohesive matrix cracking and delamination damage. The cohesive traction at the interface is defined as

$$t = (1 - \omega)f_o r$$ \hspace{1cm} (5.13)

in which $r$ is a unit vector in the direction of the opening displacement, $r = [u]/[u]$, and $[u] = ||[u]||$. $\omega$ is a damage parameter which varies from 0, the undamaged state, to 1, the fully damaged state. The damage variable $\omega$, is defined as:

$$\omega = 1 - e \cdot \left(\frac{[u]}{[u]c}\right) \cdot \exp\left(-\frac{[u]}{[u]c}\right)$$ \hspace{1cm} (5.14)

in which

$$e = \exp(1)$$ \hspace{1cm} (5.15)

$$[u]c = \frac{G_c}{e \cdot f_o}$$ \hspace{1cm} (5.16)

$$\tilde{G}_c = G_c \left\{1 + \frac{1 - 2\exp(-1)}{e \cdot f_o}\right\}$$ \hspace{1cm} (5.17)
The parameters $G_c$ and $f_o$ are determined as

$$ f_o^2 = f_n^2 + (f_s^2 - f_n^2)\Pi^0 $$

$$ G_c = G_{Ic} + (G_{IIc} - G_{Ic})\Pi^0 $$

with

$$ \Pi = \left( \frac{G_I}{G_I + G_{II}} \right) \frac{[u]_n^2}{[u]^2 + ([u]_n)^2} $$

$G_{Ic}$ and $G_{IIc}$ are the fracture toughness in pure tension and shear, respectively. $G_I$ and $G_{II}$ are the energy release rates in tension and shear, respectively. $f_o$ is a mixed mode strength of an interface, $f_n$ and $f_s$ are the tensile and shear interfacial strengths, respectively and $\eta$ is a mode interaction parameter [26]. The operator $\langle x \rangle = (x + |x|)/2$ is used to nullify the influence of damage in normal direction in compression.

In order to obtain an initially rigid cohesive constitutive law for matrix cracking, the displacement jump $[u]$ in equation (5.14) is replaced with a shifted displacement jump $[u]_{shifted}$. Considering $f_o$ as the magnitude of traction for zero crack opening, the shifted displacement jump is given as $[u]_{shifted} = [u] + [u]_c$. More details on the interface constitutive law can be found in [5].

### 5.3.2 Mass matrix

In order to solve the dynamic equilibrium equation, a consistent mass matrix for the solid-like shell element [8] is used, for implicit dynamic analysis. The mass matrix for a solid-like shell element is given as

$$ M_e = \int_{\Omega_e} N^T \rho N = \begin{bmatrix} M_{uu} & M_{u\omega} \\ M_{\omega u} & M_{\omega\omega} \end{bmatrix} $$

in which the submatrices $M_{uu}$, $M_{u\omega}$ and $M_{\omega\omega}$ are assigned a zero mass. It is observed in [8] that assigning a zero mass to these submatrices does not influence the accuracy of the solution and results in an efficient finite element implementation. Moreover, the contribution of the convective force term, $f_{conv}$ in equation (5.7a), is considered to be small [8] and is ignored.

In explicit dynamic simulations, a lumped mass matrix for solid-like shell elements is used. A mass scaling can be used to increase the critical time step. However, in the present contribution, the mass scaling parameters $\alpha_u$ and $\alpha_\omega$ for solid-like shell elements are considered to be unity (see reference [8]). A lumped mass matrix for an element $e$ is given as

$$ M_e = \begin{bmatrix} \tilde{M}^{uu} & 0 \\ 0 & \tilde{M}^{\omega\omega} \end{bmatrix} $$

with

$$ \tilde{M}^{uu} = \begin{bmatrix} M_{uu} & 0 \\ 0 & M_{u\omega} \end{bmatrix} $$

$$ \tilde{M}^{\omega\omega} = \begin{bmatrix} M_{\omega u} & 0 \\ 0 & M_{\omega\omega} \end{bmatrix} $$

in which

$$ M_{uu} = \left( \frac{G_I}{G_I + G_{II}} \right) \frac{[u]_n^2}{[u]^2 + ([u]_n)^2} $$

$$ M_{u\omega} = \left( \frac{G_{II}}{G_I + G_{II}} \right) \frac{[u]_n^2}{[u]^2 + ([u]_n)^2} $$

$$ M_{\omega u} = \left( \frac{G_I}{G_I + G_{II}} \right) \frac{[\omega]_n^2}{[\omega]^2 + ([\omega]_n)^2} $$

$$ M_{\omega\omega} = \left( \frac{G_{II}}{G_I + G_{II}} \right) \frac{[\omega]_n^2}{[\omega]^2 + ([\omega]_n)^2} $$

$G_{Ic}$ and $G_{IIc}$ are the fracture toughness in pure tension and shear, respectively. $G_I$ and $G_{II}$ are the energy release rates in tension and shear, respectively. $f_o$ is a mixed mode strength of an interface, $f_n$ and $f_s$ are the tensile and shear interfacial strengths, respectively and $\eta$ is a mode interaction parameter [26]. The operator $\langle x \rangle = (x + |x|)/2$ is used to nullify the influence of damage in normal direction in compression.
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In which

\[ \tilde{M}^{uu} = \frac{\rho V_e}{8} I_{24}, \quad \tilde{M}^{\omega \omega} = \frac{\rho V_e}{4} I_4 \]  

in which \( I_n \) is an identity matrix of dimensions \( n \times n \) and \( V_e \) is the volume of element \( e \) in the reference configuration.

One of the computational issues in explicit dynamic analysis using the XFEM/phantom node method is that the critical time step reduces due to the presence of cracks. A critical time step is often limited by the size of the element. When a crack divides an element into two parts, the two parts can be considered as individual elements whose sizes are smaller than the parent element. Therefore reducing the critical time step is necessary. The problem becomes worse when the crack crosses the element such that one of the separated parts becomes so small that the critical time step becomes infinitesimal. To remedy this problem, a lumped mass matrix for the uncracked elements, equations (5.22) and (5.23), is used even for the cracked elements. This avoids assigning a nearly zero mass to any of the nodes of a structure. Moreover, it has been observed in \([105]\), that using such a mass discretization for the cracked elements does not significantly reduce the critical time step of the cracked element compared to an uncracked element.

5.3.3 Matrix crack initiation and propagation

In order to model mesh-objective cracking using PoU methods a crack initiation and propagation criterion is required. The failure criterion is defined according to [5], as

\[ \frac{(\sigma_n)^2 + \sigma_s^2}{f_n^2 + (f_s^2 - f_n^2)\Pi_n} = 1 \]  

with

\[ \Pi = \frac{\sigma_s^2}{\sigma_s^2 + (\sigma_n)^2} \]  

in which \( \sigma_n \) and \( \sigma_s \) are the normal and shear components of bulk stress at the crack surface.

To initiate a crack in a virgin material, the failure criterion is evaluated at all integration points in the elements in which cracking is allowed. When the failure criterion is violated in any of the integration points, a new crack segment is introduced at the centroid of the element. For isotropic materials the new crack segment is oriented perpendicular to the direction of principal stresses. For orthotropic materials, it is known that matrix cracks grow in the direction of the fiber orientation, therefore the crack direction is set equal to the fiber direction in a ply.

In order to propagate an existing crack, the failure criterion is required to be evaluated ahead of the crack tip. Since the stress state ahead of the crack tip is not
exact, the average stress in the vicinity of the crack tip using Gauss averaging is often used [159]. In this contribution, instead of using the average stress, the failure criterion is evaluated in the prospective crack element ahead of the existing crack tip. After the failure criterion is violated, the existing crack is extended in fiber direction. A similar propagation criterion was also used in [5, 153] for laminate analysis under quasi-static loading conditions.

The choice of using a local stress field instead of the average stress state is motivated by the following arguments. The average stress state is normally too low compared to the local stress state ahead of a crack tip. As a result, the stress state ahead of the crack tip is underestimated and the crack segment is extended too late. Consequently, too much internal energy is stored in the bulk prior to crack extension. At the time of crack extension, the sudden release of stored energy may result in undesirable structural vibrations and oscillations in the stress/strain and velocity fields. Moreover, when performing a multi-axial cohesive crack analysis using the XFEM/phantom node method, incorporation of new degrees of freedom may lead to substantial noise due to imbalance of cohesive tractions and the stresses in the bulk at the time of injection of new crack segments [115]. Additionally, using the average stress to evaluate the failure criterion means that at the time of crack extension local stresses will be higher than the failure strength of the material. On the other hand, the maximum cohesive tractions prescribed by the cohesive constitutive law are often limited by the material strength parameters. Therefore, a mismatch between the stresses in the bulk and cohesive tractions at the time of insertion of new crack segments is created. As a result the cohesive traction does not satisfy the time continuity which results in oscillations in nodal velocities and forces.

Following the above argument, the failure criterion is evaluated based on a local stress state in the prospective crack element ahead of a cohesive crack tip. Mesh refinement is used in the prospective cracked areas to resolve the characteristic cohesive zone and to obtain better predictions of the stress/strain field ahead of a crack tip. It is argued in [3] that the use of linear quadrilateral and solid elements, for modeling of cohesive cracking through the XFEM/phantom node method, may result in un-realistic predictions of the stress/strain field in the vicinity of a cohesive crack. This is due to the unsuccessful transformation of the displacement jump from integration points to the element nodes as a rigid body motion and is a direct consequence of using linear element shape functions for the approximation of the displacement jump field. Since, the solid-like shell element used in this contribution is also a linear element, the same arguments hold. However, it is shown in [3] that the error in the approximation of the displacement jump field and consequently in the stress/strain fields can be minimized with mesh refinement.

In order to ensure the continuity of the stress/strain and velocity field at the time of insertion of new crack segments, tractions at the time of insertion of new crack
segments are enforced to be in equilibrium with the stresses in the bulk at the crack location, i.e.

\[ f_o = \|t_c\| = \|\sigma \cdot n_c\| \]  \hspace{1cm} (5.26)

This avoids the need of any regularization technique [104], for cohesive cracking, and time continuity in the velocity and stress/strain fields is obtained in a physical manner.

5.4 Numerical examples

In this section numerical examples are presented to simulate fast crack growth in laminated composite plates. Fast crack growth under high rate shear loading in an isotropic material is simulated to show the performance of the numerical scheme in ensuring time continuity in spatial and time derivatives of the displacement field. Next, fast crack growth under Mode-I and Mode-II loading conditions, in a single-edge notch laminated plate, is simulated and the numerical results are compared with the available experimental results. In third and fourth example, a detailed dynamic fracture analysis of a cross-ply laminated plate subjected to different loading rates is presented. Characteristic features of damage growth and interaction between matrix cracking and delamination damage and the effect of loading rate on damage growth are discussed.

5.4.1 Dynamic crack growth in isotropic plate under mixed-mode loading conditions

Dynamic crack growth under high rate shear loading in a single edge notch plate is analyzed, figure 5.2. The plate is considered to be made of PMMA material. The geometry and material properties used for the analysis are extracted from [124]. It has been observed in the experimental studies of [78, 121] that at sufficiently high rate of loading, the crack propagates at an angle between 60° and 70° with the x-axis.

Here, the aim is to examine the efficiency of equation (5.26), for the case of mixed-mode dynamic crack propagation, in ensuring time continuity at the time of insertion of new crack segments. The plate is modeled with 4-node plane stress elements. A refined mesh is used in the prospective crack growth area with a minimum element size equals to 17 µm. The analysis is performed using both a Newmark constant average-acceleration method (implicit scheme) with consistent mass matrix and a central difference method (explicit scheme) with lumped mass matrix. In the present analysis, the mass is equally lumped on all four nodes for the cracked and uncracked elements. The plate is loaded with a velocity, which increases linearly to a constant
velocity \( V = 25 \text{ m/s} \) within a rise time, \( t_r = 1.0\times 10^{-7} \text{ s} \), [124]. Explicit as well implicit analyses are performed with a time step, \( dt = 1.0\times 10^{-10} \text{ s} \).

Figure 5.3a shows the crack tip positions for both implicit and explicit analyses cases. It can be observed that the crack propagates at an angle of approximately 65° to 70° for both analyses cases. Figure 5.3b shows the crack-tip speed. It is evident that the velocity is smooth and no oscillations appear as were observed in in [104]. Small differences in implicit and explicit analysis can be attributed to the different mass discretization.

### 5.4.2 Dynamic crack growth in a UD composite plate

Numerical simulations of fast crack growth under Mode-I and Mode-II loading in a single-edge notched unidirectional (UD) composite plate, are performed. Plate geometry and boundary conditions are shown in figure 5.4. The longitudinal wave speed in the fiber direction (\( C_l \)) and the shear wave speed (\( C_s \)) of the material are 7500 m/s and 1600 m/s, respectively [40]. The Rayleigh wave speed in fiber direction is 0.99\( C_s \). The plate is modeled with solid-like shell elements. A locally refined mesh is used in the prospective crack growth region with an average element size of 0.15 mm. The finite element discretization is shown in figure 5.5. The plate is subjected to impact either by prescribed velocities or forces, uniformly distributed over a length, \( l_o = 75 \text{ mm} \), on the right or left edge of the UD plate, see figure 5.4. An explicit dynamic analysis is performed and integration in the time domain is performed with a second-order accurate central difference method. A lumped mass
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![Graph showing crack tip position and crack tip speed history.](image)

**Figure 5.3** Analysis results of crack propagation in an isotropic plate – Effect of time continuity; (a) crack tip position, (b) crack tip speed history

![Geometry and boundary conditions of a unidirectional plate under impact.](image)

**Figure 5.4** Geometry and boundary conditions of a unidirectional plate under impact (all dimensions in mm)

The numerical results are validated against experimental observations in [40, 126].

**Mode-I dynamic crack growth**

Low velocity, mode-I crack growth in a UD composite plate is first analyzed. The right edge of the plate is subjected to an impact velocity $V$ defined as

$$V(t) = \begin{cases} V_o \cdot \frac{t}{t_r} & \text{for } t < t_r \\ V_o & \text{for } t \geq t_r \end{cases}$$  \hspace{1cm} (5.27)
in which $t_r = 2.0 \mu s$ is the rise time and $V_o = 12 \text{ m/s}$. The analysis is performed with a time step, $dt = 1.0E-9 \text{ s}$. The effects of impact velocity and duration are discussed in [7]. The displacement components $u_x$, $u_y$ and $u_z$ are set to 0 at the bottom-left corner of the plate whereas displacement components $u_x$ and $u_z$ are set to 0 at the top-left corner of the plate.

Figure 5.6 compares the numerically computed crack-tip speed with the experimental result [126]. It can be observed that the numerical crack-tip speed is in good agreement with the experimental result.

Next, dynamic crack growth under Mode-I loading, subjected to high velocity impact, is simulated. The plate is subjected to prescribed loads on the right edge of the plate instead of prescribed displacements. At high impact velocities, the prescribed displacements on the right edge of the plate provide a stiff boundary condition and result in multiple reflections from the boundary before the crack traverses the whole plate. This results in non-smooth crack propagation. Consequently, the crack-tip velocity is non-smooth and shows oscillations. Therefore, in order to simulate high velocity impact, prescribed forces are used to avoid boundary condition effects. Note that, the aim here is to show that at high impact load the crack-tip speed, under Mode-I loading, does not exceed the Rayleigh wave speed of the material. In this case the crack-tip speed is equal to the shear wave speed of the material. This is validated by performing numerical analyses with impact loads of different amplitude.
Therefore, using Neumann boundary conditions for this analysis case, causes that the results cannot directly be related to the impact speed observed in the experiment of [40]. The loading force history is defined as

\[
f(t) = \begin{cases} 
  f_o \cdot l_o \cdot \sin(\frac{\pi t}{t_{imp}}) & \text{for } t < t_{imp} \\
  0 & \text{for } t \geq t_{imp}
\end{cases}
\]  

(5.28)

in which \( t_{imp} = 27.3 \ \mu s \) is the impulse duration. The analysis is performed with a time step, \( dt = 1.0E-9 \) s. The load intensity is varied with the loading parameter \( f_o \).

Figure 5.7 shows the analysis results. It can be observed from figure 5.7b that the crack-tip speed increases with increasing load intensity but does not exceed the shear wave speed of the material, as observed by [40] for Mode-I crack propagation.

**Mode-II dynamic crack growth**

Mode-II, dynamic crack propagation in a UD composite plate is simulated. Here, the attention is focused on numerical simulation of cracks propagating at speeds higher than the shear wave speed of the material. The plate is subjected to a prescribed velocity, on the left edge of the plate, figure 5.4, and is defined as

\[
V(t) = \begin{cases} 
  V_o t/t_r & \text{for } 0 \leq t < t_r, \\
  V_o & \text{for } t_r \leq t < t_p, \\
  V_o \left(1 - (t - t_p)/t_s\right) & \text{for } t_p \leq t < (t_p + t_s), \\
  0 & \text{for } t \geq (t_p + t_s).
\end{cases}
\]

(5.29)
Figure 5.7 Mode-I crack growth in a UD plate subjected to high impact loads; (a) crack-tip position, (b) crack-tip speed

in which $t_r$ is the rise time, $t_p$ is the pulse time and $t_s$ is the step down time. In the calculations $t_r$ and $t_s$ are taken to be 2 $\mu$s, $t_p$ is taken to be 25.3 $\mu$s and $V_o$ is equal to 28 m/s. The displacement components $u_x$, $u_y$ and $u_z$ are set to 0 at the top-left corner of the plate whereas displacement components $u_y$ and $u_z$ are set to 0 at the top-right corner of the plate. The numerical analysis is performed with a time step, $dt = 5.0E-10$ s.

Figures 5.8a and 5.8b show the crack-tip position and speed in comparison with the reference solution [40]. The numerical results are in good agreement with the
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reference solution. It is evident from figure 5.8b that the crack-tip speed is greater than the shear wave speed of the material and the crack tip propagates at a constant speed, close to the longitudinal wave speed of the material. This is due to the development of a shock wave behind the crack tip. Figure 5.9 shows the stress profiles around the crack at different times. The initial compressive wave, reflected as tensile wave from the lower edge of the notch, loaded the notch tip in a shear mode, figure 5.9a. After some time, the crack accelerates and a shock wave appears behind the crack tip, which suggests that the crack is propagating intersonically, figure 5.9b. The crack propagates intersonically until it traverses the whole width of the plate.

5.4.3 Impact induced damage in [0/90] laminated plate

A two-layered, un-symmetric, cross-ply laminated plate is analyzed. The laminated plate is considered to be made of carbon-fibre-reinforced epoxy composite (HTA-6376C). The orthotropic material properties used for the analysis are extracted from [18] and are given in table 5.1. The density, $\rho$ of the material is considered to be 1620 kg/m$^3$. The plate geometry and boundary conditions are shown in figure 5.10a, where $L = 10$ mm and $W = 4.8$ mm. The ply thickness is considered to be 0.2 mm. The plate is clamped on two sides and is impacted at the middle of the plate. The laminated plate is loaded with load $P$, linearly increasing with time at a rate $r_p$. The plate is impacted with different loading rates ($r_p$) varying from 0.03 MN/s to 30 MN/s.

The main focus of this example is to study the effect of the loading rate on the damage development and to gain further insight into the damage growth and interaction
between matrix cracking and delamination damage in laminated composites, under dynamic loading conditions. An implicit analysis is performed for the sake of accuracy and to ensure, that the balance of momentum is satisfied at each time step, especially when damage growth takes place. Integration in the time domain is performed with a Newmark constant-average-acceleration method. A consistent mass matrix, as defined in section 5.3.2, is used for the analysis. The numerical analysis is performed with a time step, \( dt = 2.5E-5 \) s. Each ply of the laminate is modeled with a single layer of solid-like shell elements in thickness direction, figure 5.10b. A fine mesh with an average element size of 0.10 mm in the in-plane dimension is used near the center of the plate, where damage is likely to grow. The finite element mesh consists 2992 elements with 6348 nodes. Matrix cracks are allowed to initiate with a minimum crack spacing of 0.25 mm.

**Load-displacement behavior**

Figure 5.11 compares the load-displacement curves for the three characteristic loading rates. These curves can be roughly classified into three main categories for further discussions. (1) Low loading rate case, e.g. \( r_r = 0.03 \) MN/s. At these loading rates,
the curves are smooth and the displacement increases monotonically with applied load. Moreover, the damage also grows smoothly without hiccups. (2) An intermediate loading rate case, e.g. \( r_p = 0.3 \text{ MN/s} \). In this case the curves show small flexural vibrations. (3) High loading rate case, e.g \( r_p = 30 \text{ MN/s} \). In this case, there is significant increase in initial impact load with small displacements, until material failure occurs. This is the moment at which point the elastically stored energy is suddenly released and displacement of the structure increases with little increase in load.

It can be observed from figure 5.11, that dynamic effects due to flexural vibrations start to appear as the loading rate increases. Successive arrivals of compressive and tensile stress waves hinder a smooth growth of damage. During the time of arrival of a compressive wave, damage does not grow and the energy is stored as elastic energy in the body resulting in a stiff response, e.g. the curves of \( r_p = 0.3 \text{ MN/s} \) and \( 30 \text{ MN/s} \) (figure 5.11). The arrival of a next tensile wave results in a sudden release of energy with little or no load increase. This effect appears as a plateau in the load-displacement curve. Moreover, this effect increases with the increase in loading rate due to increasing magnitude of compressive wave. This shows that damage growth becomes non-smooth with increasing loading rates, as observed in [29, 33, 91]. Furthermore, it can be observed that increasing loading rate results in an increasing impact load compared to low loading rate case.
Table 5.1 Material properties used for analysis

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitudinal Young’s modulus, $E_{11}$ (GPa)</td>
<td>120</td>
</tr>
<tr>
<td>Transverse Young’s modulus, $E_{22} = E_{33}$ (GPa)</td>
<td>10.5</td>
</tr>
<tr>
<td>In-plane shear modulus, $G_{12} = G_{13}$ (GPa)</td>
<td>3.48</td>
</tr>
<tr>
<td>Poisson’s ratio, $\nu_{12} = \nu_{13}$</td>
<td>0.3</td>
</tr>
<tr>
<td>Poisson’s ratio, $\nu_{23}$</td>
<td>0.5</td>
</tr>
<tr>
<td>Mode I fracture toughness, $G_{Ic}$ (N/mm)</td>
<td>0.26</td>
</tr>
<tr>
<td>Mode II fracture toughness, $G_{IIc}$ (N/mm)</td>
<td>1.002</td>
</tr>
<tr>
<td>Transverse tensile strength, $f_n$ (MPa)</td>
<td>30</td>
</tr>
<tr>
<td>In-plane shear strength, $f_s$ (MPa)</td>
<td>60</td>
</tr>
</tbody>
</table>

Figure 5.11 Load-displacement response of a two-ply laminated plate under dynamic loading

Damage characteristics at intermediate loading rate, $r_p = 0.3$ MN/s

Since, there are no significant differences in dynamic effects between the intermediate and low loading rate cases, except the presence of flexural vibrations in case of intermediate loading rate case, the damage development in low loading rate case is not discussed. Figure 5.12 shows the sequence of damage development by means of delamination damage at an interface and matrix cracking in the lower ply, at different times. A thick blue line over a crack represents the traction-free portion of the crack. The damage initiates with the formation of cohesive matrix cracking in the lower ply, as observed in [37], at time, $t = 7.5$ $\mu$s ($P = 4.5$ N). Once the middle matrix crack starts to become traction free, it triggers delamination damage at an interface, figure 5.12a. This delamination damage grows in the shape of two
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Figure 5.12 Damage development in a two-ply laminated plate subjected to a loading rate \( r_p = 0.3 \) MN/s; (a) \( P = 22.51 \) N, \( t = 37.5 \mu s \), (b) \( P = 45.0 \) N, \( t = 75 \mu s \), (c) \( P = 57.29 \) N, \( t = 95.5 \mu s \) and (d) \( P = 58.95 \) N, \( t = 98.25 \mu s \)

lobes, oriented along the fibre direction of the lower ply. Notably, it can be observed from the figures that the tip of the delamination zone coincides with the tip of the traction free center matrix crack. This suggests that there is a strong interaction between these two damage mechanisms. As time progresses, a larger portion of the center matrix crack becomes traction free along with the formation of more matrix cracking, concentrated in the center of the plate. Consequently, the delamination at an interface grows in size and at 98.25 µs (stage d in figure 5.12) the delamination spreads over a significant portion of the plate. At this time other cohesive matrix cracks along the edges of the delamination area also become traction free in a very short time. Moreover, it can also be observed that almost all of the cohesive matrix cracks extend over the full width of the plate.

It can be seen from figure 5.12c, that the delamination area reached the edge of the plate at 95.5 µs. This takes a relatively long time. During the same period, dilatational waves travel through the thickness of the specimen approximately 8 times. This results in flexural vibration of the plate, see figure 5.11. However, these flexural vibrations do not significantly influence the damage growth compared to the response of the laminate at \( r_p = 30 \) MN/s. The damage pattern and sequence of damage growth at loading rates 0.03 MN/s upto 0.3 MN/s are similar which suggests
that flexural vibrations up till a loading rate equal to 0.3 MN/s do not significantly influence the response. After 95.5 µs, there is an abrupt increase in the delamination area and matrix cracking and the whole damage process takes place in a relatively short time. These observations are consistent with the experimental observations in [91], in which delamination growth was observed to occur non-smoothly. Moreover, the shape of the delamination area is more elongated, which underlines the anisotropic nature of delamination growth in the fibre and transverse directions at low and intermediate loading rates. The average speed of delamination growth in the fibre and transverse direction, between 75 µs and 95.5 µs, is calculated to be 43 m/s and 31 m/s, respectively.

**Damage characteristics at high loading rate, \( r_p = 30 \) MN/s**

Figure 5.13 shows the sequence of damage development at high loading rate, \( r_p = 30 \) MN/s. The damage initiates with the formation of a cohesive matrix crack at time, \( t = 0.275 \) µs (\( P = 16.2 \) N). As the time progresses, delamination damage begins to grow in the shape of a peanut. Note that, this behavior is different from the low/intermediate loading rate cases (see figure 5.12), in which the delamination damage initiated after the formation of a traction free matrix crack in the middle of the plate. As time progresses, the center matrix crack starts to open up and becomes traction free along with the growth of delamination damage. After time, \( t = 1.325 \) µs, there is a sudden growth of damage, i.e formation and growth of a higher number of cohesive as well traction-free matrix cracks and growth of delamination damage to a significant area of the interface, figure 5.13f. Moreover, it can be observed that the whole damage process takes place in a very short time compared to the low/intermediate loading rate cases.

It is observed, that the duration of damage development in the case of a high loading rate is much shorter than in the intermediate loading rate case. Moreover, the number of matrix cracks is smaller compared to the low/intermediate loading rate cases. In contrast to the low loading rate case, matrix cracks are now more distributed over the whole plate instead of being concentrated at the center of the plate. Moreover, it can be observed from figure 5.13 that not all matrix cracks extend to the full width of the plate.

It is also evident from the damage growth (figure 5.13), that in contrast to the case of low/intermediate loading rate, the tip of the two lobes of the delaminated area does not coincide with the tip of the traction free matrix crack. Moreover, the delaminated area for the case of high loading rate is more rounded compared to the intermediate loading rate case. This is due to a difference in structural response at high and low loading rates [33, 113]. The average delamination growth velocity in fibre and transverse direction during the interval 1.05 µs and 1.325 µs is the same
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Figure 5.13 Damage development in a two-ply laminated plate subjected to a loading rate $r_p = 30$ MN/s; (a) $P = 22.34$ N, $t = 0.4 \mu s$, (b) $P = 45.10$ N, $t = 0.8 \mu s$, (c) $P = 57.14$ N, $t = 1.025 \mu s$, (d) $P = 59.23$ N, $t = 1.05 \mu s$, (e) $P = 74.45$ N, $t = 1.325 \mu s$ and (f) $P = 75.84$ N, $t = 1.35 \mu s$ and is calculated to be $1164$ m/s. It is approximately $80\%$ of the shear wave speed of the bulk material. Such high rates of delamination growth were also observed in [91].

Stress waves at intermediate loading rate, $r_p = 0.3$ MN/s

Figure 5.14 shows contours of stress components $\sigma_{xx}$ and $\sigma_{yy}$ of the bottom surface of ply-2. It can be observed from the stress component $\sigma_{xx}$ that at intermediate loading rate the deformation of the plate is uniform and the stress contours are uniformly smeared over the whole specimen. Moreover, a small zone of compression, of smaller magnitude, can be seen ahead of the traction-free matrix crack tip. The
Figure 5.14 Contours of stress components at different time instants for loading rate $r_p = 0.3$ MN/s; Left: stress component $\sigma_{xx}$ (MPa), Right: stress component $\sigma_{yy}$ (MPa)

appearance of these compressive zones due to successive flexural vibrations results in a non-smooth damage growth. As the magnitude of these small zones of compression is not significant, damage growth in each successive burst is also small and therefore the load-displacement curve followed the load-displacement curve of the low loading rate. Damage growth takes place gradually in small bursts until significant damage has taken place. Similar observations can also be made from the stress contours $\sigma_{yy}$. 
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Figure 5.15 Contours of stress at different time instants for loading rate $r_p = 30$ MN/s; Left: stress component $\sigma_{xx}$ (MPa), Right: stress component $\sigma_{yy}$ (MPa)

Stress waves at high loading rate, $r_p = 30$ MN/s

Figures 5.15 and 5.16 show the stress wave profiles for the case of high loading rate, $r_p = 30$ MN/s, at different times. It can be observed from figures 5.15 and 5.16, that stress contours show large stress gradients compared to the case of intermediate loading rate, figure 5.14. Moreover, the stress contours are much more localized to the center of the plate. This suggests that at high loading rate the deformation is more localized. It is also evident from figures 5.15 and 5.16, that there is a zone of
large amplitude compressive stresses ahead of the crack tip compared to the case of intermediate loading rate. The presence of this compressive wave results in an arrest of the matrix crack, which also prevents the growth of delamination damage for some time. As time progresses, the tension wave arrives at time $t = 1.325 \, \mu s$. The arrival of the tension wave results in an instantaneous growth of matrix cracking and delamination damage at time $1.35 \, \mu s$ due to the stored energy in the bulk during the crack arrest period. It can also be observed from the stress contours $\sigma_{xx}$ that higher order modes are present in case of higher loading rate compared to the intermediate loading rate case.

*Energy dissipated during matrix cracking and delamination damage*

Figure 5.17 compares the energy dissipated during matrix cracking and delamination damage as a function of displacement at the center of the plate, at different loading rates. It is observed from figure 5.17a that there is no significant effect loading rate on energy dissipation during matrix cracking. On the other hand, energy dissipation during delamination damage increases at high loading rate, see figure 5.17b.

Figure 5.18a compares the energy dissipation during matrix cracking as a function of time, at different loading rates. It can be observed that at low loading rate the energy dissipation is gradual and smoothly varying with time. However, for the case of intermediate loading rate the energy dissipation is non-smooth which represents stick-slip behavior of crack growth, as observed in [29, 139]. Moreover, at low and intermediate loading rates e.g. $r_p = 0.03 \, MN/s$ and $0.3 \, MN/s$, energy dissipation
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Figure 5.17 Comparison of energy dissipation as function of plate deflection in a two-ply laminated plate; (a) Energy dissipation during matrix cracking, (b) Energy dissipation during delamination

is gradual whereas at high loading rate \( r_p = 30 \text{ MN/s} \), the energy dissipation is instantaneous which shows that damage process takes place abruptly.

Figure 5.18a compares the energy dissipation during delamination damage as a function of time, at different loading rates. Comparing figures 5.18a and 5.18b, it can be observed that matrix cracking and delamination damage initiate approximately at the same time, which shows a strong interaction between the two damage mechanisms. However, for the case of low and intermediate loading rate, matrix cracking continues to dissipate energy gradually with time after damage initiation whereas, delamination damage start to grow with some delay. On the contrary, at high loading rate \( r_p = 30 \text{ MN/s} \) matrix cracking and delamination damage grow simultaneously. Similar observations are made in sections 5.4.3 and 5.4.3, in which delamination damage is observed to grow after the formation and growth of a traction free matrix crack at low and intermediate loading rates. However, for the case of high loading rate, the two damage mechanisms grow simultaneously.

Matrix crack propagation speed

Figure 5.19 compares the crack-tip speed of the center matrix crack, propagating from the center of the plate to the edge of the plate, for different loading rates. It can be observed from figure 5.19a that for low and intermediate loading rates the crack propagates at approximately constant speed except at the time of initiation and the time at which the crack is very close to the edge of the plate. However, the crack propagation speed is very low, less than 100 m/s, but the crack speed increases with increasing loading rate.
Figure 5.18 Comparison of energy dissipation as a function of time in a two-ply laminated plate; (a) Energy dissipation during matrix cracking, (b) Energy dissipation during delamination.

Figure 5.19b represents the crack-tip speeds for the case of high loading rate. It can be observed that for the loading rate 30 MN/s, the crack starts propagating at a speed close to the shear wave speed of the material and accelerates to a speed close to the longitudinal wave speed of the material. Soon after that crack arrest occurs and later on, the crack propagates at a speed close to the shear wave speed followed by a rapid crack propagation towards the edge of the plate, as discussed in section 5.4.3. The increased crack-tip speed beyond longitudinal wave speed is due to numerical artefact.
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Figure 5.19 Crack-tip speed of the center matrix crack, propagating from the center to the edge of the plate

Figure 5.20 Fracture mode ratio during delamination damage

**Effect of loading rate on delamination mode ratio**

Figure 5.20 shows the effect of loading rate on the interface fracture mode ratio during delamination. It is evident from the figure that for the case of low and intermediate loading rate case, soon after the initiation of delamination damage, the delamination interface tends to open in mixed mode (mode ratio \( \approx 0.7 \)) which further decreases gradually to a value below 0.5 and has a major contribution from the Mode-I fracture mode. This suggests that for low and intermediate loading rates, Mode-I delamination cracking dominates delamination growth. On the other hand, for the case of high rate of loading, the shearing fracture mode dominates the re-
response and delamination damage initiates in a pure shearing mode and the fracture mode gradually shifts to mixed-mode fracture.

### 5.4.4 Laminate with multiple delamination

To examine the behavior of dynamic fracture in a laminate with multiple delaminating interfaces, a four-ply laminated plate is analyzed. For this purpose, the laminate of section 5.4.3 is scaled by a factor 2, using a sub-laminate level scaling technique. The resulting laminate has a length, $2L = 20$ mm, width, $2W = 9.6$ mm and a stacking sequence $[0/90/0/90]$, see figure 5.21a. Note that, the resulting laminate has three potential interfaces for delamination damage. This is done in order to analyze a laminate which is geometrically similar to the laminate of section 4.3 except having more interfaces. It should be noted, that the aim here is not to study scaling effects in laminates. The impact analysis is performed with two loading rates $r_p = 0.09$ MN/s and 0.3 MN/s. Matrix cracks are allowed to initiate with a minimum crack spacing of 0.5 mm. A fine mesh with an average element size of 0.15 mm is
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Figure 5.22 Damage development in a four-ply laminated plate subjected to loading rate $0.09\text{MN/s;}$
(a) $P = 135\text{ N, } t = 750\text{ µs}$, (b) $P = 259.2\text{ N, } t = 1440\text{ µs}$

used near the center of the plate, where damage is likely to grow. The finite element
model consists of 11615 elements with 11616 nodes, figure 5.21b.

Figure 5.22 shows the damage development by means of matrix cracking in the
plies and delamination damage at the interface for the case of $r_p = 0.09\text{ MN/s,}$ at
different times. As expected, damage initiates with a bending matrix crack in the
outermost ply. As time progresses the center matrix crack becomes traction free
and starts to open up upon bending resulting in a progressive delamination opening
in mixed mode, figure 5.23a. Delamination grows in the shape of a half peanut,
oriented along the fiber direction of the lowermost ply, ply-4. As time progresses,
matrix cracking also develops in inner ply-2. Two of the matrix cracks in the center of
ply-2 become traction free under combined bending and shear stresses. Additionally, growth of these matrix cracks results in substantial growth of delamination at the lower interface (interface-2, (90/0)) and small delamination at the upper interface (interface-1, (0/90)) of the cracked ply-2. Delamination grows in a pure shearing fracture mode at interface-2, figure 5.23a. These numerical results are consistent with experimental observations in [36, 37]. Note that initiation and growth of different matrix cracks and the selection of appropriate matrix crack to become open and become traction free, at different interfaces is done automatically by the present model as opposed to the use of interface elements in which the location of matrix cracks had to be defined a priori.

Figure 5.23b compares the load-displacement response for two loading rates. It can be observed, that for case \( r_p = 0.09 \) MN/s, load and displacement of the plate are in phase and the curve is smooth. On the other hand, for the case \( r_p = 0.3 \) MN/s, bumps appears in the load-displacement curve. Therefore, the cases \( r_p = 0.09 \) MN/s and 0.3 MN/s can be classified as low and intermediate loading rate cases, respectively, based on the classification defined in section 5.4.3. Moreover, it can be observed that the impact load is slightly larger for the case of intermediate loading rate compared to the case of low loading rate.

Figure 5.24 compares the energy dissipation during matrix cracking and delamination damage at two different loading rates. It can be observed from figure 5.24a, that the curves for the case of \( r_p = 0.3 \) MN/s shows a staircase response, which is again due to successive arrivals of compressive and tensile waves resulting in a non-smooth crack growth. Consequently, delamination at the interfaces also grows non-smoothly, figure 5.24b. Moreover, it can be observed from figure 5.24 that energy dissipation
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Increases with increasing loading rate. It can also be observed from the figures that the energy dissipated during delamination damage is approximately 10 times larger than the energy dissipated during matrix cracking. Moreover, most of the energy during delamination damage is dissipated at the inner interface (interface-2, (90/0)), at which delamination is growing in a pure shear fracture mode. This is not surprising, as observed during experiments [40, 91] and in section 5.4.2, cracks in fiber-reinforced composites propagate faster under shear and thus result in more damage and energy dissipation. The results here are clear evidence of this phenomenon; delamination at interface-2 propagates faster under shear than the mixed-mode delamination at interface-3. These observations are confirmed by figure 5.25, which shows the plot of the rate of energy dissipation during delamination damage at different interfaces.

It can be observed from figure 5.25, that the rate of energy dissipation during delamination damage at the interface-2, at a particular time is larger than the rate of energy dissipation at interface-3. Moreover, delamination damage at the inner interface, interface-2, starts earlier than at interface-3.

5.5 Conclusions

A time-dependent progressive failure model based on a solid-like shell element is presented to simulate fast crack growth in laminated composite plates. Special attention is focused on studying and understanding the effect of the loading rate on damage initiation, interaction between matrix cracking and delamination and evolution of damage in laminated composite plates. Moreover, numerical aspects of stability in implicit/explicit simulations of mesh-objective cracking are discussed.
Numerical results on mixed mode fracture in an isotropic plate show that incorporation of new degrees of freedom, during a simulation, does not influence the stability of the solution. The time continuity in velocity and stress/strain fields is ensured successfully. The proposed approach for cohesive cracks helps to stabilize the solution at the crack tip.

The validity of the model in simulating fast crack growth is assessed with numerical simulations of Mode-I and Mode-II crack propagation in a single-edge-notch unidirectional composite plate. Key features of dynamic crack growth in composite plates, under Mode-I and Mode-II, are captured and the numerical results were in good agreement with the experimental observations.

The performance of the presented model is further illustrated in an impact test on two- and four-cross-ply laminated plates. A full laminate analysis is performed including multiple cracking and extended delamination. The numerical model is able to simulate not only the key damage mechanisms and their interaction and evolution but is also able to simulate the sequence of damage mechanisms under impact. Promising results are obtained in which key characteristics of dynamic fracture in laminated composite plates such as fast crack growth, non-smooth damage growth, strong interaction between matrix cracking and delamination, differences in structural response and damage distribution with loading rate and rate effects on damage development are simulated successfully.

It is envisioned that the present numerical approach can be combined with numerical models for fiber failure and compressive failure to allow for complete damage analysis of composite laminated plates.
Chapter 6
Discontinuous thermo-mechanical computational model

A finite element approach to model thermo-mechanical cracking in fiber reinforced composites is proposed. A phantom-node method is used to allow for the modeling of discontinuities in the displacement, temperature and heat flux fields. This allows for modeling of adiabatic as well as isothermal cracks, propagating arbitrarily through the finite element mesh. The simultaneous modeling of heat transfer through an interface and heat generation during fracture is achieved by coupling the equation of motion to the energy equation, accounting for the effects of cohesive interfaces, friction, inertia and heat conduction. A mixed-mode cohesive interface law coupled with a constitutive law for contact friction between crack flanks is used for an accurate representation of interface phenomena. Numerical results are presented to demonstrate salient features of the model. The model is validated against analytical and experimental results.

6.1 Introduction

In many engineering applications, fiber-reinforced composite structures are often subjected to extreme loading conditions such as impact, thermal shock, thermal cycles etc. In the event of impact loading, the energy which is in excess of the energy required for the creation of new crack surfaces, is dissipated as heat. This may result in a substantial increase in local temperature near the crack tip region [28, 96, 126]. This internal heat generation process can significantly influence the mechanical response of the material. Furthermore, localized increase of temperature in the crack-tip region may affect the energy release rate of the crack and consequently, the crack propagation speed [28]. Numerical analysis of such a coupled multi-physics problem including crack growth, requires the use of efficient and reliable computational tools.

In this paper, a coupled thermo-mechanical finite element model is presented for the analysis of crack growth in fiber-reinforced composite plates subjected to impact. The objective of this paper is twofold. Firstly, to present a coupled thermo-mechanical model for mesh-independent cohesive crack growth in fiber-reinforced composites.
composites. Such a discontinuous approach has not been explored before for these materials. Secondly, to present an integrated numerical model based on the phantom node method for combined modeling of mesh-independent adiabatic as well as isothermal cracking. This allows simultaneous modeling of heat transfer through an interface and heat generation during fracture at the interface.

The presence of matrix and/or delamination cracks in fiber-reinforced composites results in a discontinuity in the displacement field. In case of thermo-mechanical problems, the presence of a crack also results in a discontinuity in the thermal field (temperature field in case of adiabatic cracks and heat flux field in case of isothermal cracks) and hinder the flow of heat. Such a problem can be efficiently addressed, if the kinematics, momentum and energy balance equations carefully take the discontinuity in the mechanical and thermal fields into account, [57].

Discontinuities in the displacement and/or temperature fields across the crack surfaces are most often modeled by means of interface elements, [62, 166]. However, these methods require the finite element mesh to be aligned with the crack geometry. Consequently, cracks can only grow along predefined boundaries and the locations of the cracks have to be known in advance. One of the preferred computational paradigms to model mesh-independent cracking within the framework of finite element method, is the Partition-of-Unity (PoU) approach [103, 106, 107, 159]. Even though, this method has been employed for modeling mesh-independent cracking in laminated composites subjected to mechanical loads, e.g. [5, 125, 152], it has not been explored for modeling coupled thermo-mechanical problems in fiber-reinforced laminated composites. This paper aims at filling this gap.

Another important feature of the presented finite element model is, that it provides a unified approach to model adiabatic and isothermal cracking in contrast to the work of [62], which deals with modeling of only adiabatic cracks. The model in [62] was only able to simulate heat transfer through an interface. [28] on the other hand, presented a thermally dissipative cohesive zone model to simulate only isothermal cracking, able to generate heat during dynamic fracture in amorphous polymers. In [49] a thermo-mechanical model based on the extended finite element method (XFEM) [107] was presented, for brittle fracture in isotropic materials. However, in [49] modeling of adiabatic and isothermal cracking required separate finite element treatment. In [51] a thermo-mechanical cohesive zone model for adiabatic/isothermal cracking was introduced. The numerical framework was based on a cohesive finite element model of citeWells2001. In order to simulate both isothermal and adiabatic cracking, an interface temperature relative to a fictitious crack surface was defined. In contrast to the work of [51], the notion of fictitious crack surface is not used in the present contribution. Instead all kinematics have been defined on real crack flanks (surfaces) and hence no assumptions have been made concerning the distribution of temperature and/or heat flux field within the cohesive zone. This gives a more
6.2 Thermo-mechanical discrete damage model

In this section, the basic kinematic and equilibrium equations concerning thermo-mechanical modeling of cracked fiber-reinforced polymer (FRP) composites are described.

6.2.1 Weak form of balance of linear momentum

Consider a body with domain $\Omega$ crossed by an internal boundary (crack), $\Gamma_{c}$, with unit normal $n_{c}$, figure 6.1. External tractions, $t$ are applied at the boundary $\Gamma_{t}$ whereas displacements are imposed at boundary $\Gamma_{u}$. Assuming small strains and displacements, and ignoring the integrands for brevity, the balance of linear momen-

![Figure 6.1](image_url)
Chapter 6 Discontinuous thermo-mechanical computational model

Figure 6.2 One dimensional representations of displacement, temperature, strain and heat flux fields; (a) Discontinuous displacement at the crack and continuous strain field across the crack surface, (b) Discontinuous temperature at the crack and continuous heat flux field across the crack surface (adiabatic crack), and (c) Discontinuous heat flux field at the crack surface (isothermal crack)

The presence of a crack in a body results in a discontinuity in the displacement field across the crack. Consequently, due to a jump in the displacement field, the proper strain field cannot be defined at the crack, figure 6.2a. Partition-of-unity based methods [107, 159] allow for efficient modeling of propagating discontinuities, such as cracks, through the finite element mesh. The crack geometry not necessarily needs to be aligned with the element boundaries in a finite element mesh. To simulate mesh independent matrix cracking/splitting in individual plies of the laminate, the phantom node method, [106] is exploited. The idea is to replace the cracked element, with domain \( \Omega^\text{elem} \), with a pair of partially active overlapping elements with domains \( \Omega_A^\text{elem} \) and \( \Omega_B^\text{elem} \), respectively, such that \( \Omega^\text{elem} = \Omega_A^\text{elem} \cup \Omega_B^\text{elem} \). The superscript elem represents a particular element in a finite element mesh crossed by a discontinuity. The singularity in the stress field is removed due to the presence of cohesive tractions at the interface. Fracture is modeled as a gradual process with cohesive tractions at the crack surfaces.

\[
\int_{\Omega} (\nabla \cdot \sigma + \mathbf{b} - \rho \ddot{\mathbf{u}}) = 0
\]  

(6.1)
The displacement field $u$ of a cracked element is given as

$$u(x) = \begin{cases} u_A(x) & \forall x \in \Omega_A \\ u_B(x) & \forall x \in \Omega_B \end{cases}$$ (6.2)

The displacement jump $[u]$ over the crack is defined as the difference of the displacement fields of the two elements

$$[u](x) = u_A(x) - u_B(x) \quad \forall x \in \Gamma_c$$ (6.3)

At the crack, the continuity condition $t_{cA} = -t_{cB} = -t_c$ has to be satisfied. Moreover, under the assumption of small deformations at the interface, the unit normal at the interface can be uniquely defined as $n_{cA} = -n_{cB} = -n_c$.

By applying a standard Galerkin procedure to equation (6.1) and using the definition of displacement field, equation (6.2), the following weak form of the balance of linear momentum is obtained

$$\int_{\Omega_A} \rho \delta u_A \cdot \ddot{u}_A + \int_{\Omega_A} \delta \epsilon_A : \sigma_A + \int_{\Gamma_{cA}} \delta u_A \cdot t_c - \int_{\Gamma_{cA}} \delta u_A \cdot t = 0$$

$$\int_{\Omega_B} \rho \delta u_B \cdot \ddot{u}_B + \int_{\Omega_B} \delta \epsilon_B : \sigma_B + \int_{\Gamma_{cB}} -\delta u_B \cdot t_c - \int_{\Gamma_{cB}} \delta u_B \cdot t = 0$$ (6.4a)

$$\int_{\Omega_B} \rho \delta u_B \cdot \ddot{u}_B + \int_{\Omega_B} \delta \epsilon_B : \sigma_B + \int_{\Gamma_{cB}} -\delta u_B \cdot t_c - \int_{\Gamma_{cB}} \delta u_B \cdot t = 0$$ (6.4b)

### 6.2.2 Weak form of balance of energy

The energy balance for a material exhibiting plasticity is given as [28, 146, 169]

$$\int_{\Omega} \rho \dot{C}_p \theta - \int_{\Omega} \chi_b \sigma \cdot \dot{\epsilon}_p - \int_{\Omega} \rho s + \int_{\Omega} \nabla q = 0$$ (6.5)

in which $\theta$ is the temperature field. A superimposed dot denotes differentiation with respect to time. $C_p$ is the specific heat, $\chi_b$ is the fraction of plastic work converted to heat, $\dot{\epsilon}_p$ is the plastic strain rate due to fiber failure/shear nonlinear behavior, $\rho$ is the current density, $s$ is the heat power per unit mass and $q$ is the heat flux vector. The integrands are ignored for brevity. In the above equation, it is considered that the thermo-elastic contribution on the internal work is small and a major part of the plastic work, due to fiber failure and/or other failure mechanisms such as shear nonlinearity, is converted into heat.

The temperature field in a cracked element is defined similar to the displacement discontinuity [106], as

$$\theta(x) = \begin{cases} \theta_A(x) & \forall x \in \Omega_A \\ \theta_B(x) & \forall x \in \Omega_B \end{cases}$$ (6.6)
Note that, independent definitions of the temperature field on both sides of the crack allows to model a discontinuity in the temperature field across the crack surface. The temperature jump \([\theta]\) over the crack is defined as the difference of the temperature fields of the two elements
\[
[\theta](x) = \theta_A(x) - \theta_B(x) \quad \forall x \in \Gamma_c
\] (6.7)

After applying a weighted test function \(\delta \theta\) to equation (6.5), the weak form of energy equation takes the form
\[
\int_{\Omega} \delta \rho C_p \dot{\theta} - \int_{\Omega} \delta \theta (\chi_b \sigma \cdot \epsilon_p) - \int_{\Omega} \rho \delta \theta s + \int_{\Omega} \delta \theta \nabla q = 0
\] (6.8)

In particular, the divergence term in equation (6.8) can be expanded by means of integration by parts and applying the divergence theorem as
\[
\int_{\Omega} \delta \theta \nabla q = - \int_{\Omega} \nabla \delta \theta \cdot q + \int_{\Gamma_q} \delta \theta (n \cdot q) + \int_{\Gamma_{cA}} \delta \theta_A (n_{cA} \cdot q_A)
\]
\[
+ \int_{\Gamma_{cB}} \delta \theta_B (n_{cB} \cdot q_B)
\] (6.9a)

in which \(\Gamma_{cA}\) and \(\Gamma_{cB}\) are the crack surfaces corresponding to domains \(\Omega_A\) and \(\Omega_B\), respectively. \(Q\) is the external heat flux applied at boundary \(\Gamma_q\), \(Q_A\) and \(Q_B\) are the heat fluxes into the crack surface \(\Gamma_{cA}\) and \(\Gamma_{cB}\), respectively. Substituting equations (6.9) and (6.6) in equation (6.8) and then exploiting the additive property of integrals, equation (6.8) can be written as two independent energy balance equations for the domains \(\Omega_A\) and \(\Omega_B\) as
\[
\int_{\Omega_A} \delta \theta_A \rho C_p \dot{\theta}_A - \int_{\Omega_A} \delta \theta_A (\chi_b \sigma_A \cdot \epsilon_{p/A}) - \int_{\Omega_A} \nabla \delta \theta_A : q + \int_{\Gamma_{cA}} \delta \theta_A Q_A
\]
\[
- \int_{\Omega_A} \delta \theta_A s + \int_{\Gamma_{qA}} \delta \theta_A Q = 0 \quad (6.10a)
\]
\[
\int_{\Omega_B} \delta \theta_B \rho C_p \dot{\theta}_B - \int_{\Omega_B} \delta \theta_B (\chi_b \sigma_B \cdot \epsilon_{p/B}) - \int_{\Omega_B} \nabla \delta \theta_B : q + \int_{\Gamma_{cB}} \delta \theta_B Q_B
\]
\[
- \int_{\Omega_B} \delta \theta_B s + \int_{\Gamma_{qB}} \delta \theta_B Q = 0 \quad (6.10b)
\]

The definitions of interface heat fluxes \(Q_A\) and \(Q_B\), appearing in equation 6.10a and 6.10b, are given in the subsequent sections for adiabatic, isothermal and combined modeling of adiabatic-isothermal cracking.
6.2 Thermo-mechanical discrete damage model

Adiabatic crack

The case of an adiabatic crack in a material results in a discontinuous temperature and a continuous heat flux field across the crack surface, figure 6.2b. The continuity of heat flux at the crack surface is enforced by, [63]

\[ Q_A(x) = -Q_B(x) = Q_c(x) \quad \forall (x) \in \Gamma_c \] (6.11)

in which \( Q_c \) is the heat flux transferred through the interface and is defined as

\[ Q_c(x) = k_c [\theta](x) \quad \forall (x) \in \Gamma_c \] (6.12)

in which \( k_c \) is the interface conductance coefficient. The explicit expression for \( k_c \) depends upon the effect of crack bridging, damage at the interface, displacement jump, crack surface roughness etc. For more details, see for example [63]. Note that, the presented formulation for adiabatic cracking is similar to [63], however, the present formulation allows mesh-independent modeling of adiabatic cracking through a finite element mesh.

Isothermal crack

The case of isothermal cracking (isothermal across the crack) in a material results in a discontinuity in the heat flux field and not in the temperature field, figure 6.2c. As a result, the heat flux field on both sides of the discontinuity is not necessarily the same, i.e. \( Q_A \neq -Q_B \).

In order to take the heat generated due to the dissipative processes during fracture into account, the thermo-fracture heating term \( \int_\Omega \tilde{Q} \), can be added to the energy balance equation (6.5), following the work of [28]. The thermo-fracture heating \( \tilde{Q} \) is related to the rate of work done by the cohesive tractions, \( \dot{W} \), as

\[ \int_\Omega \tilde{Q} = \chi_c \int_\Omega \frac{\dot{W}}{h_c} \] (6.13)

in which \( \chi_c \) is the fraction of cohesive work converted into heat. \( \dot{W} \) is the rate of cohesive work given as

\[ \dot{W} = t \cdot [\dot{u}] \] (6.14)

and \( h_c \) is the thickness of the cohesive interface. The parameter \( h_c \) appeared in equation (6.13), due to the fact that \( \dot{W} \) defines the rate of cohesive work per unit area. In the limit of a zero thickness interface, such that \( h_c \to 0 \), the volume integral on the right hand side of equation (6.13) is converted into an area integral over the cohesive surface (see appendix D).
Consequently, equation (6.13) takes the form
\[ \int_{\Omega} \tilde{Q} = \chi_c \int_{\Gamma_c} \dot{\gamma} \] (6.15)

Substituting equation (6.14) in equation (6.15), yields
\[ \int_{\Omega} \tilde{Q} = \chi_c \int_{\Gamma_c} t \cdot [\dot{u}] \] (6.16a)
\[ = \chi_c \left( \int_{\Gamma^A_c} t \cdot \dot{u}_A - \int_{\Gamma^B_c} t \cdot \dot{u}_B \right) \] (6.16b)
\[ = \chi_c \left( \int_{\Gamma^A_c} \tilde{Q}_A + \int_{\Gamma^B_c} \tilde{Q}_B \right) \] (6.16c)

Consequently, heat fluxes \( Q_A \) and \( Q_B \) in equations 6.10a and 6.10b, can be defined for isothermal cracking as
\[ Q_A(x) = -\tilde{Q}_A(x) \] (6.17a)
\[ Q_B(x) = -\tilde{Q}_B(x) \] (6.17b)

Note that the above equation also allows for an unsymmetric distribution of heat fluxes to the crack interface.

**Adiabatic-isothermal crack**

In order to simulate both adiabatic as well as isothermal cracking phenomena in a material, the heat flux on both sides of the discontinuity is defined as
\[ Q_A(x) = Q_c(x) - \tilde{Q}_A(x) \quad \forall x \in \Gamma_{c_A} \] (6.18a)
\[ Q_B(x) = -Q_c(x) - \tilde{Q}_B(x) \quad \forall x \in \Gamma_{c_B} \] (6.18b)

This allows for the simultaneous modeling of heat transfer through the interface and heat generation during fracture at the interface.

### 6.3 Constitutive relations

#### 6.3.1 Bulk constitutive laws

The bulk material response is considered to be orthotropic, linear elastic. The stress-strain relation is given as
\[ \sigma = C : (\epsilon - \epsilon_\theta) \] (6.19)
6.3 Constitutive relations

in which \( C \) is the fourth-order material tangent stiffness tensor according to

\[
[C]^{-1} = \begin{bmatrix}
\frac{1}{E_1} & \frac{-\nu_{12}}{E_2} & \frac{-\nu_{13}}{E_3} & 0 & 0 & 0 \\
\frac{-\nu_{12}}{E_1} & \frac{1}{E_2} & \frac{-\nu_{23}}{E_3} & 0 & 0 & 0 \\
\frac{-\nu_{13}}{E_1} & \frac{-\nu_{23}}{E_2} & \frac{1}{E_3} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{G_{12}} - \frac{\nu_{12}}{E_1} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{G_{13}} - \frac{\nu_{13}}{E_1} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{G_{23}} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{G_{12}} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{G_{13}}
\end{bmatrix}
\]

in which \( C \) is the matrix form of tensor \( C \), obtained using Voigt notation. The subscripts 1, 2 and 3 denote the orthogonal axes of the principal material coordinate system. \( \epsilon_\theta \) is the thermal strain tensor and is considered to be purely volumetric. The thermal strain tensor in Voigt notation is given as

\[
\{\epsilon_\theta\} = \{\alpha_1 \theta, \alpha_2 \theta, \alpha_3 \theta, 0, 0, 0\}^T
\]

in which \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) are linear coefficients of thermal expansion in material principle directions. In principle, any constitutive law can be used, but in the present contribution a rate-independent, linear elastic behavior is assumed.

The constitutive assumption for heat conduction is given by Fourier’s law as

\[
\mathbf{q} = -k \nabla \theta
\]

in which matrix \( k \) is the conductivity matrix given as

\[
[k] = \text{diag}(k_1, k_2, k_3)
\]

and \( k_1, k_2 \) and \( k_3 \) are the thermal conductivities in material principle directions.

6.3.2 Cohesive constitutive law

A mixed-mode, bi-linear cohesive constitutive law, [148], is used to model cohesive cracking. Mode-mixity is taken into account through a phenomenological mode-mixity criterion proposed by [26]. In order to take the friction between the crack flanks into account, a coulomb friction model is also included in the cohesive zone, following the work of [12]. The method is based on the hypothesis that, at mesomechanical level, a representative elementary area, \( \text{dA} \), of the interface can be partitioned into an undamaged \( (\text{dA}_{ul} = (1 - \omega)\text{dA}) \) and damaged part \( (\text{dA}_d = \omega\text{dA}) \). \( \omega \) is a damage variable varying from 0, undamaged to 1, fully damaged state. The mathematical form of damage variable can be found in [148]. The damage variable depends on three material parameters, i.e. mode-I fracture toughness \( G_{IC} \), mode-II fracture toughness \( G_{IIc} \) and a mode-interaction parameter \( \eta \) [26]. The material parameter \( \eta \) takes into account the dependence of fracture toughness on mode ratio, which can be obtained by a curve fitting (fracture toughness \( G_c \) Vs mode ratio
Figure 6.3 Molecular chain alignment and creation of small voids between fibrils ahead of crack tip

plot) of a set of experimental data. Cohesive tractions at the interface are defined according to [12], as

\[ t = (1 - \omega) t_o + \omega t_f \]  

(6.24)

where \( t_o \) is the mixed-mode material strength defined in [148] and \( t_f \) is the traction due to cohesive friction, defined in [12]. For more details on the cohesive interface law formulation, see [12, 148].

Note that, cohesive tractions, \((1 - \omega) t_o\), taking into account the effect of fiber-bridging, craze formation and breakdown are related to the undamaged part of the interface whereas the cohesive tractions, \(\omega t_f\), due to frictional sliding between surfaces of micro-voids/cracks or fully developed crack flanks are related to the damaged part of the interface.

**Remark 1.** The thermo-fracture heating term, \( \tilde{Q}(t, \dot{\mathbf{u}}) \), encompasses heat generated during craze formation and breakdown, molecular chain alignment and frictional sliding between damaged interfaces, figure 6.3. As \( \tilde{Q} \) is a function of cohesive tractions and following the discussion of section 6.3.2, a more detailed physical meaning can be given by partitioning it into \( \tilde{Q}_{el} \) and \( \tilde{Q}_{d} \), such that

\[ \tilde{Q} = \tilde{Q}_{el} + \tilde{Q}_{d} \]  

(6.25)

in which \( \tilde{Q}_{el} \) is the heat generated due to craze formation and breakdown, which includes molecular chain alignment ahead of the crack tip as the craze fibrils form, stretch and eventually fail, [85]. \( \tilde{Q}_{d} \) is the heat generated in the fully damaged part of the interface during frictional sliding between micro-voids/cracks and fully developed cracks.

**Remark 2.** In equation (6.16a), a single parameter \( \chi_c \) is used to describe the fraction of total cohesive work converted into heat. However, based on the
6.4 Finite element formulation

In this section a coupled thermo-mechanical finite element formulation is briefly presented. The domain Ω is discretized into \( n_e \) isoparametric elements such that

\[
\Omega = \bigcup_{elem=1}^{n_e} \Omega^{elem},
\]

in which \( \bigcup \) symbolizes the assembly operator. Each node \( i \) of the finite element is associated with displacement degrees of freedom (\( u \)) and a temperature degree of freedom (\( \theta \)).

In order to model the adiabatic/isothermal crack using the phantom node method, the cracked element is replaced with two partially active overlapping elements, namely A and B, with the addition of phantom nodes \( i' \), figure 6.4. Accordingly, phantom degrees of freedom are added corresponding to displacement as well as thermal degrees of freedom. Note that, if phantom degrees of freedom are added corresponding to only displacement degrees of freedom, it will result in a discontinuity in the displacement field and the thermal field will remain unaltered, i.e. thermal field remains continuous across the crack similar to uncracked elements. The displacement field \( u \), the temperature field \( \theta \), their time derivatives and admissible...
variations are approximated by isoparametric shape functions as

\[ \mathbf{u}_e(x) = \mathbf{N}(x) \mathbf{\hat{u}}_e, \quad \mathbf{\ddot{u}}_e(x) = \mathbf{N}(x) \mathbf{\dddot{u}}_e \]  

(6.27a)

\[ \delta \mathbf{u}_e(x) = \mathbf{N}(x) \delta \mathbf{\hat{u}}_e, \quad \delta \mathbf{\ddot{u}}_e(x) = \mathbf{N}(x) \delta \mathbf{\dddot{u}}_e \]  

(6.27b)

\[ \theta_e(x) = \mathbf{N}^\theta(x) \mathbf{\hat{\theta}}_e, \quad \dot{\theta}_e(x) = \mathbf{N}^\theta(x) \mathbf{\dot{\theta}}_e \]  

(6.27c)

\[ \delta \theta_e(x) = \mathbf{N}^\theta(x) \delta \mathbf{\hat{\theta}}_e, \quad \delta \dot{\theta}_e(x) = \mathbf{N}^\theta(x) \delta \mathbf{\dot{\theta}}_e \]  

(6.27d)

in which \( \mathbf{N} \) and \( \mathbf{N}^\theta \) are standard finite element matrices containing shape functions of polynomial order \( p \), \( \mathbf{\hat{u}} \) is a vector of nodal displacement degrees of freedom and \( \mathbf{\hat{\theta}} \) is a vector of nodal thermal degrees of freedom. Incorporating the discrete admissible variations, equation (6.27), into equations (6.4) and (6.10), the following discretized weak forms of balance of linear momentum and energy for an element \( \text{elem} \) cut by a crack are obtained

\[ \int_{\Omega_{\text{elem}}} \rho \mathbf{\hat{u}}^T \mathbf{N} \mathbf{\dddot{u}}_e + \int_{\Omega_{\text{elem}}} \mathbf{B}^T \mathbf{\sigma}_e + \int_{\Gamma_{\text{ce}}} \beta_e \mathbf{N}^T \mathbf{t}_e - \int_{\Gamma_{\text{te}}} \mathbf{N}^T \mathbf{t} \]

\[ - \int_{\Omega_{\text{elem}}} \mathbf{N}^T \mathbf{b} = 0 \]  

(6.28a)

\[ \int_{\Omega_{\text{elem}}} \rho C_p \mathbf{N}^\theta \mathbf{\hat{\theta}}_e + \int_{\Omega_{\text{elem}}} \mathbf{N}^\theta \mathbf{T} (\chi_b \mathbf{\sigma}_e \cdot \mathbf{\dot{e}}_{p/e}) - \int_{\Omega_{\text{elem}}} \mathbf{B}^\theta \mathbf{q} \]

\[ + \int_{\Gamma_{\text{ce}}} \mathbf{N}^\theta \mathbf{Q}_e - \int_{\Omega_{\text{elem}}} \mathbf{N}^\theta \rho s + \int_{\Gamma_{\text{te}}} \mathbf{N}^\theta \mathbf{Q} = 0 \]  

(6.28b)

in which \( \mathbf{B} \) and \( \mathbf{B}^\theta \) are the standard finite element displacement- and temperature-gradient interpolation matrices, respectively. \( \beta_e \) is defined as

\[ \beta_e = \begin{cases} 1 & \text{for } e = A \\ -1 & \text{for } e = B \end{cases} \]  

(6.29)

### 6.5 Numerical examples

In this section different numerical examples are presented to demonstrate the validity and salient features of the discontinuous thermo-mechanical model. First a simple uni-directional (UD) square plate is tested under thermal loading to demonstrate the performance of the model in simulating discontinuities in temperature and heat flux fields. Next, a cracked isotropic plate is analyzed to show the accuracy of the proposed model under thermo-mechanical conditions. The third example demonstrates the performance of the model in simulating heat generation under impact loading conditions.

To simulate mesh-independent cracking, a failure criterion is required to initiate and propagate the cracks. In order to ensure continuity of the response under mixed-mode loading conditions, the crack initiation criterion should match the damage
evolution. The failure criterion is defined according to [148], as
\[ \frac{\langle \sigma_n \rangle^2 + \sigma_s^2}{f_n^2 + (f_s^2 - f_n^2)\Pi^\eta} = 1 \] (6.30)
with
\[ \Pi = \frac{\sigma_s^2}{\sigma_s^2 + (\sigma_n)^2} \] (6.31)
in which \( f_n \) and \( f_s \) are the tensile and shearing interfacial strengths, respectively. \( \sigma_n \) and \( \sigma_s \) are the normal and shear components of bulk stress at the crack surface and \( \eta \) is a mode interaction parameter [26]. The operator \( \langle x \rangle = (x + |x|)/2 \) is used to nullify the influence of damage in normal direction in compression.

To initiate new crack segments in a virgin material, the failure criterion is evaluated at all integration points in the critical elements. If the failure criterion is violated in one of the integration points, a new crack segment is introduced in the center of the element in the direction of the fiber. In order to propagate an initially existing crack, the failure criterion is evaluated in the prospective crack element ahead of the existing cohesive crack tip. After the failure criterion is violated, the existing crack is extended in fiber direction.

In this contribution, two-dimensional four node bi-linear and three-dimensional eight node tri-linear elements are used. In order to avoid spurious stresses [119], the order of polynomial approximation for thermal strains should be lower than that of the mechanical strains. Therefore, for a linear element thermal strains are computed from a constant thermal field at the element centroid.

The equilibrium equations are solved in a fully coupled manner. The Newton-Raphson method is used to solve the non-linear coupled equations, equation (6.28). The equations are solved iteratively until residual force norm is less than a tolerance value. The convergence tolerance is taken to be 1.0E-4. Integration in the time domain is performed using the Newmark average acceleration method.

### 6.5.1 Adiabatic/isothermal cracking in UD plate

In order to show the performance of the discontinuous thermo-mechanical model in simulating mesh-objective adiabatic/isothermal cracking, thermal analysis on an edge-cracked square unidirectional (UD) plate is performed. Several cases are considered with various crack geometries, fiber-orientations and thermal boundary conditions. The plate is modeled with orthotropic material properties with \( E_1 = 25E4\text{MPa}, E_2 = E_3 = 1E4\text{MPa}, G_{12} = 12.5E4\text{MPa}, \nu_{12} = 0.25, \nu_{23} = 0.25, k_1 = 1.65E-4\text{W/(mC)}, k_2 = k_3 = 2.46E-6\text{W/(mC)}, \alpha_1 = -0.3E-6\text{C}^{-1}, \alpha_2 = \alpha_3 = 30E-6\text{C}^{-1} \). The plate is discretized with a uniform finite element mesh of 51x51x1 eight-node solid elements. The thickness of the plate is 10mm. In-plane geometry
and boundary conditions are described separately for each example below. Initial temperature of the plate is assumed to be 0°C.

Adiabatic crack in a UD plate – Model A

A unidirectional edge-cracked plate is analyzed to see the performance of the thermo-mechanical model. The aim here is to examine the accuracy of the model in predicting a thermal profile in the presence of a crack, crossing the finite elements arbitrarily. Model geometry and boundary conditions are shown in figure 6.5a. The fiber orientation is in the direction of the y-axis. The plate is subjected to a uniform temperature $\theta_o = -22^\circ$C on the top surface, while the temperature at the bottom surface is prescribed as 0°C. The crack is modeled as a traction free crack with
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(a) Model A  
(b) Model B  
(c) Model C  
(d) Model D

Figure 6.6 Temperature distribution (°C) in a laminae–adiabatic crack, thermal analysis; (a) Model A, (b) Model B, (c) Model C and (d) Model D

Since the crack has no influence on the response for this particular case, the exact solution for the temperature distribution is given by $\theta = \frac{y}{100}\theta_o$. The numerical result in the form of the temperature distribution over the plate surface is presented in figure 6.6a. Figure 6.7a compares the temperature profile along the length of the crack at the two crack faces. It can be observed from the figures 6.6a and 6.7a that the temperature field is indeed unaffected by the crack and the thermal field is predicted accurately.

**Adiabatic crack in a UD plate – Model B**

The purpose of this example is to show the behavior of the model in simulating a discontinuity in the temperature field. Model geometry and boundary conditions are shown in figure 6.5b. An initial traction free crack is present in the direction of fiber orientation.

To simulate adiabatic cracking the plate is subjected to a uniform temperature $\theta_o = 22^\circ C$ on the right edge and the temperature at the left edge is 0°C, figure 6.6b. Note that the fiber direction is parallel to the edge at which thermal boundary
conditions are applied. Figure 6.6b shows the thermal field over the plate. Figure 6.7b shows the temperature profile along the two faces of the crack. It can be observed from the results that a discontinuity in the thermal field is present across the crack surface and the two faces of the crack have different temperatures. This shows that the discontinuity in the temperature field is properly modeled. However, the difference in temperature field on both sides of the crack is not significant, even though, the crack faces are insulated and no heat transfer takes place through the crack. This is due to a high thermal conductivity of the material in fiber direction. As a result the heat quickly conducts through the uncracked area above the crack tip, to the other side of the crack.
Adiabatic crack in a UD plate – Model C

Model C is similar to Model B, however, the fiber direction is now parallel to the $x$-axis, figure 6.5c. Figure 6.6c shows the distribution of thermal field over the plate and figure 6.7c shows the temperature distribution on the two faces of the crack along the crack line. It can be observed from figure 6.7c that the discontinuity in the temperature field is properly modeled and the temperature on the left side of the crack is nearly zero.

Models B and C clearly show the effect of anisotropic thermal conductance in a cracked body. It can be concluded that since matrix cracks run parallel to the fiber direction, the discontinuity in the thermal field will not be significant and heat transfer to the other side of the crack will take place through the uncracked portion of the body. It is also noted, that in Model C, a crack/notch was introduced which was not parallel to the fiber direction. This example was specifically designed to show the effects of anisotropic thermal conductance on a thermal field in a cracked body. In the remainder of the article, cracks are only allowed to initiate and propagate parallel to the fiber direction.

Adiabatic crack in a UD plate – Model D

To show the capability of the model for inclined cracks, a unidirectional plate with an inclined crack is considered. The geometry and boundary conditions are shown in figure 6.5d. The fiber direction is at an angle of 105° with the $x$-axis. Finite element mesh and crack geometry are not aligned in this example, which is properly accounted for in the phantom node method. The crack is modeled as a traction free crack with thermal insulation. Figure 6.6d shows the thermal field over the cracked plate. Figure 6.7d shows the temperature distribution on the two faces of the crack. It can be observed from the analysis results that the discontinuity is properly modeled even for the case of an inclined crack arbitrarily aligned with the finite element mesh. However, as was observed in the case of Model B, the difference of the thermal field on both sides of the crack is not significant due to thermal conductance from the uncracked domain of the plate to the other side of the crack. Again, this effect is due to a high thermal conductivity in fiber direction.

Isothermal crack in a UD plate

A square unidirectional edge cracked plate is considered to simulate isothermal cracking. The model geometry and boundary conditions are shown in figure 6.8a. The fiber orientation is parallel to the $y$-axis. To simulate isothermal cracking, a rate of interface dissipation ($t \cdot ||\dot{\mathbf{u}}||$) is given as input in this example. However, it is noted that in real simulations this is not the true input but will be computed from the
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Figure 6.8 Isothermal cracking in a unidirectional laminae; (a) geometry and boundary conditions of the cracked plate (All dimensions in mm) and (b) temperature distribution (°C) in a laminae

mechanical part of the equilibrium equations. In this example a constant rate of dissipation (2.0E-5 N mm$^{-1}$ s$^{-1}$) is prescribed along the crack surface. The parameter $\chi_c$ is assumed to be unity in this example. The crack is modeled as a traction free crack without thermal insulation.

Figure 6.8b shows the analysis result by means of the temperature distribution. The temperature distribution on the two faces of the crack is shown in figure 6.9. It is evident from figures 6.8b and 6.9, that the discontinuous thermo-mechanical model is also able to simulate a weak discontinuity in the temperature field, cf. figure 6.2c.

Mesh size effect

A mesh refinement study is performed in order to investigate the mesh size effect on modeling adiabatic-isothermal cracks, arbitrarily aligned in the finite element mesh. The UD square plate is discretized into four different meshes, namely Mesh1, Mesh2, Mesh3 and Mesh4, which consist of uniform finite element meshes of 11x11x1, 31x31x1, 51x51x1 and 71x71x1 eight node solid elements, respectively.

Figures 6.10a and 6.10b show mesh sensitivity results in the form of temperature profiles along the crack surface corresponding to the analysis case adiabatic crack (Model-B) and isothermal crack, respectively. It is evident from the figures that the numerical results converge to a unique solution upon mesh refinement.
6.5 Numerical examples

6.5.2 Thermo-mechanical analysis of a notch plate

To examine the accuracy of the model, a thermo-mechanical crack analysis is performed. An edge cracked strip is subjected to a uniform temperature $\pm \theta_o$ on left and right edges. This results in a linear variation of the thermal field through the width of the strip such that the temperature at the crack tip is zero. The geometry and boundary conditions of the edge cracked strip are shown in figure 6.11a. The length (L) and width (W) of the specimen is 2mm and 0.5mm, respectively. The plate is considered to be made of alumina with a Young’s Modulus, $E = 200\, \text{GPa}$,
Figure 6.11 Edge cracked strip subjected to thermal load (a) plate geometry and boundary conditions (b) domains for computing J-integral

Poisson ratio, $\nu = 0.25$, coefficient of thermal expansion, $\alpha = 8.6 \times 10^{-6} / ^\circ\text{C}$ and thermal conductance, $k = 30 \text{ W}/(\text{m} \cdot \text{K})$. A fine mesh with a minimum element size of 0.0064 mm is used around the crack-tip zone, in order to accurately capture the near-tip stress field.

Two analyses are performed. First, a thermo-mechanical crack analysis is performed by subjecting the strip to a thermal field. This analysis case will be referred to as analysis case I. The crack faces are considered to be traction free in analysis case I. Second, a mechanical analysis is performed on a cracked strip by applying tractions at the crack interface, to assess the accuracy of the model for modeling cohesive cracks. This analysis case will be referred to as analysis case II. In order to make a direct comparison of analysis case I with the results of analysis case II, a thermo-mechanical analysis of an uncracked strip is performed to obtain the magnitude and direction of cohesive tractions for case II, following [134, 160]. The tractions obtained at the prospective crack surfaces, after a thermo-mechanical analysis of an uncracked strip, are applied to the crack surfaces of the cracked strip in the analysis case II with opposite directions. The accuracy of the numerical results is judged by computing the stress intensity factor $K_I$ at the crack tip. Stress intensity factors are
6.5 Numerical examples

Table 6.1  Normalized stress intensity factors

<table>
<thead>
<tr>
<th>Domain</th>
<th>thermal loading</th>
<th>crack face traction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4913</td>
<td>0.4944</td>
</tr>
<tr>
<td>2</td>
<td>0.4900</td>
<td>0.4962</td>
</tr>
<tr>
<td>3</td>
<td>0.4939</td>
<td>0.4906</td>
</tr>
<tr>
<td>4</td>
<td>0.5099</td>
<td>0.4948</td>
</tr>
<tr>
<td>5</td>
<td>0.5141</td>
<td>0.4835</td>
</tr>
<tr>
<td>Average</td>
<td>0.4998</td>
<td>0.4919</td>
</tr>
<tr>
<td>Average[Shih 1986]</td>
<td>0.4857</td>
<td>0.4951</td>
</tr>
<tr>
<td>Average[Wilson 1979]</td>
<td>0.5035</td>
<td>0.5043</td>
</tr>
</tbody>
</table>

computed by $K_I = \sqrt{JE/(1 - \nu^2)}$, in which $J$ is energy release rate computed using the $J$-integral [134], as

$$J = \int_{\Omega} \left[ (\sigma_{ij} u_j,1 - W \delta_{1i}) q_1 \right]_{,i} d\Omega + \int_{\Gamma_c} t_i \llbracket [u]_{,1} \rrbracket_{,i} q_1 d\Gamma \quad (6.32)$$

in which $W$ is the strain energy density and $q$ is a smooth function over the domain of integration for the $J$-integral. The $J$-integral is computed on five different domains bounded by the circles shown in figure 6.11b. Plane-strain conditions are assumed for the analyses. The values of $K_I$ are normalized by $E\alpha \theta_o \sqrt{\pi (W/2)/(1 - \nu)}$. The normalized stress intensity factors in comparison with reference solutions, [134, 160], are given in table 6.1. The results of the present analyses are in good agreement with the reference solution, for both thermo-mechanical and mechanical analyses cases. Figure 6.12a shows the temperature distribution over a zoomed-in region near the crack. A linear distribution of temperature across the width of the plate is clearly visible. Figure 6.12b shows the distribution of thermal strain near the cracked zone and figure 6.12c shows the distribution of stress $\sigma_{yy}$ with peak values near the crack tip. It should be noted, that a more accurate description of the crack-tip field can be obtained using crack-tip enrichment functions [107]. However, this contribution deals with modeling of cohesive cracks, in which case the stress singularity is removed due to the presence of cohesive tractions at the crack surface [159].

6.5.3 Dynamic fracture in a single edge notch composite plate

Dynamic crack propagation in a unidirectional (UD), fiber-reinforced composite plate subjected to high rate shear loading is analyzed. In the experimental study of [40], an edge cracked UD composite plate was impacted, resulting in a shear-dominated propagating crack. It was observed that the crack which is constrained to move along the fiber direction of a ply, propagates intersonically and the speed
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Figure 6.12 Temperature and stress profile over a deformed mesh (zoom in to the crack zone); (a) temperature distribution (°C), (b) thermal strain, $\epsilon_\theta$, and (c) stress component $\sigma_{yy}$ (MPa)

Figure 6.13 Geometry and boundary conditions of a single edge notch composite plate (All dimensions in mm)

of the crack may reach the longitudinal wave speed of the material. Heat dissipation during intersonic crack growth near the cracked flanks was observed and was attributed to the non-uniform frictional contact between crack flanks, [126]. This example aims at numerically simulating heat dissipation during intersonic crack growth in a UD composite plate. Note that, in [40, 126] impact tests on single edge notch plates were performed with two different notch types, i.e. sharp and blunt notch. In this section, the notch is modeled as a blunt notch.

The geometry and boundary conditions of the specimen are shown in figure 6.13. Material properties used for the analyses are extracted from [165] and are given in table 6.2. Thermal material properties, for a typical graphite-epoxy composite, are
extracted from [45]. The plate is modeled with tri-linear solid elements. A fine mesh with an average element size, in the in-plane dimension, of 0.25mm is used along the prospective crack growth path. The finite element discretization is shown in figure 6.14. Note that, the finite element mesh is not aligned with the direction of the prospective crack growth path. In order to avoid rigid body modes, displacement components \(u_x, u_y\) and \(u_z\) are set to 0 at the top-left corner of the plate whereas displacement components \(u_y\) and \(u_z\) are set to 0 at the top-right corner of the plate.

The plate is impacted with a velocity \(V\) defined as

\[
V(t) = \begin{cases} 
V_1 t/t_r & \text{for } 0 \leq t < t_r, \\
V_1 & \text{for } t_r \leq t < t_p, \\
V_1(1 - (t - t_p)/t_s) & \text{for } t_p \leq t < (t_p + t_s), \\
0 & \text{for } t \geq (t_p + t_s),
\end{cases}
\]  

(6.33)

in which \(t_r\) is the rise time, \(t_p\) is the pulse time and \(t_s\) is the step down time. In the calculations \(t_r\) and \(t_s\) are taken to be 2\(\mu\)s, \(t_p\) is taken equal to 25.3\(\mu\)s and \(V_1\) is 28m/s.

The shear wave speed, \(C_s\) and longitudinal wave speed, \(C_l\) for the considered material is equal to 7500m/s and 1600m/s, respectively, [40]. The analysis is performed with a timestep of 0.01\(\mu\)s.

Figure 6.16 shows the crack tip position and speed of an intersonically propagating crack in comparison with the reference solution [40]. The numerical results are in
### Table 6.2 Material properties of the FRP composite plate

<table>
<thead>
<tr>
<th>Ply level properties</th>
<th>Interfacial properties</th>
<th>Thermal properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_{11}) (GPa)</td>
<td>(G_{1c}) (N/mm)</td>
<td>(k_1) (W/(mK))</td>
</tr>
<tr>
<td>80</td>
<td>0.474</td>
<td>42</td>
</tr>
<tr>
<td>(E_{22} = E_{33}) (GPa)</td>
<td>(G_{IIc}) (N/mm)</td>
<td>(k_2) (W/(mK))</td>
</tr>
<tr>
<td>8.9</td>
<td>0.344</td>
<td>15</td>
</tr>
<tr>
<td>(G_{12} = G_{13}) (GPa)</td>
<td>(f_n) (MPa)</td>
<td>(\alpha_1(10^{-6}/^\circ C))</td>
</tr>
<tr>
<td>3.6</td>
<td>35.8</td>
<td>0.1</td>
</tr>
<tr>
<td>(\nu_{12} = \nu_{13})</td>
<td>(f_s) (MPa)</td>
<td>(\alpha_2(10^{-6}/^\circ C))</td>
</tr>
<tr>
<td>0.25</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>(\nu_{23})</td>
<td>(\eta)</td>
<td>(C_p) (J/kg K)</td>
</tr>
<tr>
<td>0.43</td>
<td>1</td>
<td>1170</td>
</tr>
<tr>
<td>(\rho) (kg/m³)</td>
<td></td>
<td>(\mu_f) (friction coefficient [12])</td>
</tr>
<tr>
<td>1478</td>
<td></td>
<td>0.7</td>
</tr>
</tbody>
</table>

Good agreement with the reference solution. The crack accelerates and propagates at a velocity close to the longitudinal wave speed of the material, as was observed during experiments [40]. However, it can be observed that the crack tip speed history shows some oscillations. The oscillations in the velocity profile are due to imbalance of the cohesive tractions and the stresses in the bulk at the time of insertion of new crack segments. The problem can be circumvented by making the tractions in equilibrium with the stresses in the bulk at the time of insertion of new crack segments, [115].

Figure 6.15 shows the temperature profiles over an area ahead of the notch corresponding to different time steps. At time \(t = 6\mu s\), the shear crack is cohesive. The formation and growth of the cohesive crack resulted in localized heat generation along the length of the crack. At time \(t = 10\mu s\), the shear crack tip has passed the window plotted in figure 6.15, therefore, the energy dissipation in the form of heat is due to frictional contact and sliding of the crack flanks. The formation of “hot spots” (localized zones of high temperature) are visible. This is due to non-uniform frictional contact and sliding between crack flanks. This confirms the presence of experimentally observed hot spot formation ahead of the notch. As time progresses the magnitude as well as the shape of the hot spots vary with time. The numerically observed localized heating zones and the temperature profiles are qualitatively in good agreement with the experimental observations in [126]. Note that, the experimental results related to temperature profiles in [126] correspond to the case of a sharp notch.

**Effect of mesh size**

A mesh refinement study is performed in order to investigate the effect of mesh size on the plate response. Three different mesh discretizations are used for the analyses, namely Mesh-I, Mesh-II and Mesh-III. Average element sizes along the prospective crack growth path in Mesh-I, Mesh-II and Mesh-III are 0.25mm, 0.2mm and 0.15mm, respectively.

Figure 6.17 compares the crack tip position and speed for the three mesh discretizations. It can be observed that numerical results converge to a unique solution.
Figure 6.15 Temperature field (°C) ahead of a notch (notch tip is at 25 mm) due to fracture at different time instants.

upon mesh refinement. Moreover, it is observed from figure 6.17b that the crack tip speed shows more oscillations for the coarse mesh (Mesh-I) compared to the fine mesh (Mesh-III). Figure 6.18 compares energy dissipation due to cohesive cracking for different mesh discretizations. It is evident from the figure that the numerical results are objective with respect to the mesh size.
A parametric study is performed to study the influence of the thermo-fracture heating term on the response of the composite plate analyzed in section 6.5.3. The analysis is performed for three different cases. Case-I refers to the analysis case in which both parts of $\tilde{Q}$, i.e. $\tilde{Q}_{el}$ and $\tilde{Q}_{d}$ are taken into account. Case-II refers to the analysis case in which it is assumed that heat dissipation is only due to craze formation and breakdown ($\tilde{Q}_{el}$) and heating due to frictional contact ($\tilde{Q}_{d}$) is ignored. In Case-III, heat generation due to fracture is completely ignored, i.e. $\tilde{Q} = 0$.

Figures 6.19a and 6.19b compare the crack-tip position and speed of the crack for the three cases. It can be observed that the response in all three cases is almost
similar. However, at a closer look (cf. figures 6.20a, 6.20b and inset in figure 6.19b), it can be seen that the response of Case-I is slightly different from the other two cases. This suggests that *thermo-fracture* heating is primarily produced by frictional sliding and not by craze formation and breakdown. It is also evident from figure 6.20a, that failure for Case-I is delayed due to the presence of interface friction compared to the other two cases and at a given time the crack tip is behind the crack tip in analyses cases Case-II and Case-III. However, as time progresses, the crack tip in analysis Case-I overtakes the crack tip of the analyses Case-II and Case-III, figure 6.20b. This is due to thermal softening of the material, resulting in rapid crack growth. However, after time $t=15\mu s$ the crack tip in Case-I again is behind the crack tip
of the analyses Case-II and Case-III. This is due to minor friction and consequently minor heat generation near the crack tip zone away from the pre-notched region. These observations are also confirmed by the temperature field profiles (figure 6.15) in which heat generation took place near the notch region. This suggests that there is a strong interplay between interface friction and thermal softening and shows that thermally induced rate effects can be captured.

**Effect of friction coefficient**

To investigate the effect of the friction co-efficient ($\mu_f$) on dynamic crack propagation, the analysis is performed with three different values, $\mu_f = 0.5, 0.7$ and 0.9 (see [12] for description of the coulomb friction model). The analyses results in the form of crack-tip position and speed are given in figure 6.21. It can be observed from the crack-tip history, figure 6.21a, that an increase in friction coefficient results in delay in cohesionless crack initiation and propagation. Moreover, an increased friction coefficient also results in a more smooth crack growth, cf. 6.21b.

Figure 6.22 shows the temperature field ahead of the notch for different values of friction coefficient, at a particular time step. It can be observed, that the temperature increase with an increase of friction coefficient. Moreover, the position and shape of the temperature field ahead of the notch also varies with the change in friction coefficient. It can be concluded, that the spatial and temporal variations of temperature field, ahead of the notch, are affected by the inertia of the structure and contact friction between crack flanks.
6.6 Concluding remarks

A discontinuous, coupled thermo-mechanical model for cracking in fiber reinforced composite plates is presented. The model is able to simulate mesh-independent discontinuities in the displacement, temperature and heat flux fields under static and dynamic loading conditions. The discontinuity is incorporated using the phantom node method which allows for the crack being modeled at arbitrary location in the finite element mesh. The computational model allows for combined modeling of adiabatic and isothermal cracking. Consequently, simultaneous modeling of heat transfer through a cracked interface and heat generation at the interface during fracture is possible. A thermo-fracture heating term is proposed, which takes into account the heat generation due to craze formation and breakdown, molecular chain alignment and frictional contact between crack flanks. This is incorporated via a mixed-mode bi-linear cohesive zone model coupled with a constitutive law for contact friction. The presented numerical results show good agreement with existing analytical, numerical and experimental results.

A numerical study on a thermally loaded cracked unidirectional square plate shows that the computational model is able to simulate adiabatic as well as isothermal cracking arbitrarily aligned with the finite element mesh. It is also observed, that in partially cracked fiber reinforced composites, in which the crack is often aligned with the fiber orientation of the ply, the anisotropic nature of heat flow in these materials does not completely prevent the flow of heat from one side of the crack to the other side. This is true, even if the cracked surfaces are insulated. It is observed that this behavior is due to rapid heat conductance through the uncracked areas above the

Figure 6.21 Effect of friction coefficient on plate response; (a) crack tip position and (b) crack tip speed history
Figure 6.22 Temperature field (°C) ahead of a notch due to frictional contact between crack flanks at time, t = 18µs; (a) $\mu_f = 0.5$, (b) $\mu_f = 0.7$ and (c) $\mu_f = 0.9$
6.6 Concluding remarks

crack-tip to the other side of the crack.

Thermo-mechanical analysis of a cracked isotropic plate shows that the proposed model is able to accurately simulate the coupled thermo-mechanical response in the presence of a crack. Promising results are obtained and numerically computed thermal as well as mechanical fields are in good agreement with the reference solutions.

The performance of the model in simulating heat generation during dynamic crack growth in a fiber-reinforced composites is illustrated through an impact test on a single edge notch composite plate. The model successfully simulated fast crack growth along with the formation of hot spots during fracture in a FRP composite. Crack initiation time, crack-tip position and speed is observed to be affected by the thermal field. The spatial and temporal distribution of heat generation during fracture is observed to be dependent upon the dynamics of the structure and contact friction between crack flanks. Moreover, the magnitude of temperature, crack tip position and speed is observed to be affected by the coefficient of friction. Larger values of the friction coefficient result in delay in crack initiation. Moreover, the model is able to capture thermally induced rate effects.

It is envisioned that the present numerical approach can be combined with numerical models for fiber failure and shear nonlinear behavior to allow for a complete damage analysis of fiber-reinforced composites.
Chapter 7 Conclusions

An integrated computational framework for the modeling of failure in laminated composite plates/shells subjected to transverse quasi-static and dynamic loading has been developed. To arrive at an efficient and accurate computational model, state of the art numerical tools have been exploited and further developed. The performance and accuracy of the model as a whole and individual components of it have been illustrated through several numerical examples. The main conclusions of the thesis are:

- The discontinuous solid-like shell element (DSLS) provides an efficient means for modeling mesh-independent cohesive cracking in isotropic/orthotropic shells and plates and has the favourable properties of both a 2D shell and a 3D solid elements for numerical analysis of laminated composite plates/shells.

- The DSLS element is able to simulate material and geometrical nonlinearities.

- The DSLS element is coupled with a shell interface element to model progressive damage in laminated composite plates. Promising results are obtained and characteristic damage mechanisms of impact damage and their correct sequence are predicted.

- The effect of coupling between matrix cracking and delamination damage is carefully taken into account using an enriched shell interface model. If the interaction between matrix cracking and delamination is not modeled properly, it may result in incorrect predictions of fracture mode, energy dissipation and load capacity.

- The numerical results are insensitive to the crack spacing parameter. The objectivity of the analysis results, i.e. the global structural response, energy dissipation due to matrix cracking and delamination damage, with respect to crack spacing is ensured.

- Application of the DSLS element to simulate progressive damage in laminated composite plates subjected to rapidly applied loads reveals that the DSLS element can be used in dynamic applications without loss of accuracy. The proposed mass discretization schemes for implicit as well as explicit analysis using a solid-like shell element gives accurate and stable numerical results. Moreover, the mass corresponding to the internal degrees of freedom can be taken as zero in implicit simulations, using solid-like shell elements, without loss of accuracy.
The proposed mass scaling technique, for solid-like shell elements in laminate analysis, is useful which enables an increase of the critical timestep in explicit dynamic simulations.

Numerical instability due to insertion of new crack segments during fracture analysis, in mesh-independent crack modeling approaches (e.g. XFEM, phantom node method etc.), can be avoided if force equilibrium is enforced at the crack interface, at the time of insertion of new crack segment.

The rate dependent progressive failure model is able to simulate fast crack growth in laminated composites and rate effects on progressive damage evolution are captured.

Heat transfer through an interface and heat generation at the interface can be modeled using the unified computational approach. The proposed discontinuous, coupled thermo-mechanical model successfully simulate adiabatic-isothermal cracks propagating arbitrarily through the finite element mesh.

Mesh size objectivity of the individual models as well as the whole framework is ensured.

The thesis presented a comprehensive computational framework for modeling failure in fiber-reinforced composite laminates subjected to quasi-static and dynamic transverse loads, discussing in detail algorithmic and implementation aspects of the model. It is envisioned that the computational framework can be combined with a more realistic constitutive model, including a model for fiber failure, matrix non-linearity and rate dependence of the matrix material for a complete analysis of laminate failure.
Appendix A
Modeling cohesive cracking using XFEM – Computational anomalies*

The performance of partition-of-unity (PoU) based methods such as the general-  
eralized finite element method (GFEM), the extended finite element method  
(XFEM) or the phantom node method is studied for the simulation of cohesive  
cracking. The focus of investigation is on the performance of bi-linear quadrilat-  
eral finite elements using these methods. In particular, the approximation of the  
displacement jump field, representing cohesive cracks, by XFEM/GFEM and its  
effect on the overall behavior at element and structural level is investigated. A sin-  
gle element test is performed with two different integration schemes namely the  
Newton-Cotes/Lobatto and the Gauss integration scheme, for the cracked interface  
contribution. It was found that cohesive crack segments subjected to a non-uniform  
opening in un-structured meshes (or an inclined crack in a structured finite element  
mesh) results in an un-realistic crack opening. The reasons for such behavior and its  
effect on the response at element level are discussed. Furthermore, a mesh refinement  
study is performed to analyze the overall response of a cohesively cracked body in a  
finite element analysis.

A.1 Extended finite element method (XFEM) basics

In this section a brief introduction of the XFEM displacement approximation is  
presented followed by a discretized weak form of equilibrium equation, which will be  
used in the subsequent sections for the analysis of cohesively cracked bodies.

A.1.1 Kinematic relations

Partition-of-unity based methods such as the generalized finite element method  
(GFEM) [110], or the extended finite element method (XFEM) [24], explore the  
idea of enriching the displacement field of a cracked body. The displacement approx-  
imation is considered to be the sum of the standard finite element method (FEM)
polynomial displacement assumption \( u_{std} \) and an enriched displacement field \( u_{enr} \).

\[
u = u_{std} + u_{enr} \tag{A.1}
\]

For modeling cohesive cracking phenomena in a material, this is accomplished by [159]:

\[
u = \sum_{i \in I} \Psi_i \hat{u}_i + \sum_{j \in J} \Psi_j \mathcal{H}_{\Gamma_c} \hat{a}_j \tag{A.2}
\]

where \( \Psi_i \) are the smooth functions satisfying the property of partition of unity, i.e \( \sum_{i=1}^n \Psi_i = 1 \). \( \hat{u} \) and \( \hat{a} \) are the standard and additional degrees of freedom, respectively. \( I \) is a set of all nodes and \( J \) is a set of enriched nodes. \( \mathcal{H}_{\Gamma_c} \) is a Heaviside function at the crack surface, \( \Gamma_c \) (figure A.1), defined as

\[
\mathcal{H}_{\Gamma_c}(\mathbf{x}) := \begin{cases} 1 & \forall \mathbf{x} \in \Omega_B \\ 0 & \forall \mathbf{x} \in \Omega_A \end{cases}
\]

in which \( \mathbf{x} \) denotes the position of the material point in a body.

Using the above definition of Heaviside function \( \mathcal{H}_{\Gamma_c} \), \( u_{enr} \) in equation (A.1) defines the displacement jump, \( [\mathbf{u}] \) at the crack surface. Moreover, [145] showed that different partition of unity functions can be embedded into the approximation space. Hence, equation (A.2) generalizes to

\[
u = \sum_{i \in I} \Psi_i^p \hat{u}_i + \sum_{j \in J} \tilde{\Psi}_j^q \mathcal{H}_{\Gamma_c} \hat{a}_j \tag{A.3}
\]

in which \( \Psi^p \) and \( \tilde{\Psi}^q \) are the partition of unity functions of order \( p \) and \( q \), respectively. This opens the possibility of using different interpolation functions for the standard and enriched parts of the displacement field.

Within the finite element method (FEM) framework, since the standard FEM shape functions also possess the property of partition of unity, equation (A.2) can be written as (see [24, 159])

\[
u = \sum_{i \in I} N_i \hat{u}_i + \sum_{j \in J} N_j \mathcal{H}_{\Gamma_c} \hat{a}_j \tag{A.4}
\]

in which \( N_i \) and \( N_j \) are standard FEM shape functions. Note that both fields \( u_{std} \) and \( u_{enr} \) are approximated with the same interpolation functions.

### A.1.2 Weak form of equilibrium equation

Following standard methods, the weak form of the momentum balance equation for quasi-static analysis reads (see for instance [24, 159])

\[
\int_{\Omega \setminus \Gamma_c} \delta \mathbf{\varepsilon} : \mathbf{\sigma} + \int_{\Gamma_c} [\delta \mathbf{u}] \cdot \mathbf{t} - \int_{\Gamma_s} \delta \mathbf{u} \cdot \mathbf{t} - \int_{\Omega \setminus \Gamma_c} \delta \mathbf{u} \cdot \mathbf{b} = 0 \tag{A.5}
\]
where $\epsilon$ and $\sigma$ are small strain and Cauchy stress tensors, $t$ and $t_c$ are the traction vectors acting on the surface $\Gamma_t$ and $\Gamma_c$, respectively, $b$ are the body forces and $\delta \mathbf{u}$, $\llbracket \delta \mathbf{u} \rrbracket$ denotes variations in displacement and jump field.

Next, the phantom node method [58] is used, a variant of XFEM, where the element crossed by a discontinuity is replaced by two partially active elements with domains $\Omega^\text{elem}_A$ and $\Omega^\text{elem}_B$, respectively, such that $\Omega^\text{elem} = \Omega^\text{elem}_A \cup \Omega^\text{elem}_B$. The superscript elem represents a particular element in a finite element mesh crossed by a discontinuity. The displacement field of a cracked element can be represented as

$$\mathbf{u}(x) = \begin{cases} \mathbf{u}_A(x) & \forall x \in \Omega_A \\ \mathbf{u}_B(x) & \forall x \in \Omega_B \end{cases} \quad (A.6)$$

The displacement jump over the crack is defined as the difference of the displacement fields of the two elements

$$\llbracket \mathbf{u} \rrbracket(x) = \mathbf{u}_B(x) - \mathbf{u}_A(x) \quad \forall x \in \Gamma_c \quad (A.7)$$

The equivalence of degrees of freedoms $\hat{\mathbf{u}}_A$ and $\hat{\mathbf{u}}_B$ with the conventional XFEM degrees of freedom, equation (A.2), for the case when subtracted form of enrichment ($\mathcal{H} = \mathcal{H}_{\Gamma_c} - \mathcal{H}_{\Gamma_c}^j$, where $\mathcal{H}_{\Gamma_c}^j$ denotes the nodal value of $\mathcal{H}_{\Gamma_c}$) is used instead of $\mathcal{H}_{\Gamma_c}$, is given by [140]:

$$\hat{\mathbf{u}}_A = \begin{cases} \hat{\mathbf{u}}_i & \forall \mathbf{x}_i \in \Omega_A \\ \hat{\mathbf{u}}_i - \hat{a}_i & \forall \mathbf{x}_i \in \Omega_B \end{cases}, \quad \hat{\mathbf{u}}_B = \begin{cases} \hat{\mathbf{u}}_i + \hat{a}_i & \forall \mathbf{x}_i \in \Omega_A \\ \hat{\mathbf{u}}_i & \forall \mathbf{x}_i \in \Omega_B \end{cases} \quad (A.8)$$

Note that the nodal quantities are represented with a hat over the quantity.

When using the nodal additive property of integrals in combination with equation (A.6)
and taking $\delta u_A = 0$ and $\delta u_B = 0$, the following two variational statements are obtained

$$\int_{\Omega_A} \delta \epsilon_A : \sigma + \int_{\Gamma_c} - \delta u_A \cdot t_c - \int_{\Gamma_{t,A}} \delta u_A \cdot t - \int_{\Omega_A} \delta u_A \cdot b = 0 \quad (A.9a)$$

$$\int_{\Omega_B} \delta \epsilon_B : \sigma + \int_{\Gamma_c} \delta u_B \cdot t_c - \int_{\Gamma_{t,B}} \delta u_B \cdot t - \int_{\Omega_B} \delta u_B \cdot b = 0 \quad (A.9b)$$

Note that in case of traction free cracks, the term involving integration over the crack surface, $\Gamma_c$, vanishes and the two equations act independently i.e. there is no interaction between the two domains separated by the crack and hence the equations can be solved independently of each other. Additionally, the two variational statements thus obtained are similar to the standard variational forms for the uncracked domains, and therefore standard FEM procedures can be used for their solution. Importantly, the fields of the two domains will only interact when cohesive tractions are active on the cracked surface.

The discretized displacement field and its variations are given as

$$u_e = N\hat{u}_e, \quad \delta u_e = N\delta \hat{u}_e$$

$$\llbracket \hat{u} \rrbracket = N\llbracket \hat{\delta u} \rrbracket, \quad \llbracket \delta \hat{u} \rrbracket = N\llbracket \delta \hat{\delta u} \rrbracket$$

in which $e = A, B$ and $N$ is a standard shape function matrix for element $e$. The quantities $\llbracket \hat{u} \rrbracket$ and $\llbracket \delta \hat{u} \rrbracket$ are defined as

$$\llbracket \hat{u} \rrbracket = \hat{u}_B - \hat{u}_A \quad (A.11)$$

$$\llbracket \delta \hat{u} \rrbracket = \delta \hat{u}_B - \delta \hat{u}_A \quad (A.12)$$

Using equations (A.6), (A.9) and (A.10), the corresponding discretized form of equilibrium equation is obtained

$$\int_{\Omega_A} B^T \sigma + \int_{\Gamma_c} -N^T t_c - \int_{\Gamma_{t,A}} N^T t - \int_{\Omega_A} N^T b = 0 \quad (A.13a)$$

$$\int_{\Omega_B} B^T \sigma + \int_{\Gamma_c} N^T t_c - \int_{\Gamma_{t,B}} N^T t - \int_{\Omega_B} N^T b = 0 \quad (A.13b)$$

in which $B$ is the standard finite element matrix containing derivatives of shape functions for element $e$.

The remainder of the chapter is ordered as follows. In the next section the model problem is described and a finite element analysis based on discretized equation (A.13) is performed for a cohesively cracked body. To communicate the idea of anomalous behavior of cohesive cracking in a transparent way, elements completely cut by cohesive segments are considered. The aim of the analysis is to highlight (a) how the displacement jump field is approximated in PoU based methods?, especially
A.2 Model problem

To investigate the performance of PoU based methods for arbitrarily propagating cohesive cracks in a finite element mesh, a single element test is performed. In finite element simulations, especially using unstructured meshes, where PoU cracks cross the element arbitrarily, the crack segments in an element may not be parallel to the element edges. This situation is simulated by modeling an inclined crack in a square shaped quadrilateral element, such that it divides the element into two parts. The geometry of the element and crack is shown in figure A.2. The thickness of the element is 10mm. Since the displacement approximation of tri-linear solid elements is similar to bi-linear quadrilateral elements, except the presence of a third dimension, the analysis is performed only using quadrilateral elements for the sake of simplicity and to avoid repetition of results. However, the conclusions drawn afterwards are also valid for modeling three-dimensional cohesive cracks using tri-linear solid elements.

Plane stress conditions are assumed for the analysis. The bulk material is considered to be linear elastic with a Young’s modulus, $E = 40\text{GPa}$ and Poisson ratio, $\nu$ equals zero. An isotropic linear elastic cohesive constitutive law is assumed for the crack, which relates the interface tractions, $t_c$ and the displacement jump, $[u]$ through a tangent, \( C[u] = k_{el}I \). Where $k_{el} = 1.0E+05\text{N/mm}^3$ is the elastic interface
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Figure A.3  Integration schemes for the bulk and cohesive interface and different coordinate axes used for analysis; (a) Parent element local axes ($\xi$, $\eta$), crack local axes ($n_c$, $s$) and global axes ($x$, $y$), (b) Gauss integration scheme for cohesive interface, (c) NC/Lobatto integration scheme for cohesive interface, $\bullet$ Bulk integration point, $\otimes$ Cohesive integration point

stiffness and $I$ is 2x2 identity matrix.

A displacement controlled analysis is performed by subjecting the body to prescribed displacements at the right end, see figure A.2. Two different loading conditions are considered for the analysis, (1) Uniform prescribed displacements, $u_b = u_t$, to simulate uniform crack opening and (2) linearly varying prescribed displacements along the height of the bar, $u_b = 0$, to simulate non-uniform crack opening. The analysis was performed with a 4-node quadrilateral element. For the integration of the bulk material on both sides of the crack, Delaunay triangulation is used with three integration points per triangle. Two different integration schemes were used for the integration of cohesive stiffness, namely a Newton-Cotes/Lobatto and a Gauss integration scheme. The numerical integration schemes for the bulk and the cohesive zone along with the crack local axes, parent element axes and global axes are shown in figure A.3.

A.2.1 Analysis results and observations

Uniform crack opening

The uniform crack opening test was performed by subjecting the element to a prescribed displacement of $u_b = u_t = 1.0E-03$mm. The numerical results have been compared with the analytical solution, which yields a total load, $P = 398.6327$N at the loaded ends and a constant displacement jump along the length of the crack,
\[ [u]_x = 3.4182E-06 \text{mm}, \quad [u]_y = 0.0 \text{mm}. \]

Where \([u]_x\) and \([u]_y\) denote the \(x\) and \(y\) components of the displacement jump. The observations made during the analysis are as follows:

- The displacement jump is constant, as expected, along the length of the crack, when Gauss integration is used, figure A.4a.

- The displacement jump shows a curved variation along the length of the crack when Newton-Cotes/Lobatto integration scheme is used, figure A.4b.

It is noteworthy that this un-realistic opening of the crack is not because of the mapping of a discontinuity line from the reference element domain to the parent element domain as identified by [154]. Since, in our case the element is a perfect square, the straight discontinuity will be mapped to a parent element as a straight line. This is an additional source of error which resulted due to un-successful transformation of the displacement jump from integration points to the element nodes as rigid body motion, as will be explained in section A.3.

- By applying a slightly linearly varying displacement field, \(u_b = 0.9999u_t\), such that it can still be considered as uniform displacement field \((u_b \approx u_t)\), the displacement jump shows a curved behavior along the length of the crack also with a Gauss integration scheme, figure A.4a.

- The error in the approximation of the displacement jump field is more significant when Newton-Cotes/Lobatto integration is used as compared to the case when Gauss integration is used. This effect can be attributed to underintegration of the displacement jump field when nodal integration is used.

- The unrealistic opening of the interface in \(x\)-direction also resulted in an unrealistic displacement jump in \(y\)-direction, figure A.4c.

- The unrealistic opening of the interface also resulted in inaccurate straining of the element, figure A.5. The element experienced a non-uniform distribution of strains in \(x\)-direction, instead of constant strains, figure A.5a. In addition to this, the element also experienced straining in \(y\)-direction, instead of zero strains. More importantly, the order of magnitude of strain \(\epsilon_{yy}\) is the same as the strain \(\epsilon_{xx}\), figure A.5b.

Similar observations can be made for the case of a Gauss integration scheme with \(u_b = 0.9999u_t\). However the magnitude of unrealistic straining is small compared to a Newton-Cotes/Lobatto integration scheme, figure A.6. This follows from the small error in the approximation of displacement jump field, see figure A.4.
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Figure A.4 Variation of displacement jump along the crack ($[u](x) = N(x)[\hat{u}] \forall x \in \Gamma_c$) - Uniform crack opening; (a) Horizontal displacement jump $[u]_x$ when Gauss integration is used, (b) Horizontal displacement jump $[u]_x$ when NC/Lobatto integration is used, (c) Vertical displacement jump $[u]_y$ when NC/Lobatto integration is used.

- Figure A.7 shows the $x$-component of the tractions at a particular integration point on both sides of the discontinuity for increasing load levels. The negative sign of tractions shows that the $x$-component of traction is acting in opposite direction of global $x$-axis and in the direction of $x$-component of normal to the interface. It can be observed from figure A.7b that for the simple case of $u_b = u_t$, where the trial solution is supposed to be capable of representing linear functions and exact results can be obtained, traction continuity at the interface is also not properly enforced due to an error in the approximation of the displacement jump field. This error increases with increasing magnitude of tractions.
Non-uniform crack opening

In real simulations, cracks are subjected to non-uniform openings. To investigate the performance of the element for non-uniform openings, we consider the case where $u_b = 0$. Figure A.8 represents the $x$-component of the displacement jump for both integration schemes. The analysis results are qualitatively similar to the results obtained for uniform crack opening. The displacement jump showed a curved shape along the crack surface for both integration schemes. Furthermore, the error in the approximation of displacement jump field is larger when a nodal integration scheme is used as compared to Gauss integration.

A.3 Explanation of analysis results

- The standard finite element method is a node-based approximation method, where unknown variables are defined at the nodes. In addition to external
nodal forces, if a body contains external surface tractions and/or body forces, they are transferred to the nodes as equivalent nodal forces by the interpolation function of the element. The extended finite element method is a nodal enrichment method, where extra degrees of freedom are added at existing nodes to represent the displacement jump across the crack. The displacement jump is approximated as a function of additional nodal degrees of freedom, using element shape functions, equation (A.10). As a result the traction forces which are evaluated along the crack surface are transferred to the nodes as equivalent tractions \( \left( \int_{\Gamma_c} N^T t_c \right) \), similar to the external forces. This is schematically illustrated in figure A.9. Since the interpolation functions which compute the contribution of forces on a particular node are based on bi-linear element shape

**Figure A.7** Traction continuity at a particular integration point for increasing load levels - Uniform crack opening
A.3 Explanation of analysis results

Figure A.8  Variation of displacement jump along the crack ([u](x) = N(x)[\hat{u}] \forall x \in \Gamma_c) - Non-uniform crack opening

functions, a constant traction on an interface may result in un-equal nodal forces. As a consequence, it is possible that in such a situation, force equilibrium is satisfied, \( \sum F = 0 \) but the moment equilibrium is not, \( \sum M \neq 0 \). This results in an un-realistic moment couple and will cause rotation of the interface. Hence, the interface which should have experienced an opening only in the \( x \)-direction, such as in the model problem with uniform applied displacements at the ends, may also experience an un-realistic movement in the \( y \)-direction, see figure A.4c.

- Since the tractions at the interface are a function of the displacement field, the equilibrium equation is a nonlinear equation and is required to be solved with iterative methods like the Newton-Raphson method. This requires computation of tangent matrices. The above discretized equilibrium equation (eqn: (A.13)) reduces to a standard form

\[
(K_{e,Bulk} + K_{e,coh}) \hat{u} = f_{ext,e}
\]

(A.14)

where \( K_{e,Bulk} \) and \( K_{e,coh} \) are the element tangent stiffness matrices for the bulk and cohesive parts, respectively and \( f_{ext,e} \) is the equivalent external nodal forces for an element \( e \).

Since matrix \( K_{e,coh} \) is directly affected by the way the jump is transferred to the nodes and hence depends upon the chosen interpolation function for the variational jump field, it automatically contaminates the whole stiffness matrix and consequently will result in a wrong equilibrium and evaluation of un-realistic nodal displacements. As a result the internal force vectors, \( f_{int,Bulk} \) and \( f_{int,coh} \) are also affected. Furthermore, increasing the interface stiffness
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It is noteworthy that in the absence of cohesive terms, equation (A.13) simplifies to a standard equilibrium equation of a finite element method. Therefore for cohesionless cracks no un-realistic displacements will be observed and the displacement jump along the discontinuity will not represent the strange curved shape even when bi-linear element shape function for the approximation of the jump field are used.

- Due to the fact, that the error in the solution is coming from the cohesive terms of equation (A.13), increase or decrease in the magnitude of tractions will affect the accuracy of the solution accordingly.

- As a consequence of the development of an un-realistic moment couple, as explained above, un-realistic equivalent nodal jumps will be observed. Hence the nodes having a larger contribution of traction forces will have smaller displacements and vice versa. The interpolation of these nodal displacement
jumps will result in a bi-linear curved surface over an element, figure A.10. Indeed, it is this phenomenon that was observed earlier in figures A.4 and A.8.

- The bi-linear approximation of the displacement jump has another severe effect, i.e. as a consequence of bi-linear approximation the element experiences un-realistic straining. For a simple case of \( u_b = u_t \) with a nodal integration scheme, the strain field within an element should be constant. On the contrary, a linear variation of the strain field within the element due to un-realistic crack opening is observed. Indeed, the strains are function of the derivatives of the displacement field and since the displacement field is bi-linear, its derivatives will be linear, hence the strains will show a linear variation in such cases, figure A.11.

- For the case of uniform crack opening good numerical results were observed using a Gauss integration scheme. This is not surprising, since the displacement jump is approximated by the finite element shape functions as:

\[
[u](\mathbf{x}) = \sum_I N_I(\mathbf{x})[\hat{\mathbf{u}}_I] \quad \forall \mathbf{x} \in \Gamma_c \tag{A.15}
\]

For the case of uniform crack opening, a trivial solution of the above equation exist, when all nodes are rigidly displaced, i.e \( [\hat{\mathbf{u}}_I] = a_o \)

\[
[u] = \sum_I N_I a_o \tag{A.16}
\]

\[
[u] = a_o \quad \therefore \sum_I N_I = 1 \tag{A.17}
\]

**Figure A.10** Displacement jump field, \( N[\hat{\mathbf{u}}] \), over an element
hence, for the case of uniform crack opening, the displacement jump can be transmitted as a rigid body motion, to the nodes without causing straining in the element. However for the case of non-uniform crack opening, where both normal and tangential components of the displacement jump are present and if the crack local axes are not aligned with the element local axes, the bi-linear approximation of the displacement jump field will result in un-realistic opening of the crack and the transmission of the displacement jumps as rigid body motion from the integration point to the nodes is no more guaranteed. This also results in un-realistic straining of the element.

- From the analysis cases $u_b = 0.9999u_t$ and $u_b = 0$, it is observed that the problem of un-realistic crack opening persists regardless of the type of integration scheme used for the interface contribution. However, the error is magnified when a Newton-Cotes/Lobatto integration scheme is used as compared to a Gauss integration scheme due to underintegration. The influence of the choice of integration scheme for the cohesive interface on the numerical accuracy and efficiency can be found in [136].

- Moreover, it is observed that the problem of unrealistic straining of the element persists irrespective of the orientation of the crack. Figure A.12 shows the strain field over an element subjected to a uniform displacement at the right edge. However, no unrealistic straining is observed for the case when the local crack axis is aligned with the local element axis, see figures A.12a and A.12d.
For the sake of comparison, we analyze the same problem by explicitly modeling the crack using interface elements. An eight noded linear interface element was used to model the crack. In order to compare the results with a PoU analysis, we also used 2 integration points with Newton-Cotes/Lobatto and Gauss integration schemes for the interface elements. First a uniform crack opening analysis was performed. The numerically computed displacement jump along the crack surface and traction continuity for increasing load levels is shown in figure A.13. Noting that, the traction continuity plots using Gauss and Newton-Cotes/Lobatto integration schemes were exactly the same. For this reason only results using one of the integration schemes in figure A.13b have been presented. The numerically computed displacement jump across the crack surface and load $P_x$ at the loaded boundary is 3.4182E-06mm and 398.6327N, respectively. Thus, the analytical solution presented in section A.2 is accurately predicted using interface elements. Moreover, no un-realistic opening of the crack is observed, i.e neither the jump was observed to be curved along the interface nor a displacement jump in the $y$-direction was observed and consequently
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(a) Variation of displacement jump along the crack surface

(b) Traction continuity at a specific integration point

Figure A.13 Analysis results using interface elements, Uniform crack opening

Figure A.14 Variation of displacement jump along the crack surface, Non-uniform crack opening

all kinematic quantities at the interface were evaluated at the nodes defined on the interface in contrast to a PoU cohesive crack, where the kinematics at the interface are approximated using element nodal quantities. Moreover, the displacement jump in interface elements is approximated using the shape functions defined in the local coordinate system of crack or interface elements while in PoU based methods the jump is approximated using the bi-linear shape functions of the element. This has a serious effect regarding the performance of elements as was explained in the previous section.

For the sake of completeness the analysis was also performed with non-uniform prescribed displacements, $u_b = 0$. The displacement jump field along the crack sur-
A.5 Mesh refinement study

In order to investigate mesh sensitivity, the model problem is studied using different mesh discretizations. These are shown in figure A.17, where the position of a crack is shown by a thick line over the mesh. Meshes a-c represent structured meshes with different mesh refinement. Meshes d and e represent a discretization in which the elements crossed by a discontinuity are oriented such that the edges of the elements become parallel to the crack. Note that, orienting the elements in this way forces one of the local axes of the elements to be parallel to the local crack axis, figure A.18. Meshes f-h represents un-structured meshes with different mesh refinement near the crack.

The analysis results are compared with the reference solution and the accuracy of the numerical solution is judged by computing the relative error. The relative error in any quantity \( q \) is computed as,\[ \text{Error}_q = \frac{|q_{\text{num}} - q_{\text{reff}}|}{|q_{\text{reff}}|}. \] For the case of uniform crack face is shown in figure A.14. It can also be observed that the displacement jump at \( s = 1 \) is not zero when Newton-Cotes/Lobatto integration scheme is used in contrast to Gauss integration scheme. However, the effect of integration scheme on cohesive crack modeling is out of scope of this article and is not discussed here. Figure A.15b shows the strain field, \( \epsilon_{xx} \) over the mesh. The numerically computed end loads are \( P_x = 199.3188 \text{N} \) and \( P_y = 40.7658 \text{N} \).

Figure A.16 shows a comparison between the interface element and XFEM/GFEM analysis results for uniform crack opening using Newton-Cotes integration scheme for interface contribution, in a summarized form. The inaccuracy of the numerical results using XFEM/GFEM is evident from the figure.
opening the analytical solution of the model problem given in section A.2, is used as a reference solution while for the case of non-uniform crack opening the reference solution is obtained from an analysis using interface elements and a very fine mesh for the whole body, to model the in-plane bending of the element accurately.
A.5 Mesh refinement study

A.5.1 Uniform crack opening

Analysis results using Gauss integration yielded exact results for uniform crack opening, as was observed earlier (section A.2), hence only results obtained using nodal integration scheme are presented here. Figures A.19 and A.20 show a variation of displacement jump components along the crack for various meshes, computed at the integration points, in comparison with reference solution. It is evident from figures A.19a and A.20a that meshes d and e performed well in comparison to all other mesh configurations and their data points almost overlapped the data points of the reference solution. This is not a surprise, as aligning one of the local axes of the element with the local crack axis removed the source of error partially (partially because only one of the local axes of the element is aligned with one of the local crack axes, figure A.18). The bi-linear effect of element shape functions in computing equivalent
Appendix A Anomalous behavior of bi- and tri-linear elements in XFEM nodal jumps and tractions, was considerably reduced and the transmission of jumps to the nodes and hence their contribution to the total element displacements almost consists of rigid body motion.

![Figure A.18](image)

**Figure A.18** Zoom at the cracked element - Mesh d

On the other hand, mesh configurations b and c do not give correct approximations to the jump at the interface and show oscillations. One of the reasons is that different elements were cut in different configurations and hence different magnitudes of moment couples contributed to the total element displacements, which may also be sometimes positive and sometimes negative. However, refining the mesh did reduce the error. This is due to the fact that by decreasing the element size, the moment arm of the moment couple forces also decreased, consequently decreasing the magnitude of moment. This ultimately resulted in smaller un-realistic displacements and a closer approximation to the correct solution.

Figures A.19b and A.20b show the results of mesh configurations f, g and h. These mesh configurations also show a similar kind of behavior as was observed with meshes b and c. Thus, it can be concluded that mesh refinement does not solve the problem, however it may help to reduce the error. The observation is also confirmed by table A.1, which represents the relative error in the computed total load at the boundary, where prescribed displacements were applied.

### A.5.2 Non-uniform crack opening

A mesh refinement study is also performed with non-uniform prescribed displacements. First analysis results using Newton-Cotes/Lobatto integration scheme are considered. Figures A.21 and A.22 show the variation of displacement jump components along the length of the crack in comparison with the reference solution. Table A.1 gives the error in the computed numerical solution. Similar conclusions as in section A.5.1 can be also drawn here. The approximation of the displacement jump field shows oscillations, however with mesh refinement these oscillations reduce and a good approximation of the correct solution is obtained. A larger error in the $P_y$
Figure A.19 Analysis results using Newton-Cotes/Lobatto integration scheme; horizontal displacement jump $|u|^x$.

is due to the fact that the problem at hand involves in-plane bending and mesh refinement is only done near the cracked zone whereas for the reference solution with the interface element analysis, a refined mesh was used for the whole domain, which resulted in a more compliant response. However, this does not make any difference for the general conclusions drawn earlier regarding the error in the approximation of the displacement jump field and the resulting errors in the nodal forces and strain fields, which is subject and main focus of this contribution.

The same analysis is then performed using a Gauss integration scheme for the interface contribution. The analysis results are presented in table A.1 and figures A.23 and A.24. It can be observed that the PoU solution approaches the correct solution as the mesh near the crack becomes finer. Moreover, as was observed earlier,
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![Graphs showing analysis results using Newton-Cotes/Lobatto integration scheme; vertical displacement jump $[u]_y$](image)

**Figure A.20** Analysis results using Newton-Cotes/Lobatto integration scheme; vertical displacement jump $[u]_y$

the Gauss integration performed well as compared to the Newton-Cotes/Lobatto integration scheme.

### A.6 Conclusions

The main aim of this work was to assess the performance of a PoU based finite element for cohesive cracking. More importantly, the effect of using element shape functions for the approximation of the displacement jump field in a finite element analysis is studied. A single element test, modeled with a 4-node quadrilateral element, is used for analysis. The main conclusion of the chapter is that the use of bi-linear element shape functions of a quadrilateral element for the approximation
Table A.1 Error in numerical solution with mesh refinement

<table>
<thead>
<tr>
<th></th>
<th>Uniform crack opening</th>
<th>Non-Uniform crackopening</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\text{Error}_{P_x}$ NC</td>
<td>$\text{Error}_{P_y}$ NC</td>
</tr>
<tr>
<td>Mesh a</td>
<td>2.658E-01</td>
<td>3.608E-01</td>
</tr>
<tr>
<td>Mesh b</td>
<td>3.997E-02</td>
<td>4.001E-02</td>
</tr>
<tr>
<td>Mesh c</td>
<td>1.885E-02</td>
<td>1.936E-02</td>
</tr>
<tr>
<td>Mesh d</td>
<td>1.159E-04</td>
<td>1.268E-03</td>
</tr>
<tr>
<td>Mesh e</td>
<td>8.200E-05</td>
<td>1.191E-03</td>
</tr>
<tr>
<td>Mesh f</td>
<td>1.814E-02</td>
<td>1.905E-02</td>
</tr>
<tr>
<td>Mesh g</td>
<td>6.348E-03</td>
<td>7.710E-03</td>
</tr>
<tr>
<td>Mesh h</td>
<td>3.529E-03</td>
<td>4.628E-03</td>
</tr>
</tbody>
</table>

of the displacement jump field in PoU based methods such as XFEM and GFEM, may result in an error in the approximation of the displacement jump field and un-desirable rotation of the interface. This has a severe effect in the sense that it results in un-realistic straining of the element and even for a simple case where the element is subjected to a linear displacement field, the XFEM/GFEM trail solution is incapable of representing the linear function. This ultimately result in incorrect nodal displacements and forces and an inaccurate stress field. However, it was found from a mesh refinement study that although the PoU methods give an error in the approximation of the displacement jump field at element level, the significance of such an error vanishes upon mesh refinement. Similar conclusions also hold for an 8-node linear solid element for modeling 3D cohesive cracking using PoU.

Moreover, a secondary outcome of the analysis also showed that the error in the approximation of the displacement jump is more pronounced in case of Newton-Cotes/Lobatto integration schemes as compared to the Gauss integration scheme, which is because of under-integration of the cohesive stiffness. Nevertheless, there are cases (see e.g [136], [44]) where the former performed better than the latter and it is envisioned that if the Newton Cotes/Lobatto integration scheme is to be used for an interface contribution, mesh refinement near the cohesive zone can help to reduce the error in the numerical solution.
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Figure A.21 Analysis results using Newton-Cotes/Lobatto integration scheme; horizontal displacement jump $[u]_s$
Figure A.22 Analysis results using Newton-Cotes/Lobatto integration scheme; vertical displacement jump $[u]_y$
Figure A.23 Analysis results using Gauss integration scheme; horizontal displacement jump $[u]_x$
A.6 Conclusions

Figure A.24 Analysis results using Gauss integration scheme; vertical displacement jump $|u|_y$
Appendix B
Implementation aspects of DSLS

B.1 Transformation matrix

The transformation matrix $T^o$ is defined as

$$T^o = \begin{bmatrix}
(T^o_{11})^2 & (T^o_{12})^2 & (T^o_{13})^2 \\
(T^o_{21})^2 & (T^o_{22})^2 & (T^o_{23})^2 \\
(T^o_{31})^2 & (T^o_{32})^2 & (T^o_{33})^2 \\
2T^o_{11}T^o_{21} & 2T^o_{12}T^o_{22} & 2T^o_{13}T^o_{23} \\
2T^o_{21}T^o_{31} & 2T^o_{22}T^o_{32} & 2T^o_{23}T^o_{33} \\
2T^o_{11}T^o_{31} & 2T^o_{12}T^o_{32} & 2T^o_{13}T^o_{33}
\end{bmatrix}$$  \hspace{1cm} (B.1)

The transformation matrices $T^g$ and $T^{og}$ are obtained by replacing the components of $T^o$ in the above matrix with $T^g$ and $T^{og} = T^oT^g$, respectively.

B.2 Computation of strains and B matrix

B.2.1 Displacement gradients

We arrange the vector of gradients of displacement field as

$$\Theta = \begin{bmatrix}
\frac{\partial \vartheta_1}{\partial \xi}, \frac{\partial \vartheta_1}{\partial \eta}, \frac{\partial \vartheta_1}{\partial \zeta}, \frac{\partial \vartheta_2}{\partial \xi}, \frac{\partial \vartheta_2}{\partial \eta}, \frac{\partial \vartheta_2}{\partial \zeta}, \frac{\partial \vartheta_3}{\partial \xi}, \frac{\partial \vartheta_3}{\partial \eta}, \frac{\partial \vartheta_3}{\partial \zeta}\end{bmatrix}^T$$  \hspace{1cm} (B.2)

The gradients of displacement field and their variations are obtained as

$$\Theta = \tilde{N} \hat{\vartheta}$$  \hspace{1cm} (B.3)

$$\delta \Theta = \tilde{L} \delta \hat{\vartheta}$$  \hspace{1cm} (B.4)

The matrix $\tilde{N}$ can be split into parts related to regular and internal degrees of freedom according to

$$\tilde{N} = \begin{bmatrix}
\tilde{N}_u & \tilde{N}_w
\end{bmatrix}$$  \hspace{1cm} (B.5)
where the matrices $\bar{N}_u$ and $\bar{N}_w$ for the node $i$ are given as

$$
\bar{N}_u^i = \begin{bmatrix}
N_{1}^{o} + N_{1}^{1} & 0 & 0 \\
N_{2}^{o} + N_{2}^{1} & 0 & 0 \\
N_{1}^{1} & 0 & 0 \\
0 & N_{1}^{o} + N_{1}^{1} & 0 \\
0 & N_{2}^{o} + N_{2}^{1} & 0 \\
0 & N_{1}^{1} & 0 \\
0 & 0 & N_{1}^{o} + N_{1}^{1} \\
0 & 0 & N_{2}^{o} + N_{2}^{1} \\
0 & 0 & N_{1}^{1}
\end{bmatrix}, \quad \bar{N}_w^i = \begin{bmatrix}
0 & 0 & -2\zeta d(1)\phi_i \\
0 & 0 & 0 \\
0 & 0 & -2\zeta d(2)\phi_i \\
0 & 0 & 0 \\
0 & 0 & -2\zeta d(3)\phi_i
\end{bmatrix}
$$

The matrix $\bar{L}$ is given as

$$
\bar{L} = \begin{bmatrix}
\bar{N}_u & \bar{N}_{uw}
\end{bmatrix}
$$

with matrix $\bar{N}_{uw}$, for node $i$ given as

$$
\bar{N}_{uw}^i = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-2\zeta \omega N_{1}^{1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -2\zeta \omega N_{1}^{1}
\end{bmatrix}
$$

**B.2.2 Computation of B matrix**

The strain field and its variation are obtained as

$$
E = \begin{bmatrix} H + \frac{1}{2}A(\Theta) \end{bmatrix} \Theta \quad (B.7)
$$

$$
\delta E = \left[H + A(\Theta)\right] \delta \Theta \quad (B.8)
$$
in which the matrices $H$ and $A$ are given as

$$
H = \begin{bmatrix}
G_{1}(1) & 0 & 0 & G_{1}(2) & 0 & 0 & G_{1}(3) & 0 & 0 \\
0 & G_{2}(1) & 0 & 0 & G_{2}(2) & 0 & 0 & G_{2}(3) & 0 \\
0 & 0 & G_{3}(1) & 0 & 0 & G_{3}(2) & 0 & 0 & G_{3}(3) \\
G_{2}(1) & G_{1}(1) & 0 & G_{2}(3) & G_{1}(2) & 0 & G_{2}(3) & G_{1}(3) & 0 \\
0 & G_{3}(1) & G_{2}(1) & 0 & G_{3}(2) & G_{2}(2) & 0 & G_{3}(3) & G_{2}(3) \\
G_{3}(1) & 0 & G_{1}(1) & G_{3}(2) & 0 & G_{1}(2) & G_{3}(3) & 0 & G_{1}(3)
\end{bmatrix}
$$
B.3 Stiffness matrices

B.3.1 Geometric stiffness matrix for the bulk material

The stress tensor obtained from equation (2.70) represents the stress components in element’s local coordinate system \( I(l_1, l_2, l_3) \), while the incremental change in virtual strain still refers to the covariant components in the iso-parametric frame of reference. The virtual work is expressed as

\[
W = \Sigma : \delta E = \Sigma_{ij}^g \delta E_{ij}^g = \Sigma^{ij} \delta E_{ij}
\]

It is evident that the work term is the same, regardless of the frame of reference. Hence, we compute the contravariant components of stresses in an iso-parametric frame of reference as

\[
\Sigma^{\alpha ij} = \langle G^{\alpha i} \cdot i_a \rangle \langle G^{\beta j} \cdot i_b \rangle \Sigma_{ab}^g
\]

\[
\Sigma^{ij} = \langle G^i \cdot G^j_a \rangle \langle G^j \cdot G^i_b \rangle \Sigma^{ab}
\]
The same can be defined in compact form using the transformation matrix $T^{og}$ as

$$\Sigma = T^{og} \Sigma^g T^{og}$$

The geometric stiffness matrix can be written as

$$K_{\text{geo, int}} = \begin{bmatrix} K_{\text{uu, geo, int}} & K_{\text{uw, geo, int}} \\ K_{\text{wu, geo, int}} & K_{\text{ww, geo, int}} \end{bmatrix}$$  \quad (B.17)$$

where the matrices $K_{\text{uu, geo, int}}, K_{\text{uw, geo, int}}, K_{\text{wu, geo, int}}$ and $K_{\text{ww, geo, int}}$ are defined as

$$K_{\text{uu, geo, int}} = \Sigma_{11} \begin{bmatrix} N_{11}^o T_{N,1}^o + \zeta \left( N_{11}^o T_{N,1}^1 + N_{11}^1 T_{N,1}^o \right) + \zeta^2 \left( N_{11}^1 T_{N,1}^1 \right) \\ + \Sigma_{12} ^{22} [N_{12}^o T_{N,2}^o + \zeta \left( N_{12}^o T_{N,2}^1 + N_{12}^1 T_{N,2}^o \right) + \zeta^2 \left( N_{12}^1 T_{N,2}^1 \right) \\ + \Sigma_{13} ^{33} [N_{13}^o T_{N,1}^1 + N_{13}^1 T_{N,1}^o + \zeta \left( N_{13}^1 T_{N,1}^1 + N_{13}^1 T_{N,1}^o \right) - 2\zeta \omega \left( N_{13}^o T_{N,1}^1 + N_{13}^1 T_{N,1}^o \right) - 2\zeta^2 \omega \left( N_{13}^1 T_{N,1}^1 + N_{13}^1 T_{N,1}^o \right) \\ + \Sigma_{14} ^{24} [N_{12}^o T_{N,2}^1 + N_{12}^1 T_{N,2}^o + \zeta \left( N_{12}^1 T_{N,2}^1 + N_{12}^1 T_{N,2}^o \right) - 2\zeta \omega \left( N_{12}^o T_{N,2}^1 + N_{12}^1 T_{N,2}^o \right) - 2\zeta^2 \omega \left( N_{12}^1 T_{N,2}^1 + N_{12}^1 T_{N,2}^o \right) \\ + \Sigma_{22} ^{33} [2\zeta N_{11}^1 T_{dN}^1 + 2\zeta^2 N_{11}^1 T_{dN}^1 - 2\zeta \left( (G_1 + u^1_1) N_{11}^1 T_{N}^1 \right) \\ + \Sigma_{23} ^{24} [2\zeta N_{12}^1 T_{dN}^1 + 2\zeta^2 N_{12}^1 T_{dN}^1 - 2\zeta \left( (G_2 + u^1_2) N_{12}^1 T_{N}^1 \right) \\ + \Sigma_{33} ^{33} [-4\zeta \left( N_{11}^1 T_{dN}^1 - 2\zeta N_{11}^1 T_{u^2} N_{N}^1 \right)$$

$$K_{\text{wu, geo, int}} = \Sigma_{13} ^{13} [2\zeta N_{11}^1 T_{dN}^1 + 2\zeta^2 N_{11}^1 T_{dN}^1 - 2\zeta \left( (G_1 + u^1_1) N_{11}^1 T_{N}^1 \right) \\ + \Sigma_{14} ^{14} [2\zeta N_{12}^1 T_{dN}^1 + 2\zeta^2 N_{12}^1 T_{dN}^1 - 2\zeta \left( (G_2 + u^1_2) N_{12}^1 T_{N}^1 \right) \\ + \Sigma_{33} ^{33} [-4\zeta \left( N_{11}^1 T_{dN}^1 - 2\zeta N_{11}^1 T_{u^2} N_{N}^1 \right)$$

$$K_{\text{ww, geo, int}} = \Sigma_{33} ^{33} [4\zeta^2 \left( d^T d \right) N_{N}^1 T_{N}^1$$
B.3 Stiffness matrices

B.3.2 Cohesive stiffness matrix

In order to evaluate the stiffness contribution from the cohesive tractions, we follow [54]. In equation (2.75), the stiffness contribution is coming from two parts (a) \( d\mathbf{t}_c \lambda_a \) and (b) \( \mathbf{t}_c d\lambda_a \).

(i) Linearization of Part a

Using equation (2.77), we obtain the following two stiffness contributions

\[
K_{geo-1,coh}^{IJ} = \int_{\Omega_m} N_I^j C_n P^J \lambda_a \tag{B.18}
\]

\[
K_{mat,coh}^{IJ} = \int_{\Omega_m} N_I^j [u] N^J \lambda_a \tag{B.19}
\]

in which

\[
P^J = \left( n_i \frac{\partial N^J}{\partial \bar{x}_k} - \frac{\partial N^J}{\partial \bar{x}_i} \right) n_j \tag{B.20}
\]

(ii) Linearization of Part b

Using equation (2.78), we obtain

\[
K_{geo-2,coh}^{IJ} = \int_{\Omega_m} N_I^j [t(q^J)^T] \lambda_a \tag{B.21}
\]

in which

\[
q^J = - \left( n_i \frac{\partial N^J}{\partial \bar{x}_k} - \frac{\partial N^J}{\partial \bar{x}_i} \right) \tag{B.22}
\]

The cohesive tangent matrix is now defined as

\[
K_{coh, mn} = K_{mat,coh, mn} + K_{geo,coh, mn} = \begin{bmatrix} K_{coh, AA} & K_{coh, AB} \\ K_{coh, BA} & K_{coh, BB} \end{bmatrix} \tag{B.23}
\]

where

\[
K_{geo-1, coh, mn}^{IJ} = \beta_m \int_{\Omega_m} N_I^j C_n P^J n_i \lambda_a \tag{B.24a}
\]

\[
K_{geo-2, coh, mn}^{IJ} = \beta_m \int_{\Omega_m} N_I^j t(q^J)^T n_i \lambda_a \tag{B.24b}
\]

\[
K_{geo, coh, mn}^{IJ} = K_{geo-1, coh, mn}^{IJ} + K_{geo-2, coh, mn}^{IJ} \tag{B.24c}
\]

\[
K_{mat,coh, mn}^{IJ} = \beta_m \int_{\Omega_m} N_I^j [u] N^J n_i \lambda_a \tag{B.24d}
\]

with

\[ m, n = A, B \]
and

\[ \beta_m = \begin{cases} 
-1 & \text{for } m = A \\
+1 & \text{for } m = B 
\end{cases} \]
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C.1 Discretized inertial virtual work

Inertial virtual work is given by

\[ \mathcal{L}_{\text{inert}} = \int_{\Omega^o} \delta \dot{\vartheta} \cdot \rho \ddot{\vartheta} \]  

(C.1)

Incorporating the discretizations of \( \ddot{\vartheta} \) and \( \delta \dot{\vartheta} \) using equations (4.6), (4.11), (4.17) and (4.20), it yields

\[ \mathcal{L}_{\text{inert}} = \delta \dot{\vartheta} \int_{\Omega^o} N^T \rho \{ N^{\sigma^T} \hat{U} + \zeta N^{1^T} \hat{U} + (1 - \zeta^2)(N^{\omega^T} \hat{W} + \omega N^{1^T} \hat{U}) \} \]

\[ \quad + \delta \dot{\vartheta} \int_{\Omega^o} N^T \rho \{ 2(1 - \zeta^2) \dot{\omega} d \} \]  

(C.2)

To obtain a discretized variational mass matrix, the term \( f_{\text{inert}} \) of equation (C.2) will be used in further derivations and can be written in an extended form as

\[ f_{\text{inert}} = \int_{\Omega^o} N^T \rho N^{\sigma^T} \hat{U} + \int_{\Omega^o} \zeta N^T \rho N^{1^T} \hat{U} + \int_{\Omega^o} (1 - \zeta^2) \omega N^T \rho N^{1^T} \hat{U} \]

\[ + \int_{\Omega^o} (1 - \zeta^2) d N^T \rho N^{\omega^T} \hat{W} \]  

(C.3)

Using the definition of matrix \( N \) given in equation (4.21), the above equation (C.3) can be written in matrix form as

\[ [f_{\text{inert}}] = \int_{\Omega^o} \begin{bmatrix} M^{\sigma} + \zeta M^{1\sigma} + (1 - \zeta^2) \omega M^{1\sigma} & (1 - \zeta^2) d M^{\omega} \end{bmatrix}^T \hat{U} \]

\[ + \int_{\Omega^o} \zeta \begin{bmatrix} M^{\sigma 1} + \zeta M^{1\sigma 1} + (1 - \zeta^2) \omega M^{1\sigma 1} \end{bmatrix}^T \hat{U} \]

\[ + \int_{\Omega^o} (1 - \zeta^2) \omega \begin{bmatrix} M^{\sigma 1 \omega} + \zeta M^{1\sigma 1 \omega} + (1 - \zeta^2) \omega M^{1\sigma 1 \omega} \end{bmatrix}^T \hat{W} \]  

(C.4)
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in which

\[ M^o = N^o^T \rho N^o, \quad M^{1^o} = N^{1^o^T} \rho N^{1^o}, \quad M^{\omega o} = N^{\omega^T} \rho N^\omega \]
\[ M^1 = N^1^T \rho N^1, \quad M^{1^{1^o}} = M^{o1^T}, \quad M^{1\omega} = N^{1^T} \rho N^{\omega} \]
\[ M^\omega = N^{\omega^T} \rho N^\omega, \quad M^{\omega o} = M^{\omega o^T}, \quad M^{\omega 1} = M^{1\omega^T} \]

The consistent mass matrix can be obtained from equation (C.4) and is given as

\[ M = \begin{bmatrix} M^{uu} & M^{u\omega} \\ M^{\omega u} & M^{\omega\omega} \end{bmatrix} \tag{C.5} \]

in which

\[ M^{uu} = \int_{\Omega^o} (M^o + \zeta M^{1^o} + (1 - \zeta^2)\omega M^{1^o}) \right) + \int_{\Omega^1} (M^{1^o} + \zeta M^1 + (1 - \zeta^2)\omega M^1) \zeta \right) + \int_{\Omega^\omega} (M^{\omega 1} + \zeta M^{\omega 1} + (1 - \zeta^2)\omega M^{\omega 1}) (1 - \zeta^2)\omega \right) \tag{C.6a} \]
\[ M^{u\omega} = \int_{\Omega^o} (M^{\omega o} + \zeta M^{1\omega} + (1 - \zeta^2)\omega M^{1\omega}) (1 - \zeta^2)\omega \right) \tag{C.6b} \]
\[ M^{\omega u} = \int_{\Omega^1} (M^{\omega 1} + \zeta M^{\omega 1} + (1 - \zeta^2)\omega M^{\omega 1}) (1 - \zeta^2)\omega \right) \tag{C.6c} \]
\[ M^{\omega\omega} = \int_{\Omega^\omega} (1 - \zeta^2)^2 d^2 M^{\omega} \tag{C.6d} \]
Appendix D
Properties of dirac-delta function

Consider a function \( p(x, \epsilon) \) defined by

\[
p(x, \epsilon) = \begin{cases} 
0 & \text{for } |x| > \epsilon/2 \\
1/\epsilon & \text{for } |x| < \epsilon/2
\end{cases}
\]

(D.1)

The function \( p(x, \epsilon) \) can be considered as a Dirac delta function \( \delta(x) \) in the limit \( \epsilon \to 0 \). Then the following property holds

\[
\int_{-\infty}^{\infty} f(x) \delta_a(x) \, dx = \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} f(x) p(x, \epsilon) \, dx = f(a)
\]

(D.2)

in which \( \delta_a(x) \) is centered at \( x = a \) and \( f \) is a continuous function. For three-dimensional case, we have

\[
\int_{\Omega} f(x) \delta_{\Gamma_a}(x) \, d\Omega = \lim_{\epsilon \to 0} \int_{\Omega} f(x) p(x, \epsilon) \, d\Omega = \int_{\Gamma_a} f(a) \, d\Gamma
\]

(D.3)
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Propositions

1. The predictive value of computational models to determine laminate strength and stiffness heavily relies on accurate numerical representation of the micro-mechanically motivated failure modes.

2. The partition of unity approach of finite element shape functions, if exploited carefully, can be effectively used to model discontinuities in various physics and multi-physics problems.

3. A simplified mass lumping scheme (total mass equally distributed to all nodes) for a solid-like shell element can be used in transient analysis without loss of accuracy.

4. The role of matrix cracking is crucial for accurate numerical prediction of progressive damage in FRP laminates.

5. The dynamics of crack growth in FRP composites significantly differ from crack growth in isotropic materials.

6. The presence of a crack in an FRP composite laminate does not completely prevent heat flow across the crack.

7. “Absence of understanding does not warrant absence of existence.” (Ibn-e-Sina)

8. “Unfortunately, rigor and difficulty often travel in tandem.” (Shellbey D. Hunt)

These propositions are regarded as opposable and defendable, and have been approved as such by the promotor, Prof.dr.ir. L.J. Sluys.
Stellingen

1 De voorspellende waarde van numerieke modellen om de sterkte en stijfheid van een laminaat te voorspellen hangt in belangrijke mate af van de weergave van de micro-mechanisch bepaalde bezijdmodes.

2 De 'partition of unity' benadering van de vormfuncties in eindige elementen kan, als zorgvuldig geformuleerd, effectief worden gebruikt om discontinuïteiten te modelleren in diverse fysica en multi-fysica problemen.

3 Een vereenvoudigde 'mass lumping' techniek (totale massa evenredig verdeeld over de knopen) voor een 'solid-like' schaalelement kan in een tijd afhankelijke analyse zonder verlies van nauwkeurigheid worden gebruikt.

4 De rol van matrix-scheurvorming is cruciaal voor een nauwkeurige numerieke voorspelling van zich voortplantende schade in vezelversterkte laminaten.

5 De dynamica van scheurgroei in vezelversterkte laminaten verschilt significant van scheurgroei in isotrope materialen.

6 De aanwezigheid van een scheur in een vezelversterkt laminaat voorkomt niet volledig dat warmte-uitwisseling in de scheur plaats vindt.

7 Afwezigheid van begrip garandeert geen afwezigheid van existentie. *(Ibn-e-Sina)*

8 Helaas, grondigheid en moeilijkheid gaan vaak hand in hand. *(Shellbey D. Hunt)*

Deze stellingen worden opponeerbaar en verdedigbaar geacht en zijn als zodanig goedgekeurd door de promotoren, Prof.dr.ir. L.J. Sluys.
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