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SAMENVATTING

Slingerstabilisatie door middeh van het roes (engels: Rudder Roll Stabilization, RRS)
vormt ten potentieel aantrelckelijke mogelijicheid om de slingerbewegingen van
schepen te verminderen. Echter, de stand van de techniek bleek tot nu toe niet vet
genoeg gevorderd am de aanwezige regelproblemen op te lossen.
In 1981 began de vakgroep regeltechniek van de afdeling der Elektrotechniek van de
Technische Universiteit Delft in samenwerking met de Koninklijke Nederlandse
Marine aan een haalbaarheids studie voor RRS. Interesse vanuit het bedrijfsleven
leidde in 1982 tot een sarnenwerkingsverband tussen universiteit, marine en industrie
(Van Rietschoten & Houwens, Rotterdam) met als doe de praktische realisering
van een RRS automaat.
Jedere partij had zo z'n eigen specifieke inbreng, geen van de partijen
afzonderlijk in staat zijn een dergelijke RRS automaat te realisererc.
- De universiteit stelde kennis beschikbaar over moderne regelstrategieen o.a. op

het gebied van stuurautomaten voor schepen.
- De marine maakte het mogelijk om ware grootte metingen, metingen met een

schaalmodel en metingen bij het Maritime Research Institute Netherlands (MARIN)
in Wagennagen uit te voeren.

.= Van Rietschoten & Houwens gal het project financiele ondersteuning en zou
resultaten van het onderzoek verwerken tot een commercieel produkt.

flit proetschrift geeft de theoretische achtergrond van de uit dit samenwerkings
verband voortkomende RRS automaat.

Het RRS principe biedt de regeltechnicus een uitdagend problecm: een niet-lineair
proces met een ingang (het roer) en twee uitgangen (dc slingerhoek en de
koersafwijking) waarbij de verstoringen (golven, wind) een grotere invloed op de
scheepsbewegingen kunnen hebben clan het stuursignaal.
Door een scheiding aan te brengen in het frelcwentie domein kan dit process met eel
ingang de twee uitgangen regelen; laagfrekwente roerbewegingen warden gebruikt
om het schip op koers te houden tenviji hoogfrelcwente roerbewegingen warden
gebruikt am bet slingeren van het schip te reduceren. Hiertoe wordt een nieuw
wiskundig model van een schip geintroduceerd waarmee een goede scheiding in het
frekwentie domein kan warden verkregern

De stuurmachine introduceert niet-lineariteiten in het proce& die in eerste instantie
lijken te verhinderen dat lineaire methoden kunnen warden toegepast voor het
ontwerpen van de regclalgoritmen. Desalniettemin bleek de Linear process Quadratic

zoo
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criterion Gaussian noise (LQG) regelaar ontwerp methode te ktinnen warden
toegepast door de introduktie van een tweetal nieuwe mechanismen:

De Automatische Versterkings Regeling (AVR) verhindert instantaan dat de
regelaar snellere signalen genereert dan de stuurmachine aan kan.
De toegepaste LOG algoritmen werken met een kriterium waarvan de
weegfactoren automatisch warden aangepast aan de omstandigheden. Te samen
met de AVR kunnen hiermee [evens de niet-lineariteiten ,effectief warden
verwijderd uit de regellus.

De LOG methode vereist het voorhanden zijn van de toestanden van een proces.
Moderne filter technieken warden toegepast am de niet beschikbare toestanden te
reconstrueren en am ongewenste componenten op de gemeten toestanden te
verwijderen. Deze technieken vereisen op hun beurt het bekend zijn van de
varianties van meet en systeem ruis Ben adaptieve methode wordt geintroduceerd
waarmee dit probleem kan warden opgelost.

De resulterende regelalgoritmen werden geimplementeerd in ten laboratorium
versie van een RRS automaat. Zowel vanwege economische redenenen als vanwege
het belang van het goed functioneren van een stuurautomaat voor de veiligheid van
een schip, kon de RRS automaat niet zonder meer getest warden aan board van een
schip. Allereerst werd een aantal experimenten verricht waarbij de werkelijkheid
steeds beter werd benaderd.

Experimenten met een eenvoudig analoog model van ten schip maakten het
mogelijk am de regelalgoritmen te verifieren en am de hardware van de automaat
te testen.
Vervolgens maalcten experimenten met een uitgebreid wiskundig model van het
zelfde schip bij het MARIN het mogelijk de invloed van niet gemodelleerde
scheepsbewegingen op het regelaar gedrag te onderzoeken.
Tenslotte werden experimenten met een op afstand bestuurbaar schaalmodel van
het zelfde schip uitgevoerd am te onderzoeken of er zich in de praktijk nog
onvoorziene problemen kunnen voordoen

Na deze simulatie experimenten werden diverse ware grootte metingen verricht. De
resultaten daanran stemden overeen met de eerder uitgevoerde experimenten.
Bovendien onderstreepten zij nog eens het belang van ware grootte metingen;
diverse praktische toevoegingen aan de RRS automaat zijn gebaseerd op
waarnemingen tijdens deze metingen.

In hoofdstuk 1 wordt het begrip "RRS" geintroduceerd. Bovendien wordt in het kart
ingegaan op de voor- en nadelen van ten RRS systeem ten opzichte van andere
slingerstabilisatie systemen.

L.
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In hoofdstuk 2 wordcn eenvoudige modellen gepresenteerd van een stuurmachine en
de verstoringen. Een nieuw model van een schip wordt gepresenteerd en or wordt
aangegeven hoe dc parameters van dit model zijn bepaald.
In de hoofdstukken 3 en 4 komt de theory aan bod op basis waarvan respectievelijk
de regelalgoritmen en de filteralgoritmen zijn ontworpen. Deze theorie levert voor
lineaire processen waarvan een model bekend is de optimale regelactie voor een
zeker kwadratisch kriterium. Een nicuwe methode wordt voorgesteld om doze
theorie toe te kunnen passen op het RRS probleem. Doze methode sluit good aan op
het in hoofdstuk 5 voorgestelde adaptatie mechanisme. Dit adaptatie mechanisme
maakt het mogelijk om de theorie toe to passen op niet-lineaire processen waarbij de
omstandigheden en het gewenste gedrag aan veranderingen onderhevig zijn.
Hoofdstuk 6 geeft dc praktische realisatie van de regel- en filter-algoritmen in een
laboratorium realisatie van een RRS automaat. Er wordt tevens aangegeven hoe de
diverse aan een RRS automaat to stellen eisen wordcn vertaald naar eisen to stellen
aan de regelaktie. Bovendien wordt aangegeven aan welke voorwaarden eon schip en
eon stuurmachine moeten voldoen voor eon goede working van een RRS automaat.
In hoofdstuk 7 komen de resultaten van de diverse experimenten aan bod. Tensiotte
worden in hoofdstuk 8 conclusies en suggesties voor verder onderzock gegeven.
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SUMMARY

Roll reduction by means of the rudder can potentially be an attractive means of
reducing the roll motions of a ship. However, until now the state of the art of the
technology appeared to be insufficient to solve the inherent control problems.
In 1981 the Control Laboratory of the Department of Electrical Engineering of Delft
University of Technology in cooperation with the Royal Netherlands Navy started a
feasibility study on Rudder Roll Stabilization (RRS). The interest shown by the
industry led in 1982 to a joint project between university, navy and industry (Van
Rietschoten & Houwens, Rotterdam) with the aim of realizing an RRS autopilot in
practice.
Each party had its own specific contribution to make; none of the parties alone
would have been able to develop an RRS autopilot:
- The university contributed knowledge concerning new control methods, in

particular those in the field of modern ship autopilots.
- The navy enabled full-scale trials, trials with a scale model and measurements at

the Maritime Research Institute Netherlands (MARIN) in Wageningen.
- Van Rietschoten & Houwens financially supported the project and was able to

turn the results of the research into a commercial product.
This thesis provides the theoretical background for this RRS autopilot.

The RRS principle poses a challenging problem to a control engineer: a non-linear
process with one controllable input (the rudder) and two outputs (the roll angle and
the heading error) and with disturbances (wind and waves) which may have a larger
influence on the ship's motions than the controllable input.
Separation can be obtained in the frequency domain: low-frequency rudder motions
are used to maintain the heading while high-frequency rudder motions are used to
reduce the roll motions. For this purpose a new mathematical model is introduced
which enables the desired separation in the frequency domain.
The ship's steering machine introduces non-linearities which would normally prevent
the application of linear controller-design methods. Nevertheless, it appeared to be
possible to use the Linear process Quadratic criterion Gaussian noise (LOG) control
method by applying two new mechanisms:

The Automatic Gain Controller (AGC) instantaneously prevents a controller from
generating signals which cannot be followed by the steering machine.
The LOG algorithms applied use a criterion having weighting parameters which
are adjusted automatically to changing conditions. In combination with the AGC
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they effectively remove the non-linearities from the control loop.
The LOG method requires the states of the process to be known. Modern filter
techniques are applied to estimate the states which cannot be measured and to
remove undesirable components from the measurements. For their part, these
techiques require the variances of the measurement noise and the process noise to
be known. The adaptive approach introduced solves this problem.

The resulting control algorithms were implemented in a laboratory version of an
RRS autopilot. From a safety point of view als well as for economic reasons it was
not allowed to test this autopilot directly on board a ship. Therefore, initially
experiments were carried out which gradually approached reality more and more.

Experiments with a simple analog model of a ship enabled the control algorithms
to be verified and the hardware of the autopilot to be tested.
Experiments at the MARIN with an extended mathematical model of a similar
ship enabled the influence of some unmodeled ship motions on the autopilot
performance to be investigated.
Finally, experiments with a remote-controlled scale model of a similar ship were
carried out to investigate whether unanticipated practical problems may be
encountered.

After that, several full-scale trials were carried out. In general, the results of these
experiments agreed with those of the previous experiments. Moreover, they
demonstrated the importance of full-scale trials; several practical additions to the
RRS autopilot are based on observations made during these measurements.

In Chapter 1 the idea of reducing the roll motions by means of the rudder is
introduced. In addition, it gives a short overview of the advantages and disadvantages
of RRS with respect to other roll-reducing systems.
Chapter 2 describes simple models of the ship's steering machine and the
disturbances. In addition, it poses a new mathematical model of a ship and it
demonstrates how the parameters of this model were obtained.
Chapters 3 and 4 give the theory behind respectively the control and the filter
algorithms. This theory offers the optimal (with respect to a quadratic criterion)
control action under the conditions that the process be linear and that a model of the
process be known. A new method is proposed which enables this theory to be
applied to the RRS problem and which matches well the adaptation mechanism
proposed in Chapter 5. This adaptation mechanism allows the theory to be applied
to non-linear processes, even if the conditions or the desired performance are
subject to change.
Chapter 6 deals with the realization of the control and filter algorithms in a



laboratory version of an RRS autopilot. In addition, it demonstrates how the
requirements to be posed on an RRS autopilot can be translated into the weighting
parameters of a quadratic criterion. Furthermore, it indicates which requirements
should be met by a ship and its steering machine to enable a good performance of an
RR.S system.
Chapter 7 covers the results of the experiments which were carried out Finally,
Chapter 8 summarizes the conclusions and gives some suggestions for furthur
research.
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Introduction 1

1 INTRODUCTION

1.1 The RRS project

During the last two decades much research has been carried out at the Control
Laboratory of the Faculty of Electrical Engineering of Delft University of
Technology in the field of ship control systems. One of the results of this research
has been an autopilot for ships which is easy to operate and which adjusts itself to
changing weather conditions (Van Amerongen, 1982). In addition, the autopilot
generates only a minimum of low-frequency rudder activity to maintain the heading
of the ship.

Since 1972 several publications appeared in the literature on the subject Rudder Roll
Stabilization (RRS), where the rudder is not only used to maintain the heading of the
ship, but to reduce the roll motions as well. Cowley and Lambert (1972, 1975),
Carley (1975) and Lloyd (1975) demonstrated through simulation studies that roll
reduction by means of the rudder is possible but not very effective. These studies did
not result in a successful practical application of the RRS principle. Apparently, the
state of the art had not developed sufficiently to offer solutions to the inherent
control problems.
After some years had passed the idea of RRS was picked up again when Baitis
(1980) reported more promising results. He carried out experiments in practice in
which stabilization signals were superimposed on the manual control of the heading.
Kallstroc.m (1981) demonstrated in a simulation study that roll stabilization by means
of the rudder might be more effective than fin stabilizers. Since then, computer
technology and the state of the art of the filter theory and the control theory have
evolved sufficiently to enable researchers to tackle the control problems which had
previously prevented the realization of an RRS autopilot.

The RRS principle requires two outputs (the roll angle and the heading error) to be
controlled by one input (the rudder). The control tasks can be separated in the
frequency domain; high-frequency components are used to reduce the roll motions
while low-frequency components are used to maintain the heading of the ship.
Van Anaerongen (1982, 1984) offered a solution to the course control problem. One
of the properties of this solution is that only low-frequency rudder motions arc used
to maintain the heading of the ship. Therefore, it promised to be a good basis for thc
development of an RRS system.
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In cooperation with the Royal Netherlands Nay modeling trials were carried out on
board a naval ship. These trials resulted in a simple mathematical model which can
be used as a basis for the design of an RRS-controller (Van Amerongen and Van
Cappelle, 1981). Simulation experiments at the Control Laboratory indicated that a
substantial roll reduction can be obtained if the maximum rudder speed is

sufficiently high (Van der Klugt, 1982 and Van Amerongen and Van Nauta Lemke,
1982). These first promising results led to a joint project between industry, the Navy
and the university, called the RRS project. The company Van Rietschoten Houwens
financially supported the project. The Royal Netherlands Navy contributed the
facilities needed to carry out full-scale trials on board a naval ship. In addition, they
arranged trials with a scale model and experiments with the simulation computer of
the Maritime Research Institute Netherlands (MARIN) in Wageningen. Lastly, the
Control Laboratory contributed its knowledge in the field of ship's autopilots and of
advanced control methods.

The first objective of the RRS project was to find the answers to two pending
problems:
1 Is it possible to realize RRS in practice?
2 Which modifications in a ship design arc required to enable a successful

application of an RRS system?

Within one year the answers were obtained by means of the following sequence of
experiments:

Simulation experiments at the Control Laboratory using the simulation program
PSI (Van den Bosch, 1981) led to some knowledge about the demands posed on
an RRS system (Van Amerongcn and Van Nauta Lemke, 1982). Based on these
results a simple RRS controller was added to the available laboratory realization
of a ship's autopilot.

- The resulting laboratory realization of an RRS autopilot was tested by a simple
analog model of a naval ship. The results agreed with the computer simulations.
Based on a hydrodynamic approach, the MARIN in Wageningen has designed a
computer model of a similar ship. Experiments were carried out, in which the
RRS autopilot was connected to the MARIN simulation computer. The results of
these experiments confirmed the results which were obtained at the Control
Laboratory. In addition, they indicated which modifications in a ship design would
improve the performance of an RRS system.
The next series of experiments was carried out at the Haringvliet, a sea arm in the
south-west of Holland, with an 8-meter long remote-controlled scale model of a
naval ship. Several practical problems which were not foreseen during the

-



1.1 The RILS project 3

simulation experiments led to some important additions to the RRS algorithms.
- Full-scale trials were carried out in March 1983 on board a similar naval ship. The

results with a carefully tuned controller agreed with the results of the simulation
experiments at the Control Laboratory and at the MARIN in Wageningen (Van
Amerongen, Van der Klugt and Pieffers, 1984). They demonstrated that roll
stabilization by means of the rudder is indeed possible. In addition, they
demonstrated that the simulation experiments are a reliable means of predicting
the performance of an RRS system. Based on these results, the Royal Netherlands
Navy decided to prefer RRS over fin stabilizers in their design of a new ship.

The second objective of the RRS project was to design within four years a laboratory
version of an RRS system which could be the basis for an actual realization. In an
early stage of the project it was recognized that the two main problems to be solved
were the following:

1 The first experiments were carried out with carefully tuned RRS controllers. This
is not allowed in practice. The ship's operator should have no more than one
additional switch available (RRS on - RRS off) and the RRS controller should
tune itself to changing conditions.

2 Due to the coupling between roll motions and yaw motions, low-frequency roll
motions and high-frequency yaw motions may deteriorate the performance of an
RRS system. Therefore, it is necessary to obtain a good separation in the
frequency domain.

This thesis offers a solution to these problems. An adaptation mechanism is
proposed which automatically adjusts the RRS controller to changing conditions. In
addition, the means of obtaining the required separation in the frequency domain are
introduced. The resulting control algorithms are implemented in a new laboratory
realization of an RRS autopilot. They have been extensively tested during the
following experiments:

Computer simulations with the simulation package PSI, which gave some insight
into the adaptation speed of the control algorithms.
Simulations at the Control Laboratory, in which the RRS autopilot had to control
a simple analog model of a naval ship.
Simulations at the MARIN in Wageningen, in which the RRS autopilot had to
control the computer models of two naval ships.

The results of these experiments demonstrate that the original objective has been
met; within 4 years a laboratory version of an RRS autopilot was designed with the
desired characteristics. Unfortunately, only the concluding full-scale trials could not

-

-
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be carried out in that period. These initially had to be postponed because of some
difficulties with the hardware. Once the trials were finally scheduled to be carried
out, the weather conditions were not suitable to demonstrate roll reduction (Van
Amerongen and Van der Klugt, 1987b). Nevertheless, these trials were useful to test
several other properties of the RRS autopilot such as the course keeping
performance and the "forced roll" option.

1.2 Roll stabilization

Even at moderate sea states the wave-induced ship motions can be large enough to
endanger cargo, to make certain operations (such as landing helicopters) difficult or
to make people feel uncomfortable.
This thesis mainly deals with the reduction of one of these motions, the roll motion.

On merchant ships large roll motions are not desirable in order to prevent cargo
damage. On naval ships large roll motions can lead to a reduction in the operational
time. For all ships heavy roll motions reduce the effectiveness of the crew. It is a
common fact that tired people tend to make more mistakes. Therefore, from a safety
point of view as well as from an operational point of view, it is desirable that the roll
motions of a ship remain low.

In the past, many solutions have been realized to accomplish roll reduction. Several
of them will be mentioned below, together with their main advantages or
disadvantages. More detailed descriptions can be found in the literature, for example
in Burger and Corbet (1966) and in Bhattacharyya (1978).

Bilge keels are the most widely used, as well as the simplest kind of roll stabilizing
devices. They are inexpensive but increase the hull resistance and are effective
mainly around the natural roll frequency of the ship. In addition, their effect
decreases with the ship's speed.

Anti-rolling tanks provide damping of the roll motions, even if the ship's speed is
low, at the expense of a lot of valuable space.
Several types are currently in use, including free-surface tanks, U-tube tanks and
diversified tanks. The last are interesting for ships in which fuel, ballast or cargo can
be used.

Fin stabilizers can provide a considerable damping of the roll motions of a ship if
the ship's speed is not too low, but they are expensive. In addition, they introduce
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drag on the ship in the forward direction even if roll stabilization is not required.
Therefore, some ships are equipped with the more expensive rectractable fin
stabilizers or fin stabilizers of the hinged type. Tail flaps may improve the effectiveness
of the En stabilizers.

Roll stabilization by means of the rudder (RRS) can be regarded as a relatively
inexpensive alternative to fin stabilizers. Although the basic idea was known for many
years, RRS did not manage to pass the experimental stage, partly due to some
inherent control problems. This thesis offers solutions to these control problems,
thus paving the way to a practical realization of an RRS system.

Although fin stabilizers are commonly accepted nowadays as a good means of
reducing the roll motions of a ship, a comparison of some of the main advantages
and disadvantages with those of a rudder-roll-stabilization system explains the
current interest in roll stabilization by means of the rudder.

Fin stabilizers:

- have proven to be an effective means of reducing the roll motions of a ship. They
can even reduce low-frequency roll motions or a stationary roll angle.

However, they
are expensive and introduce (at least) two "extra" hydraulic systems which require
space and maintainance,

- cause drag even if roll stabilization is not required (unless retractable fins are
used),
are not effective if the ship's speed is low,
require the ship to be reinforced at those places where they are mounted; they are
vulnerable and introduce additional vulnerable spots on the ship's hull,

- cause underwater noise (important for naval ships) close to the sensors, and
- are very expensive to mount on existing ships.

Rudder Roll Stabilization:

can be as effective as fin stabilizers,
is less expensive although it requires a fast, rigid rudder which can generate a large
roll moment,
causes no drag if roll stabilization is not required,

can be mounted on existing ships although such a system will be more effective if it
is incorporated in the ship design, and

- may cause underwater noise, but only if roll stabilization is required.

-

-
-

-

-

-
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However, RRS
- is not effective if the ship's speed is low,
- is not capable of reducing low-frequency roll motions or a stationary roll angle, and
- requires some structural reinforcement in the stern.

Naturally, a multivariable approach, where both fin stabilizers and the rudder are
used to reduce the roll motions and to maintain the heading of the ship, offers the
optimal roll reduction. This was confirmed by Kallstro-m (1981) by means of
simulation experiments. However, it is the most expensive solution.
The currently popular solution is based on having two separate controller designs,
one which uses the rudder to maintain the heading of the ship and one which uses fin
stabilizers to reduce the roll motions. Kallstro-m showed that RRS may offer a better
solution. This was confirmed by Van Amerongen, Van der Klugt and Pieffers (1984)
by means of a comparison between the results of simulation experiments and full-
scale experiments.

13 The organization of the thesis

This thesis deals with the design of an RRS system; it is organized as follows:

Chapter two poses a simple mathematical model of a ship. It is based on the results
of scale modeling experiments as well as modeling experiments with a more extended
mathematical model of a similar ship. This extended model has been developed by
the MARIN in Wageningen, based on a hydrodynamic approach. In addition, simple
models which sufficiently describe the steering machine and the disturbances are
given.

Chapter three treats the fundamental controller design, based on the LOG approach.
This approach requires the process to be linear and the states of the process to be
known.

The problem of estimating states which cannot be measured or which are corrupted
by undesired components is treated in Chapter four. In addition, it gives the tools
necessary to obtain the desired separation of roll motions and yaw motions in the
frequency domain.
Chapter five shows how to deal with the non-linearities introduced by the steering
machine. Several requirements which have to be met for the practical realization of
an RRS system are discussed. These requirements set demands on the steering
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machine as well as on the controller. In addition, Chapter five offers some new
insights into the application of optimal-controller-design techniques resulting in a
new adaptation mechanism.
In Chapter six the practical realization of the control algorithms is given.

Furthermore, Chapter six poses several demands on the ship design and the steering
machine.
Chapter seven presents the results of several experiments. Computer simulations at
the Control Laboratory were followed by experiments with a first version of an RRS
system. These have been carried out at the Control Laboratory (with an analog
model of a naval ship) and at the MARIN in Wageningen. In addition, full-scale
trials have been carried out on the North Sea.
Finally, Chapter eight summarizes the conclusions and offers some suggestions for a
potential further improvement of the designed RRS-autopilot.



8 Rudder Roll Stabilization

2.1 Introduction

To design a controller for a particular process first a model of the process has to be
derived. This model should "sufficiently" describe the relevant dynamics of the
process. In general, the more complex a model is, the more difficult the controller
design will be. Therefore, the model of the process should be as simple as possible.
If the information is not sufficiently available, it will be necessary to obtain the
information from measurements on the process, for instance by means of modeling

experiments.
In a latter stage of the design process it may be required to verify the performance of
the controller design by means of simulation experiments. In general, a slightly more
extensive model than that used for the controller design will be sufficient.
In many cases it is difficult to obtain the required model parameters or they may vary
in time. This will lead to the design of a more complex controller.

Disturbances

rudder

angle

2 MATHEMATICAL MODELING

current

waves

thrust

V

mathematical

model

load

waterdepth

wind

Fig. 2.1 The ship and its environment

heading

roll angle
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2.2.1 Mathematical models based on physical laws 9

A Rudder Roll Stabilization System maintains the ship's heading and reduces the roll
angle by means of only one actuator: the rudder. Therefore, in principle such a
system is a Single-Input Multi-Output (SIMO) system.
Other motions which play a role are then classified as disturbances (Fig. 2.1). These
disturbances can be subdivided into two categories:

- disturbances which influence the parameters of the transfer functions
(multiplicative signals) and

- disturbances which can be considered as additional input signals (additive
signals).

A model based on physical laws can be a good starting point for deriving a simple
mathematical model. In Section 2.2 this approach will be considered further to
develop a model of a ship. Section 2.3 gives the model of a steering machine while
Section 2.4 discusses the model of the disturbances. Finally, Section 2.5 presents the
results of some modeling experiments.

2.2 The ship model

2.2.1 Mathematical models based on physical laws

To analyze the dynamics of a ship it is convenient to define a coordinate system as
indicated in Fig. 2.2.

Fig. 2.2 The coordinate system.

-



10

The ship's center of gravity G is chosen as the origin of this coordinate system and
the axes of symmetry are chosen as x (the intended heading in the horizontal plane),
y and z.

A floating body has six degrees of freedom. To completely define the dynamics of a
ship it is necessary to consider the motions in all these degrees of freedom (see Fig.

2.3).

-- SWAY

Fig. 2.3 The ship motions

Rudder Roll Stabilization
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2.2.1 Mathematical models based on physical laws

It is possible to distinguish two classes of motions:

If the motions of given points on the port side of the ship and similar points on the
starboard side have no components in the y direction, they are referred to as the
class of the symmetrical motions. The elements of this class are pitch, surge and
heave (see Fig. 2.3).

- If these motions have components in the y direction, they are referred to as
asymmetrical motions. The elements in this class are roll, yaw and sway.

Within one class the motions are coupled. Motions from different classes are to a
fair approximation uncoupled. Within the context of this thesis only the asymmetrical
motions are considered. The influence of the other motions is treated as a
disturbance.

The basic equations for the relevant motions are obtained by writing Newton's laws
in a space-fixed coordinate system:

where

xo, yo, zo= axes of a space-fixed coordinate system
my0 = effective mass of the ship in the yo direction

Yo = force in the yo direction

yo = course angle or heading

f 0 roll angle
IzzO, Loco= moments of inertia with respect to the zo- and ;praxes
No, Ko = moments with respect to the zo- and xo-axes

The index "0" in the variables indicates that they are related to the space-fixed
coordinate system. Translating these equations to the coordinate system of Fig. 2.2

d 2
y 0

my0 2
dt

d2yr,
zzO

dt2

d 2 f

= Y
0

= No (yaw)

(2.1)

(2.2)

0
Ixx0 9

dt"
= K

0 (roll) (2.3)

-

=

-
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thy (v+ur ) = Y (24)

I r 125)zz

'Txxi (2.6)

where,

z axes of the ship-fixed coordinate system
my effective mass of the ship in the y direction

force in the y direction
r =4 rate of turn

= drift or sway speed
= &Mt, the speed in the forward direction

p = = roll rate
Izz, Irc = moments of inertia with respect to the z- and x-axes
N, K = moments with respect to the z- and x-axes

The force Y is the sum of all the forces which act on the hull of the ship in the y-
direction. N and K are the moments caused by these forces. In general,
approximations are made by writing, for example,

14 _e ,v ,r ,cp

Expansion of this equation into a Taylor series, yields

of Of. Of Of.dN u + + v +
au bu by by

Of Of. Of Of. Of+ r + .-r + cp + + w + higher-order terms
br Or ay bw

where u stands for Au, and so on.

When the "hydrodynamic derivatives" are denoted as, for instance?

Of--N
eu u

12

= N

=K

x, y, =
=
=
=

f(u,u,v,v,r,r,y,y,u2 ,...)

= +
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and the higher-order terms are omitted, Eqs. (2.4) to (2.6) can be rewritten:

my(v+ur) = Yvv + Yv'v + Yrr + Yyy + Yy'y + Yob + Yww (2.7)

I r = Nvv + Nrr + + + Ny'y + Neo + Nww (2.8)zz

lxxP = Kvv + Krr + Kyy + Ky'y + K66 + Kww (2.9)

The force Yw is the sum of all the forces in the y-direction which are caused by the
additive disturbances w. Nw and Kw are the moments caused by these forces. Yo,
No and Ko are assumed to be zero.

For small variations linear models will suffice, but for large signals it is not allowed
to leave the higher-order terms out of Eqs. (2.7) to (2.9). However, the complexity of
such a non-linear model makes it unattractive for the purpose of designing a
controller.

Laplace transformation of Eqs. (2.7) to (2.9) yields

(s(my(s)-Y;7(s))-Yv(s))v(s) = (Yr(s)-my(s)u(s))r(s) +
(2.10)

(Yy(s)+sY(15,*(s))y(s) + Y6(s)b(s) + Y(s)w(s)

(s(Izz(s)-N;.(s))-Nr(s))r(s) =I(s)v(s) +

(N (s)+s1V(s))(P(s) +N(s)ó(s) + Nw(s)w(s)

(s2Ixx(s)-sKy*(s)-Kp(s))(p(s) = K(s)v(s) +

Kr(s)r(s) + Ko(s)b(s) + Kw(s)w(s)

or

v(s) = Hbv(s)b(s)+H (s)w(s)+Hrv(s)r(s)+H (s)(p(s)yv

where

(2.11)

(2.12)

(2.13)

+

+

N



and

r(s) = Hior(s)6(s)+Hwi(s)wCs)+H (s)v,(,$)1+Hyr(s)cp(sL) (2/4)

where!

N6 Cs

Hors);
j

Ho'r(s)Hr(SY.
(2. 14)ci

s(Izi(s)-N;(s)y-Nr(s)

Nw(s)

H6v(s)

Hwv( s)

Hrv(st)i -

s.(my(s)-Yr( s))-Yvi(s4

s)Yw(s)

s(my(s)-c(s))-Yvts)t

fl)

sY(s)+17(19(s)
(s)i = (s s )Hv(sl, ,(2 13)d

cint

s(my(s)-c(s))-Yv(s)

1

s(rny(s)-Yv*(s))-Yv(s)

s(Izz(s)-c(s))-Nr(s)

(s)

r(s)-my(s)u(s)

lirv" niv Cs
siiray(s)Yv-cs))-Yv(s,)K

Hev(s,)Hv(s)

/1Wv(s)Hves)

(2.13)c

(2.13)e

(s)lysa r(2. 14)17
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(2.13)a

(2. 13)b
=

r(S)

Y0
=

=
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Hyr(s) =

Hr(s) -

H (s) =vy

Nv( s)
H (s) =
vr

s(Izz(s)-N;.(s))-Nr(s)

sl\r(s)+N (s)
Y Y

s(Izz(s)-N(s))-Nr(s)

1

s(Izz(s)-lys))-Nr(s)

and finally

(pits) = H6s0(s)b(s)+Hwy(s)w(s)+Hry(s)r (s)+Hvy(s)v(s) (2.15)

where

K6(s) 9

Hby(s) = = H (s)H (s)
6Y Y

s2I (s)-sIC(s)-K (s)
xx Y Y

Kw(s)

s2Ixx(s)-sl(*(s)-K (s)
Y Y

Kv(s)

s2I (s)-sl(*(s)-K (s)
xx Y Y

Kr(s)

s2IXX(s)-sIC(s)-K (s)Y Y

,

H(s)H(s) (2.14)c

Hyr(s)Hr(s) (2.14)d

(2.14)e

H (s)H (s)wy y

H (s)H (s) (215)cvy y

(2.15)a

(2.15)b

,

= Hry (s)Hy (s) (2.15)d



Eqs. (2.13) to (2.15) describe three ship motions which are relevant with respect to
the design of an RRS system. In the following they will be referred to as the
hydrodynamic model. The parameters of this model may be a function of the fourth
relevant motion: the ship's speed. A block diagram of the model is shown in Fig. 2.4.

1
H ( s ) =

s2I (s)-sK(s)-K (s)xx

Fig. 2.4 Block diagram of the hydrodynamic model.
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(2.15)e

16



where

Hby(s) = }cox/ 1 ( s tv+1 X = k6vHv(s)

H (s) = kr /(sTv+1) = k H (s)rv v rv v

co2 k ( ST +1) 1WV WV WV
H ( s ) -

S2+2z CO S+(.02WV WV WV
ST + 1

Comparing Eq. (2.13) and Eq. (2.16) yields:

= _Y(s)/Y(s)

= (YV(s)-my(s))/Yv(s)

= (m (s)u(s)-Yr(s))/Yv(s)

- H (s)Hv(s) (2.16c)

2.2.2 A new ship model 17

2.2.2 A new ship model

The hydrodynamic model, described by Eqs. (2.13) to (2.15), is not suitable for the
purpose of designing a controller. However, it can be used to derive a simple model
which is suitable. It will be assumed that the transfer functions Y(s), Nw(s) and
Kw(s), until now defined as forces and moments, are sufficiently accurately described
by second-order transfer functions driven by white noise.
Eqs. (2.13) to (2.15) can be simplified by combining several terms and disregarding
some hydrodynamic effects. This is confirmed by the identification experiments
described in Section 2.5.

After reordering terms, these equations are rewritten into a more convenient form,
resulting in the equations given below:

The sway velocity is described by

v(s) = H(s)o(s) + H(s)r(s) + H (s)w(s) (2.16)

(2. 16a)

(2.16b)

y



H (s) = k /(sT +1) = k H (s)rv vr r vr r

H' (s) = -Yw(s)/Yv(s)

The rate of turn is described by

r(s) = Hr(S)I(S) + Hvr ( s )3.rt sit + H(s)w(s) (217)

where

He(s) = kdr"str+1). kdrHr(s) (117a)

(2. 171))

w2 k (ST +1) 1wr wr Wr
Hwr(s) - * - H( s )Hr ( s ) 61170

s2+2z w s+w2 STr + 1wr wr wr

Comparing Eq. (2.14) and Eq. (2.17) yields:

kdr -1\16(s)/Nr(s)

Tr = (N;.(s)-Izz(s))/Nr(s)

kvr = -Nv(s)/Nr(s)

HI'vr(s) = -Nw(s)/Nr(s)

Finally, the roll angle is described by

y(s) = H6p(s)b(s)+Hr(p(s)r(s)+Hvy(s)v(s)+Hwp(s)w(s) (118)

where

18 Rudder Roll Stabilization



Hey( s
,dp n

2- + 2zT.,wns + w2

k w2rp n
( s H (is,Ury 2

rp y
,s2 + 2z1cons + con

k2vp n

s2 + 2Z GS +2n n

w2 kw s w2
wP P an< s ) H (4s ) (2.18)d"
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Comparing Eq (2.15) and Eq. <2.18) yields:

kdp = K6i(s)/Ky(s)

w2 $ )1/IxxJ( s

2z w = (s)n

rp = Kr(s)1Ky1(0

vpi = Kv(s)Alysi

= Kw(aYilys>

- kdpEyes ) (2.18)a

Ky(

k H (

(2 18)6
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) =

H

) -

* -

=

H(s)

=

) (2. 18)c



kvp

Rudder Roll Stabilization

A block diagram of the resulting model is shown in Fig. 2.5. The parameters of this
model depend on the speed of the ship. This is investigated in detail in Section 2.5.5.
An integration can be added to describe the yaw motion.

Fig. 2.5 The block diagram of the resulting model

The model is too complex to be used as a basis for a controller design. The
identification experiments described in Section 2.5 indicate that it is allowed to
further reduce this model to the model of Fig. 2.6. The main differences are the
following:

In Fig. 2.6 wy and wy denote the influence of the waves on respectively the roll
moment and the yaw moment. The transfer functions resulting in these signals can
be derived from Fig. 2.5 (similar parameters in Figures 2.5 and 2.6 do not
necessarily have the same value).
An integration describing the yaw motion is added.
The sway velocity v has disappeared from the model. Instead, the parameter V
denoting the sway velocity caused by the rudder is introduced.



2.3 Model of the steering machine

kdp

2
Wn

2 2

S +2 ZnWn S+

1

S'er+1

r=(j.,
1

21

-1

Fig. 2.6 The block diagram of the new ship model

Henceforth, the model of Fig. 2.6 will be referred to as the fifth-order ship model. In
addition, w w be regarded as colored noise.

A major advantage of this model is that it can be easily subdivided into two
submodels which can be used as a basis for a controller design. The submodel within

the dotted lines describes the rudder-to-roll transfer and will be referred to as the
third-order roll model. The submodel within the dashed lines describes the rudder-to-
rate-of-turn transfer and resembles a second-order Nomoto model (Nomoto et al.,
1957). This model, in combination with an integration to describe the yaw motion,
will be referred to as the third-order yaw model.

23 Model of the steering machine

The actuator which makes the actual rudder angle' Ow equal to the desired rudder
angle 6 set by the autopilot or the helmsman is the steering machine.
Van Amerongen (1982) describes the model of a steering machine configuration
which is shown in Fig. 2.7.

and will
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r
rudder
control

algorithm s (sKr1,1)

angle
transducer

8t

r

mechanical
feedback

telemeter systemautopilot main servoJ L J L

Fig. 2.7 A block diagram of a steering machine

The telemotor system is fast, compared with the main servo. In addition, the time
constant of the main servo is of minor importance, compared with the influence of
the limited rudder speed. This allows a further simplification of this model to the
model of Fig. 2.8.

Rudder Roll Stabilization

1

StS8+1)

g ma,

Fig. 2.8 A simplified block diagram of the steering machine

This block diagram contains two limiters, one describing the limitation of the
rudder angle and the other describing the limitation of the rudder speed. The rudder
limit is either determined by the rudder-angle constraints of the autopilot, or by the
mechanical constraints. The maximum rudder speed is determined by the maximum
valve opening and the pump capacity of the steering machine. The classification
companies require the rudder to be able to move from 35 degrees port to 35 degrees
starboard within 30 seconds. A maximum rudder speed of as low as 2.5 degrees per
second is sufficient to meet this requirement. In Section 6.5 it is shown that an RRS
system poses new demands on the steering machine.

'0



2.4 Modeling the disturbances 23

2.4 Modeling the disturbances

2.4.1 Introduction

It is possible to distinguish three categories of disturbances which are relevant with
respect to the design of an RRS-system:

- Additive disturbances: These can be seen as additional input signals to the process
(e.g. wind, waves, current etc.). It will be assumed that it is allowed to
superimpose the moments of these additive disturbances to the other moments.
Multiplicative disturbances: These are the disturbances which influence the
transfer function of the process (e.g. depth of water, load condition, trim, speed
changes etc.).
Measurement disturbances: These are the disturbances which are due to incorrect
measurement or incorrect treatment of measurement signals (e.g. inaccuracy of
sensors, sensor failure, round off errors etc.).

The mathematical models of a ship which arc given in Section 2.2 do not describe all
the ship motions; they arc a submodel of a larger model describing all the ship
motions. For instance, the pitch motion is not described by these models, nor is the
influence of the thrust. Nevertheless, these other motions might influence the
motions of the submodel.
This influence can be regarded as "disturbances" belonging to one of the above-
mentioned categories. Some of these "disturbances" are controllable (by other
subsystems of the ship), while others are not. An example of the latter is the heave
motion. An example of a controllable "disturbance" is the revolution of the
propeller(s).
The ship's thrust has such a large influence on the parameters of the submodel that it
is modeled explicitly in Section 2.5.

2.4.2 Wind

The forces and moments of the wind depends on such factors as:

the relative wind speed (the speed of the wind as it would be measured on board),,
the wind direction,

the shape and size of the ship % superstructure.

-
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The wind induces a roll moment which can be approximated by

Kwp = cw(pVw2 s in ( y ) (2.19)

as well as a yaw moment which can be approximated by

2
Nwr = cwr V sin(2y)w

where CImp and cwr depend on the shape of the ship, the relevant area of the ship's
superstructure, the air density, etc. Within the context of this thesis
they are considered as constants.

Vw = the relative wind speed. It consists of two components: a constant
component and a component representing the stochastic variations of
the speed and the relative wind angle.
the relative average wind angle in degrees (-180 < y s 180) defined
as indicated in Fig. 2.9.

270°

HAVE DIRECTION

WINO DIRECTION

0°

180°

Fig. 2.9 The definition of the angle of incidence

HERDING

90°

(2.20)

A more detailed discussion of the wind disturbances can be found in, for example,

Schelling (1977).

24



2.43 Waves

Waves may have different origins and different characteristics (see, for instance,
Grocn and Dorrestcin, 1976). In general, the pattern of the waves is rather complex.
It is a summation of waves with different amplitudes, phases and frequencies and
with various directions of propagation.

With respect to the design of an RRS autopilot it is sufficient to use a simplified
description of the waves by considering only unidirectional linear waves. The
stochastic nature of the waves can be taken into account by describing the waves by
means of a frequency spectrum. In the literature formulas are given to analytically
describe a wave spectrum as a function of the wind speed or as a function of the
significant wave height and the average period. In Gerritsma (1979) several

descriptions of wave spectra are given of the form

((a) = Ac..)-Pexp(-Bw-q) (2.21)

An example is the Bretsclmeider spectrum, recommended by the 12th International
Towing Tank Conference when statistical information is available on both the
characteristic wave period and the significant wave height. In that case the following
holds:

The influence of the waves on the motions of a ship also depends on the ship's speed
and on the angle between the heading and the direction of the waves (Schelling,
1977). The relative frequency of a wave can be computed by the formula:

A

P

q

(691T-4)

B(0.5H113)2
= 5

=4
T .

27 m0 /m1 = the mean period

H1 / 3 = 4 \imo = the significant wave height

m
0 = I S(co)ch.$)

o
co

m1 =
o
I coS(co)dco

2.4.3 Waves 25
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2w(U,y) = wo - woUcos(y)/g

= the actual frequency of the wave
= the speed of the ship

the angle between the heading and the direction of the wave,
defined according to Fig. 2.9

= the acceleration of the gravity

Waves induce roll moments as well as yaw moments. The induced roll moment can

be approximated by

KgY
(w) =

HgY
(w) sin(y) (2.23)

while the induced yaw moment can be approximated by

NgY
(w) = H (w) sin( 2y) (2.24)

where

H and H are functions of the wave frequency, depending on the shape of the hull,

the water viscosity, appendages to the hull etc.
y is the angle of incidence of the waves in degrees (0 < y s 180).

The typical shape of the frequency spectra of the waves is generated by the system of

Fig. 2.10. White noise with a zero mean is used as an input signal for a second-order

low-pass filter. Koot (1983) demonstrated how the damping ratio z, the natural
frequency w and the variance of the noise can be selected to obtain the desired

shape.

(2.22)

where

(40
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white
noise

+(i);412a4.--

[7.

Fig. 2.10 Simulation of the wave motions

2.5 Identification of the ship-model parameters

2.5.1 Introduction

Van Amerongen and Van der Klugt (1982) describe some of the results of
experiments which were carried out at the Maritime Research Institute Netherlands
(MARIN) in Wageningen. Several design parameters of a ship were investigated to
formulate demands to be met should the ship be equipped with an RRS system, In
subsequent years, the MARIN investigated several hull forms and rudder
configurations in order to find the optimal ship design. An extensive mathematical
model of the resulting design has been derived based on a hydrodynamical approach.
This MARIN model, being non-linear and describing most of the ship motions in the
six degrees of freedom mentioned in Section 2.2, is not suitable for the purpose of
designing a controller. It might be possible to reduce such a model by discarding the
non-linear terms. A further model reduction can be obtained by using standard
model reduction techniques. However, this approach cannot be used if the influence
of the non-linear terms is too large.
The Identification and Simulation Package PSI (Van den Bosch, 1981) offers
another approach. PSI enables model identification based on measurement data
which is obtained from the actual process. A major advantage of this approach is

27
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that the influence of non-linearities can also be investigated easily. Even if the
process is non-linear it might be possible to find a reasonable linear model of the
process.
Unfortunately, in this particular case the actual process, a new ship, has not yet been
built. Therefore, it is not available for modeling trials.
As a second-best solution modeling trials can be carried out with the non- linear
MARIN model. Assuming that the MARIN model gives a good description of the
actual ship, one may expect that the identification results will be close to the results
which would be obtained from full-scale modeling trials.
Zig-zag trials were carried out with the MARIN model and the data were
transformed to a suitable format allowing modeling at the Control Laboratory. The
initial models are given in Section 2.2.2. Fig. 2.5 shows a block diagram of the model
which will be used for simulation purposes. Fig. 2.6 shows a block diagram of a
simplified model which can be used as a basis for a controller design. PSI is used to

identify the parameters of these models.

In this particular case, the parameters of a computer model have to be identified.
Such a model not only enables the measurement of the input and the output signals,
but also the signals which cannot be measured in practice (for instance the sway
velocity, the rudder moment etc.). Several of these signals were "measured" to
improve the reliability °Nile final result.

2.5.2 The identification mechanism

Van den Bosch (1981) describes how the program PSI can use measurement data to
identify the parameters of a process. This approach is illustrated in Fig. 2.11.

A criterion function is defined, based on the error between an output of the process
and the equivalent output of the (adjustable) model. Both are excited by the same
input signal. The model may be described by continuous parts, discrete parts, non-
linear or logical elements or any combination of these. The output of the process as

well as the input signal are given by the measurement data.



input(s)

Fig. 2.11 Identification via simulation and optimization.

During the identification of the model parameters the following quadratic criterion
was used:

T 9
.3 = C e`cit

where

T = the total time of one simulation run
e = the difference between the output of the process and the output of the model
C = a constant

Although a similar criterion was used for all identification runs, the results of the
identification of different signals under different conditions may not be compared,
because the absolute value of the criterion in itself has no meaning. The criterion
value depends on such things as the size of the input signal. Therefore, figures are
added to give a qualitative impression of the identification results.

Process

Optimatization
Algorithm

Model

Criterion

process
output(s)

model
output(s)

(2.25)
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2.53 The simulation model

Zig-zag trials were carried out with the rudder as input to find the parameters of the
ship model given in Fig. 2.5. The measurement data is shown in Fig. 2.12; the ship's
speed is 22 knots.

15

(deg)I

-15

(deg/tlis)l

Fig. 2.12 The measurement data

The sway velocity was measured as well to allow a proper identifcation of the
rudder-to-sway-velocity transfer. This transfer function is important to obtain a good
description of the influence of the disturbances.
The model is given by Eqs. (2.16) to (2.18). The variable "w", describing the

25
(sec)
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disturbances, is selected to be zero. The block diagram of this model is shown in Fig.

2.5.

The identification was carried out in two steps. As a first approximation the

parameters of three separate models were identified:
the submodel which describes the roll motion and whose inputs are the rudder,
the sway velocity and the rate of turn,

- the submodel which describes the rate of turn and whose inputs are the rudder
and the sway velocity,
the submodel which describes the sway velocity and whose inputs are the rudder
and the rate of turn.

The second phase involves coupling these submodels to each other and further
identifying this coupled model.

The identification results are given in Table 2.1.

Table 2.1 The identification results.

The influence of the rate of turn on the roll angle is dominated by a time constant
similar to the sway velocity. Therefore, it. was difficult to distinguish between the
influence of r and v on the rudder-to-roll transfer. Taking into account the results of
the identification of the wave-height-to-roll transfer which are to be discussed next, it
was decided to set krp equal to zero.

The identification results are illustrated in Fig. 2.13.

Parameter Value Parameter Value Parameter Value

kdv
0.08 kdr -0.035 kdp -0.17

Tv
9 Tr

1 . 3
.an

0.64

krv
0.13 kvr -0.7 zn

0.094

k
rp

0

kvp
3.7
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Fig. 2.13 The identification results

In Fig. 113 the dotted lines represent the measurement data while the solid lines
represent the output of the identified model. A satisfying fit is obtained for the
rudder-to-rate-of-turn transfer, the rudder-to-roll transfer and the rudder-to-sway-
velocity transfer as well.

In practice, full-scale identification trials to obtain the wave-height-to-roll transfer,
the wave-height-to-yaw transfer and the wave-height-to-sway-velocity transfer cannot
be carried out. However, the mathematical model developed by the MARIN in
Wageningen has been implemented in a computer. Therefore, it is possible to test
this model with any given disturbance condition, including disturbances which will

Rudder Roll Stabilization

0 25 Used,
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2.5.3 The simulation model

not be met in practice like "square waves". This feature enables identification trials

which are similar to the zig-zag trials with the rudder as input signal.

The initial model is again given by Eqs. (2.16) to (2.18). The parameters of this
model (given by Table 2.1) were not changed during these identification experiments;
the rudder angle is selected to be zero. The measurement data is shown in Fig. 2.14;

the ship's speed is 22 knots.

3

wh
fm)

-3

0.5

(deg/s)

-0.5

2
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v
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SD I(deg)
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0
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Fig. 2.14 The measurement data
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Table 2.2 The identification results

Large parameter variations could not always be noticed in the criterion function.
Therefore, it was more difficult to find the parameters listed in Table 2.2 than those
in Table 2.1. Probably, the influence of the higher-order terms or non-linearities is
too large to be neglected. Nevertheless, Fig. 2.15 demonstrates that a reasonable fit
was obtained during these identification experiments.

Rudder Roll Stabilization

The identification experiments were carried out to define the remaining three
transfer functions:

the wave height to roll angle,
- the wave height to rate of turn,

the wave height to sway velocity.

The identification results are given in Table 2.2.

Parameter Value Parameter Value Parameter Value

k
WV

0.056 k
wr

O. 023 kwp
-3.3

T
wv 63 Twr 32 zwp 0.47

z
WV

0.46 zwr 0.87 wwp 0.82

cowv 1.1 cowr
0 . 5

34
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Fig. 2.15 The identification results

In Fig. 2.15 The dotted dines represent the measurement data while the solid lines
represent the output of the model' identified.

The resulting model is used for simulation purposes.. It is valid only if the ship'S
speed equals 22 knots.
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23.4 The control model

The speed of a ship has a considerable influence on the dynamics of the ship and, as
a result, on the controller design as well. Therefore, the influence of the speed
should be added to the model of the ship. Several identification experiments were
carried out to find the desired model parameters. During these experiments the
speed of the ship was 5, 7.5, 11 or 12.5 m/s.

The following relevant measurement signals were available:

the rudder angle iSw
the rate of turn r =
the roll angle cp
the roll rate p =
the ship's speed U

'The identification is based' on the model which is shown in Fig. 2.6. Based on the
experience obtained during earlier identification experiments it is assumed that the
ship's speed has the following influence on the model parameters (Table 2.3):

k = K U2dp dp0

kdv = Kdv0U

kvp = KypOU

Tv = Ty0/U

kdr = Kdr0U

zn = zit() zn1U

kyr Kyr0

ton = 44n0

kr TrOP
krp = 0

.Table 2.3 The model parameters as function of he ship's speed

The 'identification was carried ,out in three steps'.

1 Identification of the rudder-to-roll transfer..
The identification parameters are Kdo, Kvpo, Tvo and zn, while the criterion Jp is
described by Eq. (225). The parameter con was barely influenced by the speed. In
order to reduce the calculation effort con was selected to be constant.

36 Rudder Roll Stabilization
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2 Identification of the rudder-to-rate-of-turn transfer.
The identification parameters are Kdro, Kyro and Tro, while the criterion Jr is
described by Eq. (2.25). TA is found in step 1.

3 Changing To such that the rudder-to-roll transfer as well as the rudder-to-rate-of-
turn transfer give a reasonable result.

Because the sway velocity is not available, it is not possible to distinguish between the

influence of kdy and the influence of kyp on the rudder-to-roll transfer, Likewise, it
is not possible to distinguish between the influence of kdy and the influence of kyr on
the rudder-to-rate-of-turn transfer. Therefore, the parameter Kdyo was set to 0.01. In
addition, the parameter can was selected to be 0.64.
The identification results are summarized in Fig. 2.16. In this figure the model
parameters identified are denoted as solid circles. Averaging the identification
results of all the experiments (indicated by the solid lines) gives a reasonable fit
under all conditions (the dashed lines will be discussed later on). The resulting
parameter values are summarized in Table 2.4.

Table 2.4 The parameters of the proposed model (U in mls)

Parameter Identification results

k = K U2dp dp0 -0.0014 U2

kdv = Kdy0 U 0.01 U

kdr = Kdr0 U -0.0027 U

kvp = Kvp0 U 0.21 U

Tv = T / U 78 / U

zn = znO + znlU 0.064 + 0.0038U

kyr = Kyr0 -0.46

=wn0wn
0.63

Tr = Tr0/ U 13 / U

2.5.4 The control model 37
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2.5.4 The control model

Fig. 2.17 and Fig. 2.18 show a qualitative comparison between the proposed model

parameters (solid lines in Fig. 2.16) and the estimated model parameters (solid
circles in Fig. 2.16). The speed of the ship is 12.5 mis (the worst case situation).

6

5°,5°Al
(deg)

-6

6

-6

Fig. 2.17 Model comparison: the roll angle

In Fig. 2.17 the dotted lines denote the measured roll motion, while the solid lines
denote the output of the proposed model (the upper part) and the output of the
estimated model (the lower part). Even in this case the performance of the proposed

model is good.

In Fig, 2.18 the measured rate of turn is indicated by the dotted lines. The solid lines
again denote the output of the proposed model (the upper part) and the output of

the optimal model (the lower part). Apparently, the differences between both results

are minor.

39

Van Amerongen and Van Cappelle (1981) carried out full-scale modeling trials on
board a naval ship. Mattaar (1986) used the resulting data to identify the parameters

0 2 E,
t(sec)
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of the model of Fig. 2.6, the result of which is shown in Fig. 2.16 (the dashed lines).
He demonstrated that by using this model a better fit can be obtained than by using
the model proposed by Van Amerongen and Van Cappelle.

(deg/s1

-1

(deg/s)

0 2S t(sec)

Fig. 2.18 Model comparison: the rate of turn

Henceforth, the model of the naval ship will be referred to as ship model I while
the model of the new ship design will be referred to as ship model 2. Comparing
ship model 1 with ship model 2 yields the following results:

- The damping of ship model 1 is larger than the damping of ship model 2.
Therefore, ship model 2 will be more sensitive to the roll motion.

- The time constants Tvo and Tro of ship model 1 are larger than the equivalent
time constants of ship model 2. Therefore, ship model 2 will have better
maneuvering characteristics.
The gains kdp and kvp of ship model 1 are larger than the equivalent gains of ship
model 2. These gains describe the influence of the rudder on the roll motion.
Therefore, it may be expected that the roll reduction potential of the rudder of
ship model 1 is larger than that of ship model 2.

-

-



2.5.5 The non-linearities

In Section 2.2 the non-linearities were disregarded to derive the linear model of Fig.
2.6. One additional identification experiment was carried out to investigate whether
this is allowed. The ship's speed is 11 m/s. The rudder angle has been doubled (-20
to 20 degrees). The parameter Kdvo is again chosen to be 0.01.

The identification results are denoted in Fig. 2.16 by an "x". They are summarized in

Table 2.5.

Table 2.5 The identification results

Fig. 2.16 demonstrates that the parameters of Table 2.4 agree reasonably well with
the other identification results. This is further confirmed by the qualitative
comparison given in Fig. 2.19 and Fig. 2.20.

The upper part of Fig. 2.19 shows a comparison between the "measured" roll angle
for a rudder angle of ± 20 degrees and the output of the model which is described by
Fig. 2.6 and Table 2.4. A reasonable result is obtained, even though the parameters
are not the optimal ones.
The lower part of Fig. 2.19 shows a comparison between this measured roll angle and
the model with parameters as given by Table 2.5.

Parameter Value Jr
J
Y

Kdr0 -0.0026 99 170

Kvr0 -0.42

Tr0
12.3

Tv0 66

Kdp0 -0.0014

Kvp0
0.18

zn 0.126

wn 0.63
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Fig. 2.19 The influence of the rudder angle on the rudder-to-roll transfer

In Fig. 2.20 similar comparisons are given for the rudder-to-rate-of-turn transfer.
Again, a reasonable result is obtained with the parameters of Table 2.4. Apparently,
it is not necessary to extend the linear model with non-linear elements.

42
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Fig. 2.20 The influence of the rudder angle on the rudder-to-rate-of-turn transfer

In principle, everything that is needed to design an RRS controller is available now.
The model of Fig. 2.6 can be used as a basis for a controller design. The resulting
controller can be tested by means of a simulation using the models of the steering
machine and the disturbances in combination with the ship model of Fig. 2.6 or the
'slightly more extended model of Fig. 2.5.
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3 CONTROLLER DESIGN

3.1 Introduction

In Chapter 2 the models which describe the ship, its steering machine and the
disturbances are posed. The process is essentially non-linear, making it difficult to
find a suitable controller.

The problem may be simplified by separating it into two subproblems:

1 Find the controller for the linearized process

2 Define the boundaries within which this Linearization is allowed and change the
controller such that the process will stay within those boundaries.

In general, step 2 is the most difficult problem to solve. For many processes it is not
possible to define such boundaries. For many other processes it is not allowed to
change the controller such that under all circumstances the process will stay within
the boundaries. However, in the case of designing an autopilot for ships, the
separation into two subproblems is allowed.
The process comprises two dominant non-linearities posed by the steering machine:
the maximum rudder angle and the maximum rudder speed. It is assumed that the
influence of other non-linearities can be disregarded. If the controller gains remain
sufficiently small, it is allowed to disregard the two dominant non-linearities as well.
In that case, linear control techniques are applicable. In this chapter a new method,

based on the LQG method, is posed to calculate controllers for linear processes. A
simple approach by block diagrams will be used to introduce the method.
The method requires the parameters of the process to be known, but it allows them
to change slowly (in comparison with the dominant time constants of the process) in

time.

The linearized model of the process to be controlled is comprised of models of a
ship, a steering machine and the disturbances. This model is too complex to be used

as a basis for a controller design. As a first step, the model may be reduced to a
fifth-order model by assuming that the influence of the steering machine is negligibly
small and that the disturbances are white noise with a zero mean. However, in
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practice this is not always allowed. Nevertheless, this approach will be followed and
it will be shown that the fifth-order model can be further reduced to two
independent lower-order models describing the rudder-to-roll transfer and the
rudder-to-yaw transfer. These models will be used as a basis for a controller design.
Without their becoming too complex these models may even be extended with a
simple model of the disturbances. This is especially important for the yaw model
where the constant component in the disturbances, caused by the wind, cannot be
disregarded.

In this chapter it will be shown that the controller gains depend on the weighting
factors of a criterion and on the parameters of the process. The latter are a function
of the ship's speed. Therefore, the controller gains are a function of the ship's speed
as well. If the controller gains become too large it is not allowed to disregard the
influence of the steering machine. This indicates that an "optimal" controller can
make the process non-linear if the ship's speed changes. Van Amerongen and Van
Nauta Lemke (1982) demonstrate that in such a case the system may even become
unstable. This problem will be solved by the methods posed in Chapter 5.

To start with, in Section 3.2 a short introduction to Optimal Linear Control Design is
given. In addition, a calculation method which gives good results is presented. It is
relatively simple to use in simulations and has some suitable properties in dealing
with non-linearities. The latter will be discussed in Chapter 5. In Section 3.3 this
method is used to design a controller which, under certain restrictions, is capable of
obtaining a substantial roll reduction while maintaining a good course keeping
performance. In Section 3.4 it is shown that it is allowed to separate the fifth-order
model given in Fig. 2.6 into two lower-order submodels. Finally, in Section 3.5 the
influence of the ship's speed on the controller gains is considered.

3.2 Optimal Linear Control Design

3.2.1 Process disturbed by white system noise

Let a process, described by the following state-space equations, be given:

x = Ax + Bu + Dw (3.1)

y = Cx + v (3.2)



A block diagram of the process is illustrated in Fig. 3.1.

Fig. 3.1 The process

Without loss of generality for the method mentioned below it is assumed that w and

v denote white noise with a zero mean.

One of the methods of designing a controller is the Linearprocess Quadratic criterion

Gaussian noise (LQG) control method. When used, this method guarantees that the

solution will be the optimal controller. However, two of the things the method

requires to be known are the model and the states of the process. The model of the

process is given in Chapter 2, but the states of the process are not necessarily known.

In that case, the LOG approach requires an optimal filter to be designed which gives

the best estimates of the states which cannot be measured or which are contaminated

by measurement noise. The inputs of the optimal controller, calculated by means of

the LOG method, are the states of the optimal filter. This leads to calculating the

optimal controller for a process described by the following state-space equations:

= Ax + Bu + Erw. (3.3)

y = Cx (3.4)

Note that the matrix C in Eq. (3.4) is not the same as the matrix C in Eq. (3.2). In

Eq. (3.4) the matrix C is of full rank, while this is not necessarily true in Eq. (3.2).

For the moment, it will be assumed that all states are measurable. Therefore, the ^,

indicating estimated values, are left out of the formulas. In Chapter 4 it will be shown

how the non-measurable states can be obtained.

46 Rudder Roll Stabilization
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Define as criterion the following function:

1
J = i.m ( yTQy + uTRu)dt

T--co T

where 0 is a (semi-) positive-definite weighting matrix and R is a positive-definite
weighting matrix. To simplify the equations it will be assumed that Q (rank ni) and
R (rank n2) are diagonal. In that case, and if T goes to infinity, criterion (3.5) may be

reformulated:

n2n1
J = Ei1 q4E[y1.y1] + j1 r.E[u..u]==

The "optimal" controller, with respect to criterion (3.5), is (see for instance
Kwakernaak and Sivan, 1972):

u = -Kx (3.7)

where

K = R-1BTP (3.8)

= ATP + PA + CTQC - PBK (3.9)

In Eq. (3.8) K approaches a constant value when T goes to infinity and the process is
time-invariant. This constant value can be found by solving Eq. (3.10):

0 = ATP + PA + CTQC - PBK (3.10)

and by having K satisfy Eq. (3.8).

An iterative method is posed for solving equations like Eq. (3.10). It is based on the
definition of the "innovation process" described by Eqs. (3.11) and (3.12) and the
calculation of the steady-state outputs of this innovation process:

P = ATP + PA + CTQC - PER (3.11)

(3.5)

(3.6)
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C QC

R-1BTP

B um-m

C xm-m

(3.13)

K = R-1BTP (3.12)

The steady-state outputs of this "innovation process" are the required controller
gains.
Comparing Eq. (3.11) with Eq. (3.9) reveals that the minus sign on the lefthand side
of Eq. (3,9) is omitted. In combination with Eq. (3.12), Eq. (3.9) resembles an
unstable innovation process. Therefore, its outputs do not converge to the required
stationary solution.

It is possible to reformulate Eqs. (3.11) and (3.12) such that they resemble the more
commonly applied form, i.e. the process with the following state-space equations:

x =Am-mx +Bu-in m-m

ym = Cmx_m (3.14)

where

T
?-rn '1311' P12' "'Pnn)

Ym = (k11' k12 ' )
= the elements of the matrix K

r = the number of controllable inputs of the original process

Because P is a symmetric matrix only the upper-right or the lower-left triangle has to
be considered. Therefore, if P is of rank n then x consists of 0.5(n2 + n) elements.

Comparing Eq. (3.11) and Eq. (3.12) with respectively Eq. (3.13) and Eq. (3.14)
yields:

ATP + PA - PBK Amx-m
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The introduction of the L-matrix is similar to time scaling in analog computing.
Within certain boundaries it creates the possibility to select freely the rate of
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A block diagram of the innovation process is shown in Fig. 3.2. Note that the block
diagram is valid only if the appropriate order of the matrix multiplications is taken
into account.

Fig. 3.2 A block diagram of the innovation process

The innovation process introduces non-linear differential equations which can be
solved by numerical integration methods. The steady-state solution of this innovation
process yields, by means of Eq. (3.8), the optimal gains.
In many cases, this innovation process has a slow convergence; in a real-time
environment it may take quite a while before the steady state has been reached. This
is especially true if the time constants of the original process and the elements of the
R-matrix are large. On the other hand, in some special cases such a slow
convergence is desired.
The following method is posed to circumvent these problems:

Introduce the diagonal matrix L with non-zero elements l on the diagonal. This
changes the innovation process described by Eqs. (3.13) and (3.14) to:

Lxm =Ax +Bu (3.15)

ym = Cmx_m (3.16)

-m m-m
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y = Cpxp (3.18)

convergence of the innovation process.
The upper boundaries of the elements of the L-matrix are determined by the
variation in time of the process parameters. In most cases the convergence speed
should be fast enough to follow the fluctuations of the parameters of the process.
The influence of these fluctuations on the controller parameters can be reduced by
intentionally selecting the elements of the L-matrix too large.
The lower boundaries are determined by the available computer time and the
numerical integration method.

The method introduced to solve the matrix-Riccati equations (3.8) and (3.10) on line
has some interesting properties:

- The parameters of the process have to be known although they are allowed to
change in time.

- It is allowed to change the criterion parameters on line.
- By selecting the appropriate L-matrix it is possible to reduce the influence of the

fluctuations of the process parameters on the controller gains (for instance, those
caused by parameter estimation) or to increase the convergence speed.
The method can be used for Multi Input Multi Output (MIMO) processes.

The optimal linear control problem is a dual of the optimal linear filter problem
(Kwakernaak and Sivan, 1972). The same holds for the method introduced to design
the optimal linear controller. In Chapter 4 it will be shown that a similar method can
be applied to solve the optimal linear filter problem.

3.2.2 Process disturbed by colored system noise

In Eq. (3.1) w is assumed to be white noise. This is not a limitation of the validity of
the above-mentioned methodology. If w is non-white noise it is possible to define a
new process including the states of the shaping filter describing the coloring of w.

Let a process, described by the following state-space equations, be given:

x =Ax +Bu +Dw (3.17)
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where w denotes colored noise, described by the following shaping filterd

= Afsf + Deaf (3.19)

yf. = Ce_cf = (3.20)

A block 'diagram of this process is given in Fig. 3.3.
Combining Eqs. (3.17) to (3.20) into one model results in the process, described by
the following state-space equations:

= Ax + Su Dw (3.21)

= Cx (3.22)

where

T= /gip T
)

IT T
I(Y Yf)

The matrix Ac denotes the coupling between the model of the process described by
Eqs. (3.17) and (3.18) and the model of the disturbances described by Eqs. 0.19),
and (3.20).

Define the following criterion:

where

1im

R =R

+ u Rit),cit (323)

AlIA

Lo Af

[Bop] jo

f-I I

Icp o
LO C

+

T

0]

0

B= =



Fig. 3.3 depicts a block diagram of the controlled process.

and

w,
---=1.1 - s

[ system noise

p_rocess

Fig. 3.3 A block diagram of the process

The optimal controller, with respect to criterion (3.23), is given by Eq. (3.7) and can
be found by solving Eqs. (3.8) and (3.10) where

r2
P2]

P = K = (K1 K2)
P P3

Solving Eq. (3.8) yields:

K = R-1BTP = R-1(BT 0) [1)1 1)2]
p p DT D

2 3

= (R-1BTP R-1BTzP-) = (K1 K2)
P P P

Therefore,

K1 p= R-1BTP1 (feedback of the process)p

Rudder Roll Stabilization

X Yp

(3.24)

52
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- T
K2 = Rp1 BpP2 (feedback of the noise),

The matrices Pi and P2 can be, found by solving Eq. (3.10):

=
[A_ 0 , Ac1

0 T T TAc Af P2 si , P2 P3J O Afi

T T[ApPi AP
ATP +ATP'T ATP +ATP ] [PTA PTA 1-P A

p 2
+

PIAp P1Ac+P2Al +

cl f 2 c2 f 3 pi 2c 3 f

+
CTpQpCp 0

0 0
_ [P1BpK1 P1BpK2]

PTBTK B K2 p 1 PT2 p 2

Therefore,

O = AT1P' + P1 Ap. - P' B K1 + CTQ1- C (3-2_6.)
pi 1 p p p

0 = Arp2
+ PiAc IF P2Af = PiBpX2 (.37)

p

0 AT'P2 + PA + ATTP + P3 Af - PTB K2 (128)
c 2 c f 3 - 2 p

The following conclusions can be drawn, from Eqs. (3.24) to (3 28)':'

If in the process described by Eqs.. (3.17) and (3.18) wp denotes white noise with
zero mean, then Eqs (324) and (3.26) are sufficient to calculate the optimal
controller for that process.
Eqs. (3.24) and (3.26) show that the resulting controller parameters Ki do not
depend on the colored character of the system noise wp.
Eqs. (3.24), (325), (3.26) and (3.27) form a set of 4 equations with 4 unknown
parameters. Eq. (3.28) is not required to calculate the matrix K.

=a

(3.25)

+

TCp 0 1

[0 CT]f

[Qp 01 1Cp 01

0 O] La c f

[Pi P2] [Bp]
1PT P LO2 3

K )
2

=-

P1
+ +

[

=

-

-



Appendix A shows an example of the calculation of a controller for a second-order
process disturbed by colored system noise. This colored noise is described by a
second-order shaping filter.

33 The fifth-order model

In Chapter 2 models of a ship, a steering machine and the disturbances are derived.
The steering machine makes the process basically non-linear. This suggests that it is
not allowed to apply the Linear Optimal Control method given in Section 3.2.
However, if the controller output does not become too large the method posed in
Section 3.2 is applicable. For the moment, it will be assumed that the non-linearities
of the steering machine can be disregarded. Chapter 5 gives a solution for the case in
which these non-linearities cannot be disregarded. In addition, it will be assumed
that the following holds:

1 The model parameters are known.
2 The disturbances are assumed to be white noise with zero mean.
3 All the states of the process are measurable.

This reduces the control problem to finding the controller for a fifth-order linear
process. A block diagram of this process is given in Fig. 2.6. It is described by the
following state-space equations:

x = Ax + Bu + 1)w (3.29)

y = Cx (3.30)

where

0 1 0 0 0- 0

-w2 -2z wn n n w2k 0n vp 0 k w2dp n
A 0 0 -1/Tv ID 0 B = kdv/Tv

0 0 k /T -titsVr r 0 kdr/Tr
0 0 0 1 0_ _ 0
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wT = w = white noise with zero mean

The optimal controller, with respect to the following criterion

5J E+ Eto.60 (3.31)
1=1

can be found by solving Eqs (3 8) and (3.10). The application of the method which is.

introduced in Section 3.2 yields as solution the steady-state outputs. of the:
"innovation" process described by the following state-space equations:

LXra = B um-m)

I. = cmItm

.where.

ICP1, P2' P151

UT = '(c11, 42' c13, gift 4c1.5/

,T
im `J1' '2' '3' "4' -75'1

"The matrices Am, Bm and Cm are given in Appendix B.

By using the Interactive Simulation Package PSI (Van den Bosch, 1985a) it is
possible to simulate the (non-linear) process described by Eqs. (3.32) and (3.33).

3.3 The fifth-order model' 5.5

c1 0

0 c2
0

0 0 0

0
2

con

0

C = 0 0 c3 0 0 0 0

0 0

1)0) 0

10

0

c4
0)

0

c5-

0

0

lixr
a

xT = fy, y nx3 '41 60, u

(3.32)
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Fig. 3.4 Simulation of the innovation process

Fig. 3.4 shows the result of a simulation of the innovation process. The model
parameters are given in Table 2.4; the ship's speed is 11 m/s. The criterion

k5I
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t(secl

0
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Table 3.1 The criterion parameters

Fig. 3.4 demonstrates the effect of introducing the scaling matrix L in Eq. (3.31). The
solid lines represent the outputs of the innovation process without the L-matrix.
Within 40 seconds the innovation process reaches the steady state. The dotted lines
represent the outputs of the innovation process while the largest time constant is
scaled in time with a factor of 5 by introducing the appropriate L-matrix. In that
case, the steady state is found within less than half the time.

3.4 Separation into submodels

In this section the fifth-order ship model is separated into two third-order models.
The third-order roll model describes the rudder-to-roll transfer (Section 3.4.1) while
the third-order yaw model describes the rudder-to-yaw transfer (Section 3.4.2).
Controllers are calculated for both submodels and the results are compared with the
results which are obtained with a controller for the fifth-order model. This
comparison will be done in the frequency domain by means of Bode diagrams. Such
a comparison can easily be made by using the Transformation and Identification
Program TRIP (Van den Bosch, 1985b). The conditions under which such a
separation is allowed are formulated as well.

parameter value

ql 1

(12
1

(13 0

(14 1

(15 1

r 1

3.4 Separation into submodels 57

parameters are given in Table 3.1.
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3.4.1 The third-order roll model

From the block diagram of the fifth-order ship model, shown in Fig. 2.6, the third-
order roll model given in Fig. 3.5 can bc derived.

Fig. 3.5 Block diagram of the third-order roll model

This model is described by the following state-space equations:

x = Ax + Bu + Dw (3.34)

y = Cx (3.35)

where

F
-At

ZnWri"4

0

0



3.4.1 The third-order roll model(

The optimal controller with respect to criterion

3

1=1 1 "E q.E[y..y.]/r + E[6.6] (3.36)

can be found by solving Eqs. (3.8) and (3.10). Application of the method which is
introduced in Section 3.2 results in a solution which equals the steady state of the
innovation process described by the following state-space equations:

x =Ax +Bum-m (3.37)

ym = Cmx_m (3.38)

where

= (P1' P2'
ym = (kl, k2, k3)

= (12, c13)

In this case, only the roll angle and the roll rate are important. Therefore, it will be
henceforth assumed that q3 equals 0. The matrices Am, Bm and Cm are derived in
Appendix C. They are subsets of the corresponding matrices of the solution of the
fifth-order model given in Appendix B.
Fig. 3.6 shows some results of simulating the innovation process. The model
parameters are given in Table 2.4; the ship's speed is 11 m/s.

In Fig. 3.6 the solid lines indicate the controller parameters ki as a function of the
criterion parameter q1 while the dotted lines indicate the parameters ki as a function
of q2. Apparently, the influence of q2 on the controller parameters is less than the
influence of qi.

The roll angle does not have the same influence on the criterion described by Eq.
(3.36) as the roll rate does. Thus, changing qi can have (much) more influence on
the resulting controller than changing q2. A balanced criterion does not have such a
disadvantage. A balanced criterion is obtained if the following holds:

q1E[Y.Y] = q2E[Y.Y) (3.39)

J
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Fig. 3.6 The rudder-to-roll model: ki as a fitnction of

A balanced criterion can easily be found if the roll motion is a sinusoid:

Let the roll motion be a sinusoid described by

= usin(wt)

Using Eq. (3.39) yields

cliE[usin(cot).usin(wt)] = q2E[uwcos(wt).uwcos(wt)]

k21 0



(3.40)

Table 3.2 The criterion parameters

The ship's speed is 11 m/s and the parameters of the models are given in Table 2.4.

1

criterion parameter fifth-order model
,

third-order model

qi 10 10

q2 30 30

q3 0 0

c14
500 0

q5 1 0

r 1 1

3.41 The third-order roll model 61

and

ql = w2q2

Therefore, the following criterion is a reasonable basic choice for the design of a roll

controller:

= E[6.6] + qi_E[cp.p]Jr + q2E[cp.cp]ir2c.4

A balanced criterion is obtained by selecting q2 to be equal to ca. A more detailed
discussion of the criterion parameters can be found in Chapter 5.

A comparison between the fifth-order rudder-to-roll model and the third-order
model will indicate whether it is allowed to base the design of the roll controller on
the latter. A Bode diagram can be used to make such a comparison in the frequency
domain. It should be demonstrated that the relevant part (i.e. around the natural
frequency) of the Bode diagram of the third-order model is similar to the
corresponding part of the Bode diagram of the fifth-order model.

Fig. 3.7 gives the Bode diagram of the fifth-order rudder-to-roll transfer (dashed
lines) and the third-order rudder-to-roll transfer. The criterion parameters are given
in Table 3.2.

finally:
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Fig. 3.7 Bode diagram of the rudder-to-roll transfer

Three parts can be recognized in Fig. 3.7:
- The high-frequency roll motions are the roll motions which are well above the

natural roll frequency of the ship.
- The medium-frequency roll motions are roll motions just around the natural roll

frequency (in the figure indicated as con).
- The roll motions which are of a (much) lower frequency than the natural roll

frequency are referred to as low-frequency roll motions.

Fig. 3.7 shows that in the high-frequency range the Bode diagrams of the fifth-order
model and the third-order model are identical. Just below the natural frequency a
phase shift arises which becomes larger while going to the low-frequency range. In
the low-frequency range the gain differs. Therefore, it may be concluded that it is
allowed to disregard the yaw influence only if the low-frequency components are
removed from the roll motions. This filter problem will be examined in Chapter 4.
The difference between the Bode diagram of the fifth-order model and the Bode
diagam of the third-order model increases if the weighting of the yaw motions



3.4.2 The third-order yaw model 63

increases. Therefore, an additional requirement is that the criterion parameters '45
and qq. must remain below a certain high limit. Reasonable high limits of these
parameters are respectively 10 and 500.

3.4.2 The third-order yaw model

Fig. 3.8 shows a block diagram of the third-order yaw model, derived from the block
diagram of the fifth-order ship model (see Fig. 2.6).

v 0 0

A = k it -litr 0VI r
0 1 0

X3

wq,

Fig. 3.8 Block diagram of the third-order yaw model

The model can be described by the following state-space equations:

x = Ax + Bu + Dw (3.41)

y = Cx (3.42)

where

kdv/ tv
kdr/Tr

0
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(3.43)

c
1

0

0

0

1

0

0 -
0

1

D =

0

0

).sT = (x3, y, y) u = = (Y3' Y4' Y5)
= w = white noise with zero mean

Let the criterion be described by Eq. (3.43):

5
J = E q.E[y..y.]/r + E[cS .6 ]i=3 a.

Similar to the optimal roll controller, given in Section 3.4.1, the optimal yaw
controller can be found to be the steady state of an innovation process described by
the following state-space equations:

xm = .Amxm + Bmum (3.44)

Ym (3.45)

where

xT = (p n1' -2' '''''136)-m

ym = (k3, k4, k5)

u = (q3, q4, q5)-m

In this case, only the rate of turn and the heading error are important. Therefore, it
will henceforth be assumed that q3 equals 0. The matrices Am, Bm and Cm are
derived in Appendix D. They are subsets of the corresponding matrices of the
solution of the fifth-order model given in Section 3.3 (see Appendix B).
Several simulations were carried out with the process described by Eqs. (3.44) and
(3.45). Fig. 3.9 shows the yaw controller gains as a function of the criterion
parameters q4 (the dotted lines) and q5 (the solid lines). The parameters of the
process are given in Table 2.4; the ship's speed is 11 nVs.

r

= Cm7Cm
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Fig. 3.9 The nidder-to-yaw model: ki as a function of

Apparently, the influence of q4 on the controller parameters is small in comparison
to the influence of q5. Furthermore, q4 has no influence on parameter k5. This can
be found from Eqs. (3.44) and (3.45) (see Appendix D) as well.

A comparison in the frequency domain between the fifth-order model given in
Section 3.3 and the third-order yaw model will indicate whether it is allowed to base
the design of the yaw controller on the latter.

In Fig. 3.10 a comparison is given between the Bode diagram of the fifth-order
model (the dashed lines) and the Bode diagram of the third-order yaw model (the
solid lines). The dotted lines represent the Bode diagram of the non-controlled
process. The criterion parameters are given in Table 3.3.
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Table 3.3 The criterion parameters

The parameters of the models are given in Table 2.4; the ship's speed is 11 m/s.

0 01 10

Fig. 3.10 Bode diagram of the rudder-to-yaw transfer

flog)

criterion parameter fifth-order model third-order model

q1
10 0

c12
30 0

C13
0 0

q4
500 500

c15
1 1

r 1 1
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In Fig. 3.10 three areas can be recognize&

- the low-frequency area and the high-frequency area where the influence of the roll
motions on the rudder-to-yaw transfer is low.

- the medium-frequency area where the roll motions influence the performance of
the yaw controller.

This figure shows that for high-frequency motions (well above the natural roll
frequency) as well as for low-frequency motions it is allowed to use the third-order
yaw model instead of the fifth-order model. In the neighborhood of the natural roll
frequency a considerable phase shift arises. Therefore, it is allowed to use the third-
order yaw model as a basis for a control design only if these medium- frequency
components are removed from the yaw motions. This corresponds to the current
ideas concerning a modern autopilot design. In Van Amerongen (1982) and Duetz
(1985), to name a few, it is shown that a properly designed controller should
compensate only the low-frequency disturbances. In Chapter 4 a filter which is able
to suppress the medium and high-frequency yaw motions is designed.

Note that the upper part of Fig. 3.10 shows a small difference between the Bode
diagram of the fifth-order model and the Bode diagram of the submodel. If the
disturbances are present in this area, the roll controller may improve the course
keeping performance.

3.5 The influence of the ship's speed

The ship's speed greatly influences some of the parameters of the ship model and
thus the parameters of the corresponding "innovation" process (see Section 3.2). The
controller parameters depend on the steady state of the innovation process. It can be
expected that they are influenced by the ship's speed as well. In that case, two
problems may be encountered in practice:

If the controller gains become too large the steering machine may saturate even
during small roll motions or yaw motions. Thus, it is not allowed to disregard the
influence of the steering machine.

- The time constants of the innovation process determine the convergence speed of
the process and the required computer time. The convergence speed increases if
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the time constants increase. The required computer time increases if the time
constants become small.

Several simulations were carried out with the innovation processes given in Section
3.4. Some results are shown in Figs. 3.11 and 3.12, which give the controller gains as

a function of the ship's speed. The model parameters are given in Table 2.4 while the

criterion parameters are given in Table 3.4. The ship's speed ranges from 12 m/s. to 2

m/s.
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2

Table 3.4 The criterion parameters
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Fig. 3.11 The influence of the ship's speed on the roll controller

criterion parameter value

ci1 10

c12
30

c13
0

c14
100

c15
10

r 1

ka



-5

k41 0

-20

k3 II 2b

0

Fig. 3.12 The influence of the ship1s. speed on the yaw controller

The dotted lines represent the gains of the yaw controller based on the fifth-order
model. The solid lines represent those based on the third-order yaw model.
Fig. 3.12 shows that the absolute values of two of the yaw controller gains (k3 and
k4) increase rapidly if the ship's speed becomes low. Therefore, precautions should
be taken to guarantee that the process will remain linear. The gain k5 does not
depend on the ship's speed.

3.5 The influence of the ship's speed 69

In this figure the dotted lines represent the gains of the roll controller based on the
fifth-order model while the solid lines represent those based on the third-order roll
model.
Fig. 3.11 demonstrates that the roll controller gains become large if the ship's speed
increases. Therefore, even small disturbances may cause considerable rudder
motions. Precautions should be taken to prevent the steering machine from
saturating and thus to guarantee that the process will remain linear. This problem
will be solved in Chapter 5.

k51 0
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Concluding remarks

In this chapter a method to design a controller is proposed. It is based on the LOG
method and has the following properties:

The method
guarantees that a solution will be stable and will be be optimal with respect to the
selected criterion,

- allows that the parameters of the process or the weighting factors of the criterion
change in time,
calculates the solution in an iterative way which can be easily implemented in
practice,
allows a good understanding of the influence of the process parameters on the
controller parameters and
can be easily implemented in the simulation package PSI.

However, the method requires
- the process to be linear,
- a model of the process to be known,
- a quadratic criterion to be defined and
- the states of the process to be measured.

A model of the process is given in Chapter 2. In Chapter 5 methods are posed which
guarantee that the non-linearities can be disregarded. In Chapter 6 a suitable
quadratic criterion is derived. Finally, in the following chapter a method is given to
estimate the states of the process which cannot be measured and to remove the
undesired components from the measurements.

-

-

-

-



4 THE FILTER DESIGN

Introduction

In Chapter 3 a method for designing the "optimal" controller for a linear process is
introduced. This method requires the states of the process to be available. If the
states are not measurable or if they are contaminated by noise, a filter should be
designed. This filter should yield "good" estimates of the unknown states and remove
the undesired components from the measurements. The optimal controller uses the
states of the filter as its input.

The problem of designing an "optimal" filter for linear processes is well known in the
literature (e.g. Kwakernaak and Sivan, 1972). Designing an "optimal" filter requires
that a performance criterion be defined. In addition, it is required that the properties
of system noise and measurement noise be known. Based on the available knowledge
of the process, the noise properties and the input signals a prediction is made
concerning the output. of the process. This prediction is compared with the measured
output of the process and the result of this comparison is taken into account in the
next prediction of the output. The optimal filter is obtained if the error between the
predicted and the measured output of the process is as small as possible. The Linear
Optimal Filter Theory offers a mathematical tool to update the prediction such that
the covariance of this error is as small as possible.
The problem of designing an optimal filter by using the "Optimal Linear Filter
Theory" is the dual of the problem of designing an optimal controller by using the
LOG method. Therefore, this problem can be tackled in a way similar to the
controller problem in Chapter 3.

This chapter is organized as follows:
In Section 4.2 a short introduction of the Optimal Linear Filter Theory is given. A
calculation method similar to the method mentioned in Chapter 3 is proposed. In
Section 4.3 processes with colored measurement noise and colored system noise are
considered. In Section 4.4 the implications of the assumption that the system noise is
only partly known are demonstrated. Filters are designed which are able to remove
the high-frequency components from the yaw model and to remove the low-
frequency components from the roll model. Finally, in Section 4.5 the filtering of the
ship's speed will be taken into account.

4.1 Introduction 71
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4.2 The Optimal Linear Filter Design

This section gives a comprehensive derivation of the theory of optimal filtering.

In general, a linear process can be described by the block diagram of Fig. 3.1. A
process may contain several known inputs u and it can be influenced by unknown
inputs (disturbances) w. These unknown inputs will be referred to from now on as
state excitation noise or "system noise.
Furthermore, it is possible to measure one or more signals y of the process. The
measurements are contaminated by "measurement noise" v. Contrary to system
noise, measurement noise does not affect the states of the process.
Such a process can be described by the following state-space equations:

x(t) = Art) + Bu(t) + Dw(t) (4.1)

y(t.) Cx(t) + v(t) (4.2)

To shorten the notation x(t), y(t), v(t), w(t) and u(t) will be written respectively as
,NL w and u. Furthermore, it will be assumed that the parameters of the process

change slowly in time such that it is allowed to consider the matrices A, B, C and D
to be time invariant.

Fig. 4.1 contains the block diagram of the process along with that of a state
estimator. The block diagram of the state estimator contains a structure similar to
that of the process. This structure represents the knowledge of the process and is
used to generate a prediction of the state variables of the process. The update vector
z denotes the difference between the measured and the predicted output of the
process. This vector updates the states of the filter by an update matrix "K". The
update matrix K determines the properties of the filter. In the last two decades,
many articles have been published describing the calculation of K depending on the
available knowledge of the process and the disturbances and on the desired criterion.
A summary of the basic principles can be found in Sage (1968) and Kwakernaak and
Sivan (1972), to cite two examples.

In Chapter 2 a model of the process involved was derived. In this chapter it will be
assumed that the process is fully known. All the modeling errors can be included in
the noise vector w (denoting white noise with a zero mean) without affecting the

72
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validity of the subsequent derivations.

LW

X

11

11

process

I, 11

11 11

iri Ill
11 11.

11 model I
L .ii

Fig. 4.1 Block diagram of process and state estimator

The assumption that the process is fully known implies that it is allowed to describe,
the transfer function u toby the following state-space equations:

'x = Ax + Bu + Kz (4.3)[

= Ccc (44y

= - Cx (4.5)

In Eqs:(4.3) and (4.5) z stands for the prediction-error vector.

-

73
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From these equations it follows that

x = Ax + Bu + Igy - Cx)

The expectation E of the error vector e = x - iecNis referred to as 9 c,]

For the derivative of E[ e the following holds:

re ] =. E[x.-;C] = 1[Ax+Bu+Dw-Ax-Bu-Kz

T E[ (A-KC) (x-x)+Dw-Kv]

Let w and v be uncorrelated white noise with zero mean. In that case this can be

further reduced to

Eke] = (A - KC )ELeir

For a zero mean process where El ] = 0, the covariance P of the error vector etc.

given by:.

13', e eT 1(4.8)

The optimal filter is defined as the filter where P is as small as possible. If the

process is time-invariant, the minimum of? is found if the rate of change of P equals

0.
The rate of change of P is given} by::

P E[e.eir] 4 E[e.eT]I (4.9)

From Eqs (4 (4.3) and (4.5) it follows that

e = KA - KG)ei7 K,v + Dw (4.10)
_ _ _

Substituting Eq. (410) in Eq. (4.9) yields:

P .= (A-KC)e + Dw).e7], + Ele.( (A-KC)e Kv MOTT_ _

(4.6)

= E[ -

=

(4.7)

=

=

- - +



or

where P is to be calculated by using the following "Riccati equation":

= AP + PAT + DQDT - PCTR-1CP (4.14)

= (A-KC)P + P(A-KC)T+ KRKT+ DQDT (4.11)

where

R = E[y.vT

Q = E[w.wT]

Finally, reordering the terms in (4.11) yields:

= AP + PAT+ DQDT- PCTR-1CP + [K-PCTR-1111[K-PCTR-1]T (4.12)

The righthand side of Eq. (4.12) is minimized by selecting the appropriate K
according to:

K = PCT R-1 (4.13)

4.2 The Optimal Linear Filter Design 75

= (A-KC)E[e.eT] + E[e.eT](A-KC)T - KE[v.eT] - E[e.vT]KT

+ DE[w.eT] + E[e.wT]DT

'
= (A-KC)E[e.eT] + E[e.eT](A-KC)T + KE[v.xT ] + E[x.vT ]KT

+ DE[w.xT] + E[x.wT]DT

Taking into account that v and w are white noise with zero mean, this reduces
further to:

= (A-KC)E[e.eT] + E[e.eT](A-KC)T+ KE[v.vT11(T+ DE[w.wTJDT
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The process is assumed to be time invariant; therefore:

0 = AP + PAT + DQDT - PCTR-1CP (4.15)

From this result it follows that the covariance P, defined in (4.8), is minimized if K is
selected according to Eq. (4.13). Eqs. (4.13) and (4.15) are the basic equations
which will be used to calculate the "optimal" filter.
Many variations of Eqs. (4.13) and (4.15), in which other process knowledge is
included, can be found in the literature. Several of these variations, such as processes
disturbed by colored measurement noise or by colored system noise, will be
discussed in Section 4.3.

In Eq. (4.7) it is assumed that w and! are uncorrelated. If w and v are correlated it
is necessary to include this extra information in the filter design.

Let the correlation between w and! be described by

E[w.vT] = S 4 0

In that case, Eq. (4.13) changes to

K ( PCT + DS )R1-

while Eq. (4.15) changes to

0 = AP + APT + DQDT - (PCT+DS )R-1(PCT+DST

Eqs. (4.16) and (4.17) demonstrate that including more knowledge about the process
in the filter design results in a larger update matrix K and a lower covariance matrix

In general, an analytical solution of Eq. (4.15) can be found if the order of the
process is one or two. If the order of the process is higher this may pose problems.
In that case, the iterative method which is proposed in Chapter 3 can be applied.

(4.16)

(4.17)
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AP' + PAT - KCP

DQD'T

'T -1PC R

AM23M,

'The innovation process introduces non-linear differential equations which can be
solved by numerical integration methods. The steady-state outputs of this process are
the gains of 'the optimal filter.
The convergence of this "innovation process" can be influenced 'by the diagonal
matrix L (see Chapter 3). As this matrix does not influence the steady state of the
innovation process, it does not affect the resulting filter gains 'either_

Define the "innovation process" given by Eqs (418) and (4.19)

= AP + PAT + DQDT - KCP (4.18)

= PCT R-1 (4.19)

Eqs. (4.18) and (4.19) can be rewritten such that they resemble the more commonly
applied form, i.e. the "innovation" process with the following state-space equations:

'Lxm = Amxm + Bmu:m 14.20)

ym = Cmi_cm (4.21)

:Where

Pill. PI2 P13"--

rt.1 1 kl2 ' = the elements of the matrix KLm "
r = the number of measured process outputs

If P is rank n, x 'consists of 0.5n(n + 1) elements.

Comparing (4.18) and (4.19) with (4.20) and (4.21)! yields

)

Bm-m

C x

K
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Fig. 4.2 Process with colored measurement noise
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4.3 Colored noise

43.1 Process disturbed by colored measurement noise

In Eq. (4.2) v is assumed to be white noise with a zero mean. This is not a limitation
of the validity of the methodology introduced in Section 4.2. Kwakernaalc and Sivan
(1972) describe a method of calculating the optimal filter should v be colored noise.
In this section a different approach is followed because of the nature of the problem
which has to be solved.
Duetz (1985) demonstrates that a course controller should reduce only the low-
frequency yaw motions of the ship. Van Amerongen (1982) defines the high-
frequency yaw motions as "measurement noise". In that case, the measurement noise
contains a white noise component and a colored noise component. Both components
should be removed from the measurements. The general solution for such a problem
can be found as follows:

Let a process be given by the block diagram of Fig. 4.2.

f
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This process can be described by the following state-space equations:

p = Axp + Bu + DpTap

yp = Cplzp + yp

where wP denotes white noise with zero mean and ,covariance

Let yi) be colored noise, described by the following shaping filter:

Xf = Af f Dflqf

yf = Cflcf + yf = yp

'where LT denotes white noise with zero mean and covariance matrix Rf.

Combining Eqs. (4.22) and (4.25) into one model yields:

x = Ax + Bu +

y = Cx + v

where

A = [AP
0 A

xT = (xTT)-P

B =
[Bo

OP C =
(CP Cf)

Y Yp+ Yf V = Vf

[D 0

0
DP

Cx (4.30)

The optimal filter is described by:

x = Ax + Bu + Kz (4.28)

y = Cx (4.29)

(4.22)

(4.23)

(4.24)

(4.25)

(4.26)

(4.27)

=

matrix

+
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In Fig. 4.3 a block diagram of the resulting filter structure is given.

P

process

Bp

Bp

I model

Fig. 4.3 Block diagram of the optimal filter

Clearly, the optimal filter comprises a model of the process as well as a model of the
measurement noise. The models are updated by respectively the update matrices K1

and K2. These matrices can be found by solving the following equations:

1

measurement noise

1E)

1

xr

1

C(f Yr I

Ct

noise model

Rudder Roll Stabilization



= 0:1 CT + P CT)R-11 p 2 f f

K2 = IP2CT + P CT)R-1- p 3 f f

while P "zit() be found from.

riCpPi+KiCfP2] riCpP2+1C1CfP3]

K2CpPl+K2Cf P2 K2CpP2+K2Cf P3

Ni
P21

P2 P31

rDp 0 1

La Dfi

[A Ppl
Aflii

11Qp

La

A Pp2
AfP3

]

[Ap

I LO

10 1
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+

0 i
Af

rp

La'

rA
[PA;
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T

P2

T
0,T

Df

T
lp
T T

P21

P3

I

P AT]2f

P3Af

+

K
1

K2

T
1

P1

P2

1

(C.

+

P21

T

P3 11_0

c )

P f

[ Q DDppp
0
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-

A1

P P
1

PI P3

T- 'Or

DfQfDfj
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AP + PAT -I- 'DQDT - KCP (431)

K = PCT R-1 (4.32)

where

{P1 P21 1-1(11 riP o
Pr =

K R = R
'L2 P3j LK2.1

Lo

&I. (4.32) is solved as follows:

(433,

(4.34)

p 1 +

]

K1



or

P1 = APl +PlAT - KlC Pl - KlCfPT +DQ DT (4.35)pp p 2 ppp

Bp

[ti

s

process

Ai)

measurement noise

di, 1
Cf

FR*
update filter

Cp

model

Fig. 4.4 Modified filter structure
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4.3.2 Process disturbed by colored system noise

=AP +PAT -KCP -KCP2 p2 2f 1p2 1f3
1.33 = AfP3 + 1334 - CPK_z p 2 - K 2CfP3 + DfQfDf (4.37)

The block diagram of Fig. 4.3 can be modified to the block diagram of Fig. 4.4.
Fig. 4.1 shows the optimal filter if the measurement noise is white noise. If the
measurement noise is non-white noise the optimal filter structure changes (see Fig.
4.4). A comparison of Fig. 4.1 and Fig. 4.4 shows that in Fig 4.1 the update matrix K
has been replaced by an update filter. In addition, the update vector z has been
replaced by z'.

The structure of the update filter is determined by the coloring of the measurement
noise. The matrices K1 and K2 are described by Eqs. (4.33) and (4.34).

In Appendix E a calculation example is given. The optimal filter is calculated for a
second-order process disturbed by colored measurement noise. This colored noise is
described by a first-order shaping filter.

431 Process disturbed by colored system noise

In Eq. (4.1) it is assumed that w denotes white noise with zero mean. If w denotes
colored noise, a method similar to the one given in Section 4.3.1 can be applied to
find the optimal filter.

Let a process be described by the following state-space equations:

= Ap3sp + Bup + DpIrp (4.38)

yp
=

Cplcp + yp

where
vP denotes white noise with zero mean and covariance matrix R

P'

Let
wP be colored noise, described by the following shaping filter:

= Afxf+ Deaf

83

(4.36)

(4.39)

(4.40)



where

A
rAp Adl B=
LO Af

x = (xT xT)
-P -f Y = (Yp Yf) V = Yf

syshem noise

[Bop]
[

C = (C 0 ) D =
Df

wf Ac= DpCf

Fig. 4.5 Process with colored system noise
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117p = Cf3Sf (4.41)

where v .,f denotes white noise with zero mean and covariance matrix Or

Combining Eqs. (4.38) to (4.41) into one model results in the process described by
the following state-space equations:

x = Ax + Bu + Erw (4.42)

y = Cx + v (4.43)

=
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A block diagram of this process is given in Fig. 4.5. Fig. 4.6 shows ablock 'diagram of

the process in combination with the corresponding filter structure.

Nr

system noise

Bp

Lprocess

op

update model

IL model

Fig: 4.6 Process and corresponding filter
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K = PCTR- 1
=

Therefore

P1 P2
TP2 P3

K1 = P1 CT R-1p p

T[cTp- R-1 [P1Cp] R-1 [1(1]

LO P T T p
P2Cp K2

(4.49)

(4.50)

1
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The optimal filter is described by equations similar to Eqs. (4.28), (4.29) and (4.30)
in Section 4.3.1:

eS.

. ....

x = Ax + Bu + Kz (4.44)_ _

..... ...,.

y = Cx (4.45)_

., ,..z=y-y=y-Cx (4.46)_

The optimal filter comprises a model of the process, describing the available
knowledge of the process, and a model of the system noise. Comparing Fig. 4.6 with
Fig. 4.1 demonstrates that the update matrix K in Fig. 4.1 is replaced by an update
filter. This update filter comprises a model of the system noise and the update
matrices K1 and K2. The latter can be found by solving equations similar to Eqs.
(4.31) and (4.32):

P. = AP + PAT + DQDT - KCP (4.47)

K = PCT R-1 (4.48)

where

[P1 P21 K ]
P = K = Q = Qf R=RT P

P2 P3 [1K2

Eq. (4.48) is solved as follows:

K2 132Cp



or

T[K1
( C,,(3+ , 1(0Qf .Df) - (pi IIT T[

uf K2 I

21 2 2 1
r2 P3

'A P +A PI A P' +A P P AT+P AT P24pl c2 pl c3 lp 2c 2f
T T

Af P 2 Af P 3 P
T
2Ap+P cA3 P 34

[K1CpP1

K1CpP2

K2CpP1 K2CpP2

Q Q I10
IDECifDf

T T T
Ap'P1 + P1Ap + AcP2. P2Ac - K1CpP1 (4.51))

ApPL -F. P24 + AcP'3, - K1CpP2 l(4.52)

T T'
AfP3 + P34 + DfQfDf - K2CpP2 (4:53)

Appendix F gives a calculation example of a second-order process disturbed by
colored system noise.. This system noise can be, described by a first-order shaping
filter

4.4 Filter calculation

In Sections 4.2 and 43 the 'Optimal Linear Filter Theory has been introduced as a
solution to the problem of estimating unknown or noisy states. In this section this
theory is applied to the RRS problem. Several state estimators are designed to
remove undesired signals from the measurements and to reconstruct the unknown
states of the process (the ship).

P is to be found from

[Pi

P2] rAp A1

P2 P3 [01 Af

[Pi P2]

P2 P3

122]
P2 P3

[ A lTa

T TAc Af

4.4 Filter calculation 87
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4.4.1 Model reduction

In Chapter 2 models of the ship, the steering machine and the disturbances are
given. The Optimal Linear Filter Theory requires that these models be combined
into one linear model. Therefore, the model of the steering machine should be
linearized. As indicated in Section 2.2, the order of such a combined model is at
least 10. It can be demonstrated that in such a case the order of the innovation
process, introduced in Section 4.2, is 0.5n(n + 1) = 55 ("if is the rank of the model
of the process). In practice, this is not acceptable and not necessary either. This can
be demonstrated by a simple discussion of the various subsystems of the process.

The steering machine

In Chapter 5 an adaptation mechanism will be introduced which prevents the
steering machine from saturating. Application of this adaptation mechanism allows
the steering machine to be regarded as a linear system.
In addition, in Chapter 6 demands will be posed with respect to the dynamics of the
steering machine. In this Section it will be assumed that these demands are met. This
enables the dynamics of the steering machine to be disregarded.

The disturbances

The ship motions are mainly disturbed by wind and waves. The parameters which
describe the models of wind and waves depend on the ship's speed and the angle of
incidence of the wind and the waves. The same holds for the models which describe
the transfers of the wave height to the roll moment, the yaw moment and the sway
force. Theoretically, it is possible to estimate these models by means of parameter.
estimation techniques or by combining state estimation with parameter estimation in
an extended Kalman filter (Hoogenraad, 1983). The number of parameters involved
makes this unattractive for a practical design. An alternative is to treat these
disturbances as white noise with non-zero mean and unknown variance. However,
the theory given in Section 4.2 and Section 4.3 assumes the variance of the system
noise to be known. In Chapter 5 it will be shown that this problem can be
circumvented by estimating the noise variance.

Based on these considerations the ship model can be reduced to the model given in
Fig. 4.7.



4.4.1 Model reduction

kdp

1

1-1.17d7HQ--"" 27' 5

vp
Or.12 ZnWn141

Fig. 4.7 Model of ship and disturbances

The model given in Fig. 4.7 consists of three parts. One part describes the roll-
moment-to-roll-angle transfer and another part describes the yaw-moment-to-yaw
transfer. The third part describes the rudder-angle-to-roll-moment transfer and the
rudder-angle-to-yaw-moment transfer. This third part is not influenced by system

noise.
For the derivation of the filter algorithms it will be assumed that uncorrelated
disturbances act upon two different parts of the process. The system noise which acts
on the roll angle does not have any influence on the yaw motions. Similarly, the
system noise which acts on the yaw motions has no influence on the roll angle. The
experiment results given in Chapter 7 indicate that these asumptions are allowed. In
that case, the fifth-order model can be separated in two third-order models. The
filter which is designed based on these sub models will be identical to the filter which
is designed based on the fifth-order model. The filter problem can thus be separated
into two subproblems: reconstruction of the states of the rudder-to-roll transfer
(Section 4.4.2) and reconstruction of the states of the rudder-to-heading-error
transfer (Section 4.4.3).

Normally, state-reconstruction filters make a distinction between system noise,
which influences the states, and measurement noise, which should be suppressed.
However, in the control problem studied in this thesis additional filter problems can
be recognized:

1- I

v9'

89
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The roll controller is based on the feedback of the states of the roll model and
cannot reduce a constant roll angle. A constant roll angle causes a constant
rudder angle, which would in turn cause the ship to change the heading.
Therefore, a constant component should be removed from the states of the roll
model. This can be accomplished by treating a constant component as a non-zero
mean which is present in the measurement noise. The theory posed in Section
4.3.1 offers a solution to this problem.
An additional problem is that the rudder angle contains low-frequency

components which are introduced by the yaw controller. The theory given in
Section 4.3 does not provide a suitable solution to remove these undesired
components. Therefore, it is not allowed to use the measured rudder angle as the
input of the roll filter. By using the output of the roll controller instead this
problem can be avoided. Henceforth, it will be assumed that the rudder angle
does not contain any undesired components.
The course controller is based on the feedback of the states of the yaw model. It
should not generate high-frequency rudder motions which will influence the roll
motions. This requires that the high-frequency components be removed from the
states of the yaw model. In Section 4.4.3 these undesired high-frequency
components will be treated as "colored measurement noise" although they are due
to system noise (which may be caused by wind or waves).
The rudder angle contains high-frequency components which are introduced by
the roll controller. These components can be suppressed by using the output of
the course controller as the input of the yaw filter.

Because only the rudder can be used, the process has a single input and two outputs.
A decoupling of the control action is obtained in the frequency domain; low-
frequency rudder motions are used to maintain the heading while high-frequency
rudder motions are used to reduce the roll of the ship.

4.4.2 The roll motions

Fig. 4.8 is a block diagram of the model which describes the roll motions. In this
figure the following holds:

The measurement noise vp is assumed to be white noise with a non-zero mean. By
describing this constant component as integrated white noise it can be treated as
"colored measurement noise".
The system noise wy is assumed to be white noise within zero mean. Any constant-
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component is assumed to be part of the measurement noise.
- The input signal CS y is the rudder angle necessary for roll reduction. It does not

contain any low-frequency components.
The dotted blocks c denote the place where the constant components are actually
introduced.

kdv kyr,

st., +1

4:071_,:42

Pri2Zn

Fig. 4.8 The roll model

In practice, the measured roll angle contains not only the high-frequency
components which have to be reduced but also low-frequency components. These
components generate low-frequency rudder motions, which in return deteriorate the
course-keeping performance. Therefore, it is essential to remove the low-frequency
components from the measurements.
In this section the suppression of only the constant component of the measured roll
angle will be considered. It can be shown that this will result in sufficient reduction
of other low-frequency components as well. The theory, given in Section 4.3, offers a
solution to remove such (colored) measurement noise from the measurements.

The roll model can be described by the following state-space equations:

x_p = Axp + Bup + Dp

= C x + v
P P-P -P

W1

1

measurement noise I

+ Y

(4.54)

(4.55)y



is colored measurement 'noise which can be described by the following first-order_pv

shaping filter:

3v Axv + Dvwv

rv '= C X + v_vv-v

'where

Av =v
1 C 1 !p=p

v = t (where v = white noise with zero mean)

Combining Eqs (4 54) to (4.57) into one fourth-ordep model results in the process
described by the following state-space equations:

x. = .Ax + Bu + Dw (4.58)

= + (4.59)

where

0 1 0 Or o

A= -w2n
0

-2z wn n
0

62kn-vp
1/Tv

01

01

[021

B=
10

D=
2

wn

0 9 0 0. 10h
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where
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11 0 1 0 '

A =
P

2 2-2znwn wnkvp a =pi (42n Dp
- 2

0 0 1 ih Tv LO

Tx = i(q)
-P

co X3 L ,
1.1P

= AY

C = ( 1 Oi 03
P
TWp WI

_ei white noise with zero ,mean

(4.56)

(4.57)
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The "optimal" filter for this process is described by the following state-space
equations:

x = Ax + Bu + Kz (4.60)

C =



y Cx (4.61)

= Y (4.62)

Fig. 4.9 shows a block diagram of the process in combination with the optimal filter.
A part of the model is not influenced by system noise. It can be shown that any part
of the model which is not influenced by noise can be disregarded with respect to the
calculation of the update matrix K. This feature can be made plausible by a simple
discussion of the submodel in Fig. 4.9. The input and the parameters of the submodel
are assumed to be exactly known, so that the state of the submodel is known as well.
This makes updating this state superfluous; therefore, if the update matrix K is
calculated, the corresponding update element of K will be zero, which simplifies the
equations used to calculate the update matrix.
In practice, the model parameters are never completely equal to the equivalent
parameters of the process. This results in an error between the state of the submodel
in the process and the state of the submodel in the filter. Any error in the estimation
of the other states of the process which is caused by this inequality is assumed to be
caused by the system noise wi.

The update matrix K can be found by solving the following equations:

As is shown in Section 4.2 the solution of Eqs. (4.63) and (4.64) can be found to be
the steady state of an innovation process described by the following state-space

P* = ArP + PAT + D Q DT - KCrPr r r

K = PCr

where

(4.63)

(4.64)

0 1 0- 0 0

Ar =
-Lan2 -2zncon 0 Dr= (42 0

Cr=
( 1 0 1)

0 0 0_ 0 1

P=
P2 P3 P1
P3 P4 P5 Q -

[Epwl.wipE[v.v] 0

0 E[w2.w2]/E[v.v]]
[(11
1_0 q2 j

-P1 P5 P6
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Fig. 4.10 Block diagram of the process
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equations:

LXm= Amxm + Bmum (4.65)

ym = Cm/cm (4.66)

where

?.111 = (P1' P2' ''"" P6)
ym = (k1, k2' les),

The matrices Am, Bm and Cm are calculated in Appendix E.

4.43 The yaw motions

Fig. 4.10 gives a block diagram of the process. Three different parts, indicated by the
dashed lines, can be recognized:

- the third-order yaw model given in Chapter 2.
a model which describes the coloring of the measurement noise. Frequency
components with a frequency higher than lit: rad/sec. are considered to be
"measurement noise". In addition, white measurement noise exists due to
imperfect measurements.

the system noise which is assumed to be white noise with a non-zero mean. This
constant component is described by an integrated white noise component and can
thus be treated as "colored system noise".

-

Vq,
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The yaw model can be described by the following state-space equations.

xi) = Axp + Bup + Dpwp (4.67)

yp = Cpxp + yp (4.68)

where

-1/Tv 0 0
-1cdv/tv-

A = 0 0 1 B = 0 D = 0

kdvitr 0 -1/tr -kdriir litr

C = (0 1 0)

xT = (xi tv 141) u =
-P -P

Lip is colored noise, described by the first-order shaping filter:

)17. Avl`v Dvn (4.69)

y, = Cv.x. + F,v, 0119)

where

Av = -1 itf Dv = /Tf = -1 Fir = (1 1) Yv = Yp = vy

w3 = Y073

vT = (w3 fl (w3 and v denote white noise with zero mean)
-v

wp is assumed to be colored noise which can be described by the following state-

space equations:

iw = Ax + Dww2 (4.71)

yw =Cx+ v (4.72)

+
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where

A=

-1/Tv oo 0 0

0 0 1 0 0

kyr/Tr 0 -UTE, 1/Tr 0

0 0 0 0 0

0 0 0 0 -1 Prf_

1'22 = w2 (w2 = white noise with zero mean)

v =(w1 = white noise with zero mean).

'Combining (4.67) to (4.72) into one fifth-order model results in the process
described by the following state-space equations:

x = Ax + Bu + Dw (4.73)_

y = Cx + Fv (4.74)

where

).sT = (x1 91 xv xw) wT = (w1 w2 w3)_

u =Y yT (14.3 v)
(S

The "optimal" filter for this process is described by the following state-space
equations:

..".

x = Ax + Bu + Kz_ _ _ _ (4.75)

Aw 0 D=1 1 Cw = 1 YNAT=1...7:p =w41

kdv/ Tv-
0

B= kdr/Tr
0

0

o 0 0

0 0 0

D= 1/Tr 0 0 C = (0 1 0 0 -1) F = (1 1)
0 1 0

0 0 1/Tf_
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C X

= Y

Fig. 4.11 is a block diagram of the resulting filter structure.

I, W2 -- x3
.44:6

i[system noise _2,

kd, k51,,

r sz+1

ea

Fig. 4.11 The optimal filter

The process described by Eqs. (4.73) and (4.74) has correlated system and
measurement noise; w and v both contain w3.
In addition, a part of the process is not influenced by system noise. This part can be
disregarded with respect to calculating the matrix K. Any errors which are caused by
differences between the parameters of the remaining model and the equivalent
parameters of the process are assumed to be caused by the system noise

Vq,

Rudder Roll Stabilization

I Hj. x3

[noise model

I

I

I

I
1

1 41

modelnoise

(4.76)

(4.77)

w3

X L,

"Cf S

measu ement noise

y =
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This leaves K to be found by solving the following equations:

AP + PAr + D (MT - K(PCT+DrSFT)Tr
T T

IC = (PCT+ Dr SFT)(FRFT)-1r

0

R = E[w3.w3] + EN.v] S = 0 0

L[w3.w3] 0_

Similar to the solution presented in Section 4.2, the solution of Eqs. (4.78) and (4.79)
can be found to be the steady state of an innovation process described by the
following state-space equations:

Lxm = A.__x + Bm-muut-m

ym = Cmxm + Dmum (4.81)

where

T
x_m = ( no- , 1 ' P2' P15)

Tym = (k1' k2, , k5)

Tum = (E(wi.wi)/r, E[w2.w2]/r, Erw3.w3]/r)

r = E[w3.w3]+E[v.v]

The matrices Am, Bm, Cm and Dm are given in Appendix F.

(4.80)

P. =

where

P5 P6 P1 P2

P= P6 P7 P3 P4 Q=
[E[wr wi] 0 0

0 E[w2.w2] 0
P1 P3 Pg P9

0 0 E(w3.w3]_
P2 P4 P9 P10

99

(4.78)

(4.79)



4.5 Filtering the shies speed

The speed of the ship "U" has a large influence on some of the parameters of the
ship model given in Section 2, for instance the parameter kdp which is a function of
U2. This indicates that it is important to remove the disturbances which are present
in the measured speed.
Besides measurement noise the measured ship's speed contains components which
can be subdivided into three groups:

1 The high-frequency components. These are due to mainly wind and wave
disturbances and have to be suppressed.

2 The medium-frequency components. These may be due to wind and wave
disturbances or to changes in the operation mode of the ship (such as

acceleration, course changes etc.) and should not be suppressed.
3 The constant component. This is caused by the ship's propulsion and constant

components which are present in the disturbances and should be estimated
accurately.

A relatively simple method to remove the high-frequency components is to apply a
first-order low-pass filter with a large time constant. During the stationary mode, the
time constant of such a filter has to be large to suppress the undesired components.
However, if the ship's speed rapidly increases, a smaller time constant is required in
order to give a faster estimation of the ship's speed accepting less suppression of the

undesired components.
The theory given in Section 4.2 and Section 4.3 offers a method to find a compromise
between these contradictory requirements. It requires the ship's speed to be treated
as the output of a "process". The inputs of this process are, for example, the ship's

propulsion, the wind and the waves. The output of this process is the ship's speed
perturbed by measurement noise. Fig. 4.12 shows a block diagram of the process.

Fig. 4.12 Block diagram of the speed process
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Fig. 4.13 The modified block diagram of the process

4.5.1 The first-order low-pass filter 101

In Fig. 4.12 the following holds:

Wp = the disturbances which influence the ship's speed
the known inputs which influence the ship's speed (for instance the ship's
propulsion).

= the actual ship's speed. In the following it will be assumed that U is
unknown and thus can be included in wP'

Vp = the undesired components on the measurements

Yp = the measured ship's speed
= the transfer function describing the influence of known inputs on the ship's

speed.

The system noise wp can be regarded as colored noise with a large non-zero mean.
The measurement noise v can be regarded as colored noise as well. It is relatively
large and has to be removed from the measurements. This section will demonstrate
how to apply the theory given in Section 4.2 and Section 4.3 to this particular
problem. In Chapter 5 it will be shown how the resulting filter can be improved by
making it adaptive to changing conditions.

4.5.1 The first-order low-pass filter

Let the process be given by the block diagram of Fig. 4.12 and let it be disturbed by
white noise with non-zero mean and E[wP'wP = 0.

The constant component can be treated as integrated white noise. Fig. 4.13 shows at
modified block diagram of the process, including the coloring of the system noise.

H
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'This, process can be described by the following state-space equations:

Ax + Dw (482)

y = Cx v. (4.83)

Where

A = 0 D = 1 ca
= VP = white noise, with zero: mean

= w = white noise with zero mean

x x = the ship's, speed

The optimal filter of such a process is described by the following Etatelpace
:equations:

where

'P =p K-k Q= E5m.w)/Etv.v)

The analytical [solution of Eqs. (4.87) and (4.88) is:

Op + p0: Q - kp = Q - k2

.x Ax + Kz

y = Cx

y

K can be found by solving the following equations:

= AP + PAT + DQDT - KCP (4.87)

(4.88)

(4.84)

(4.85)

(4.86)

=

0

K =

0 = + k=

x =

+

w

=
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ki= \JE[w.w1/E[v.v) (4.89),

The resulting filter structure is shown in Fig.. 4.14. The filtered ship's. speed is
denoted by 4

'U.

Fig. 4.74 The resulting filter structure

The yp-to-ip transfer resembles the following first-order low-pass fillet,

1_ll -
yp ST + 1

Conclusion:

If a first-order low-pass filter is used to smooth the speed signal, the time constant
should be selected. to be the square root of the ratio of the variances of the
measurement noise and the system noise.

ilk =4E[v.v1/E[W.W1 (4.90)!
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4.5.2 High-frequency components

In Section 4.5.1 it is assumed that the measurement noise is white noise with zero
mean. In this section it will be assumed that the measurement noise contains only
high-frequency components.

Let the coloring of the measurement noise be described by the following state-space
equations:

x_v=Ax +Dwv-v v-v

Yv = Cvxv vv

where

A= =tit=tit Dv = 1/T Cv = - 1

v = w = v = white noise with Zero mean

Combining the process described by Eqs. (4.82) and (4.83) and the process
described by Eqs. (4.91) and (4.92) into one process results in a second-order
process which is described by the following state-space equations:

Ax + Dw (4.93)

y = Cx + v (4.94)

where

[0 0

[0 1/T]
1 0 1

A = D = C (1 -1)

Y -v
TaT = (w, v) (white noise with zero mean)

x = the ship's speed

(4.91)

(4.92)

-lit =



where

x = Ax + Bu + Kz

y = Cx

^
z =y - y

K is to be found by solving the following equations:

0 = AP + PAT + DQDT - K(PCT+DS )T

K = (PCT+ DS)R1-

P=

k2

[Pi p21

LP2 p3i
Q =

Solving Eqs. (4.98) and (4.99) yields:

k1 = [w .1,7] / E [ v v

FE[w.w] 0

L 0 E[v.v]i

k1T 4- 1 - ( k2T24-2k1T )1

(4.95)

(4.96)

(4.97)

(4.98)

(4.99)

(4.100)

(4.101)

Comparing Eqs. (4.100) and Eqs. (4.89) shows that k1 does not depend on the
coloring of the measurement noise. This solution of k1 is identical to the solution of
k in Section 4.5.1, where v is considered to be white noise with zero mean.
The resulting filter is shown in Fig. 4.15. It differs from Fig. 4.14 only in that the
influence of the coloring of the measurement noise has been introduced in the filter.

4.5.2 High-frequency/ components 105

As was indicated in Section 4.2 the "optimal" filter for this process is described by
the following state-space equations:

R = E[v.v] S = E[w.vT]
= [E[v0.v]]
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Fig. 4.15 The filter structure

Fig. 4.16 shows a modified block diagram of the filter structure. Comparing Fig. 4.16
and Fig. 4.14 demonstrates that the gain k in Fig. 4.14 is replaced by the equivalent
gain ki in Fig. 4.16 and the additional first-order filter which is indicated by the
dotted lines. This filter can be described by the following transfer function:

ST + 1 ST + 1
K a

Z' ST + 1 - k2T ST + 1

Xp V

noise model
yp

(4.102)

This transfer function approaches one if only the high-frequency components of the
error signal z' are considered or if the product k2T becomes small. The latter is the

case if the product kit becomes large, which implies a high system-noise-to-
measurement-noise ratio or a large time constant T.
The transfer function enlarges the low-frequency components of the error signal z'.
This corresponds to an enlargement of the gain ki. Therefore, the second-order
speed filter causes less reduction of the low-frequency components than the first-
order speed filter does.
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(;Wp XP

- 1

L

X-P

Ôa

Vp

Fig. 4.16 The modified filter structure



5 APPLYING THE THEORY TO RRS

5.1 Introduction

LOG control methods form a well-known basis for the design of controllers for
various processes. These methods have the following advantages:

- A solution to the controller problem for linear processes can be found. Numerical
methods can be applied for complicated processes, while for simple processes an
analytical solution can be derived.
The method guarantees that the solution will be stable and will be optimal with
respect to the criterion.

However, LOG methods have limitations as well, including the following:
- They can only be applied to linear processes.
- The weighting factors of the criterion have to be selected.
- A mathematical model of the process has to be available.

- The states of the process have to be known.

The first limitation may be circumvented by linearizing the process. The criterion
may be determined by, for example, economic reasons. However, in most cases
"suitable" weighting factors have to be selected by a trial and error method. In the
control problem considered here, these limitations cannot be avoided so easily:

The steering machine introduces, for example, non-linear elements in the process
which cannot be disregarded or linearized without taking special precautions.
Section 5.2 demonstrates the deteriorating influence of the steering machine.
The desired autopilot performance depends on operational requirements which
are subject to change. In confined waters other controller characteristics are
desired than in the open sea. Likewise, in heavy weather other controller
characteristics are desired than in light weather. Therefore, it is not possible to
select a criterion having weighting factors which are suitable under all

circumstances.
In Chapter 2 a suitable mathematical model of the process is introduced.
However, not all of the state variables of the process can be measured while those

which can be measured are contaminated by noise.

In this chapter solutions to these problems are proposed. In Section 5.3 a mechanism

to prevent the worst consequences of the deteriorating influence of the steering

108 Rudder Roll Stabilization
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machine is introduced. In addition, the mechanism allows the steering machine to be
regarded as linear.
In Section 5.4 a new method is proposed to select an appropriate criterion. It is
based on translating the operational requirements into the weighting factors of a
quadratic criterion. These operational requirements may depend on measurements
as well as on pre-knowledge of the process. This approach simultaneously solves the
problem of certain non-linear elements.
Straightforward application of the optimal control techniques given in Chapter 3
subsequently yields the optimal values of the controller gains.

The remaining limitation of the LOG methods can be circumvented by applying
optimal filter methods to estimate the states of the process which cannot be
measured and to remove the undesired components from the measurements.
Optimal filter methods form a good basis for the design of filters for various
processes. However, there are some limitations on the field of application, including:

- That part of the process which is influenced by system noise must be linear.
- The statistics of both the measurement noise and the system noise must be known.

In the filter problems considered here, the noise statistics are not known.
They depend on such factors as the wind force, the sea state and the angle of
incidence of waves and wind. In Section 5.5 a method is proposed to deal with this
problem. It appears to be possible to obtain a quantitative impression of the noise
statistics. Analogous to the adaptive solution of the controller problem, a method is
introduced to translate this knowledge into the parameters of the covariance
matrices of the measurement noise and the system noise. Straightforward application
of the optimal filter techniques given in Chapter 4 subsequently yields the required
filter performance. In Section 5.5.3 and in Section 5.5.4 it will be demonstrated that
the method introduced here can be used to solve several filter problems.

5.2 Controller requirements

5.2.1 Limitation of the rudder angle

Fig. 5.1 shows a simplified block diagram of the system which will be considered. It is

comprised of a ship and its disturbances together with a controller and a rudder
limit. It is assumed that the time constant(s) of the steering machine is (are)
negligibly small and that the rudder is sufficiently fast so that the influence of the
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limited rudder speed may be neglected as well.

disturbances

controller

rudder limit

ship

Fig. 5.1 System with rudder limit

In this figure the following holds:

- Ow = the actual rudder angle
- 0g = the set point rudder

The influence of the rudder limit on the system's performance can be illustrated by
considering the desired-rudder-to-actual-rudder transfer 6g-.0w where:

ow

= in (if lo smax)
g

=
0max (if 16 1 oMax)

Let the controller output be given by:

g = usin(wt) (5.1)

Fig. 5.2 shows the resulting rudder angle for two conditions: us, = 6max and
= 2bmax.

This figure demonstrates that the influence of the rudder limit can be regarded as a
reduction in the amplitude of the required rudder signal (dotted line). A rudder limit
does not result in any phase shift in the cSg-,-(Sw transfer. Furthermore, the rudder
limit has no influence if us is smaller than bmax.

roll angle
course
speed



25

25

Fig. 5.2 Influence of the rudder limit

Although the system depicted in Fig. 5.1 is essentially non-linear, it is allowable to
use the linear controller design techniques described in Chapter 3. The resulting
controller will be optimal with respect to the defined criterion until the rudder
reaches its limitation. Several simulation experiments have been carried out which
indicate that no problems will be encountered if the rudder does reach its limitation
unless this happens too frequently, resulting in a bang-bang character of (Sw.

5.2.2 Limitation of the rudder speed

Already in an early stage of the RRS project the limited rudder speed was found to
be a severe problem. Van der Klugt (1982) and Van Amerongen and Van Nauta
Lemke (1982) describe the consequences for the system's performance if the ship's
steering machine cannot follow the desired control signal. This was confirmed by the
results of experiments which were carried out at the MARIN in Wageningen (Van
Amerongen and Van der Klugt, 1982) and by experiments with a wireless-controlled
8-meter-long scale model at the Haringvliet (Van Amerongen and Van der Klugt,
1983). The roll performance may become worse than without roll stabilization. In
addition, the course keeping performance may deteriorate as well. This can be
explained with reference to Fig. 5.3 and Fig. 5.4.

5.2.2 Limitation of the rudder speed 111



112

max

Fig. 5.3 Block diagram of a rate limiter

Fig. 5.3 shows a simplified block diagram of a rate limiter. The influence of this rate

limiter can be described by the following example.
Let the input signal bg be described by:

tSg = asin(bt) (5.2)

where

(max denotes the maximum angular rudder speed)ab = 3omax

Fig. 5.4 shows a comparison between the input signal bg (dotted line) and the

resulting output signal rSw (solid line). The rate limiter causes a considerable phase

lag. In addition, a low-frequency component is generated. In the case of a purely

sinusoidal input this component will asymptotically converge to zero.

In Chapter 4 it is explained that low-frequency control signals are used for course

keeping while high-frequency control signals are used for roll stabilization. However,

it follows from Fig. 5.4 that the rate limiter may cause low-frequency signals as soon

as it cannot follow the high-frequency signals generated by the roll controller. This

implies that both controllers are no longer decoupled and that the course-keeping

performance will deteriorate.
In addition, the rate limiter causes a temporary phase lag which can make the system

unstable. This may cause large roll motions which can be increased further by the

large yaw motions.
In practice, this will happen in situations where the disturbances are of a relatively

high frequency and in extreme weather conditions causing large roll motions.

Therefore, solving this problem is crucial.

Rudder Roll Stabilization
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Fig. 5.4 Influence of the rate limiter

It is not possible to design a linear controller with constant gains which is able to
obtain a reasonable roll reduction for moderate disturbances and which has an
acceptable performance for large disturbances as well. This problem can only partly
be solved by selecting a "suitable" steering machine. Several of the design aspects of a
steering machine will be discussed in Chapter 6.
Van Amerongen and Van der nip (1982) demonstrate that different disturbance
conditions require different controllers. This indicates the need for designing an
adaptation mechanism which adjusts the controller to changing weather conditions.
In addition, such an adaptation mechanism should prevent control signals which
cannot be followed by the steering machine from being generated.

5.23 The criterion

In general, a controller for a specific process will be designed to obtain a desired
performance of the system. Therefore, the first design step will be to formulate the
operational requirements. When the LOG method is applied, these operational
requirements have to be translated into one (quadratic) criterion function. Once
such a criterion function is defined, finding the optimal controller is rather
straightforward.

5.2.3 The criterion 113
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If ships are considered several requirements are posed on the course keeping
performance and the roll motions of the ship. These demands can be subdivided into
three categories: ship-design, technical and operational requirements.

Ship-design requirements are the demands which are posed on the ship, the steering
machine and the autopilot in their design stage. They determine the limitations of the
operational requirements and are discussed in Section 6.5.

Technical requirements are the restrictions posed on the autopilot to prevent the
control algorithms from causing the system to surpass its technical limitations and to

guarantee that the linear controller design techniques remain valid under all
circumstances. Some of these requirements are the following:

- The rudder activity should be as small as possible.
The amount of rudder activity should remain low to reduce the wear and tear on

the rudder
The required rudder speed should remain lower than the limitations posed by the

steering machine.
In Section 5.2.2 it is pointed out that the system's performance will deteriorate
rapidly if this demand is not met
The controller parameters should remain below a certain limit.
The controller design, given in Section 3, will result in a stable system. However,
with too high controller gains stability problems may occur due to non-linear and
umnodeled dynamics.

- The adjustment of the controller parameters should be slow enough to follow only
weather changes. It should not respond to single large peaks in the roll motions.
Stability problems may occur if this demand is not met.
The controller output should be a smooth signal to prevent unnecessary wear and
tear on the steering machine and the rudder
The rudder angle should remain below a certain limit. This limit depends on the
forces which act on the rudder. They become large when the ship's speed
increases. Precautions have to be taken to prevent these forces from becoming too

large.

Operational requirements are the demands posed by the ship's operator. They are
restricted by the ship-design and the technical requirements. The ship's operator
can, for example, pose the following demands:

- The roll angle should not exceed a certain value.



The allowed roll motions are determined by such things as the safety of the cargo

or the comfort of passengers and crew. Under some circumstances, e.g. a

helicopter landing on a naval ship, the roll motions should be as low as possible.

The heading error should not exceed a certain value.
The allowed heading deviations depend on the fairway conditions. In confined

waters other heading deviations are allowed than in the open sea.
The drag introduced by the rudder should be as low as possible.

Under some circumstances the ship's speed may increase if the rudder motions

are reduced.
The underwater noise introduced by the rudder should be as low as possible.

The controller output should be a smooth signal.
Abrupt rudder changes will make the ship motions less comfortable.

lithe disturbance conditions are known (whether a priori or from measurements),

sufficient knowledge is available to translate these demands into one criterion. In

practice, the disturbance conditions are not known and may vary within a wide range.

It might be possible to calculate the optimal controller for all relevant circumstances

and to put the results in the form of tables or functions. If the disturbances change, a

different set of controller parameters has be selected (automatically or manually)

according to these tables or functions (gain scheduling). However, the experiments

which were carried out at the MARIN in Wageningen (Van Amerongen and Van

der Klugt, 1982) and with a 30 ft-long radiographically-controlled scale model at the

Haringvliet (Van Amerongen and Van der Klugt, 1983) indicate that, in practice, this

method is insufficient.
A practical application requires a controller to give a good performance under all
conditions rather than an excellent performance under most conditions and a bad

performance under some conditions. Due to the limitations of the steering machine a

strong controller may disrupt the system's performance as soon as the disturbances

become large. As a precaution, weak controllers should be used. However, the roll-

reduction potential of a weak controller is low. In addition, as soon as the
disturbances become "very" large even a weak controller may cause a bad
performance of the system.

Apparently, it is not possible in practice to translate the above requirements into one
quadratic criterion as required by the theory. In Section 5.4 a method will be

introduced to solve this problem.

5.2.3 The criterion
115
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5.3 The Automatic Gain Controller

Section 5.2.2 describes some of the problems which may be introduced by the
limitation of the rudder speed. Therefore, measures should be taken to prevent a
controller from generating signals which cannot be followed by the steering machine.
This section proposes a solution to this problem.

Assume that the steering machine is just able to follow the output of a certain roll
controller. If the roll motions decrease or shift to lower frequencies, this will not
cause any problems. In that case, the steering machine has some reserve and the
controller may be adjusted to take advantage of that reserve.
However, the control performance deteriorates instantly if the roll motions or the
roll rate increase. Commonly applied adaptation mechanisms respond slower than
the largest time constants of the process to be controlled. They are too slow to
prevent such a rapid deterioration. A robust solution of this problem is described
below.

The problem can be defined as follows:

'under all circumstances the following must hold:

(;max (5.3)

where

óg = the rate of change of the set point of the rudder

ma x = the maximum rudder speed

The solution is based on two principal ideas:

The realization of a velocity limitation which attenuates the control signal
instantaneously by a certain factor such that the steering machine is just able to
follow the control signal.

The realization of a memory function to maintain the attenuation for some time.

116
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maximum
rate

131 max mum
detector

memory
function

Fig. 5.5 The AGC.

In Fig. 5.5 the following holds:

= the controller output

6g the set point of the rudder
°max the maximum rudder rate

the maximum of three input signals:
1 the maximum rudder rate
2 the absolute value of the derivative of u
3 the output of a memory function
the gain needed to adjust the controller output u (0 < A s 1)
°max / y

8= &nax/Y

5.3 The Automatic Gain Controller 117

A phase lag cannot be prevented by the momentary attenuation of the control signal.
Maintaining this attenuation over a longer time period will prevent a further phase
lag in the near future, even if in the meantime the cause of the problem has
disappeared. Without a memory, each time the control signal increases too much the

phase lag will appear and the problem will remain.
A block diagram of the Automatic Gain Controller (AGC) is given in Fig. 5.5.
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A simulation result is shown in Fig. 5.6. In this simulation the controller output u is
supposed to be a sinusoidal signal with increasing amplitude. The figure shows a
comparison between the resulting actual rudder angle bw when the AGC is applied
(solid line) and when it is not (dashed line). The set point rudder is shown in this
figure as well (dotted line).

it_ desired rudder angle u
& AGC

Sw with AGC

-.1+0

Fig. 5.6 Influence of the AGC with increasing controller output

In Fig. 5.7 the result of a similar simulation is shown, where the controller output leis
decreasing.

Application of the AGC results in a smoother response of the rudder while the
phase lag and the low-frequency components introduced are minimal.
The forgetting of old values depends on the system characteristics. It is a

compromise between reducing the phase lag and reducing the influence of single
large peaks in the controller output.
Application of the AGC is not an alternative to the adaptation mechanism which is
proposed in Section 5.4. The AGC reduces all of the controller gains with the same
ratio. In general, this does not guarantee that the system has the best possible
performance. However, it is a useful addition to the adaptation mechanism of
Section 5.4, as it allows a slow adaptation while preventing the system's performance

118 Rudder Roll Stabilization
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from deteriorating during the adaptation.

desired rudder angle u
without AC

i5s, with AGC

40

40

Fig. 5.7 Influence of the AGC with decreasing controller output

5.4 Criterion adjustment

5.4.1 Introduction

In Section 5.3 the AGC was introduced to cope with the consequences of having at
steering machine which cannot follow the controller output. The effect of the AGC
on the controller can be expressed as a simultaneous reduction in all of the feedback
gains at the same ratio. This is not necessarily the optimal solution. A potentially
better solution is to get at the root of the problem, i.e. having a steering machine
which is loo slow or having a control action which is too strong. In this section we
tackle the latter problem; it is then assumed that the maximum rudder speed cannot
be increased.

The application of the LOG method requires the following quadratic criterion to be
defined:

5.4.1 Introduction 119
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where max I y I and max I 4) I are the maximum values of the roll and heading signals

= urn
T+co T

1

0-

(yTQy + uTRu)dt (5.4)

where Q is a (semi-) positive-definite weighting matrix and R is a positive-definite
weighting matrix.

The steering machine poses a secondary condition on this criterions

Eg- sax (5.5)

Moreover, some of the demands posed in Section 5.2.3 add secondary conditions to

the criterion.

The LOG method cannot be used to solve a boundary problem. A commonly applied
method of solving such a problem is considered in Section 5.4.2. It deals with the off-

line calculation of controller gains for several conditions. This solution was
extensively tested during the first years of the RRS project. In Section 5.4.3 a more
suitable method is introduced: adaptive adjustment of the weighting factors of the
criterion.

5.4.2 Non-linear optimization

A system containing models of a ship, a steering machine and the disturbances has
been simulated, using the simulation package PSI (Van den Bosch, 1981). This
package enables optimization of a system by means of a hill-climbing procedure. Its

use is not merely restricted to linear systems or to quadratic criteria. This makes it

possible to use more appropriate criteria based on the requirements which were
posed in Section 5.2.3 (Van Amerongen and Van Nauta Lemke, 1982; Van
Amerongen, Van der Klugt and Pieffers, 1984) and to take into account the non-
linear steering machine dynamics. Several experiments in which the following
criterion has been used have been carried out:

J = 2 maxly1 + 5 maxhyl for 0 < t s T (5.6)
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during the observed interval T. This criterion is based on the idea that it is more
important to reduce the maximum roll angle and heading angle than the variances of
these signals. As a direct means of judging the roll-reduction performance a suitable
criterion is

a2
- p(closed)) (z)J = 1 0 0 (1 (5.7)

a2p(open)

where

a2 = (So - (7P)2

= the average roll angle

and where a2(open) and a2(closed) denote the variance of the roll angle of
respectively the system without the roll controller and the system with the roll
controller.

Because of the non-linear nature of the problem it is not possible to find one set of
controller parameters for all situations. However, it is possible to determine a table
of controller gains as a function of the amplitude and dominant frequency of the
disturbances. This table can be used to make an adaptive controller based on gain
scheduling. The problem which remains is to measure or estimate the appropriate
signals for adjusting the controller settings.
Several successful experiments have been carried out with controllers based on this
method (Van Amerongen, Van der Klugt and Pieffers, 1984; Van Amerongen, Van
der Klugt and Van Nauta Lemke, 1985). However, there are two major drawbacks
which prevent this method from being used in a practical autopilot design:

The method requires accurate models of the ship, the steering machine and the
disturbances.
In practice, it is difficult to obtain a model which describes sufficiently accurately

the influence of the disturbances on the ship's motions. If a worst case approach
is followed, this might result in controller settings which are too weak. The
Automatic Gain Controller has been proved to be a robust aid if the controller
settings are too strong. Nevertheless, the resulting control action can be far from
optimal.

The method requires that different sets of controller parameters have to be
calculated for all situations, in principle for every particular ship. Therefore, it is
a rather time-consuming method.
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5.43 Adaptation of the criterion

In Chapter 3 a method is posed to compute the controller gains by solving the
corresponding Ricatti equations on-line. An "innovation process' is introduced whose
inputs are the weighting factors of the underlying quadratic criterion and whose
outputs are the desired controller gains. This method does not require the weighting

factors to be constant. It is allowed to adjust them to changing conditions or to
changing operational requirements. By automatically adjusting its weighting factors

to changing conditions the criterion becomes adaptive.

It has been stated earlier that the word "optimal" in relation to the LOG method is

more an indication of the method than a guarantee of optimal performance. This is

even more true when an adaptive criterion is used.
Behind the quadratic criterion there is another criterion (described in Section 5.2.3.)
which really defines the optimal performance. This is illustrated by Fig. 5.8.

operational
requirements demands

quadratic
criterion

Ea.controller

/

disturbances

process

Fig. 5.8 LQG-controller design

The desired performance of a system is defined as a series of demands. Once these

process
model equations

controller
LOG parameters

Riccati

nutputis,



demands are translated into the weighting factors of a (quadratic) criterion, the
calculation of the corresponding optimal controller parameters is rather

straightforward. In Section 6.4 this idea will be applied to the RRS problem.

The translation of the desired system's performance into the weighting factors of a
quadratic criterion will be carried out by some sort of adaptation mechanism. For
instance, Van Amerongen, Van der Klugt and Van Nauta Lemke (1986) describe a
suitable mechanism for various types of non-linear elements, such as a dead band, a
limiter and a rate limiter (the last one is the most relevant for rudder roll
stabilization).
In return, such an adaptation mechanism will depend on the process as well as the
desired system's performance and, in general, will bear a close resemblance to the
way in which a control engineer would tune a controller. This indicates that it might

be beneficial to include the insights obtained with artificial intelligence, expert
systems or the theory of fuzzy sets in this adaptation mechanism (see for instance
Van Nauta Lemke and De-zhao, 1985).

5.5 Filter adaptation

5.5.1 Introduction

The optimal filter problem, posed in Chapter 4, closely resembles the optimal
control problem, posed in Chapter 3. This is indicated by Table 5.1.

Table 5.1 Comparison of the optimal filter problem and the optimal control problem

Both problems require a model of the process to be known and a criterion to be
defined. The criterion of the control problem is based on the demands posed on the
system's performance, while the criterion of the filter problem is based on the
disturbances influencing the system's performance and the measurements.
In Section 5.3 it was indicated that application of optimal control methods does not

The control problem The filter problem

model of the process
criterion
performance demands

model of the process
criterion
disturbances

5.5.1 Introduction 123
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necessarily lead to "the optimal controller" because the weighting matrices Q and R
are not always known exactly. A solution to this problem is introduced by making the
criterion adaptive.
A similar problem can be recognized in the application of optimal filter methods. In
practice, the matrices 0 and R, representing respectively the covariance matrices of
system noise and measurement noise, are not known exactly. In such a case it is
common practice to define a "worst case" situation and design the filter accordingly.
A disadvantage of this approach is that in many situations a better filter could have
been used. A better solution to this problem is posed in Section 5.2.2. It is based on
a combination of on-line estimation of the covariance matrices R and 0 and on-line
calculation of the corresponding filter gains. This results in a filter with adaptive
properties.
Some demands concerning a desired controller performance have to be realized by
introducing a proper filter action. These demands may be subject to change. It will
be shown that such demands can be included in the proposed adaptation mechanism.

Finally, in Section 5.5.3 and Section 5.5.4 the adaptation mechanism is used to
improve the filtering of respectively the ship's speed and the yaw motions.,

The adaptation mechanism

Let a process be given by the upper part of the block diagram of Fig. 5.9.
The problem of designing a suitable filter can be divided into two subproblems:

Designing the proper filter structure which describes all available knowledge
concerning the structure and parameters of the process (the lower part in
Fig. 5.9).

Collecting the proper knowledge concerning the noise statistics.

If these problems are solved for one fixed value of the noise statistics the result will
be a filter with fixed gains. If the solution is based on on-line measurements the
result will be a filter with adaptive properties.

In the following it will be assumed that the proces has only one disturbance input
and one output. Therefore, the vectors w and reduce to respectively w and y. In

addition, it will be assumed that the process and its model are identical and that the
covariance matrices Q and R are not known.

.1.

2.



Fig. 5.9 Process and matching filter

The difference between the measurement y and the filter output c7 is denoted by
and can be described by the following transfer function:

1 + (KO) + (1(21-Iv)

Hvw + v (5.8)
1 + (K1H) + (K2Hv)

To be able to apply the theory, assumptions have to be made concerning the
matrices Q and R. Based on these assumptions the "optimal filter" can be calculated,
which results in a filter with fixed filter gains xi and K2. Therefore, the transfer
functions on the right-hand side of Eq. (5.8) and thus the statistics of the error signal
z can be calculated in advance.
The error vector z and thus the statistics of z can be calculated on-line as well. The
results of both calculations are the same if the original assumptions concerning the
matrices Q and R were correct. Thus, the original assumptions concerning the
disturbances w and v can be verified. This leads to the following adaptation
mechanism:

1. Make an assumption concerning the a priori expected statistics of the error
signal z. The result depends on the assumed statistics of w and v, which are the
elements of the covariance matrices R and Q.

55.2 The adaptation mechanism 125
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2. Compute on-line the statistics of the error signal z.

3 Under certain conditions rules can be found to adjust the covariance matrices R
and/or Q accordingly.
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Applying this mechanism in combination with the on-line calculation of the Riccati
equations given in Chapter 4 will result in a filter which adapts to changing
disturbance conditions. Because the matrices Q and R will be closer to reality with
the adaptation than without it, it can be seen that an adaptive filter will be closer to
the optimal filter.

Fig. 5.10 illustrates the general block diagram of the adaptation mechanism
introduced. It is similar in shape to the block diagram of Fig. 5.8 describing the
adaptation mechanism of the controller.

The block "translation" requires the available knowledge of the process as an input.
This knowledge is comprised of a priori knowledge concerning the structure and
parameters of the process and its disturbances as well as a posteriori knowledge
obtained from on-line measurements.
The input "operational requirements" introduces a way to adjust the filter function to
operational requirements. For instance, if the filter is used to obtain a smooth
controller action, the definition of system noise or measurement noise can be subject
to change. The input "operational requirements" allows the design of an optimal filter
to be combined with the design of an optimal controller.

An interesting feature of this adaptation mechanism concerns its close resemblance
to the adaptation mechanism which was introduced to adjust a controller to changing
conditions (Section 5.4). In both cases the matrices R and/or 0 are adjusted if the
conditions change. The duality between designing an optimal filter and designing an
optimal controller is well known in the literature. Apparently, this duality holds with
respect to the adaptation mechanism too.

5.53 The ship's speed

A problem which cannot be solved adequately by the current optimal filter
techniques is the estimation of a "constant" which is subject to change. A typical
example is the problem given in Section 4.5, which deals with removing the undesired
components from the measured ship's speed. It is shown that a compromise has to
be found between a good reduction in the undesired components and a small phase
lag if the ship's speed suddenly changes.
In this section it will be shown that the filter performance can be improved by the
approach presented in Section 5.2.2.
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Let the ship's speed change slowly and let the variance of the measurements be
known. In that case, the theory can be used to design a suitable filter (see Section
4.5). The resulting first-order low-pass filter is described by:

1
Hf ,f = \1E[v .v ]/E[w.w] (5.9)

P Pstf + 1

where Ely' v ] equals the variance of the disturbances and E[w.w] that of the low-
frequency speed changes.
In practice, the disturbances as well as the speed changes are not known exactly and
therefore, a worst-case solution will commonly be used as a compromise between the
above-mentioned conflicting demands. The method which is posed in Section 5.5.2
offers a better solution.

As indicated in Section 5.5.2 the first step concerns the definition of the proper filter
structure where the variances of system noise E[w.w] and measurement noise E[v.v)
are assumed to be known. This first step is identical to the standard solution which
can be found by using the theory given in Chapter 4. A block diagram of the
resulting filter structure is given in Fig. 4.14.

With respect to the filter design the following assumptions are made:

The system noise can be described by integrated white noise with variance E[w.w].
- The variance of the measurement noise equals E[v .v ].P P
- The difference between the measured process output and the filter output is

denoted as ez.
The resulting filter based on these assumptions is described by Eq. (5.9) and will be
referred to as the Constant (first-order low-pass) filter or the C-filter ("Constant"
refers to the time constant which is actually a constant). The corresponding time
constant will be referred to as To.

The assumptions concerning the statistics of measurement noise and system noise
imply a certain expectation of the variance E[ez.ez] of the error signal ez.

- Let the variance of ez, resulting from these assumed noise statistics, be given by
E[ez.ez] = This is known a priori.

It can be found from measuring ez whether the assumptions concerning the noise
statistics are correct. If the measurements indicate that the assumptions are not

al.
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correct, they should be reconsidered.
In the following, the actual variances of the system noise and the measurement noise
are denoted respectively as E[w.w] and E[vp.vp]. The assumed variances are denoted
respectively as Q and R.

A possible measure pi to verify the assumptions is based on the standard deviation
csz:

P1 = "z (5.10)

where c denotes a positive constant. Henceforth, the original assumptions are
considered to be correct if I ez I is smaller than or equal to pi. If I ez I is larger than

pi the assumptions should be adjusted which results in a filter with another time
constant Tf.
Nevertheless, the original assumptions could have been correct. In that case the
assumptions are adjusted unnecessarily, resulting in a worse filter performance. The
possibility pc that these assumptions were correct is given by

pc = 100(1 - e-c) (Z) (5.11)

The selection of c influences the possibility that the filter will be adjusted correctly.
The selection of a large c implies a large possibility that the assumptions were indeed
wrong but it increases the possibility that the assumptions are modified too late. The
selection of a small c implies that the assumptions are modified early but it increases
the possibility that the assumptions are modified unnecessarily.

A possible adaptation mechanism is introduced by the following rule:

If I ez I < 131

then no adaptation (If = to)
else Q is changed into Q( I ezI ip1)2n = 10(R/ I ezI )9

In practice, it is necessary to pose additionally a high limit Qmax on the assumed
variance Q to prevent stability problems. This is similar to posing a low limit tp(min)
on the time constant if.

The parameter "n" denotes a positive constant (n 0) which influences the
adaptation speed. If n = 0 the adaptation speed is zero and the filter is not adaptive.
The adaptation speed is large if n is large. In the following, four filters are compared,
all of which are characterized by the parameter "n":
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= 0 the C-filter
n = 1 the Linear (first-order low-pass) filter or the L-filter.

= 2 the Quadratic (first-order low-pass) filter or the Q-filter.
ii= co the Switched (first-order low-pass) filter or the S-filter. The time constant

Tf of this filter will be "switched" between TO and if(min).

to
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Rudder Roll Stabilization
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Table 5.2 The variance as a function of the parameter ic

103a2z
Filter

c=1 c=2 c=3 c=4

C-filter : 1.4 1.4 1.4 1.4
L-filter 8.3 : 2.4 1.5 1.4
Q-filter 29.4 5.8 : 1.7 1.4
S-filter 29.9 36.7 20.1 6.9

5.5.3 The ship's speed 131

A comparison with respect to the adaptation mechanism is given in Fig. 5.11. The
upper part shows the adjustment of 0 as a function of the error signal e2, while the
lower part shows the corresponding time constant. The solid lines denote the results
of the 0-filter, the dotted lines denote those of the S-filter and the dashed lines those
of the L-filter. The comparison is given for three different values of parameter c
(from left to right: 2, 2.5 and 3).
Fig. 5.11 indicates that 0 and Tf are rapidly adjusted if n is large. By selecting a
larger value for the parameter c this effect becomes less pronounced. In that case,
the adaptation mechanism starts at a higher value of ez.

A comparison with respect to the performance is carried out under the following
conditions:

- A simulation run takes 500 sec.

- U = u + v .

where v denotes white noise with zero mean and variance 1,
u denotes the actual ship's speed and
U denotes the measured ship's speed.

The parameter c is selected to be 1, 2, 3 or 4.

- E[w.w] = 10-4 and thus to = 100 .

Qmax = 1000.

'
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In Table 5.2 the variance al of the error ez ( = U - u is given for the filters
mentioned above as measured during the simulations. The area indicated by the
dotted lines indicates an acceptable performance.

If the statistics of the measurement noise and the system noise are known the C-filter
is the optimal filter. Therefore, it is not surprising that, according to Table 5.2, the C-
filter gives the best performance. The performance of the other filters is worse
because the adaptation mechanism adjusts the filter unnecessarily.

The main advantage of the non-linear filters introduced is shown in the following
comparison of the performance, in which the filters are tested with a step function.
Two measures are used to compare the filters:

is the time which passes before the error ez becomes smaller than 5% .
- cs?' is the variance of the error ez.z

Table 5.3 gives t5% as a function of parameter c. Again, the area within the dotted
lines indicates an acceptable performance.

Table 5.3 ts% as a fraction of the parameter c

Table 5.3 demonstrates the advantage of applying an adaptive filter; the error
between filter output and actual speed is reduced more rapidly. Furthermore, this
table indicates that t5% increases if c becomes large.

Table 5.4 gives csi as a function of the parameter c. As can be expected from Table
5.3 the C-filter yields the worst performance.

t5Z
Filter

c=1 c=2 c=3 c=4

C-filter 289 289 289 289
L-filter 128 188 : 245 270
Q-filter 58 159 203 : 245
S-filter 37 58 148 182 :

)



Table 5.4 The variance as a junction of the parameter c

The desired filter can be found by comparing Table 5.2 with Table 5.3 and Table 5.4.
Based on Table 5.2 the C-filter (where c = 1, 2, 3 or 4), the L-filter (c = 4) or the
Q-filter (c = 4) should be selected. The performance of the other filters is

acceptable if ci is smaller than 2.
Based on Table 5.3 and Table 5.4 the S-filter (c = 1) should be selected. The
performance of the other filters is acceptable if t5% is smaller than 210 sec. and if
ci is smaller than 3.
The best compromise between these conflicting choices is the 0-filter with c = 3.

In Fig. 5.12 a qualitative impression of the performance of the non-linear filters is
given. In this figure the following holds:

c = 3
'f(min) = 10 sec.
'f(max) = 100 sec. = = time constant of the C-filter.
The input of the filter is a step function changing from 0 to 10.
The dotted lines denote the measurements while the solid lines denote the outputs

of the filters.

Fig. 5.12 demonstrates that an adaptive filter (in the figure indicated by L,Q or S)
yields a better performance than the corresponding filter with a fixed time constant
(indicated by C). This is confirmed by the results of the full-scale trials which are
discussed in Section 7.4. At first glance the S-filter seems to have the best
performance. This agrees with the results of Table 5.3 and Table 5.4. However, the
other filters have a better performance than the S-filter as soon as the steady state
has been reached.

Filter

c=1 c=2 c=3 c=4

C-filter 10.0 10.0 10.0 10.0

L-filter 1.7 : 3.4 4.9 6.2

Q-filter 1.1 1.6 2.7 : 4.2

S-filter 1.0 1.1 1.3 1.7 :

The ship's speed 133
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250 500
Fig. 5.12 Simulation results with c= 3

5.5.4 The yaw motions

The yaw controller, introduced in Section 3.4.2. requires noise-free estimates of the

states of the process. In theory, these estimates can be found by the method
introduced in Sections 4.2 and 4.3. However, this method requires knowledge of the
statistics of the system noise and the measurement noise. In practice, this knowledge

is generally not available.
In such a case, it is common practice to base the filter design on a worst case
approach. However, in this case the worst case approach will result in a filter which

does not have the desired properties most of the time. The basic idea which is

introduced in Section 5.5.2, the adaptation of the filter gains, offers a better solution.

Let the process be given by the block diagram of Fig. 4.10. It is assumed that the

measurement noise can be described by a first-order high-pass shaping filter.

Furthermore, it is assumed that the system noise equals white noise with zero mean.
(Therefore, E[w2.w2] is assumed to be zero.)

In Fig. 4.11 the filter structure is given along with the block diagram of the process.

This process and the matching filter are described by Eqs. (4.75) to (4.81).

Simulations were carried out with this process to compare the process output yand

filter output CP in the following three cases:
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a the optimal filter
b an "optimal" filter based on wrong assumptions

an adaptive filter which is based on the same wrong assumptions as under "b".

The calculation of the optimal filter was carried out on-line by means of the method
introduced in Chapter 4 (solving the Ricatti equations on-line by means of an
"innovation process"). The variances of the system noise and the measurement noise

of the process were selected as follows:

This choice yields course deviations up to 12 degrees and "measurement errors" up
to 0.3 degrees.

During simulations b and c the following assumptions were made with respect to the

filter design:

This choice implies that course deviations up to 4 degrees and "measurement errors"
up to 3 degrees are expected.

Z hf

e z .to 1 zhf

Fig. 5.135.13 Separation of the high- and the low-frequency components of the error
signal z.

135

E*[wi.wi] = 0.01
E*[w2 w2] = 0
E*[w3.w3] = 1

E[wi.wi] = 1
E[w2.w2] = 0
E[w3.w3] = 0.1
E[v.v] = 0



During simulation c the statistical parameter E*[w3.w3] was adjusted by means of a
mechanism which is related to the mechanism proposed by Van Amerongen (1982):

E[zhf.zhf]

E [w3.w3] = Ec
E[zif.zif]

(5.12)

The signals zhf and zif are generated online by means of the filter given in Fig. 5.13.

Simulation a

15

Simulation b

Simulation c

trsed

100 200 300 400 500

Fig. 5.14 Simulation results
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Table 5.5 Simulation results

The best result is obtained if the noise statistics are known a priori (simulation a). In
that case, Es1w3.w31 is selected to be E1w3.w3j. It should be noted that Eq. (5.12)
does not yield the proper value of E1w3.w3]. This indicates that a correction factor
should be introduced in Eq. (5.12) (E*(w3.w3] =
lithe noise statistics are not known, the best result is obtained with the adaptive
filter (simulation c2) where E*Iw3.w31 is selected to be Ec/7. In addition, the
variable Ec of simulation c2 is closer to that of simulation a.
Apparently, the ratio introduced above (5.12) can be regarded as an approximation.
of the ratio between the variances of the measurement noise and the system noise.
Therefore, further improvement may be obtained by improving the estimation of
these variances.

Simulation Et e 4j.

a 0.01 0.7
b 4.74 0.02

c1 0.93 0.08

C2
0.37 0.16
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The combination of the on-line calculation of the optimal filter and the adjustment of

the assumptions concerning the measurement-noise-to-system-noise ratio results in

an adaptation mechanism which is able to improve the filter performance if the
original assumptions are wrong. This is demonstrated in Fig. 5.14, which gives a

qualitative impression of the simulations mentioned above. The dotted lines
represent the desired state variable while the solid lines represent the estimated state

variable.
Simulation a shows that a good estimation is obtained if the design of the optimal

filter is based on the proper assumptions. However, if the assumptions are wrong,
the filter performance will be far from optimal, as is indicated by simulation b.

Finally, simulation c demonstrates that, if the original assumptions are adjusted as

indicated in Eq. (5.12) i(E1w3.w3] is selected to be Ec), the filter performance Win

be closer to the optimal performance.
A quantitative impression of these simulations is given in Table 5.5. In this table the

parameter ety represents the difference between the desired process output (process

output minus measurement noise) and the estimated process output (NI -

Es/7).

]

=
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Several authors have investigated the design of adaptive filters to solve the problem

of changing noise statistics. As mentioned earlier, Van Amerongen (1982)
introduced a filter which can be regarded as a simplified version of the optimal filter.
He introduced an adaptation method which, although designed from a different
point of view, bears a close resemblance to the method which is discussed above.
Fung and Grimble (1981) suggest combining an optimal filter describing the available
knowledge of the ship with a self-tuning filter to estimate the undesirable
components. Given the filter structure which is required for a process disturbed by
colored measurement noise (Section 4.3.1), the self-tuning filter can be regarded as
an adaptive shaping filter. Therefore, this solution also resembles the method which
is described above.

It was already pointed out in Section 5.5.2 that some demands with respect to a
proper controller design have to be realized by means of an appropriate filter. A
good example is the design of the course controller. Only low-frequency rudder
motions are allowed and this can be accomplished by means of the filter design given
above. This indicates that it might be advantageous to adjust some of the filter
parameters by means of the translation mechanism which is given in Section 5.4 and
which adjusts the criterion parameters of a controller as well. In this particular case,

the filter time constant 'El may be selected as:

if air (5.13)

where "a" is adjusted by means of the following rules::

If the rudder motions contain too many high-frequency components, "a" should
decrease.
If the rudder motions contain only al few high-frequency components, "a" may
increase.



6 REALIZATION

6.1 Introduction

The theoretical basis for the filter and controller algorithms of the }RS autopilot has
been given in the foregoing chapters. This chapter describes the next step: the
implementation of the algorithms in practice and the design of a laboratory
realization of an RRS autopilot.

Section 6.2 introduces a first version of an RRS autopilot, developed at the Control
Laboratory. In addition, it introduces some programs which are specially designed to
simplify the verification of the autopilot algorithms and to carry out experiments.
The autopilot algorithms basically comprise several adaptive filters (described in
Section 6.3), a course controller and a roll controller (Section 6.4). The latter is
adjusted to changing conditions according to the method which is introduced in
Chapter 5. Finally, Section 6.5 poses several demands which must be met for a
successful application of RRS.

6.2 The implementation

6.2.1 The hardware

The laboratory realization of the RRS autopilot is based on the following
requirements:

1 It should be able to carry out two different tasks simultaneously: the autopilot
function and data logging.

2 The experiments on board a ship should not interfere with the ship operation.
3 During full-scale trials it should be easy to switch from the RRS-autopilot back to

the ship's system.
4 It should have sufficient inputs available for the signals to be measured and

sufficient outputs for the control function and for monitoring purposes.
5 The RRS autopilot should be easy for the crew to operate.

Fig. 6.1 gives a block diagram of the components of the resulting RRS-autopilot.

6.2.1 The hardware 139



- PUP 11-73 minicomputer

This computer has two floppy-disk drives and one hard disk. A multi-user and a
multi-tasking environment enables the autopilot function to be combined with data
logging. During the experiments, the data is stored on a hard disk. After the
experiments have been carried out, a backup of the measurement data can be made

on a floppy disk.

'Interface

The following inputs and outputs of the interface are used:

- 10 digital-to-analog converters (DAC) (the required rudder angle, the alarm and
the 8 outputs to the pen recorder)

- 3 analog-to-digital converters (ADC) (the roll angle, the rudder angle and the
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Fig. 6.1 Laboratory realization of the RRS-autopilot

The following elements can be recognized in Fig. 6.1:

_4
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output of the steering wheel)
- 2 synclzro-to-digital converters (SDC) (the heading and the ship's speed)
- 1 serial in/output (information to and from the operator's console)

- Operator's Console

Fig. 6.2 The operator's console

The autopilot modes can be selected on the operator's console. In addition, several
displays are available for data monitoring. The console is connected with the
computer by a serial line. This enables the console to be installed on the bridge of a
ship, while the computer and the other equipment are installed in a cabin.

- Steering wheel

In order not to interfere with the ship's hardware, an extra steering wheel is available
to realize RRS in combination with manual control of the course.

Alarm

If the autopilot fails, a watchdog timer will signal this at the bridge by means of an
audible alarm.
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These five items together comprise "the RRS autopilot". The available ship's sensors

are used as the inputs of the autopilot. The output of the autopilot is connected to
the ship's system. By means of a mere switch it is possible to choose between the

rudder set point generated by the RRS autopilot and that of the ship's system.

In addition, some auxiliary equipment is available for data monitoring.

Color display + TARDIS graphical unit

The RRS-autopilot is implemented within the measurement program RSXMET

(Bernard and Ruigrok, 1985). This program makes it possible to show measurement

data on a color screen. In addition, it is possible to monitor at random a selection of

the autopilot variables on the color screen by a debugging program which is specially

designed for this task.

- 8-channel pen recorder

The above-mentioned debugging program enables a selection of the autopilot
variables to be monitored at random on an 8-channel pen recorder. This enables a

better resolution and in many cases a more appropriate time scaling than monitoring

the data on a color display.

6.2.2 The software

The interactive measurement program RSXMET, developed at the Control

Laboratory, is specially designed to simplify measurements. It has the following

features (Bernard and Ruigrok, 1985):

- It measures signals and scales them to a proper range. The desired signals and

scales are obtained from the user in an interactive manner.

- It allows the definition of real time tasks, for instance a controller task. The

definition of these tasks as well as the sampling ratio and the priority of the tasks

are obtained from the user, again in an interactive manner.

- It stores the measurement signals as well as the signals generated by the user tasks

on a hard disk.
It plots the measurement signals as well as the signals generated by the user tasks

on a color display.
It contains several tasks which deal with the processing of the stored data.
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Table 6.1 gives an overview of the tasks provided by the RSXIvIET program.

Table 6.1 The program RSXMET

The autopilot functions are realized within the framework offered by RSXMET This

results in the structure given in Table 6.2.

Table 6.2 The RRS-autopilot

The program CONSOL is the driver of the operator's console. It transmits the data

received to the autopilot program RRSASA.

The program RRSASS4 contains the control and filter algorithms and' the

computation of the performance criteria. In addition, it handles the transmission of

task programs

,

real-time Measurement (interactive RS)UMET tasks)

non-real-time Operating (interactive RSXMET tasks) I

off-line Data handling (interactive RSXMET tasks)

i

Control (user defined tasks)

Plotting (interactive RSXMET tasks>

Data storage (interactive RS)thET tasks)

Operating (user defined tasks)

Data handling (user defined tasks) I

1

- -- -- ---
I

task programs

r
1

off-line not relevant

(interactive RSXMET tasks )

Control CONSOL

!

RRSASA

non-real-time Operating (interactive RSXMET tasks)

Operating ACCESS

1

Plotting (interactive RSXMET tasks)

Data storage (interactive RSXMET tasks)

RRSNIT

'
SAVRUN I

GETRUN
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data to the operator's console, to the pen recorder and the debugging program
ACCESS. These functions are carried out in the following order:

Collection of measurements

Verification and adjustment to the desired representation

Primary controller calculations Desired rudder angle

Scaling

Transmission of the desired rudder angle

Secondary controller calculations

Collection of operating knowledge

Validation and scaling

Calculation of operating aspects Display information

Scaling

Transmission of the display information

End

The separation into primary and secondary controller calculations reduces the time

delay in the control loop.

The program ACCESS is specially designed as a debugging tool for the autopilot.
During the experiments it enables every relevant variable of the programs RRSASA
and CONSOL to be monitored or changed.
The program SAT/RUN is designed to write the current settings as an initialization

file to the disk. The program GETRUN has to be used to initialize the autopilot with

this initialization file. The program RRSNIT clears the autopilot variables.
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63 The filter design

In Chapter 2 the disturbances which influence the motions of a ship are discussed.
For rudder roll stabilization two motions are important: the roll motion and the yaw
motion. The ship's speed is important as well because it has a large influence on
these motions. In this section it is assumed that only the roll angle, the heading error
and the ship's speed can be measured; the measurements are perturbated by noise.
Filters are designed which remove the measurement noise to obtain a good estimate
of the desired signal. The filter design is based on the theory given in Chapter 4.
Each signal requires a filter with different characteristics:

The roll angle: It is not possible to reduce low-frequency roll motions. This would
result in low-frequency rudder motions which cause (large) heading deviations.
Therefore, low-frequency components have to be removed from the roll signal.

The heading error: Van Amerongen (1982) demonstrates that high-frequency
components should be removed from the yaw signal. High-frequency yaw
motions result in rudder motions which cause unnecessary drag while the
course-keeping performance does not improve. Duetz (1985) demonstrates that
if the disturbances are known and included in the controller design the optimal
controller does not generate high-frequency rudder motions.

The ship's speed: The speed signal is comprised of the desired low-frequency
components and of undesired high-frequency components.

It is assumed that the three sensors add white measurement noise with a zero mean
to the measured signals. This noise has to be removed as well.

The theory for dealing with these filter problems, given in Chapter 4 and Section 5.5,
is based on analog systems. The application of a computer makes it necessary to
translate the analog solution to a time-discrete solution. This can be achieved in two
ways:

1 z-transformation of the required model(s) and application of the appropriate time-
discrete versions of the formulas which are given in Chapter 4.

A major disadvantage of the exact solution is the seeming lack of correlation
between the physical process parameters and the time-discrete model parameters.
For instance, the natural roll frequency of a ship can be clearly recognized as a



model parameter in an analog model of the ship, and it influences several parameters
after z-transformation of this model.

2 replacing the analog integration by numerical integration, e.g. Euler, Runge Kutta 2
etc.

The main advantage of this solution is that the resulting time-discrete model bears a
close resemblance to the physical model. A disadvantage of this method is that the
integration time has to be small in comparison to the dominant time constants of the
process. As a result, this method can be more time consuming than the application
of the exact solution. Another disadvantage is that it may be difficult to apply some
modern time-discrete algorithms.

In this thesis the second method is preferred, as it provides a greater understanding
of the relation between the process parameters and the filter design. It is assumed
that the sampling ratio is sufficiently high to allow the application of the following
transformation:

1
(6.1)

S z - 1

63.1 The roll motions

Fig. 4.8 shows a block diagram of the process describing the roll motions. It is
assumed that the process parameters are known and that the measurements are
disturbed by white noise with a non-zero mean. In addition, it is assumed that the
process is disturbed by white system noise with a zero mean. Any constant
component in the measured roll angle which, in practice, may be introduced by the
system noise is considered to be caused by the measurement noise.
It is essential to remove the low-frequency components from the measured roll angle.
If the roll rate is not available it should be reconstructed, because the controller
design requires all states of the process to be available.
The sway velocity caused by the rudder should be reconstructed as well. In practice,
the estimate and the actual value of this signal may differ due to differences between
the model parameters and the process parameters. However, any errors in the
control action caused by these differences are assumed to be caused by the system
noise.
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Section 4.4 describes a suitable filter designed in the analog domain. By applying the
transformation (6.1) this analog filter converts into the time-discrete filter depicted
in Fig. 6.3.

kdvkvpIZ -1)

"aP Z +T+1

process model

I noise model

Fig. 6.3 Time-discrete filtering of the roll motions

The filter equations are given by:

(x(k) - x(k-1))/T = A.1^c(k-1) + Bu(k-1) + Ke(k-1) (6.2)

VI
surement noise I

y(k) = Cx(k) (6.3)
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e(k) = y(k) - y(k) (6.4)

The calculation of the filter gains K is given in Appendix E. They depend on the
variances of system noise and measurement noise as well as on the parameters con
and zn. In practice, even in light weather the measurement noise is rather low with
respect to the system noise. This causes the filter gains to be high and the filter will
yield good estimates without being adjusted to changing disturbance conditions.
Furthermore, simulations indicate that the influence of the ship's speed on the filter
gains hardly affects the filter performance. Therefore, it is allowed to calculate the
filter gains off-line.

6.3.2 The yaw motions

The yaw model, given in Section 4.4., is comprised of a third-order model. According
to Mattaar (1986) a third-order model is only slightly better than a second-order
model. Only if the rudder motions are large and change rapidly do the differences
become noticeable. Therefore, it was decided to base the filter design on the second-
order model, proposed by Van Amerongen (1982). Van Amerongen introduces an
adaptive estimator based on this second-order model which is capable of adjusting
the model parameters. In practice, such an adaptive model may be better than a non-
adaptive model of a higher order due to unmodeled dynamics which may be present
in a process.
In Chapter 4 the theory of this filter problem is given. Simplifying the yaw filter given
in Section 4.4 and introducing the analog-to-time-discrete transformation given in
Section 6.3.1 results in the filter structure shown in Fig. 6.4.

The model parameters Icor and Tr are obtained by means of on-line parameter
estimation according to Van Amerongen (1982). The filter gains K are calculated on-
line by means of on-line simulation of the innovation process described by the
following time-discrete state-space equations:

Lx(k) = (Am(k-1 )-L)xm(k-1 ) + Bm(k-1)um(k-1) (6.5)

imp() = Cm(k-1)1cm(k) + Drn(k-1)urilk) (6.6)
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where

3

47,

xT = (P1' P2' P10)-m

(E[wi.wi], E[w2.w2], E[w3.w3])

(kk2'k3'k4)

w2

process

process model

Fig. 6.4 Filtering the yaw motions

noise model

-5/T 0 0 0 --

0 5 / T 0 0

0 0 liT 0 (T = sample time)

0 0 0 1 / T

w3

measurement noise V



The matrices Am, Bm, Cm and Dm can be found in Appendix F. Note that in
Appendix F the extension "(k-1)" is not added because the original derivation is
carried out in the analog domain. The statistical parameters E[wi.wi] and E[v.v] are
selected as follows:

E[v.v] = 0.01

E[wi.wi] = 0.1

E[w2.w2] = Ch. 0 01E[wi.wi]

E[zhf.zhf]

E[w3.w3]
E[zif.zif]

The signals zhf and -cif are generated on-line by means of the filter which is given in

Fig. 5.13.

Finally, system noise components with a frequency higher than ai-cr radisec are
considered as measurement noise. Therefore, the time constant -rf of the first-order
shaping filter which describes the measurement noise is given by:

= a / Tr where a = 5 (6.7)

63.3 The speed filter

Fig. 6.5 shows the filter structure. In Section 5,5.3 this structure is discussed in more
detail. The filter design is based on the L-filter. Therefore, the adaptation is based
on the following rule:

If lez 1 s2
then no adaptation
else Q is changed into Q(lez1/2)2

This results in a filter where the time constant Tf is adjusted as follows:

150 Rudder Roll Stabilization
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If I ez1 s2
then if = TO (no adaptation)
else if = i0(2/ I ez )

Fig. 6.5 Structure of the adaptive speed filter

In Section 5.5.3 it is indicated that the time constant may be adjusted unnecessarily.
The possibility pc that this will happen can be calculated by Eqs. (5.10) and (5.11):

Pc = 1 0 0 (1 - e Z)
(%) (6.8)

151

where az denotes the variance of the undesired fluctuations on the measurements.

I
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6.4 The controller

Chapter 3 makes it plausible to separate the problem of designing a controller for

this process with one input (the rudder) and two outputs (the heading error and the

roll angle) into two subproblems: the design of a roll controller and the design of a

course controller. Decoupling is obtained in the frequency domain by applying the

filters of Section 6.3.

In principle, the controller design is based on the following criterion:

J = qqs,J + J + J
Y 6

where

J = E[y.y] (6.10)

describes the influence of the roll motions on the criterion while

J = E[y.y]/A (6.11)

describes the influence of the yaw motions and

JcS = E[o.b] (6.12)

describes the influence of the rudder motions.
A and che are weighting parameters. They will be discussed respectively in

Section 6.4.1 and in Section 6.4.2.

Decoupling of the system in the frequency domain allows criterion (6.9) to be

separated into two subcriteria:

1 The roll controller is designed with the following quadratic criterion:

Jp = q(pE[y.y] + E[o(p.6y] (6.13)

where denotes the rudder motions caused by the roll-control action.

(6.9)
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2 The course controller is designed with the criterion proposed by Van Amerongen
(1982):

J = E[y.y]/A + ENS .64 (6.14)
1

where denotes the rudder motions caused by the course-control action.

6.4.1 The course controller

Fig. 6.6 shows a block diagram of the process. It is comprised of a second-order
heading model and the offset.

Fig. 6.6 The process

It is assumed that all the state variables are available. This assumption is allowed
because, in practice, these states are estimated by means of the filter given in Section
6.3.2.

The process can be described by the following state-space equations:.

Ax + Bu + Dw (6.15)

y = Cx (6.16)



where

and

= -Kx

K = (k1'k2'k3)

k = 1/A
1

xT = kW, y, x3) wT = (wl, w2) u

The state variable x3 represents the offset component.

The optimal control action with respect to criterion (6.14) can be found to be (see

Appendix G):

1

k2 = (.11 + 2T kd \11/A - 1)
kdr

r r

1
k3 =

kdr
(6.21)

The weighting parameter A depends on the required control action. Van Amerongen
(1982) proposes the following values for A:

1 s A s 10

A strong controller is obtained by selecting A to be small. A weak controller is

obtained by selecting A to be large.

(6.17)

(6.18)

(6.19)

(6.20)

A=

C=

0 1

0 -1/Tr
0 0

1 0 0

0 1 0001

0

1/Tr
0

B =

=

0

kdr/Tr0_
0 0-

1/Tr 0
_o 1_
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6.4.2 The roll controller

Section 3.4.1 gives the roll controller which is optimal with respect to criterion (6.13).
It is based on a third-order roll model described by:

x = Ax + Bu + Dw_ _ _

y = Cx (6.23)

U = b
(P

_

wT = w = white noise with zero mean_

vo = the sway velocity caused by the rudder

Fig. 3.5 shows a block diagram of this process.

The optimal control action with respect to criterion (6.13) can be found to be (see
Appendix C):

= -Kx- (6.24)
6(P

where K can be found by applying the technique which is introduced in Chapter 3.
This results in the definition of the following "innovation process":

Lx (k) = (Am -L)x-m (k-1) + Bm-mu (k-1)-m

(6.22)

(6.25)

ym(k) = Cmxm(k) (6.26)

where

A =
0 1 0

2 2
- wn -2znwn w nkvp B

=

_

0
,.,21,
wri-dp

0 0 -1/-rv kdv/tv

-1 0 0- 0

C= 0 1 0 D= 2
[wn

1

_O 0 1_ 0

xT = Op, p, v(s)



XT = flo,
m 1' P2 ' " P6 )

= the elements of the upper triangle of matrix P

yinT = psi!, k2, k3) the elements of the matrix K

uT = (q ,0 ,0)
m

-1
T 0 0 -

1
= 0 T - 0 (T = the sample time)

0 0T 1_

The matrices Am, Bm and Cm are given in Appendix C.
As indicated in Section 5.2.3., the desired control action is determined by several

demands. These demands may change due to operational requirements or to

changing weather conditions.
It is not possible to select one single weighting factor qp in such a way that all these

demands will be met under all circumstances. Section 5.4 poses a solution to this

problem: the criterion should be adjusted on-line to the changing conditions.

Eq. (6.27) introduces a suitable mechanism to adjust qp:

q ( t ) = q(0) + fAqdt (6.27).
(f)

where

alAql + a2Aq2 + + anAqn

a +a 2
+ +a

1 n

The parameter q denotes the rate of change of the weighting parameter qp
(-1 s A s 1) while a determines the adaptation speed. The parameters ai

denote the relative importance of the particular demand. The selection of ai is not

very critical.
The requirements posed in Section 5.2.3. have to be translated into a rate of change

Aqi. In the following, these requirements are subsequently translated.

(6.28)
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where

aq
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The technical requirements

1 The rudder motions should be as small as possible.

This requirement is incorporated in the criterion by adding the following component:

6q1 = -1

This implies that the rudder activity tends to decrease when there are no other
requirements which cause more rudder activity.

2 The required rudder speed should remain lower than the limitations posed by the
steering machine.

The parameter q2 denotes the influence of the rudder speed on the criterion. Fig.
6.7 shows .0,(42 as a function of the required rudder speed. In Fig. 6.7 the maximum
rudder speed is denoted by (Smax.

Fig. 6.7 The maximum rudder speed

3 The controller parameters should remain below a certain level to avoid stability
problems.

There are two reasons for this requirement:
Inaccuracies in the models on which the controller is based as well as dynamics
which are neglected do not allow the controller gains to be very large.
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The bandwidth of the overall system is limited due to the fixed sampling rate of

the discrete controller.
This requirement is similar to "the criterion parameter qp should remain below a
certain level qp(max)". A simple realization of this requirement is introduced by
limiting the weighting parameter qp to the allowed value. A more elegant method

can be introduced by selecting AO as a function of qp according to Fig. 6.8.

AcI3

c15°
q 5P (max,,

Rudder Roll Stabilization

Fig. 6.8 Limitation of the weighting parameter qp.

In Fig. 6.8 qmax denotes the maximum allowed value of the weighting parameter (lc,.

4 The adjustment of the controller parameters should not react rapidly to incidental

signals.

This requirement can be met by making sure that the rate of change of the weighting

parameter ckp remains small. This can be realized by selecting a in Eq. (6.27) to be

small. In practice, the choice of a is not very critical.

5 The controller output should be a smooth signal.

This requirement is included in the combination of requirements 2 and 4.
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6 The rudder angle should remain below a certain limit.

A possible translation of this demand is given in Fig. 6.9.

- 8max

Fig. 6.9 The maximum rudder angle

In Fig. 6.9 bmax denotes the maximum rudder angle. It may depend on the ship's
speed.

The operational requirements

An important difference between the technical requirements and the operational
requirements is that the technical requirements can only reduce the weighting
parameter chi, (thus leading to a weaker control) while some operational demands
may increase it.

7 The variance of the roll angle should not exceed a certain value (a2g).

Instead of the roll angle itself, the variance of the roll angle is a more commonly
used measure to describe the roll performance of a ship. An approximation of the
variance can be obtained by means of on-line calculation according to the block
diagram of Fig. 6.10. The time constant of the low-pass filter should be large in
comparison to the natural roll period of the ship.

max

159
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Fig. 6.10 On-line calculation of the roll variance

Fig. 6.11 shows 6(47 as a function of the roll variance.

- ()Max

2

csg

Fig. 6.11 Aq7 as a function of the roll angle.

8 The heading error should not exceed a certain value (ymax)

t Acia

2

111.-

Fig. 6.12 The allowable heading error

Vintax



If the heading error becomes too large, the roll control action should be reduced to

allow a stronger course control action. Similar to the roll motions, the variance of the

heading deviations could be used to describe the allowed heading deviations.

Likewise, it can be approximated by means of on-line calculation with the structure

shown in Fig. 6.10. However, this approach cannot be used in practice because it

takes too long to calculate the required variance and thus to adjust the roll control

action. Therefore, the heading error itself rather than the variance of the heading

deviations is used to adjust the criterion. This is illustrated by Fig. 6.12.

9 The drag introduced by the rudder should be as low as possible.

This requirement is included in requirement 1.

Requirement 7 is in conflict with requirements 8 and 9. In practice, only the ship's

operator can decide which requirement is more important. Therefore, an RRS
autopilot should provide the means to select between much roll reduction and little

roll reduction. The operator's choice can be incorporated in the list of requirements

by adding the following requirement:

10 The weighting parameter qcp should remain below a certain level ckpo.

This requirement is similar to requirement 3. It should be noted that under all
circumstances the following should hold:

clyo clp(max)

Van Amerongen (1982) proposes a similar solution to select between economic

course keeping (.\ large) and accurate course keeping (A small) in the course control

loop.

The weighting parameter cip, and therefore the criterion, will be continuously
adjusted to changing conditions. The optimal controller is obtained only if the
controller parameters will be continuously calculated as well. This can be carried out

by the method which is proposed in Chapter 3. The weighting parameter chp is used

as the input of the "innovation process" (6.25). The outputs of this process approach

the desired controller parameters.
If the conditions change slowly compared to the convergence speed of the
"innovation process", the resulting controller will be optimal with respect to the
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demands which are stated in Section 5.2.3.

This method has several useful properties, some of which are:

is relatively easy to add new constraints or demands to the criterion function.

- It is flexible. It is not necessary to calculate new gain scheduling tables for other

ships or for different speeds of a ship.

6.5 RRS and ship design

6.5.1 Essential properties of the ship

The following requirements have to be met for a successful application of rudder roll

stablilization:

1 The rudder should be able to generate a sufficiently large roll moment.

RRS is not possible if the rudder has no influence on the roll motions. At zero speed

RRS is not possible, while at increasing ship's speed the potential roll reduction will

increase. In addition, the ship should react to the roll moment well before it reacts to
the yaw moment of the rudder. In that case, it is possible to obtain the required

separation in the frequency domain.
In the design stage of a ship measures can be taken to meet these requirements as

well as possible because they determine the potential roll reduction. If an existing

ship has to be equipped with an RRS system, these requirements determine whether

or not RRS is possible. The roll-reduction ability can be determined by a forced roll

experiment. If the rudder is able to generate roll motions while causing only small

yaw motions, it will also be able to reduce them.

2 The potential rudder speed should be sufficiently high.

The deteriorating effects of a limited rudder speed will be prevented by the solutions

mentioned in Chapter 5. Nevertheless, only a minor reduction in the roll motions is

possible if the rudder speed is too low. It appears that there is a relation between the

maximum rudder speed, the maximum rudder angle and the natural roll frequency of

a ship. Selecting the maximum rudder speed above a certain value will not result in
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more roll reduction. In Section 6.5.2 the requirements which have to be posed on a

ship's steering machine arc discussed in more detail.

3 The aftship should be rigid.

The aftship has to be able to withstand the large forces due to the fast and large

rudder motions. The same applies for the ship's rudder and the steering machine.

6.52 Essential properties of the steering machine

The ship's steering machine is the actuator which makes the actual rudder angle aw

equal to the rudder angle g set by the ship's autopilot.
In the ideal case the actuator can be disregarded. In practice, this cannot be realized.

Therefore, the steering machine may have a deteriorating effect on the performance
of the autopilot. For instance, the steering machine may limit the output of the
autopilot and it may introduce phase lag due to, for example, the inertia and the

limited speed of the rudder. Nevertheless, it is possible to formulate the
requirements to minimize the influence of the steering machine. Two different modes

of operation are 'distinguished:.

During "large" changes in the set-point rudder the performance of a steering
machine is dominated by the limitations of the rudder angle and the rudder speed.

During "small" changes in the set-point rudder the limitations of the steering
machine have hardly any influence. In this situation requirements have to be posed
with respect to the phase lag which is introduced by the time constants due to the
inertia of the steering machine.

a Large changes lathe set-point rudder

Let the maximum signal which can be followed without distortion be given by:

= sin(wt)
MaX

where omax denotes the maximum rudder angle.

(6.29)
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10 20 30 max

Fig. 6.13 The roll moment as a function of the rudder angle.

In that case, the required rudder speed is described by:

= 6imaxs3cos (cot ) (6.30)

The maximum frequency which can be followed without distortion of the signal is
then

MaX .maxmax (6.31)

In general, the largest roll motions will occur around the natural frequency of a ship.

From (631) it follows that

6max °maxwn (6.32)

where can denotes the natural frequency in rad/sec.

In practice, the maximum rudder angle can be determined by the ship's operator.
For instance, at high speed it is general practice to allow less rudder than at low

speed. In addition, the maximum roll moment may not be obtained by the maximum
rudder angle. This is illustrated by means of Fig. 6.13.
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Fig. 6.13 shows a potential roll moment as a function of the rudder angle. It depends

linearly on the rudder angle up to a certain point. If the rudder angle gets larger, the

linear approximation fails and, depending on the rudder construction, the roll

moment may even get smaller. In Fig. 6.13 this point is denoted by 6 eff, which stands

for the "effective rudder angle". The maximum rudder angle is indicated by the
dashed line. For RRS it is advantageous for the gain k6 and Oeff to be large. There

is no point in generating a set-point rudder which is larger than the effective rudder'

angle. This reduces the requirements posed on the steering machine:

2n
, x e f f sin=

T
6eff 0.33)

where 6eff is the effective rudder angle or (if smaller) the maximum rudder Tingle.
which Is allowed by other requirements. Tn denotes the natural roll period.

For a ship to be equipped with RRS Eq. (6.33) gives an important relation between'
the design of a ship and the steering machine. If the effective rudder angle is given, it

is 'sufficient to select a maximum rudder speed which satisfies Eq. (6.33). If the
maximum rudder speed is selected higher, the potential roll reduction will only
slightly increase. On the other hand, if Eq. (6.33) is not met, a substantial
improvement in the potential roll reduction can be obtained by increasing the
maximum rudder speed.

'In. order to express these requirements as specifications for a steering machine,
manufacturer two input signals will be considered: a step function and a sinusoidal
function. In that case, the following measures can be used to specify the
requirements of the steeling machine:

r The allowable value of tin%
If no overshoot is present In% is a suitable measure for 'determining the
maximum rudder speed. t10% is defined as the time which passes before the
output of a process comes (and stays) within 10% of the desired value.

The allowable time constant of the steering machine To
This is a suitable measure for determining the time delay between the required
and the actual rudder angle
'The allowable phase lag
The allowable dynamic rudder error emax

These -requii ements can be derived from Eq. (6.33) and the simplified block diagram

-

-
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of a steering machine, given in Fig. 2.8. The step function poses requirements on the
steering machine concerning the rudder speed. The sinusoidal function poses
requirements concerning, for example, the phase lag and the error between the set
point of the rudder and the actual rudder. In addition, overshoot is not allowed in
practice.

The allowable value of t10%

Let the set-point rudder change from 0 to (Seff according to a step function (see Fig.
6.14). In that case, t10% is described by (6.34):

t 0 906 < 0.9/wn102 eff max

The requirements concerning t10% and the rudder speed are illustrated by Fig.
6.14.

Fig. 6.14 The demands concerning rudder speed and t10%

(6.34)

27

t6

4-

T10010

t(seci

2

22

-3
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30

Fig. 6.15 The allowable delay time

As a rule of thumb in control engineering, a pole may be disregarded if the distance
of the pole to the imaginary axis in the s-plane is at least 5 times larger than that of
the dominating poles of the process. Therefore, in this case (6.36) must hold:

In Fig. 6.14 the dotted line represents a step input of 22 degrees while the solid line
represents a possible response of the steering machine. Within tin% sec. the
remaining error is 2.2 degrees.

The allowable time constant of the steering machine

If the steering machine does not reach saturation it can be described by the following

transfer function:

1

Hsteering machine sTo + 1
( 6.35)
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1
-- 2 5wn (6.36)
-E0

or To has to satisfy (6.37) where

rcs
0.2 0.1Tn

(6.37)

n TI

The time constant to represents the largest time delay which may occur between the
required and the actual rudder angle. This is illustrated by Fig. 6.15. In this figure the
dotted line represents the input signal, while the solid line represents a possible
response of the steering machine. The maximum error between both signals is
0.26max degrees, while the maximum phase lag is about 11 degrees. The time
between the corresponding zero crossings of the input signal and the response of the
steering machine is To sec.

The allowable phase lag

The allowable phase lag is determined by requirement (6.36). Under this
requirement the allowable phase lag is approximately 11 degrees. This can also be
derived from Fig. 6.15:

y s 360= = 36/7 z 11 degrees
Tn

The allowable dynamic rudder error emax

eo is the error between the set-point rudder and the actual rudder angle. It can be
derived from the block diagram given in Fig. 2.8:

ea = cSg - (SW = cc/to (6.38)

The maximum error emax is reached if the maximum rudder speed is required.
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therefore, em ax should satisfy (60.39):

emax bmaxt6

With (633) and (6.37) this 'reduces to

e s . 26max - - eff

ExamPle

Let the following parameters be given:,

- The effective rudder angle oaf = 22 degrees.
- The natural frequency of the ship con = 0.75 rad/sec..

These parameters result in the following requirements being posed on the Ship's
steering machine:

6 16.5 devils ec . (from Eq. 6.31)max
T s 1.2 s e c from Eq. 6.34)10i
To 5 C.27 sec. (from Eq. 637)

Hemax s 4.4 degrees. (from Eq. 6.40),

4p s 11 degrees
Overshoot is not allowed.

Ii Small changes in the set-point rudder

For small rudder motions the first-order approximation, given by Eq. (6.33), does not
hold. A better description is obtained by replacing ltre by the following transfer
function (see Fig. 2.7):

1 kc6 (641)
st + 1

169

(639)1

(6.40)

H6 -

0
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Therefore, Eq. (6.35) changes to:

where

w2 =K /0 , 2z0w0 = 1/-r

= the natural frequency of the steering machine
0

Similar to the requirements concerning large rudder motions, the requirements
concerning the parameters of the model of the steering machine can be translated
into specifications for a steering machine manufacturer. The following specifications
will be considered:

The allowed natural frequency
The allowed overshoot
The allowed settling time
The settling time Ts is defined to be the time within which the output signal
remains within 2% of the desired value.
The allowed phase lag at -3dB

- The allowed bandwidth
The bandwidth B is defined as the -3dB point in the Bode diagram of a process.

Again, two input signals are considered: a sinusoidal input signal and a step function
as input signal. By using a step function, requirements can be posed concerning
overshoot and settling time. For a sinusoidal input signal, requirements can be posed
concerning the bandwidth of the steering machine.

The allowed natural frequency of the steering machine

The two poles introduced by the steering machine can be disregarded if wo is at least
10 times larger then con belonging to the dominant poles of the ship:

Hsteering machine
s2 + 2 z s + w20 0 0

(6.42)

(6.43)
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The allowed overshoot

The steering machine may not show any overshoot. Therefore, in Eq. (6.42) the
parameter z0 is given by:

z 1 (6.44)
0

Henceforth, it will be assumed that zo = 1.

The allowed settling time

Ts is given by:

Ts = 4/z00 (6.45)

By using Eqs. (6.43) and (6.44) it follows that:

Ts s 0 4 / van (6.46)

Consequently, a relation is obtained between the natural roll frequency of a ship and
the required settling time of the steering machine.

The bandwidth

As is shown in Appendix H it is possible to find a relation between wo and the
bandwidth B of the steering machine:

B = 0.64wo (6.47)

Applying Eq. (6.43) yields:

B 6.4wn (6.48)

Apparently a relation exists between the natural roll frequency of a ship and the
bandwidth of the steering machine.
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The phase lag at -3dB

The phase lag at the -3dB point is given by:

= -2arctan(B/co0)

With (6.48) this reduces to:

(19 s -65 degrees

Rudder Roll Stabilization

(6.49)

Example 2:

Let the natural roll frequency of the ship be equal to 0.75. In that case the steering
machine should meet the following demands with respect to small rudder motions:

0
7 . 5 r ad / sec . (from Eq. 6.43)

T5 s 0 . 3 sec. (from Eq. 6.46)

4 . 8 rad. (from Eq. 6.48)
s 65 degrees

Overshoot is not allowed.

Concluding remarks

In this chapter the laboratory realization of an RRS autopilot is described.
Furthermore, the control and filter algorithms are transformed from the analog
domain to the time-discrete domain to enable their implementation in the RRS
autopilot. Finally, some properties of a ship and its steering machine which are
essential to enable a successful application of an RRS autopilot are given.
It should be investigated in practice whether the assumptions made during the design
of the control and filter algorithms are valid by comparing the results with the
simulation results. These experiments are described in the following chapter.

B



7.1 Introduction

As mentioned in Chapter 1, the cooperation between the University, the Royal
Netherlands Navy and the company Van Rietschoten & Houwens made it possible to
carry out a series of experiments during the development of an RRS system. The
following diagram summarizes the experiments which were performed:

1981-1906

1901-1986

1982-1986

1902-1906

1902
1986

1982

1463-1986

7 RESULTS

(Start of the RRS project)

Design of the control algorithms

Digital computer simulations

Implementation in the laboratory
realization of the RRS autopilot

Simulation with a simple analog
model of a naval ship

Simulation with a more extensive
model at the MARIN

successful'
yes

no

no

Simulation with a scale model of
a similar naval ship

no

Full-scale trials

no
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With respect to this flow diagram it should be noted that, if a certain series of
experiments could not be arranged, the next series of experiments in the loop was
arranged. For instance, the scale model experiments were carried out only once and
the experiments at the MARIN were carried out only twice. The full-scale trials were

carried out several times.

The digital simulations were carried out with the simulation package PSI (Van den
Bosch, 1985a). They are suitable as the first step in a controller design because

they do not have to be carried out in real time, so that many experiments can be
carried out within a relatively short amount of time,

- the models and the controller can easily be changed,
- it is easy to compare a controlled process with a non-controlled process,
- the simulations can be repeated under reproducible conditions.
However, they have several disadvantages which makes them not suitable for the
final steps in a controller design:

It is not possible to test the hardware of the controller.
It is difficult to investigate the influence of differences between the model and the

actual process.
The experiments are carried out under idealized circumstances while situations
may occur in practice which cannot always be foreseen.

The digital simulations resulted in control algorithms which were implemented in a
laboratory realization of an RRS autopilot.

Experimenting with an autopilot on board a ship is expensive. In addition, measures
must be taken to guarantee a safe performance under all circumstances. The
required number of experiments can be reduced by carrying out experiments which
approach the reality as closely as possible. Therefore, several analog experiments
have been performed in which the RRS autopilot was connected to an analog model
of a naval ship. Such experiments

enable the hardware of the autopilot to be tested,
enable the autopilot to be prepared for experiments outside the Laboratory and
can be repeated under reproducible conditions.

However,
- the simulations are carried out in real time, which makes them fairly time

consuming,

- the influence of unrnodeled dynamics of the actual process cannot be investigated

and
the experiments are carried out under idealized circumstances and may not
include every situation which will be met in practice.

-



The Maritime Research Institute Netherlands in Wageningen has developed a
mathematical model of a similar naval ship, based on a fundamental hydrodynamic
approach. This MARIN model describes the motions of the ship in all degrees of
freedom, including most of the effects of the coupling of the motions. Therefore,
experimenting with the MARIN model can be considered to be closer to reality than
the experiments with the analog model at the Control Laboratory. In Chapter 2 a
model of a ship has been derived which has served as a basis for the controller and
the filter design (the control model). If the results of the experiments at the MARIN
agree with those of the analog and digital simulations at the Control Laboratory one
can be confident that this model is sufficiently accurate.
Therefore, the Royal Netherlands Navy enabled experiments where the RRS
autopilot was coupled with the MARIN maneuvering simulator. These experiments

The number of full-scale experiments can be further reduced by carrying out scale-
model experiments first. The Royal Netherlands Navy enabled experiments with a
remote-controlled 8-meter long scale model of a naval ship. The experiments were
carried out at the Haringvliet, a sea arm in the south west of the Netherlands.
The main advantages of such experiments are the following:

They enable the RRS autopilot to be tested under more or less realistic
conditions.
It is possible to carry out many experiments within a relatively short amount of
time because the model is scaled not only in size but in time as well.

However,

they are expensive and require extensive preparations,
the conditions may be far from ideal,
they cannot be repeated under reproducible conditions and

- the results may be biased due to scaling effects.

The final step in any controller design is constituted by a test in practice. The above-
mentioned experiments gave confidence that no severe problems would be met on
board a full-size ship. Therefore, the Royal Netherlands Navy enabled trials to be
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enable the influence of some dynamics which are not included in the control
model to be investigated,

- enable the influence of modifying the ship design to be investigated and
- can be repeated under reproducible conditions.
However, these experiments
- are rather time consuming because they are carried out in real time,
- arc expensive and

do not include every situation which will be met in practice.

-

-

-

-

-
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carried out on board a naval ship where the RRS autopilot was used instead of the
ship's autopilot. The naval ship was equipped with an ordinary steering machine.
The main advantage of these trials is that they are carried out under realistic
conditions. However,

they are expensive and require a lot of preparation,
their success depends on the presence of suitable weather conditions,
they are rather time consuming,
they cannot be repeated under reproducible conditions and
it is not possible to investigate modifications of the ship design.

Section 7.2 describes the digital and analog simulation experiments. The resulting
controller algorithms were implemented in a laboratory realization of an RRS
autopilot. In addition, it describes the results of experiments with the RRS autopilot
coupled to the MARIN maneuvering simulator.
Section 7.3 describes the experiments with a remote-controlled scale model of a
naval ship. Finally, Section 7.4 gives an overview of the results obtained during
several full-scale trials.

7.2 Experiments with mathematical models

7.2.1 Digital simulations

u(t) e(t)
controller

criterion optimization

system

Rudder Roll Stabilization

y(t)

Fig. 7.1 Designing a controller using simulation and optimization.

The simulation package PSI enables an approach similar to the one used in Section
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2.5 to identify model parameters to be used to design a controller (Van den Bosch,
1981). This is illustrated in Fig. 7.1. Simulation techniques are used to simulate the
controller and the process and to calculate the error signal e. A criterion is defined,
for instance one based on this error signal, which can be optimized with respect to
the parameters of the controller.

Fig. 7.2 shows a typical example of a PSI simulation. Two equivalent ship models are
responding to the same disturbances. The solid lines illustrate the performance of
the ship with an RRS controller, while the dotted lines show the performance of the
ship with only a course controller. In this particular run a reasonable roll reduction
was obtained.

Simulation of a ship with and without an RR5 controller
SAM: ROLL YAW RUDDER ROLL-2 YAW-2 RUDDER-2 TIME
MAX: 20 30 150 20 30 150 100

ship with an RS conlroller

roll angle

Yaw angle

,-v .....

ship without an ER S controller

rudder ensile

MIN: -100 -30 -30 -100 -30 -30 0
ACT: 0 0

Fig. 7.2 Example of a PSI simulation

For demonstration purposes, PSI enables real-time simulation and the design of a

dedicated display. Mattaar (1986) designed the display shown in Fig. 7.3.
The display on the left is based on the picture on the right taken during full-scale
trials. It shows the view from the bridge of a ship through the window. In the display
a beacon is placed on the horizon as a reference for the course-keeping
performance. The ship's speed, the heading error and the rudder angle are shown as
well.

5-
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Fig. 7.3 Demonstration of Rudder Roll Stabilization

PSI has been used as the first design step of the control algorithms. In addition, it

has been used to investigate the influence of several ship-design parameters on the

controller gains and the controller performance. Some of the simulation results are

described in Van Amerongen and Van Nauta Lemke (1982), Van der Klugt (1982)

and Van Amerongen and Van der Klugt (1985).

controlled gear
dc-mo or

Fig. 7.4 The structure of the analog model

Schonebaum (1982) has designed a simple analog model of a ship. This model,

modified by Albeda (1986), is comprised of a linear model of a ship, a model of the

7.2.2

-0.

Experiments with an analog model!

white
noise

generator

wave model

ship's dynamicssteering
machine synchro

400Hz
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Fig. 7.5 Testing with the analog model
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steering machine and a simple shaping filter to generate the wave disturbances. The
structure of the analog model is given in Fig. 7.4.
Several parameters of the analog model can be adjusted manually:

- the maximum rudder speed (5 to 25 deg/sec.)
- the maximum rudder angle (10 to 30 deg.)
- the speed of the ship (12 or 18 knots)

The following signals have been measured:

- the heading of the ship (synchro signal, 0 s 11 < 360 deg.)
- the roll angle (analog signal, -30 s p s 30 deg.)
- the rudder angle (analog signal, -40 s 5 <40 deg.)

steering
machineTI

SDC DAC

POP 11-73



The RRS autopilot was coupled to the analog model of the ship, resulting in the
configuration of Fig. 7.5. For monitoring purposes a color screen is available as well

as an 8-channel pen recorder.

During the development of the RRS autopilot many experiments were carried out
with the analog model. Table 7.1 gives the results of two typical experiments testing
the RRS autopilot. These experiments give a comparison between the performance
of the autopilot during course keeping only (referred to as ASA) and the
performance of the autopilot if roll reduction is required (referred to as RRS).
During the first experiment the maximum roll angle was approximately 11 degrees.
The maximum rudder speed was 15 deg/sec. while the maximum rudder angle was 22

degrees. During the second experiment the roll motions were increased.

Table 7.1 Trials at the Control Laboratory

Table 7.1 demonstrates that roll reductions up to 78% are possible. If the roll
motions become larger, the roll reduction is less due to the limitations posed by the

steering machine.

Fig. 7.6 gives an impression of the results of the second experiment. It shows a

comparison between the roll, yaw and rudder motions of a system with and without

roll stabilization.
Without roll stabilization (the dotted lines) the maximum roll angle is approximately

22 degrees. With roll stabilization (the solid lines) this roll angle is reduced to 14

degrees. The deterioration of the course-keeping performance appears to be small.

In addition, Fig. 7.6 shows a typical response of the parameters of the roll controller.

The absolute values of the controller gains rapidly decrease when the rudder motions

become too large, while they gradually increase when the rudder motions are low.

Mode ci)max
02

Y

02
Y

2
cso Reduction

ASA 15 16 0.07 0.13
RRS 15 3.5 0.47 41 78%

ASA 15 47 0.17 0.24
RRS 15 15 0.30 74 68%
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Fig. 7.6 A qualitative impression of roll, yaw and rudder motions

If no roll reduction is required the controller gains are also calculated (the dotted
lines) although the resulting roll control action is not added to the set point of the

-25
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judder. this guarantees that the proper control action will be obtained immediately
if roll reduction is required. As soon as the the roll motions decrease the absolute
values of the controller gains will increase to those indicated by the solid lines_

At first, the simulations with the analog model were used to test the hardware of the
RRS autopilot and to verify whether the control algorithms were properly
implemented. Later on, they were used to prepare measurements outside the Control
Laboratory. They have been demonstrated to be a useful aid for designing the RRS

autopilot.

1.23 lExperiments at the MARIN int Wageningen
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hip model
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Fig. 7.7 Set-up of the simulation equipment during the MARIN trials!,

The digital model as well as the analog model describe only the roll and the yaw
motions. The potential influence of the other ship motions is not included.,

machine

ship's
console

'steering



7.2.3 Experiments at the MARIN in Wageningen 183

The Royal Netherlands Navy made it possible to carry out two series of experiments

where the laboratory realization of the RRS autopilot was coupled with the
computer of the MARIN maneuvering simulator. The latter comprised an extensive
model based on a hydrodynamic approach. This model describes the ship motions in
all degrees of freedom, including most of the effects of the coupling of the motions.
Fig. 7.7 shows the set-up of the simulation equipment during the second series of
experiments. In Section 6.2 the RRS autopilot is discussed in more detail.

The first series of tests was carried out in September 1982 (Van Amerongen and Van
der Klugt, 1982). No knowledge of the model implemented at the MARIN-
computer was used for the controller design, except that it was known to be a model
of a naval ship similar to the one used at the Control Laboratory.
The RRS autopilot used the roll angle, the roll rate, the rate of turn and the heading
error as inputs. In addition, during these particular experiments the roll acceleration
was used. The controller parameters were calculated in advance for all the required
conditions. Therefore, different sets of controller parameters were available for
different sea states, angles of incidence of the waves, ship's speeds, maximum rudder
speeds etc. It had to be demonstrated that the controller settings, which were
computed in advance, were also able to control the more complex MARIN
mathematical model.

The following parameters were varied:

Three different angles of incidence of the waves could be selected: 60, 90 or 120
degrees.
Three combinations of maximum rudder angle and maximum rudder speed could
be selected: 10/6, 20/15 and 30/20 (degrees / deg/sec.).

- In each situation the controller gains were selected as optimally computed before
(nominal), 30 percent higher ( + nominal) and 30 percent lower ( nominal) in
order to investigate the sensitivity to variations in the controller gains.

The experiments indicate that the rudder speed in particular is an important
parameter which determines the maximum achievable roll reduction. Rudder speeds
which are common at present (3 to 7 deg/s) are generally too low. A rudder speed of
15 deg/s appears to yield a considerable improvement.
Due to the limitations which are posed by the steering machine the system appears
to be rather sensitive to variations made in the controller parameters. Settings which
are too low are preferable to those which are too high.
Some of the results are summarized in Fig. 7.8.
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Fig. 7.8 Comparison of the controller performance for different conditions

A more detailed discussion of these and other results can be found in Van
Amerongen and Van der Klugt (1982). All runs were successful except for those with
a rudder speed of 20 deg/s and an angle of incidence of the waves of 120 degrees.
During the latter the controller gains were apparently too high, causing the steering
machine to saturate. This was caused by the differences between the simulated wave
spectrum used at the Control Laboratory and that used during the MARIN
experiments. The other experiments at the MARIN showed a good resemblence with
those at the Control Laboratory.
With these results one can be confident that the mathematical models which are
used at the Control Laboratory and at the MARIN are sufficiently reliable for use in
developing an RRS autopilot.

15
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The parameters of these models can easily be changed. Therefore, several
experiments which were carried out at the Control Laboratory to investigate the
influence of the model parameters on the ship's performance were repeated at the
MARIN. The results of these experiments indicate that the rudder-induced roll
moment and the maximum rudder speed, in particular, are important design
parameters. A good roll reduction potential requires that the rudder-induced roll
moment be large and that the maximum rudder speed be high.

The results of the MARIN trials as well as the results obtained during the full-scale
trials (to be discussed in Section 7.4) convinced the Royal Netherlands Navy that roll
stabilization by means of the rudder is an attractive alternative to fin stabilizers.
Therefore, they decided to equip the ships which were at that time in the design
phase with an RRS system. In addition, they used the results of the MARIN trials to
change their ship design to improve the roll reduction potential of an RRS system.
For instance, these ships will be equipped with a fast rudder.

The second series of tests with a MARIN model was carried out in August 1986
(Van Amerongen and Van der Klugt, 1987a). They were carried out with a new
Laboratory realization of an RRS autopilot comprising the control algorithms given
in Section 6. The aim of these experiments was to test the new RRS autopilot and to

test the new adaptive mechanism.

Fig. 7.9 gives an impression of the lay-out of the equipment. In this figure the RRS
autopilot, comprising the PD? 11/73 mini-computer, two monitors, an interface and a
console, can be recognized.

It was not expected that the new autopilot would give a better performance than the
old autopilot during the 1982 experiments because the latter comprised a roll
controller based on gain scheduling which was optimally tuned for every other
experiment. Furthermore, all the required state variables were measured.
The new autopilot comprises a roll controller which is adaptively tuned during an
experiment. Contrary to the experiments with the old autopilot, the roll rate, the roll
acceleration and the rate of turn were not measured. These signals were estimated
by means of the methods which are introduced in Chapter 4 and Chapter 5.
Therefore, it was expected that at best the new autopilot would give results similar to
those of the old autopilot.



Fig. 7.9 Impression of the lay-out of the equipment
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Fig. 7.10 Comparison of the performances of the old and the new controller
algorithms.

Several experiments which were performed in 1982 were repeated. In Fig. 7.10 the

results of these experiments are compared with the 1982 experiments for two
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Fig. 7.11 The roll reduction as a function of the ship's speed

Fig. 7.11 gives the roll reduction of ship 2 as a function of the ship's speed for three
angles of wave incidence: 60, 90 and 120 degrees. During all of the experiments roll

reduction (up to 60%) appeared to be possible. However, ship 2 appears to be less
suited to be equipped with a rudder roll stabilization system than ship 1.

maximum rudder speeds: 7 deg/sec and 15 deg/sec. The solid lines indicate the
performance of the new controller algorithms and the dashed lines the performance
of the old algorithms under the same conditions.
Only if the waves are of a high frequency (y = 120 deg) does the performance of the
adaptive controller appear to be insufficient. However, in those conditions the roll
motions remain below 4 degrees and the adaptation mechanism is at the point of
switching itself off. If the rudder speed is low (7 deg/sec) while the ship encounters
beam seas (y = 90 deg) the adaptive controller gives a significantly better
performance than the controller based on gain scheduling. From this comparison it
can be concluded that for the conditions where roll stabilization is required the
adaptive controller has a satisfactory performance.
Several additional experiments were carried out where the RRS autopilot controlled
the mathematical model of another ship. In the following this ship will be referred to
as ship 2 and the above ship as ship 1. Some of the results of the experiments with
ship 2 are summarized in Fig. 7.11.
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Furthermore, several experiments have been carried out to test specific parts of the

new autopilot algorithms. From these additional experiments the following

conclusions can be drawn:
- The control model, proposed in Chapter 2, enables a better separation between

high- and low-frequency rudder motions than the model proposed by Van

Amerongen and Van Cappelle (1981).

- Increasing the maximum rudder speed of ship 2 from 15 deg/sec to 22 deg/sec will

give 5 to 10% more roll reduction.

- With respect to the roll performance no relevant differences were noted between

manual course keeping and automatic course keeping.

It was demonstrated that the experiments at the MARIN are a useful means to test

the RRS autopilot. The results agreed quite well with those obtained with the analog

and the digital models. Nevertheless, they led to some (small) modifications of the

control algorithms. A more detailed discussion of the results of these experiments

can be found in Van Asnerongen and Van der Klugt (1987a).

73 Scale model experiments

The experiments at the Control Laboratory as well as those at the MARIN may

conceal problems which will occur in practice. Therefore, after the first successful

simulations at the MARIN in 1982 (Van Amerongen and Van der Klugt, 1982)

experiments were carried out with a scale model of a similar type of ship. In order to

diminish the scaling effects a large model was selected: the model had a length of 8

m., resulting in a scale factor of 15. Such a large model does not allow the planned

type of trials to be carried out in a towing tank. Another solution had to be found.

A location at the Haringvliet seemed suitable for the trials. Sufficient space is
available there, the distance from shore to shore is about 3 kin, while a measurement

post of the Royal Netherlands Navy was available to install the equipment.
Furthermore, the waves were expected to represent sea waves, which are scaled with

respect to the model.
The experiments were carried out in close cooperation with the Royal Netherlands

Navy, the MARIN and the Department of Maritime Technology of the Delft

University of Technology.

Fig. 7.12 shows the set-up of the measurement equipment.
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Fig. 7.12 Set-up of the measurement equipment

The model was propelled by a diesel engine and equipped with gyros and a speed
log in order to measure the yaw, the yaw rate, the roll, the roll rate and the ship's
speed. Radio communication channels were used to send these data to the shore
where the computer with the autopilot was installed. The desired rudder angle as
well as the signals used to control the diesel engine were transmitted from the shore
to the ship.

During the experiments several problems occurred which at first prevented
successful trials:

Rapidly changing weather conditions. Long periods without wind, periods with too
much wind or with wind coming from an unfavorable direction made it difficult,
sometimes even impossible, to carry out meaningful trials.
Neither the scale model nor the wave spectrum represented accurately scaled
replicas of respectively the naval ship and the sea wave spectrum.

Nevertheless, roll reduction could be demonstrated. This is indicated in Fig. 7.13

8-channel
pen recorder

tape
recorder

7.3 Scale model experiments 189

transmitter



where the variances of the roll angle, the rudder angle and the course error as well
as the roll reduction are shown as a function of time.

\
t(min)

25 50 75 25 50 75

Fig. 7.13 Some results of the scale-model experiments.

In Fig. 7.13 the dashed lines connect the results which are obtained without a roll
controller and the solid lines those obtained with a roll controller. This figure
indicates that the maximum roll reduction was approximately 60%.
Furthermore, it shows that the roll variance changes in about one hour from 15 to?.
This demonstrates how rapidly the conditions may change. In this particular case, the
wind force reduced while at the same time the wind direction changed.

Although the main purpose of carrying out the scale-model experiments (validation
of the simulation results which were obtained at the Control Laboratory and at the
MARIN) was not achieved, the experiments led to some important additions to the
RRS autopilot, in particular the following:

- the AGC introduced in Section 5.3 and
- a high-pass filter which appeared to be necessary to remove low-frequency

components on the measured roll signal.
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Fig. 7.14 The scale-model
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The latter was the first step to obtain a proper separation of roll motions and yaw
motions in the frequency domain. In addition, the experiments were a valuable
learning experience which contributed for an important part to the success of the
first full-scale experiments (see Section 7.4).
A more detailed discussion of these experiments can be found in Van Amerongen
and Van der Klugt (1983).

Finally, Fig. 7.14 and Fig. 7.15 give an impression of these experiments.



Fig. 7.15 The auxiliaty equipment

7.4 Full-scale trials

The first full-scale trials were carried out in March 1983 on board a naval ship
similar to the ship whose dynamics were simulated in the simulation experiments
(Fig. 7.16).

The aim of these trials was

- to validate the simulation results,
- to test the AGC-mechanism (discussed in Section 5.4) and

- to compare RRS with the present fm-stabilizer system.
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Fig. 7.16 Full-scale trials on board a naval ship

Fig. 7.17 shows the set-up of the equipment which was used during the experiments..
Fig. 7.17 is basically similar to Fig. 7.7, which describes the set-up of the equipment
used during the MARIN trials.
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Fig. 7.17 Set-up of the measurement equipment

Puring these trials the following sensor information was available:

the roll angle
- the heading
- the rudder angle

the ship's speed

The roll rate, the roll acceleration and the rate of turn were estimated by means Pot

filter structures similar to those introduced in Chapter 4.

The experiments were carried out on the North Sea and the circumstances appeared
to be almost ideal for this kind of trial: wind forces up to Beaufort 10 (Van
Amerongen, Van der Klugt and Pieffers, 1984). Fig. 7.18 gives a typical example of
such an experiment. This figure shows a comparison of the ship's system and the
RRS-autopilot with roll reduction (RRS) and without roll reduction (ASA). In this

figure the roll seduction (64%), is clearly visible.

8-channel
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Fig. 7.18 A comparison between the RRS autopilot and the ship's autopilot

The RRS-autopilot performed well; the roll motions were reduced, sometimes as
much as 60%. This is illustrated in Fig. 7.19, which gives a comparison between the
roll motions of the ship with and without roll stabilization.
The figure demonstrates that roll reduction was obtained during almost all the runs
except for a few which are indicated. The runs which are indicated by the number 1
were carried out during the first day and were of an experimental nature. During
another series on the fourth day, indicated by the number 4, the combination of high
speeds of the ship and following seas resulted in a low encounter frequency of the
waves. Under these conditions rudder roll reduction is very difficult to obtain.
In addition, this figure demonstrates that significant reductions were measured for
large roll motions as well. In judging these results it should be taken into account
that the rudder of this ship has only a limited roll-reduction capability because of a
relatively small maximum rudder speed of 7 deg/s.
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10 20 30

Fig. 7.19 Overview of the results of the first full-scale trials

Fig. 7.20 gives a comparison of the results of the MARIN experiments of 1982 (the

solid lines) and these full-scale trials (denoted by "r).
It was not possible to determine a precise direction of the waves. Also, the frequency

spectrum at sea was less sharp than during the simulations. Bearing these restrictions

in mind the full-scale trials and the simulation experiments may be compared.
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Fig. 7.20 A comparison between the results of the MARIN and the full-scale trials.

It can be observed that the roll reductions obtained during the full-scale trials are
close to those obtained during the simulation experiments. In turn, this indicates that
the simulation experiments at the MARIN and at the Control Laboratory are a good
means of predicting the roll performance of a ship. Therefore, they may be used to

anticipate the influence of changes in the ship's design. This result was used to
answer two different questions:

1 What difference can be expected between the performance of a fin-stabilizer
system and that of an RRS system in combination with a fast (15 deg/s.) rudder?

2 Is the ROV. Zeefakkel, the training vessel of the Royal Netherlands Naval
College, suitable for carrying out RRS trials ?
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In order to compare the present fm-stabilizer system to the reductions which may be
expected for RRS in combination with a maximum rudder speed of 15 deg/s, the
reductions in the former have been added in Fig. 7.20. They are plotted as open
circles. This comparison indicates that for this particular ship the potential roll
reduction of an RRS system in combination with a rudder of 15 deg/s. will be similar
to that of the present fm-stabilizer system.

The above-mentioned naval ship was not readily available for measurements.
Therefore, an alternative was considered. A likely candidate was the ROV.
Zeefalckel.
In order to investigate whether this ship is indeed suitable for RRS trials, some
modeling trials were performed. Similar to the method which is introduced in
Section 2.5, the simulation package PSI was used to identify a simple model. In
addition, PSI was used to predict the roll performance and the potential roll
reduction of the ship. The results revealed that, even if the ROV. Zeefakkel were to
be equipped with a fast (15 deg/s.) rudder, the amount of roll reduction that could
be obtained is less than that possible with the above-mentioned naval ship (Van
Amerongen and Van der Klugt, 1985).

RRS

controller
AC

Gain

Sceduling

steering
machine

"T
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Frequency
detector

0/0 reduction

Fig. 7.21 The controller structure.
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The next series of full-scale trials was planned for February and March 1984.
However, due to a lack of wind the planned experiments could not be carried out
and they had to be postponed until October 1984.
The controller algorithms were extended with an adaptation mechanism which was
based on gain scheduling. The basic structure of the system is given in Fig. 7.21.
The simulation package PSI was used to calculate the controller parameters as a
function of the dominant frequency, i.e. the peak in the frequency spectrum of the
roll motions. This dominant frequency depends on, for instance, the frequency
spectrum of the waves, the ship's speed and the natural roll frequency of the ship.

6

4

2

r.t.2
Lit.P,open system

Fig. 7.22 Overview of the results of the full-scale trials

a2 closed system

In addition, the automatic gain controller, introduced in Section 5.3, was used to
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prevent the controller gains from becoming too large. The combination of the AGC
and the on-line estimation of the dominant frequency represents an adaptation
mechanism which automatically adjusts the roll controller to changing conditions.

The weather conditions appeared to be less favorable for RRS experiments than
those during the first series of full-scale trials. Nevertheless, it was possible to test
the new controller algorithms.
Fig. 7.22 gives an overview of some relevant results of these experiments.
During most of the experiments roll reduction could be demonstrated. A substantial
roll reduction (more than 60%) is obtained if the peak of the wave spectrum
approaches the natural roll frequency of the ship. If the disturbances are of a higher
frequency, the potential roll reduction is reduced.
It is interesting to compare Fig. 7.22 with Fig. 7.19 (the results of the first full-scale
trials). Because the waves were significantly smaller the variances of the roll motions

during the trials of March 1983 were approximately 6 times as much as those during
the trials of October 1984.

The main conclusions of these experiments are:

- The performance of the adaptive controller during the full-scale trials is less than
during the simulation experiments at the Control Laboratory. The main reason
may be that it is difficult to obtain a good estimate of the dominant roll frequency.
In turn, this prevents the proper tuning of the roll controller. The controller
performance deteriorates especially if the roll motions are low and of a relatively

high frequency.
Gain scheduling appears to be a rather time-consuming method. Every different
ship requires a new set of controller parameters to be calculated. The relatively
long preparation needed for these experiments indicates that gain scheduling
cannot be used for this particular control problem.

Fig. 7.23 gives an impression of one of the experiments. Besides the roll angle, the
rudder angle and the heading error the following signals are shown:

(.4 = the estimated dominant frequency

K = the controller gain of the roll angle
Kd = the controller gain of the roll rate
A = the automatic gain controller

During this particular experiment a considerable roll reduction was obtained (60%).

a
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The last series of full-scale trials was carried out in October 1986. The main aim was
to investigate whether an RRS autopilot, incorporating the adaptive filters and
controllers given in Sections 5 and 6, behaves satisfactorily under all conditions. In
addition, these trials had the objective of verifying the results which were obtained
during the experiments carried out at the MARIN in August 1986 (Section 7.2.3).

measurements

Cfitter
Lfitter

25

Fig. 7.24 The adaptive speed filter

Unfortunately, once again the weather conditions were not suitable for carrying out
the desired experiments. During this week the wave-induced roll motions of the ship
remained below 3 degrees. Therefore, the autopilot did not try to reduce these roll
motions. Nevertheless, the experiments yielded some interesting results, such as the
following (Van Amerongen and Van der Klugt, 1987b):

- During several days the RRS autopilot was used instead of the ship's autopilot.
Therefore, the course controller was extensively tested under operational
conditions. No problems were encountered, not even during changes in the
configuration of the propulsion (propulsion by one or two propellers) or during
large variations in the ship's speed (from 2 knots to 20 knots). During such large
changes in propulsion it, is common practice to change to manual control of the
heading. The ship's officers appeared to be satisfied with the autopilot
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- The adaptive speed filter could be tested as well. A typical response is shown in
Fig. 7.24.

In this figure the upper signal represents the measured ship's speed. The adaptive
filter, denoted as L-filter (see Section 5.6), is compared with a first-order low-pass
filter, denoted as C-filter, with similar noise suppressing properties. The ship's
propulsion is changed such that the ship's speed changes from 5 to 20 knots.
Fig. 7.24 demonstrates that the C-filter gives a considerable phase shift if the ships
propulsion changes. The adaptive filter is better able to follow the large change in
the ship's speed.

Concluding remarks

The full-scale trials have contributed for an important part to the design of the RRS
autopilot:

They enabled the simulation results to be validated.
During simulation experiments an adaptation mechanism based on gain scheduling
gave good results. However, the full-scale trails demonstrated that in practice this
method is not applicable.
Some additions to the RRS autopilot which are important for a practical
application were based on simply observing the autopilot performance and on
discussions with the ship's officers.

Several attempts to carry out meaningful trials failed due to unfavorable weather
conditions. A possible solution to this problem is to install the measurement
equipment for a longer period on board a ship. In that case, the measurement crew
may board the ship as soon as the weather forecasts are favorable for conducting the
experiments.
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8 REVIEW, CONCLUSIONS AND SUGGESTIONS

8.1 Review

This thesis reports the results of the cooperation between a university (more
specifically, the Control Laboratory of the Faculty of Electrical Engineering of the
Delft University of Technology), a government department (the Royal Netherlands
Navy) and an industrial firm (the company Van Rietschoten & Houwens,
Rotterdam).
A cooperation between different parties, each with its own wishes and resources, can

only be successful if all parties involved benefit from the cooperation. This
cooperation has led to the development of an advaased autopilot for ships. This
autopilot provides a good course keeping and a course changing performance and is
capable of reducing the roll motions by means of the rudder. The main contributions
and benefits of the three parties are the following:

The university has the necessary theoretical knowledge concerning modern filter
and control techniques. In addition, many studies are interesting topics for work at

a master's degree level.
The university gained the opportunity to develop and test in practice modern
control and filter techniques. They obtained additional knowledge concerning
adaptive controllers and filters and their applicability. The results have been
reported in many publications. In addition, many students had the opportunity to
carry out challenging application-oriented undergraduate research.
The Royal Netherlands Navy made it possible to carry out full-scale trials on
board her ships as well as simulation experiments at the MARIN.
Based on the results of the project the Royal Netherlands Navy was able to choose
between roll reduction by means of fin stabilizers and roll reduction by means of
the rudder. In addition, the Royal Netherlands Navy obtained knowledge of how
to modify the design of a ship to increase its rudder-roll-reduction potential.
The company Van Rietschoten & Houwens provided financial support and the
ability to convert the ideas into a product.
The firm gained the know-how necessary to build an advanced ship's autopilot. In

addition, they obtained more generally applicable innovative knowledge

concerning ship control systems and modern control techniques.

-
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The cooperation between an industrial partner, a university and the Royal
Netherlands Navy enabled the following series of experiments to be carried out:

1 Full-scale modeling trials.
At the start of the project full-scale modeling experiments on board a naval ship
were carried out. These resulted in a simple mathematical model of the rudder-to-

roll transfer and the rudder-to-yaw transfer.
2 Digital simulations.

With this model simulation experiments were carried out at the university. The
results of these experiments indicated that roll reduction by means of the rudder
may be a promising alternative to fin stabilizers. In addition, it was found that the
limitations which are posed by the steering machine are of crucial importance with
respect to the potential roll reduction.

3 Simulations with an analog model.
An initial version of the RRS autopilot was developed and tested by means of
experiments with an analog model of the same naval ship. The roll controller
settings were calculated off-line by means of the simulation package PSI. This
resulted in a table of controller settings dependent on the frequency spectrum of
the waves, the ship's speed and the limitations posed by the steering machine.

4 Simulations at the MARIN.
The Maritime Research Institute Netherlands in Wageningen has developed an
extended mathematical model of a similar naval ship, based on a fundamental
hydrodynamic approach. The Royal Netherlands Navy made it possible to carry
out experiments where the prototype of the RRS autopilot was used to control this
MARIN model. The results of these experiments confirmed the results which were
obtained at the university.

5 Scale model experiments.
The MARIN in Wageningen also possessed an 8 meter long scale model of a
similar naval ship. In cooperation with the Faculty of Maritime Technology of the
Delft University of Technology this scale model was equipped with a diesel engine

and radio equipment to enable remote control of the model. Subsequently, the
Royal Netherlands Navy made it possible to carry out experiments at the
Haringvliet, a sea arm in the South-West of the Netherlands. The main benefit of
these trials was that several realistic situations were encountered which were not
foreseen during the simultations. One of these was the constant roll angle, as a
result of the wind force. It also became clear that even with a fast steering

machine, saturation cannot be completely prevented. The steering problems
related to these situations had to be solved by modifications of or extensions to the
controller algorithms. This led, for instance, to the Automatic Gain Control (AGC)



mechanism which diminishes the deteriorating influence of the limitations which
are posed by the steering machine of the ship.

6 Full-scale trials.
This first series of experiments was finished after carrying out full-scale trials,
again on board a similar naval ship. This ship was equipped with a relatively slow
rudder (7 deg/sec.). During weather conditions with wind forces up to Beaufort
10, the results obtained agreed with the simulation results obtained at the
university and at the MARIN. In favorable conditions a roll reduction up to 60%
appeared to be possible.

The results of these experiments convinced the Royal Netherlands Navy that RRS is

an attractive alternative to fm stabilizers. Therefore, they decided to equip their new
ships with an RRS system.

The roll controller settings depend on, for instance, the disturbances and the
operational requirements. A ship's operator is not able to change these settings if
either the disturbances or the operational requirements change. Therefore, a
practical RRS system requires the controller to be adjusted automatically.
The first approach to solving this problem was based on a "natural extension of the
method used during the first series of experiments. The controller settings were
determined off-line (by means of the simulation package PSI) as a function of the
peak in the frequency spectrum of the disturbances. The AGC as well as a
mechanism to estimate this peak in the frequency spectrum were added to the
control algorithms. Although reasonable results were obtained during the simulation
experiments with the analog model at the university as well as during the full-scale
trials, this approach appeared to be unsatisfactory. It is rather time consuming and a
different ship requires a different set of functions.

In this thesis a better method has been described. It is based on the LOG approach
with additional automatic adjustment of the criterion parameters to changing
operational conditions and requirements. The resulting controller algorithms were
implemented in a second version of the RRS autopilot. Experiments similar to those
mentioned above were carried out:

To start with, the RRS autopilot was extensively tested during experiments at the
university with an analog model of a naval ship.
The Royal Netherlands Navy enabled several experiments to be carried out at the
MARIN in Wageningen where the RRS autopilot was connected with the MARIN
simulation computer. The results of these experiments agreed with the results of
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the experiments at the university. Therefore, it has been concluded that the RRS
autopilot is ready to be applied in practice.
In October 1986 full-scale trials were carried out for an additional verification of
this conclusion. For several days the prototype of the RRS autopilot was used
instead of the ship's autopilot. Unfortunately, due to light weather the roll motions

of the ship were too low to justify the need for roll reduction. Therefore, the roll
controller was switched off automatically by the RRS autopilot. Only the forced
roll mode and the course keeping properties could be tested.

During the design of the RRS autopilot several problems were encountered and
subsequently solved:

The limitations which are posed by the ship's steering machine make the process
to be controlled essentially non-linear. Therefore, in principle it is not allowed to

use linear design techniques.

It is shown that the main problems are caused by the limited rudder speed; the
limited rudder angle has less influence. The AGC mechanism can effectively remove
the deteriorating influence of the limited rudder speed from the control loop.
Therefore, linear techniques can be used to design the roll controller.

It is not possible to define one (quadratic) criterion which leads to a controller
which is optimal under all conditions. The criterion depends on such factors as
operational conditions and requirements.

An adaptation mechanism has been developed which is comprised of the automatic
adjustment of the criterion parameters to changing operational conditions and
requirements as well as the on-line calculation of the optimal controller settings. The
method requires a model of the process to be known.
Basically, the criterion is adjusted by means of a set of rules which define the
increment or decrement of a criterion parameter. This mechanism has some features
which make it useful for application in practice:

The rules consist of simple IF - THEN - ELSE statements.
It is relatively simple to add new rules, including heuristic rules.
It is possible to diminish the influence of a number of non-linear elements in the
control loop by means of an appropriate rule.
It is possible to define a non-linear control action by means of the appropriate
rule(s).
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- The adaptation mechanism can be applied to all controller designs based on a
criterion.

An iterative method is proposed for the on-line calculation of the controller
parameters. Means have been introduced to influence the rate of convergence of the
method. Besides, the method introduced has an important practical advantage: it
requires only a limited amount of computer time. This is guaranteed by taking
advantage of the fact that the criterion parameters as well as the parameters of the
model of the process change relatively slowly.

In a rudder-roll stabilization system only one input (the rudder) is available to
control two outputs (yaw and roll). Decoupling of the yaw and the roll has to be
obtained by restricting low-frequency rudder motions to control the yaw while
high-frequency rudder motions are restricted to the roll reduction. With respect

to the rudder-to-roll transfer, suppression of (large) low-frequency rudder
motions is also necessary due to the non-minimum phase character of this
transfer.

A new mathematical model of a ship is proposed which describes the rudder-to-roll
transfer and the rudder-to-yaw transfer. This model has several advantages over the
previous model (proposed by Van Amerongen and Van Cappelle, 1981):

It gives a better fit during modeling experiments.
The structure of the model more closely resembles the structure which will be
found by means of a fundamental hydrodynamic approach.
The structure of the model allows a better separation of the low-frequency and the
high-frequency rudder motions.

This new mathematical model is used as the basis for two filters. The first filter
suppresses the high-frequency components in the measured yawmotions. This results

in a course-control action which comprises mainly low-frequency rudder motions.
The second filter suppresses the low-frequency components in the measured roll
motions. This results in a roll-control action which comprises mainly high-frequency

rudder motions.
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The parameters of the new mathematical model depend on the measured ships
speed, which may contain a substantial amount of undesired components.

In order to have a model which is sufficiently accurate, these components have to be
removed from the measurements. A low-pass filter may be used to provide sufficient
damping of the undesired components. However, such a filter causes an undesirably
large phase lag during transients of the ship's speed. An adaptive filter is proposed,
which provides a good damping of the undesired components without such a large
phase lag.

The design of the controller algorithms will accumulate into a practical
realization of an RRS autopilot. This poses restrictions on the potential
adjustments to be carried out by an operator and emphasizes the need for robust
algorithms.

Basically, the laboratory version of the RRS autopilot offers the following
adjustments, to be carried out by an operator:

the desired course,
- the allowed maximum rudder angle,

the allowed maximum rate of turn,
the choice between manual course control and automatic course control,

- the choice between economic steering and accurate steering,
the choice between roll stabilization ON, roll stabilization OFF and Forced roll.

The autopilot adjusts itself to changing weather conditions. In addition, means are
introduced to prohibit unrealistic settings or combinations of settings, such as:

- During manual course control the helmsman cannot generate high-frequency
rudder motions.

- The roll control function is switched off automatically if the roll motions become
low.

During experiments at the university as well as during experiments at the MARIN in
Wageningen attempts were made to disrupt the performance of the adaptation
mechanism by abruptly switching from a low to a high sea state or by abruptly
changing the ship's speed. These experiments demonstrated the robustness of the
controller.
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82 Conclusions

In the course of the RRS project many experiments were carried out. From the
results of these experiments several conclusions can be drawn, such as:

The potential roll reduction of an RRS system depends on the ship design.

This thesis poses several demands on the ship design to enable a substantial roll
reduction. The most important design parameters are the influence of the rudder on
the roll motions and the maximum rudder speed.
If the rudder has a large influence on the roll motions, it has a large roll-reduction
potential as well. The rudder induced roll moment depends, for instance, on the
ship's speed; the roll-reduction potential is small if the ship's speed is small and
increases as the ship's speed increases.
It is shown that the required maximum rudder speed depends, for instance, on the
natural roll frequency of the ship and the maximum effective rudder angle. Currently,
sea-going ships have maximum rudder speeds between 2.5 and 7 deg/sec. Roll
reduction by means of the rudder requires maximum rudder speeds from 15 to 25
deg/sec.

The potential roll reduction of an RRS system is comparable to the potential roil
reduction of fin stabilizers.

Several advantages of an RRS system, such as the lower investment and the potential
fuel savings, make roll stabilization by means of the rudder an attractive alternative
to fm stabilizers. Compared with fm stabilizers, it may be relatively easy to equip an
existing ship with an RRS system.

The method introduced to calculate the controller on line is sufficiently robust.

Several experiments have been carried out where the conditions and requirements
were varied over a large range. However, the sensitivity of the control performance
to these variations appeared to be low.

Besides the conclusions concerning the application and performance of an RRS
system, several other conclusions could be drawn from the results of the experiments:

The Interactive Simulation Package PSI, developed at the Control Laboratory of
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the Faculty of Electrical Engineering of the Delft University of Technology, has
been extensively used for identification as well as simulation purposes. It has
proved to be a flexible and reliable aid for developing control systems.
Although simulation experiments are a flexible means of designing and testing
controllers, they do not make experiments in practice superfluous. Many ideas
used in the controller design and the filter design are the result of observations
made during full-scale trials on board the ship and during the scale-model
experiments.

83 Suggestions

The RRS principle is ready to be applied in practice. The company van Rietschoten
Houwens is currently developing the RRS autopilot for a series of new ships of

the Royal Netherlands Navy. Nevertheless, it may be possible to improve the
performance of the underlying control algorithms.

On-line estimation of the disturbances.
With respect to the roll-controller design the roll moment which is caused by the
disturbances is assumed to be white noise. In practice, the disturbing roll moment

resembles colored noise. Some experiments indicate that the roll reduction
increases if the coloring of the disturbances is taken into account in the control
algorithms. However, the shape of the spectrum is not sufficiently known; in
addition it changes with, for instance, a changing ship's speed, the angle of wave
incidence and the sea state. By means of on-line identification of the disturbances
the coloring of the system noise can be taken into account. This indicates that
control techniques which are comprised of an identification mechanism (for
instance self-tuning control) may provide a better performance. This is especially
true if the frequency shape of the disturbances becomes pronounced.

It may be advantageous to include the roll rate, the rate of turn and the sway
velocity which is caused by the rudder in the criterion which is used to design the
roll controller.
The method posed to adjust the parameters of the roll criterion has been applied
to adjust only one criterion parameter. Extension to include more parameters
should be investigated. The method shows a close resemblence to knowledge-base
and fuzzy-control techniques. These may offer a better adjustment mechanism.
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It may be advantageous to investigate the properties of the iterative method to
calculate the controller gains and the filter gains.
This method comprises the "L-matrix" which can be used to increase the
convergence speed of the method or to obtain filtering properties. Some
experimental results indicate that the elements of the L-matrix can be selected
independently. In that case, it may be possible to increase a low convergence
speed caused by large time constants of the process, while decreasing the
computer time required for small time constants of the process.

Adjust the weighting parameter of the yaw criterion similar to that of the roll
criterion.

The course controller designed has been based on a philosophy which resembles
the approach proposed by Van Amerongen (1982). However, it would be
worthwhile to investigate whether the method described in this thesis may improve
the performance of the course controller. In addition, it may be advantageous to
include information concerning the roll motions in the yaw criterion.

In this thesis, no attention has been paid to verifying the potential advantages of an
RRS system over a fm-stabilizer system. The probability that an RRS system causes
less drag, thus enabling a higher maximum speed of the ship or a lower fuel
consumption, should be investigated. Moreover, the probability that an RRS system
causes less underwater noise (important for naval ships) should be investigated.
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APPENDICES

Appendix, A

Calculation of a controller for o second-order process, With a second-order shaping
noise-filter

Let a process, described by the following state-space equations,, be given:

x = A x + u + D
-P P-P P-P P-wP

yp = Cp)1/2

Let
veP

be colored (noise, described by the following second-order shaping filter:
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system noise

Fig. A.1 A block diagram of the process

Combining Eqs. (A.1), (A.2), (A.3) and (A.4) in one fourth-order model results in
the process described by the following state-space equations:

x = Ax + Bu + (A.5)

y = Cx (A.6)

where

0

ncs/Tr
0

0
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= 6

w = w = white noise with zero mean

A block diagram of the process is given in Fig. A.1.

The optimal controller, with respect to criterion

2
J = E q;E[yi.yi]/r + EPS.b]

i=1

can be found to be:

(A.8)

The matrix K is found by simulation of the following "innovation process" (see
Section 3.2):

= ATP + PA + CTQC - PM( (A.9)

K = R-1BTP (A.10)

(A.7)
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This yields
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Eqs. (A.21), (A.22) and (A.23) are not required to calculate the control gains kick)
kg.. The innovation process, described by Eqs. (A.9) to (A.10), can be reformulated
into the innovation process deseribed.by the following state-space equations:

Lxm Amxm + B um-m

be.

^and for the 'elements of P this yields:
II .

10.1.51,

44.2,4

0 p5-p6/Tr icwp6/Tr-w121p2 p1-2znwnp2

0 po-p7Prr kwp7/Tr-wlip4 p2-2znwnp4
T

- KA P)T
0 pl-p2/Tr

P2-P4/Tr

kwp2/Tr-0pg p872zn4Onpg

kwP4/Tr- wnP10Dnwn. 10-
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+

p1 - (A.15)

P3 = P1 (A16)

= -

p5 +

p5

-

+ -

= +

=
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where,.

= `el' e2. "." p7)
= the elements of the upper two rows of P.

ym = ( li1 , k2, k3, k4Y = the ielements of K.

L-Irn = c12/r)/

o O:
Bin =

Finally, Am =

2
-wn

4. -2inwn
o

1

HO 0

T./ 0

0 0

r0 ,Q, 0 0 0 1:

f.'

o 0 0 n6./ .-cr
0

0 0 b 0 0 0 no Pc
10 0 ne/TE. 0 0 0 .0

,0

0 0 0 no /Tr o p o

(A.25)

0 (kw-nok3)1-crt b
-nok4/Tr 0

01 (kw-n6k3)1T
0 0 -n6k41Tr
0 -nokiltr 0

1 -(1-knek2)/T_ 0r

The steady-state outputs of the innovation process are the desired parameters of the

optimal controller.
Note that the matrices Bm, Cm and Am reduce to the submatrices which, aft
indicated by the dotted lines, if the system noise is white noise..

= Cm-m

Cm =

:

0 0 0

0 0 0

1 0 0

0 0 -2znwn-1/Tr
0 0

0 0

0 0 0 2 -(2+nok2)/Tr
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Appendix B

Calculation of the controller for a fifth-order process

Let a process, described by the following state-space equations, be given:

x = Ax + Bu + Dv/ (B.1)
_ _ _ _

y = Cx (B.2)

where

0 1 0 0

-w2n -2z ckn n w2k 0n vp 0 w2kn dp
A. = 0 0 ' -1/Tv 0 0 B = kdv/Tv

0 0 kvr/tr -1/Tr 0 kdr/Tr
_ 0 0 0 1 0 0

0

w2

0

0
cl
0

0 0 0 0

c2 0 0 0

0 0 C= 0 0 c3 0 0

0 1/Tr 0 0 0 c4 0

0 0 0 0 0 0 c5-

XT = (Y, Y, v', 41, y)

u = 6

wT (w ) = white noise with zero mean

Y = (Y1' Y2' Y3' Y4' Y5)

A block diagram of the process is given in Fig. B.1.
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+,

wq,

Fig. B.1 A block diagram of the process

The optimal controller with respect to criterion

5
J = E ci4E[yi.y1] + E[ó.ó]

is described by

= -KTx

The matrix K is found by simulation of the following "innovation process" (see
Section 3.2):

= ATP + PA + CTQC - PBK (B.5)

K = BTP

fc>,°. -12 ZnWri-

Rudder Roll Stabilization

(B.6)

(B.4)



Or'

= (4n2kdpP6 kdv p7 /Tv kdrP1V-rt

2k, + k, p9fn + k, peftk2 wn up oi uv v ur a r

n
= '

ir n ,r
'-n-dpv9 ndv±-'10.' ' aidri-'11"r

k = C42k p + k p + k
4 n dp 3 dv 11 v drp 13' r

- 2k- = w k p + k p Pr + 'k p /Tr5 n dp_4 dv 12 v ,dr 14

-clqij r 0 0 0 '0 .

0 cq2 /'r 02 2 0 0'
TC QC = 0, 0 c2q3 /r 0 ' JO3 2

I0
0 0 c4q4/t 0

t 10 9 2A c3q3/r

The steady-state outputs of this process are the desired' controller parameters.

(B.7)

(B.8)!

(B.9)

(3.10)1

(3.11)1

P5

P6
P7

P1
-P2

P6
P8

P9

P3
P4

P7

P9

P10
P11
P12

P1

P3

P11
P13
P14

P2

P4
P12'
P14
P15

=

qi/r 0 0 0 10

0 q2/r 0 0 0,

0 0 q3,/r 0 0

0 10 0 qiitr 0

0 0 0 ici3

Solving Eq. (B.5) yields

K = (k1 k2 k3 1(4 1(3) BTP =

P5 P6 P7 Pi P2

= 10 c42k kdvn dp ' v kdr / Tr
P6

P7

P8

P9

P9

P10
P3

Pll
P4

P12
P1 P3 Pll P13 P14
P2 P4 P12 P14 P15-
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where'

+ +

k3

/T

0

P Q

=

0)



wfikdkipekilidyp7/TvekiIkdrplitr
u!kdphipekik."09/vvkiltdep3kr

wnkdphiP94klk001017..klktleP111Tr
w!ItdpItiwkiltplifT,41ciltdrpii/v,
qkdpItiWitikpi2/Tw.kikdrp14/vr

4kdpk3p64kilgd,p7/yydrpi/T,
Aalcdoyek,kdvp9/Tv.olydrpitTr
..1 1cdpk,p941,31tovp:,..ypli/T,
4,kdp113110311d,piln.11,Y4pit,
mfAcdpk3peydoliz/T,Cc3kdrplAiTr

=!lidpk24.kikdailT.1.21,64,1171-
w!k4pligek2ltd,p6itv.ydrp3/Tr

megtOpk2Pek2kdvp101..klkdrP11/Tr

u!kdpke32./1012/7.42kdrP13/If
mtlkdpk2PC"c2kdvP121Tlikl'delAltr

w!ltdpk4 Pek4kdvp7PC,444rp0T,

4hdpkiPiek611/409iT,+k4lidep,/[t

Ii2kdpk.Pek4kdvPIOITvek4kdrPLL/le
w2k4pk,p3Ogekcivplitcv.11/411pl'it,

4t4p/4040.41cd012/Tvak4kde1y/yr

siikdp1,016.0.4,k4,p7Av.kykdrp,/i,

44Nipkspekykdvp9/T.41t5kdrpi//,
41gdpk,p9N 19.4,,p0/7,.dep/In1
u!RdpIt,p3sydvpilft,Sk3kdrp13fte
t41(dpk3p44-k,kdvpi2iTv.k5kdrpl,/Trl

This yields for, the elements of P:

P5 P6 P7 P1 P2
0 1 0 0 0:1

2 2- -1

T T
PA = (A P) = 'P7

P6 P8
Pg

P9

P10

P3

P11

P4

P12

-w-2z w w2k 0 0(
n -n n n vp

0 0 -1/T 0 idV

P1 P3 P11 P13 P14 0 0 k/tv -1/Tr C1'vr
I

1132 P4 P12 P14 P15
0 CP .0 1 01

7

-wnp6
2-wnp8
2-Wnp9

2-wnp3
2-wnp4

p5-2znwnp6

p5-2znwnp8

p7-2ZnWnP9

pi-2znwnp3

p2-2znwnp.4

2
wnkvp136-P7/Tv+kvriplitr
2

wn1cvpp8- P9/Tv+kvrP3/Tr
2
kvpPg_Pio/tv+kvrPii/tr

2wnkv_p3-n /p ell Tv+kvrP13/Tr

w2kn vpP4-P12/TvjrkvrP14/Tr

P2-Pl/Tr

P4-P3/Ti

P12-P11/Tr

P14-P13/Tr

P15-P14/Tr

°

°-

-PS P6 P7

P6 P8 P9

P1

P3

P2 L..

P4

0

w2kn dp
= P7 P9 P10

P1 P3 Pll

Pll

P13

P12

P14

kdvPcv
kdr/Tr

(k k- k- k k ) =
1 2 3 -4 5

-P2 P4 P12 P14 P15

224 Rudder Roll StabilizatiOn

11 = -(1-14c4kdr)pi/Tr + P2 - 41)3 - u1211(dpk4p6 -

(B.12)

- k4kdvp7/Tv

0

PBK
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2u
F2, w2p4 - w-uk,p k5 p6 - k k, p kr-n n 5 av 7 v

P3 pl - Ic2znwn+(1+k4kdr)ryp3 + p4 - 4kdpk4p8

k4kdvP9/tv

nwnp4 k- pP4 - k5kdrP3/Tr - 2z n dpk 5 8 -

7 k51(dvP9/TV

2
P5 -klkdrPl/Tr - wn(2+kdpki)p8 - kikdvp7/zv

+ c2q1 1

= -k2kdrpi/rr + p5 - (2znwn+4)1211cdpk2)p8 -

2k2kdvp7/rv - wnp8

P/ (kvr-k3kdr)PliTr wn(kvp-kdpk3)136

(1+k5kdOp7drv - 429

Pa drP3/Tr 2P6 - Ozn6n+wrikdpk21P8
2k8kdvp9/rv + c2q21r

(kvr-k3kddiP3iTr P7 41(lcvp-kdp!c3IP8

(2zn(4n+I(l+k5kdOitv)Pg

2

P10 wn(2kvp-kdpk5)p9 - (2+k3 kd )P10/Tv

+ (2kvr-k5kdr )1311/Tr + +3/Tll/tr

2pli - wn1Cvpp5 - wnkdpk4p9 - k4k,vp /
a 10'Tv-

(1/rv+1/rr+k4kd /2 )n D
r r-11+412-EkvrP131Tr

l(B.13)

1(B.14)

,(B.15)

(B.16)

(H.17)

(H:18)

(13.19)

03.20

(B.21)

(H22)

= -

= -

=

= +

/r

= +

= -

=
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P12 = wri-vpP4 (4rikcipk5P9 k5kdvP1OlIv k5kdrP11r
0%23A

P121Iv kvrP14/Ir

4 2pis - -wnkdpk4p5 - k4kdvp / (2+k4kdr)p131tr11 tv
2P14 cc14/r.

P14 - mi2ikdpk5ps - k5kdvpil/tv - k5kdrp1312r

P14/Tr I- P15

p15 = -41kdpk5P4 - k5kdvp 12/jtv ISBICcirP14/Ir + 415/r (.I26)

It is possible to reformulate this result into the process described by the following
state-space equations:

lacm Amxm + Bum (3.27)

Ym = Cm*m
4 03-24

where

*ra 1(p1" P2' '"'" P15'

ym = (1(1, k k5)

um =, (q1/r, 42/r, q5r/r)

-
..;

1
2 00 0 0 'i, c 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 a c2 o o o o o o 02
13 ' = 0 D a o o o o o o c3 0 0000

m 2
0 Or Or 0 0 0 0 0 0 0 0 0 c4 0 0

0 & 0 0 0 0 0 0 0 0 & 0 0 0 c2
5

- -

-
-

=

T
=
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Cm =

_

Kdr/Tr
0

0

0

0

w2Kn dp
Kdv/Tv

0

0

0

227

0 0 0 0

0 0 0 0

2
Kdr/Tr 0 wnKdp 0

2
0 0 0 wnKdp

0 0 0 0

0 0 0 0

0 0 0 0

w2Kdp 0n 0 0

2
Kdv/Tv wnKdp 0 0

0 Kdv/Tv 0 0

Kdr/Tr Kdv/Tv o

0 0 Kdv/Tv
0 Kdr/Tr
0 0 Kdr/Tr

0 0 0

0 0

0

0
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And finally Am ,equals:

-u21' .(14.1year4Vvr 1 0

..ydr/v, '0 .2znwn-(14-1c4kddd. -4

1 0 -ydr/x, 1

0 0 -2tnwn

-kikVre 0 0 0

-k2kd:/-cr 0 0 0

Ck-k3kdr]/Tr 0 0 0

0 0 -kzkdcrcr

Ckvek3kdrIve
0, 0

O

0 qlkyp
0 0

0 -40cdpk4

-4kdpk5

Oh 0 0

a,

P 0r.

-k4k4,,tv
-ydv/Tv 0

0

0

at-k2kcluix,

-2y4fl..(14k,k,udisu 0'
4.(2kue-kgki) -(2i.k3k4u)4tv

-k4kdvIlv
.45kdtru
0

-w!kcipke

-4kdriks,
0

o

oti

- 41/400k4 -kukciy/t, 0

qkdpk5-k5kcIvIt 0

0

y
0 -4kdp104

0 0
... ... -3?t91,?_...,......

CI -4(2'k4pk1) 'Itlkdvilv 0

1 -12xusuqkdpk2)-k,kdu/s, ..w,2,

cal(kup-kdpk,) ..(14.k3k6O/T, 0

2 0 -(4xenvu!kO,k2)
0 2

0 0

w!Ck,?..kepk3)

0

tel

$1, ' p 17 to a .

4m o oi I;
o. A: or Mg 5,1

v. ° 0 to

b /m; 4 V

'' al 2 o

' a
.11.

0!

O

i

o 0 0

4 0' 0

(Myr-cry/1r 0 0 0 o

-1/su.(14.kdrk4)/Vr 2 kyr/Tr .0 o

.kddcsftr -2.trtv, to kyrt.cr cl

.1,,k4/Tv 0, -C2flectry/Tr 2 0.

..k4uksfvu 4 -kdrkOr -11rr i
-kdyksPc, 0 -kdrk5Ctr 0

Note : The upper dotted area in matrix Am denotes the Am matrix of the rudder-

to-roll submodel, given in Appendix C, while the lower dotted area denotes

the Am matrix of the rudder-to-rate-of-turn submodel, given in Appendix D

Similar areas can be recognized in the matrices Bm and Cm.

4. O 0

0 0, O 0

0 On

0, a

0 4

0

0

0

0

0

0

0

0

o

0 0

0

-wnkdpk5 0 0

0

0

0
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Appendix C

Calculation of the third-order roll controller

Fig. C.1 Block diagram of the process

Let a process, described by the following state-space equations, be given:

x = Ax + Bu + Dw (Cl)_

y = Cx (C.2)

_

x3 n

D.
?

where

A =

0 1 0
2

-wn -2z w w2kn n n vp B =
0 -

2
wnkdp

C=

0 0

Cl 0 0

0 c2 0 D =
o -

2
wn

-kdv/Tv-

00 c 0-3

xT
-

u

- (y, (p, x3)

= 6

-



w= white noise with zero mean_ = w

T
Y = (y1 Y3)

Figure C.1 shows a block diagram of this process.

Similar to the problem which is posed in Appendix B, the optimal controller with
respect to criterion

3
J = E111q.E[y..y.] + E[b.b]i= 1

can be found to be

6 = -KTx_

The matrix K is found by simulation of the following "innovation process" (see
Section 3.2):

P. = ATP + PA + CTQC - PBK (C.5)

K = BTP (C.6)

The outputs of this process (the elements of the matrix K) are the desired controller
parameters. Solving Eq. (C.6) yields:

where

P5 P6 P7 qi/r 0 0

P = [136 P8 P9 Q= 0 q2/r 0

[

1

P7 P9 P10- 0 0 q3/r

230 Rudder Roll Stabilization

K = l(k1 k2 k3) (41.21kdp kdvitv) P6 P8 P9
197

(C.4)
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and therefore

k = w2k +k
1 -n dp 6 dvp 7 v

k w2k p + k p /i
2 n dp 8 dv 9 v

= "n2kdpP9 li`dvPiOitv

Solving Eq. (C.5) yields.

c 2q1 / r 0 0
1

it QC =

w2k k p +k k pn dp 1 6 1 dv 7 v

w2k k p +k k p /Tn dp 1 8 1 dv 9 v
2

wnicdpk1P9+klkdvPletv

P6 P7.01[ 20
p5

P9

p9 wnkdp

Pli Icrlv/Tvn

- 2 2-wnp6 p3-2znwnp5 conkvppe-p7/-rv

2 2-coups p6-2znwnp8 WkvpP8_Pg/tv
2 2-wnp9 p7-2znwnp9 wnkvpp9 -PlOiTte

This yield for :the dements of P:.

p5 n(2+kdpki)p6 - kikdvp7/Tv + cq17r

a c2q2 /r 0
2

2
01 0 c 3q3 /r_

2wilkdpk2pek2kdvp7/Tv

wr2lkdpk2pek2kdvp9/Tv
2

sinkdpk2p9+k2kdv P10/Tv

2wnkdpk3pek3kdvp7/Tv
2wnkdpk3p8+k3kdvp9/Tv r

w2k k p +k k /Tn dp 3 9 3 dvp10 v

231

P5 P6 P7 02 1
20PA =(ATP)T = p6 p8 p9

1
-wn

[
-2zncon wnkvpi

7 P9 plo O o -1/Tv

tBK =
[P5
p6

T7

(k1 k2 k3)

(CO

paq

=

k +
3

=

-

=

(C.10)
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= p5 (2inian+wn2kdpk2 )1)6 - k2kdvP7/Tir 4P8 (Gil)

1D7. = 4(kvp=ltdpk3p6 (1.+1c3ltdv)p71-cv - ton2pg, 12)

PS 2p6 - 4 znwn+wn2kdpk2 )p8 - k2kdvp9 / tir + 4q2 / r fC. 13)

39 = p7 + 63112E( kvp-kdpk3 )13.6 - ( 2zncon+t l+k3kdv) /Tv )99 (CM)

P10 cq.1(2kvp-kdpk3)p9 - (2+k3kdv)Plaitv +fr qc131/±. (C.15)

It is possible to reformulate this result as a process with the following ,state-space
equations:

- Am*ar4 Brass' (C. 16)1

yin - Cmx.rn, (C.17)

'Where

` ,r5' ke'6. .a'., pl 0)
= the elements of P..

(k k2,, - the elements of K.
_

S

t_tinT - gqihr, q2ir, tisk)

[ 2
0. 0ci .0

0 0 0 c22
, ICI 0 0 0

0

0

0

0,'
0

cl

p6 - -

-

=

=

Lxm

=

- k3)
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Am =

As is indicated in Appendix B, the matrices Am, Bm and Cm form subsets of the
'corresponding matrices of the fifth-order model.

Appendix D

Calculation of the thirthorder yaw controller

Let a process, described by the following state-space equations, be given

,x Ax + Bu + Dior

Cx ii(13.2)

where

1° -4(211kdpk1)
1 -2znwn-w!lidpk2
0 w121(kvn-kdpy

oi

01

o

I
= kVI r

2
i0 conkdp kdv/cy 0 0

2
0 0 0 ci -k k itn dp dv v
0 20 0 wnkdp kdv/Tv,

-kidvkl/Tv
2

-kdek2/Tv
-(1+1cdvy/tv 0

0 -4znwn-w!kdpk2

41(kvp-kdpk3)

o

a

-kchrk2fIv

-2znwn- (a+kdek3 /Iv
w12.,(2kvp-kdpk3[) -(242dvk3)/zy

Ilcdv/Tvl

,

lkdr/Ir
0

= (D.1)

=

0 0

0

2

1
0

0 0 0

0

Cm

0

0 0

A B

0 1



Figure D.1 shows a block diagram of this process.

Fig. D.1 Block diagram of the process

Analogous to the problems posed in Appendix B and Appendix C, the optimal

controller with respect to criterion

5
J = E q4E[yi.yi) + E[6.61

i=3

can be found to be;

6 =

(D.3),

la-

(D.4A1

xt

w

Y

=

c'30 0.

0' £4 OP

{

0 TO c5

"3, t4)4' 9/5

= white

(Y5,, Y4, Y5)

D =

11/-cr
0

noise with zero mean
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kdr

)

=

x3

-KTx



The matrix K is found by simulation of the following "innovation process" (see
Section 3.2):

P = ATP + PA + CTQC - PBK (D.5)

K = BTP (D.6)

The outputs of this process (the elements of the matrix K) are the desired controller
parameters. Solving Eq. (D.6) yields:

K = (k3 k4 k5) = BTP =

and therefore

k3 = kdvp10/Tv
k drP11/Tr (D.7)

k4 = kdvpll/tv11/Tv k drP13/Tr (D.8)

k5 kdvp12/Tv k drP14/Tr (D.9)

Solving Eq. (D.5) yields:

where

P10 Pll P12 -a /r 0 0

P= P11 P13 P14 Q = 0 q4/r 0

P12 P14 P15- 0 0 q5 /r_

2
c3q3/ r 0 0

C QC 0
2

c4q4/r 0

0 0 2
c5q5/r

= (kdviTy kdriTr °)

P1 0

Pll

-P12

Pll

P13

P14

P1 2

P14

P15-
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k3kdvPlO/Tv+k3kdrPll/trP10/Tv+k3kdrP11/Tr k4kdv/310/Tv+k4kdrP111Tr k5kdvP101Tv+k5kdrP11/Tyrdvpil/Tv+ydrp13/Tr k4kdv

r p
:1111Tv+k4kdrP13/Tr k5kdvpli/Tv+ydrp13/7

k3kdvp 12/Tv4k3kdrP14/T k4kd 12 Tv+k4kdrP14ITr k5kdv13121Tv+k5kdr1314/Tr

and for the elements of matrix P this yields:

1

P10
)= -(2+k3k1310dv)/T 3v

(2kvr-k-kdr )P11/Tr cf:13/r
(R/19

-kk4-v (1/Tv+1/Tr+k4kdr/TrP11 = d P10/Tv )P11

jr P12 kvrP13/Tr

(D.11)

P12 -k5k4vpa 10/Tv -
kk,D

D ar'll./ Tr P121Tv kvrP14/Tr (a12)

p13 = Plii'v --k4k-v (2+k4kdr)p13/Tr + 2p14 + c(44/r (1).1.3)d

5,vp / k5kdrPl3/tr5drpi3r am
P14 = -kk a 11.Tv - - P14/Tr + P15 (

P15 = -k5kdvP12/Tv -
k gq5/r pis)5k d P14/Tr,+ c

PA = (A

=

TP)T =

[

-P10/Tv+kvrP11/Tr

-P11/Tvl-1vrP13/Tr
-P12/Tv+kvrP14/Tr

P10 P11
Pll P13

-P12 P14

P12

P14
P15-

P12-P11/Tr

P14-P13/Tr

P15-P14/Tr

-1/Tv

kr /Trv
0

0

-1/T
1

°-
°

°-

0

r
0

0
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P10 Pll P12- -kdv/Tv
PBK = Pll P13

[P12 P14

P14
P15-

kdr/Tr
0

(k3 k,4 k5) --
5

=

+



It is possible to reformulate this result as a process with the following state space
equations:

Lx =Ax +Bu (D. 16)-m MM MM

ym = Cm).Em (D.17)

where

T
= `P10' P11' 1315)

= the elements of P.

ym = (k3, k4, k5) = the elements of K.

As is indicated in Appendix B the matrices Am, Bm and Cm form subsets of the
corresponding matrices of the fifth-order model.

uT =(q3 '/r-m q4 '

/r q5 /r)

BT
m =

c 2
3
0

0

0

0

0

0
2c
4

0

0

0-

0

0 0 0 0 0 c2
5-

-(2+kdyk3)/Ty (2kyr- kdrk3)/Tr 0 0 0

-kdvk41Tv -
1/r -(1+kd k4)/r 1 kyr/Tr 0 0

-kdvk5/Tv -kdrk5/Tr -1/Ty 0 kyr/Tr 0
Am 0 -kdyk4/Tv 0 -(2+kdrk4)/Tr 2 0

0 -kchrk5/Tv 0 -kdrk5/Tr -1/Tr 1
o 0 -kdvk5/Tv 0 -kdrk5/Tr °

kdv/Tv kdr/-rr 0 0 0 0

Cm = 0 kdv/Tv CI kdr/Tr 0 0

0 0 kdv/Tv 0 kdr/Tr O-

Appendix D 237

4



Rudder Roll Stabilization

Appendix*,

Calculation of the roll-filter !galas

Leto process' described by the totaling state-space equations, be given:.

x = Ax + Bu + lug E. 1)

(E.2)

The "optimal filter for this process is described by the following gtate-sacu
equations:

(E.3)

(E.5)

Fig. E.1 gives the block diagram of the process in combination With the optimal filter

structure.

where

1 bi 0
2-sin -2z sr-n n

Or 0

0

Or

B = 6)2

0n

I
P

02

(an °
to! 1

C = U. 0 1.ji

x = (!cp, (p, xvi
11! Kw1 w2)

A =

=

= Ax + Bu + Kz

= (E.4)

238
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Process

Filter

2 zricA)

40,

[noise model

limV

v

239

,9742znwri-

E.l Block diagram of process and corresponding filter;

Kean be found by solving the following equations:

= AP + PAT + DQDT- KCP (E.6)

K = PC (E.7)

noise[measurement

Fig.

P
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where

_

P2 P3 P11 [E[wl.wi]/E[v.v] 0 1 1q1 0
D

1
P =D,3 -4 -

D
5 Q = 0 E[w2.w2]/Erv.v]] La cl2J

-P1 P5 P6

Solving Eq. (E.7) yields:

kl = p2 + p1 (E.8)

k2 = p3 + p5 (E.9)

k3 = p1 + p6 (E.10)

Solving Eq. (E.6) yields:

0 0

4
= 0 wnc11

0 0

0 -(42 O-n
1 -2znwn 0

0 0 0

2p3 -wnp2-2znwnp3 0

2p4 -wnp3-2znwnp4 0

2_p5 -conp1-2znwnp5 0_

o°

(12

k1p2+k1p1 k1p3+k1p5 k1p1+k1p6

k2p2+k2p1 k2p3+k2p5 k2p1+k2p6

k3p2+k3p1 k3p3+k3p5 k3pl+k3p6

DQDT=

0 0-

w2 0

2 0
[ 1 q021 [0 n

11
0 1

and finally

k1 p2 p3 pl

KCP = k2 (1 0 1) p3 p4 PS

[pi PS p6
1 =

Therefore

PI P5 - k1P1 klP6

P2 - 2P3 k1P2 k1P1

P2 P3 P1

PAT= (AP)T = P3 P4 P5

-P1 P5 P6-

'

=

,(E.12)
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P4, = -41)3 4znwl1P4 k2P3 k2P5 441 (E.14)

2
P5 = -9nP1 2-znwnP5 k2P1 k2P6, (E.15)

= -k3p1 - k3p6 (E.16)

The solution of Eqs. (E.6) and I(E.7) can be found to be the steady state of an
innovation process described by the following state-space equations:

Where

= P4 - - 2 InP3 k1P3 k1P5 (12.13)

:41(

0

0

0-24)2-k -4z LI -k 0n 2 n n:
0 0 -2znwn -k2n 2

- rn

T 10* 0 .Jowr
"77' .....

/Sul = 411^ Pr PO

Ern = 12,1'

il000 a]
Cm 0 0 1 0 1 01

0 0 0 0 1

241.

ii 0 0 I.....
-k1 2 0 7. 0

2-4)n -2znwn-k 1 1 '4. -k1

Lxm Amxm + Bmum (E.17)

(E.18)

p3 wnp2 - -

- - +

- - -

+ q2

=

= k2, k3)

-kl
0

0

2-k 0

-k3 0 0 0 -k3-

= =
0 0 0 0 1

1
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When only the model of the process is considered (i.e. vp is white noise with zero
mean) Am, Bm and Cm reduce to the matrices indicated by the dotted lines.

Appendix F

Calculation of the yaw-filter gains

Let a process described by the following state-space equations be given:

x = Ax + Bu + Dw (F.1)
_ _ _ _

y = Cx + Fv. (F.2)

xT = (ky y x3 x4) w'r = (w1 w2 w3)

u = u vT (w3 v)
__

W1, w2, w3 and v denote uncorrelated white noise with zero mean.

The "optimal" filter for this process is described by the following state-space

equations:
" "
x= Ax + Bu + Hz_ - - -

(F.3)

D =

_0 0

1/Tr 0

0 1

0 0

0 -

0

0

1/Tf_

C = (1 0 0 -1) F = (1 1)

where

0

0

1 0

-1/Tr 1/Tr.
0

0

0

-1/-cr

A 0 0 0 0
B =

0

0_ 0 0 0
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y = Cx- (F.4)

Fig. F.1 gives the block diagram of the process in combination with the optimal filter.

Lw?-
1 I

[system noise _]

[noise model

"rr

1cp

1 X4

measurement noise.

1 24
f.
noise model

243

Fig. F.1 The process in combination with the optimal filter

K can be found by solving the following equations:

= AP + PAT + DQDT - K(PCT+ DSFT)T (F.6)

K = (PCT + DSFT)(FRFT)-1 (F.7)



Solving Eq. (F.6) yields:

P5 P6 P1 P2 0 0 0 0

PAT= (APT =
P6 P7

P1 P3

P3

P8

P4

P9

1

0

-1/Tr
1/r

0 0

0 0

-P2 P4 P9 P10-
0 0 0 -1/Tf

P5 P6 P1 P2 E[wl.wij 0 o
P6 P7 P3 P4

Q = 0 E[w2.w2] o
P1 P3 P8 P9

_ 0 0 E[w3.w3]
P2 P4 P9 P10-

KT
= (k1 k2 k3 k4)

Solving Eq. (F.7) yields:

ki = (p5 - p2)/(E[w3.w3+E[v.v]) (7.8)

12 = (p6 - p4)/(E[w3.w3+E[v.v]) (7.9)

k3 = (p1 - p9)/(E(w3.w3+E[v.v]) (7.119)

k4 = (P2 - P10+ E[w3"w31/Tf)/(E[w3'w3+E[v'v])
(RIO

E[w3.w3] 0 s=
o 0

0 E[v.v]] E[w3.w3] 0

P6 Pl/Tr-P6/Tr ° -P2ITf

P7 P3/Tr-P7/Tr ° -P4/Tf

P3 P8/Tr-P3/Tr ° -P9/Tf

-P4 P9/Tr-P4/Tr
0 -P101Tf-
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where

=

II



p 0 o k1E[W3.w3]/Ti.

o o k2E[T,73.w3]/Tf

o p 01 k3E[w3.w3]/Tf

0 0 0 k4E[w3.w31/Tf

Therefore, the elements of the covariance matrix P are described by$,

P1 k1P1 P3 k1P9
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0 ,0 0

E1w1"41] (:)1!

0 1 0 0,

DQDT=
0

r
0 Oh

10 0 E[w2.w21 0 0 1 0

0 .0 1/Tf]
1/Tf 0 0 E[1.73.w31 0

0

0 E[1.71.w1pt 0 0

0 .0 E[w2.w2) 0

o
2

0 0 El[w3.w3]/Tfj.

k1 P6 P1 P2

k2KCP =
k3

{k4,

(1 0 0 -1)

[P5

'P6 P7 P3 P4

v3 PS F9

'P2 P4 P9 P101

pski-p2ki p6k1-p4k1 P2k1-P10k1
p5k2-p2k2 p6k2-p4k2 p1k2-p9k2 z z .10k2
p5k3-p2k3 p6k3-p4k3 p1k3-p9k3 z ,10k3;
p5k4-p2k4 P6k4-P4k4 p1k4-p9k4 p2k4-P10k4

rand finally

KFSTDT=
1/1(2

FO, 0 E[w3.w3]I]1°
(1 1,)

I/Tr 0 O.

'0 0 1 0

'k3
tO, e 0

,k4-
.0 0" 0 1 Pcf_

=
- + +

0 0

0 0

p1k1-p9k1

0

0
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P2 = -P2/Tf k1P2 P4
k1P10 - k1E[w3.w3]/Tf

p3 = -k2p1 - p3fir + p8/ir + k2p9

P4 = -k2P2-P4/Tf- P4/Tr+P9/Tr+k2P10-k2E[w3w33/Tf

p5 = kip2 - k1p5 + 2p6

P6 = Pl/Tr k1p4 k1P6 P6/Tr P7

p7 = 2p3/Tr + k2p4 - k2p5 - 2p7/Tr + Erwl.wi]/T

1)8 = -k3p1 + k3p9 + E[w2.w2]

P9 = -k32 P9/Tf k3P10 - k3E[w3.w3]/Tf

P10= -k4P2-410/Tek4P1O+E[w3'w3/Ti-k4E[w3'w3]/Tf

It is possible to reformulate this result as an "innovation" process described by the
following state-space equations:

Lxm = Amxm + Bmum 0712)

ym Cmxm + Dum (7.13)



DT -
- m

0 0: 0 0

0 0 0 0

0 0 0 c

'T
3m 41314 Pr' p101

T -
12.m , Efrw2 .w2 E[w3..w3 ]

ym = (ki ,k2,k3,k4 )

When only the model of the process is considered (i.e. wp and vp denote white noise
with zero mean) Am, Bm, Cm and fm reduce to the matrices indicated by the
'dotted lines-

I r-

m

c=

=

o

0

RO

0

C

0

c

0
0

c

-

0

O0 . 0 : 0 01/t0
0 0 0 0 0- 1

f, 0 -k2f 0 0 10

0 0 c 0 U 0 0.

Oi c 0 c 0 0 0 0

0 0 0 0 0 01 c 0

0 0 0 0 0 0 0 crl

E[wyn] + Ervevi

0

0 0

-kstrf L1trf-k4)Prf

ft =Tt.

'Appendix F-)

where

-k1 .0

0 -11TE-k1
1

0

a qj

1 0

'er alii

0 0 +ki 0

0) ' 0 0 )0 n..4 +k .
2.
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'0 -lit 0 0 0. 6 1/Tr +k2 0

0 -k2 0 -1/TE-1/Tr 0 _0..4 ...0._ 0 11Tr +k2
0 +k o 0 -IC 0 0 0 0Am = 1 1

Ilti '°
0 +k1 0 -1/Tr-k1 1 0 0 0

o 0 ZITr +k2 0a..., ' - -2/T....k. 2......r 0 '0 0

-k3 0 0 0 0 0 0 0 +k3 0

10
3

0 0 0 . 0, Q: -1/TE +k3

-k4 0 0 0 0 01 0 0 k4-2/tf

0

0

0

=

=

k2

2

o

-



Fig. G.1 Block diagram of the process

Let a process, described by the following state-space equations, be given:

= Ax + Bu + Dw (G. 1)

y = Cx (G.2)

Fig. G.1 shows a block diagram of this process.

where

1 0

A - 0 -1/Tr 1/Tr
[0

B = [kdr.Trol
0 0 0

100 0

C= 0 1 0

1

D 1/-rx.

001 0

xT (ty, ky, x3)

u

w (w1, w2) = white noise with zero mean
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Appendix G

Calculation of the yaw controller
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Similar lathe problems posed in Appendix A and Appendix B the optimal controller

with respect to criterion

= E[wiw]so, (G.3)

can be found by solving

0 = ATP + PA + C .QC - PBK

'TK = P

where

Solving Eq. t G.5) yields:,

'T
K (k1 k2 k31) - P

Therefore,

= kdrp2Iftx.

k2 kdr123Vir

k3 = kdr 5 -t
Solving Eq (G.4) yields:

[Pp1 P2 P41
P2 P3 P5
' 4 P5 P6

sitx 10) dr
.0 0

0 Ot

1./.A 0 '0

C .QC ' 0 0 0

0 0 01

P1 P2 P4T °
PBK P2 P3 P5 kdriltr (k1 k2 k3) -

P4 P5 P6I 0

1Ps1 P2 P4
IJ "1kdrilr P2 P3 P5

.4 P5 P6

J +

(G.4)

(G.5)

=

=



1

kikdrp2/Tr k2kdrp2/Tr k3kdrp2/Tr

[= kikdrp3/Tr
k2kdrp3/Tr k3kdrp3/Tr

kikdrp5/Tr k2kdrp5/Tr k3kdrp5/Tr

....PA

]0

pi-p21Tr p2Pcr

_0

p2-p31Tr

p4-p51Tr

p3/Tr

p5/Tr

0

and for the elements of matrix P this yields:

0 = -k1kdrp2/Tr + 1/A (G.9)

0 = pi - (1+k2kdr/Tdp2 (G.10)

0 - 2p2 - (2+k2kdr)p3/Tr (G.11)

0 (1-k3kdr)p2/Tr (G.12)

0 = (1-k3kdr)/Trp3 + p4 - p5/Tr (G.13)

0 (1-k3kdr)p5/Tr

From (G.6) and (G.9) it follows that

(G.14)

k = 1\17/7
1

(G.15)

Adding (G.7) and (G.11) gives

1
1 + 2T k

r drk- - 1) (G.16)
2

kdr

fATDNT
,.... .., -

-pi p2 p41 [0 1 0

p2 p3 p50 -1/Tr 1/Tr
p4 PS p5 0 0 0

=
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Finally, from (G.12), (G.L3) and (G.14) it follows that

1
k3 LC

kdr
(G.17)

Appendix H

Calculation of the bandwidth of the steering machine

Let the transferfunction of the steering machine Hsm be given by:

(.02
0H...sm

s2 + 20w s + w20

In order to determine the bandwidth of the steering machine the frequency has tobe
determined where

20 log IHsinl = -3 dB

This gives

Or

2-B2 + 2 jc04 B + wo

2 2 2 2 2 4 2(wo - B ) + 4w0B = w0A

and therefore

2 4B4 + 2w B2 + wo( 1 - A2) = 0
0

Introduction of x = B2 gives:

4x2 + 2caox + cao(1 - A2) =0

1

12
A
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and therefore

\I 4-26.) +4 -4(44(1 - A2)
0 0 0 2

- (40 (A - 1)
2

The resulting bandwidth is given by:

B = (..) \IA -1 == Cil \I 12 - 1 = 0.64(ao0 0

x=

.40

4
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1 Het gebruilc van een eerste orde smoothing filter impliceert de
onderstelling dat de systeemruis slechts ten constante component bevat..

Het door Van Amerongen gebruilcte filter ow de hoogfrequente
Icomponenten van de gemeten gierbewegingen van ten schip te

onderdrukken is een Kalman filter waarvan de versterkings factoremniet,
op de volgens Kalman optimale wijze worden berekend.
3. van Amerongen, 'Adaptive steering of ships a model-reference approach to

improved manoeuvring and economical count keeping", proefschrift, Technische

Universiteit Delft, 1982.

Bij het ontwerpen van een systeem gebaseerd op een kwadratisch
criterium dient [evens bet werkelijke criterium It worden gegeven.

4 Het is niet aan It raden het ontwerp van een koersregelaar te baseren
op een van de kriteria met vaste weegfactoren zoals die in de literatuur
warden voorgesteld en in Grimble,. Wilkie and Katebir worden

samengevat.
Mi. Grimble, 3. Wilkie and MR. Katebi, "Ship Steering Control Systems Modelling

and Control Design', Proceedings 7th Ship Control Systems Symposium, Bath, U.K,

'1984.

5 Een apparaat dat ook onder gevaarlijke omstandigheden word1
gebruilct, zoals een stuurautomaat voor een schip, dient zodanig te
ontworpen dat de gebruiker dit zonder instructie op de juiste manier
wed te bedienen.

6 De resultaten van het in dit proefschrift beschreven onderzoek maken
RRS een concurrent voor stabilisatie vinnen,

2

-

3

zijn



7 De overheid kan innovatie bevorderen door het cree'ren van zodanige
vraag dat het bedrijfsleven wordt gedwongen om onderzoek te
verrichten in samenwerlcing met een universiteit.

8 Het aantal mensen dat een computer gebruikt om een ziekte te
simuleren zal fors toenemen.

9 De gemiddelde amateur voetballer voetbalt beter dan de gemiddelde
Prof.

10 Indien alle schepen worden uitgerust met slingerstabilisatie dienen de
bewegingen die men uitvoert bij het zingen van het lied "Klap ems in je
handles" te worden aangepast.

11 Op de lange termijn is de werkgclegenheid meer gediend door her
verplicht stellen van het volgen van geschilde cursussen onder werktijd
dan door arbeidstijdverkorting.

12 Tegenover een leverancier van stabilisatievinnen die stelt "Gemiddeld 1
op de 5 dagen op zee zal een op vinnen gebaseerd slingerstabilisatie
systeem een belangrijke winst opleveren" dient een leverancier van RRS
systemen te stellen "In tegenstelling tot een RRS systeem zal een op
vinnen gebascerd slingerstabilisatie systeem gemiddeld 4 op de 5 dagen
op zee onnodig verlies opleveren".


