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SUMMARY

The main goal of this thesis involves the development of a refined methodology to
separate the mass change signals associated with glacial isostatic adjustment (GIA)
from those of surface ice/firn by exploiting the strengths of independent data sets,
such as those from gravimetry, altimetry, climate data, and others. To achieve this,
various research efforts were conducted addressing specific aspects of the method-
ology and subsequent data processing. This led to a number of new contributions
to the topic, summarized below.

Refining an empirical approach that simultaneously estimates Antarctic mass
balance and GIA through the combination of satellite gravity and altimetry data
by incorporating climate data.
Antarctic ice mass loss estimates are contaminated by large uncertainties asso-
ciated with uncertainties in existing GIA models. The impact of the ice loss on
the global climate cycle is substantial, as the resulting change in sea level could
have global environmental and societal consequences. The proposed combina-
tion approach simultaneously estimates Antarctic mass balance and GIA through
the combination of satellite gravity, altimetry and climate data. The methodology
improves upon earlier studies by including a range of reprocessed and extended
data sets, incorporating a Regional Atmospheric Climate Model (RACMO2.1) and
accompanying firn densification model, as well as by calibrating the results to a
low-precipitation zone in East Antarctica. Through formal error propagation tech-
niques, the uncertainties for both the GIA and ice mass change estimates are ob-
tained. The empirically derived GIA models are compared to a set of Antarctic
GNSS (Global Navigation Satellite System) site displacements, as well as to tradi-
tionally derived Antarctic GIA models. The main result is an empirically derived re-
gional Antarctic GIA model with corresponding uncertainties, which suggests the
presence of strong uplift in the Amundsen Sea and Philippi/Denman sectors, as
well as subsidence in large parts of East Antarctica.

Improving the gravity data post-processing and incorporating them into the
combination approach to separate the GIA signal from that of changes in ice
mass by exploiting the strengths of independent datasets.
The limited horizontal resolution represents a major challenge when combining
Gravity Recovery and Climate Experiment (GRACE) data with data that feature
higher spatial resolution, such as ICESat (Ice Cloud and land Elevation Satellite)
altimeter and climate data. A so-called ’dynamic patch approach’ is developed
to consistently combine GRACE data with high resolution data from ICESat and
RACMO. Independent GPS observation are used to define the spatial pattern of
estimated present-day GIA. The spatial resolution of estimated ice-mass changes
is determined using an ICESat-RACMO2.3 combination. To solve for GIA and ice-
mass changes, a weighted least-squares adjustment is applied while taking into ac-

xi
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count the full noise covariance information of GRACE data, as well as the variances
of other datasets involved in the combination, without using any additional con-
straints. The results suggest the capability of the developed approach to retrieve
the complex spatial pattern of present-day GIA, such as a pronounced subsidence
in the proximity of the Kamb Ice Stream. Furthermore, the suggested method re-
covers statistically significant high-resolution maps of mass loss for West Antarc-
tica (−98±5 Gt/yr ) and the entire Antarctic Ice Sheet (−143±36 Gt/yr) for the ICE-
Sat mission period, from February 2003 to October 2009.

Estimating time-variable rates from geodetic time series.
Motivated by the ’stochastic nature’ of Antarctic ice sheet variability, an approach
for trend analysis from geodetic time series is presented which allows for physically
natural variations of the various signal constituents over time. In other words, in-
stead of using the traditional deterministic approach where seasonal signals are
estimated with fixed amplitudes and phases, and the trend is assumed to be linear,
these signals are modeled stochastically. To accomplish this, state-space models
are defined and solved through the use of a Kalman filter. Since the appropriate
choice of the noise parameters is at the heart of the proposed approach, a robust
method for their estimation is developed. In this context, the use of inequality con-
straints is tested by directly verifying whether they are supported by the data. The
suggested technique for time series analysis is expanded to classify and handle
time-correlated observational noise within the state-space framework. The per-
formance of the method is demonstrated using GRACE and GPS data at the CAS1
station located in East Antarctica and compared to commonly used least square
adjustment. The results suggest that the outlined technique allows for more reli-
able trend estimates as well as for more physically valuable interpretations while
validating independent observing systems.

Deriving dynamically-induced mass changes through a validation of GRACE-
and SMB-based time-varying trends at the level of drainage systems in Antarc-
tica.
The reliability of SMB (Surface Mass Balance) is crucial when used within space-
based methods to derive Antarctic ice-mass changes. An accurate knowledge of
temporal variations in SMB is especially important for correcting GPS-derived ver-
tical displacement rates for elastic deformation before using GPS to constrain Antarc-
tic GIA. To explore this, SMB modeled by RACMO2.3 is validated against GRACE
observations over the entire AIS, integrated over drainage systems. To ensure a fair
comparison between SMB and GRACE data in terms of spatial resolution, the ’dy-
namic patch approach’ is again utilized. The stochastic approach for time-series
analysis is then applied to model trends along with known periodicities from SMB
and GRACE data at the level of drainage systems. This analysis reveals an excel-
lent agreement (mean correlation of 0.7) between GRACE- and SMB-derived rates
for 70% of the Antarctic drainage systems, thus highlighting the reliability of the
modeled temporal variations in SMB from RACMO2.3. The difference between
the GIA-corrected GRACE time-varying trends and those derived from SMB is at-
tributed to ice dynamics yielding basin-wise estimates for dynamically-induced
mass changes. Over the time period from February 2003 to December 2011, the
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mean ice dynamic trend of −89±24 Gt/yr is estimated.
Comparing GRACE-, SMB-, and GPS-derived time-varying rates in Antarc-

tica.
GPS measurements represent an independent and valuable constraint for GIA pro-
vided that it has been accounted for the elastic signal due to contemporaneous
mass change. Therefore, accurately estimating elastic deformation rates is crucial
for determining more accurate GIA, which in turn will improve ice-mass change
estimates over Antarctica. To investigate the potential of GRACE data for the pur-
pose of correcting GPS from the elastic uplift, an inter-comparison of time-varying
rates derived from GRACE, SMB, and GPS data is performed at the locations of
ten permanent GPS stations in Antarctica. For this, the patch approach and the
stochastic approach for time-series analysis are utilized. At the locations of ana-
lyzed GPS stations, the comparison of GRACE- versus SMB-derived time-varying
rates demonstrates the capability of GRACE data to resolve temporal variations
in Antarctic SMB and increases confidence in RACMO-modeled fluctuations. The
evolution of vertical deformations derived from GPS, GRACE, and SMB reveals a
good agreement for five out of ten analyzed GPS stations, although the conclu-
sions regarding the secular part of time-varying trend remain challenging. Never-
theless, the analysis of the derived temporal variations leads to two main results:
it demonstrates the potential of GRACE data for the purpose of correcting GPS for
the non-linear variations in elastic uplift, and it provides a better understanding of
the limitations of GPS data as an explicit constraint for Antarctic GIA.

Principal innovations
The primary contributions of this thesis are:

1. An approach to incorporate climate data into the combination of satellite
gravity and altimetry data to simultaneously estimate Antarctic mass bal-
ance and present-day GIA (Ch. 2).

2. A method to cope with imprecisely known potential bias contributors to the
derived Antarctic GIA signal (Ch. 2).

3. An approach to derive GIA and ice mass change in Antarctica with unprece-
dented high spatial resolution (Ch. 3).

4. An approach to improve the chance of finding the global minimum in the
context of deriving time-varying trends from geodetic time series (Ch. 4).

5. Application of the derived time-varying trends to validate geodetic time se-
ries (Ch. 5).

6. An approach to derive dynamically-induced mass changes with correspond-
ing uncertainties at the level of drainage systems in Antarctica (Ch. 5).





SAMENVATTING

Het hoofddoel van dit proefschrift is om ee een verbeterde methode te ontwikke-
len waarmee de massaveranderingssignalen geassocieerd met postglaciale ophef-
fing (GIA) gescheiden kan worden van signalen afkomstig van oppervlakte-ijs en
firn, door gebruik te maken van de individuele sterktes van onafhankelijke data-
sets, waaronder gravimetrie, altimetrie en data van klimaatmodellen. Om dit te
bereiken zijn diverse specifieke aspecten van de methodologie en de bijbehorende
dataverwerking onderzocht. Dit heeft geleid tot een aantal nieuwe inzichten over
dit onderwerp, die hieronder zijn samengevat.

Het verbeteren van de empirische methode om tegelijkertijd zowel de mas-
sabalans als GIA op Antarctica te schatten uit gravimetrie- en altimetriedata en
data van klimaatmodellen.
Schattingen van het verlies van ijsmassa op Antarctica zijn onnauwkeurig, om-
dat bestaande GIA-modellen nog steeds grote onzekerheden bevatten. De im-
pact van het verlies van ijsmassa op de wereldwijde klimaatcyclus is groot, om-
dat de bijbehorende zeespiegelveranderingen een grote impact hebben op het mi-
lieu en de maatschappij. De voorgestelde combinatie-methode schat tegelijker-
tijd de massabalans en GIA uit satellietzwaartekrachtsmetingen, altimetrie en kli-
maatdata. De methode gaat verder dan eerdere studies door het toevoegen van
een reeks verbeterde en uitgebreide datasets, het gebruik het regionaal klimaat-
model RACMO2.1 en bijbehorend firnverdikkingsmodel, en door het kalibreren
van de resultaten in een regio met weinig neerslag in Oost-Antarctica. Met be-
hulp van formele foutpropagatie zijn betrouwbaarheidintervallen voor de GIA- en
ijsmassaschattingen verkregen. De empirisch bepaalde GIA-modellen zijn verge-
leken met door GNSS (Global Navigation Satellite System) gemeten bewegingen,
en met bestaande GIA-modellen van Antarctica. Met deze methode is een empi-
risch regionaal GIA-model van Antarctica met bijbehorende onzekerheden verkre-
gen. Dit model geeft aan dat de vaste aarde onder de Amundsenzee en Philippi-
en Denman-sectoren snel omhoogkomt en dat de bodem in grote delen van Oost-
Antarctica verzakt.

Verbeteringen in de verwerking van zwaartekrachtsdata en het toepassen
van deze data in de combinatie-aanpak om het GIA-signaal te scheiden van het
massasignaal met gebruik van de individuele kwaliteiten van de onafhankelijke
datasets.
Het is lastig om GRACE-data (Gravity Recovery And Climate Experiment) met zijn
beperkte horizontale resolutie te combineren met hogeresolutiedata, zoals ICESat-
altimetriedata (Ice Cloud en land Elevation Satellite) en data van klimaatmodel-
len. De zogenaamde ’dynamic patch approach’ is ontwikkeld om data van GRACE
op een consistente manier te combineren met hogeresolutiedata van ICESat en
RACMO. Onafhankelijke GPS-metingen zijn gebruikt om het ruimtelijke patroon te
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bepalen van het geschatte hedendaagse GIA-signaal. De resolutie van de geschatte
ijsmassaveranderingen is bepaald uit de combinatie van ICESat- en RACMO2.3-
data. Om tegelijkertijd GIA en ijsmassaveranderingen schatten is de gewogen kleinste-
kwadratenschatter toegepast, waardoor de volledige covariantie-matrix van de GRACE-
residuen en de variantie van de andere datasets zonder extra beperkingen kunnen
worden meegenomen. De resultaten suggereren dat de methode in staat is om het
complexe GIA-patroon te bepalen, waaronder de opvallende bodemdaling vlak bij
Kamb Ice Stream. Ook produceert de voorgestelde methode over de gehele ICESat-
missieperiode (februari 2003-oktober 2009) statistisch significante hogeresolutie-
kaarten van het massaverlies voor West-Antarctica (−98±5 Gt/j) en voor heel An-
tarctica (−143±36 Gt/j).

Het schatten van tijdsvariërende snelheden uit geodetische tijdreeksen.
Gemotiveerd door het stochastische karakter van de variabiliteit van de Antarcti-
sche ijskap, wordt een aanpak voor het schatten van trends uit geodetische data
voorgesteld waarbij de verschillende signaalcomponenten kunnen variëren in de
tijd. Met andere woorden, de trend en cycli worden stochastisch verondersteld, in
tegenstelling tot de deterministische benadering waarbij de trend linear is en de
seizoenscycli een constante amplitude en fase hebben. Om dit te doen zijn state-
space-modellen gedefinieerd, die met een Kalman-filter worden opgelost. Om-
dat de juiste keuze van de ruis-parameters cruciaal is voor deze aanpak, is een
robuuste methode ontwikkeld om deze parameters te schatten. De ongelijkheids-
eis is getest door te controleren of deze door meetgegevens wordt ondersteund.
De methode is uitgebreid zodat tijdsgecorreleerde observatieruis geanalyseerd en
geschat kan worden. De methode is gebruikt om GRACE- en GPS-data op het
CAS1-station in Oost-Antarctica te analyseren, en de resultaten zijn vergeleken
met de traditionele kleinste-kwadraten-schattingen. De resultaten suggereren dat
de state-space-methode betrouwbaardere trendschattingen produceert en fysisch
consistentere interpretaties mogelijk maakt, waarmee onafhankelijke observatie-
systemen gevalideerd kunnen worden.

Bepaling van massaveranderingen veroorzaakt door ijsdynamica met behulp
van tijdsvariërende trends in GRACE- en SMB-data op de schaal van individuele
drainagebassins.
Betrouwbaar SMB-modellen (Surface Mass Balance) zijn van groot belang om ijs-
massaveranderingen in Antarctica te bepalen met behulp van ruimte-observaties.
Accurate schattingen van tijdsvariaties in de SMB zijn vooral belangrijk om GPS-
metingen te corrigeren voor elastische deformatie voordat ze gebruikt kunnen wor-
den om GIA op Antarctica te bepalen. Om dit te onderzoeken, is de SMB, gemo-
delleerd met RACMO2.3, gevalideerd met GRACE-metingen over zowel de gehele
ijskap als voor elk afzonderlijk drainagebassin. Om een consistente vergelijking
tussen de SMB en de GRACE-data in termen van resolutie te waarborgen, is de
’dynamic patch approach’ ook hier toegepast. De stochastische benadering voor
tijdreeksanalyse is toegepast voor elk drainagebassin op de modeltrends, samen
met de bekende cycli in de SMB- en GRACE-data. De analyse laat een uitstekende
overeenkomst zien (gemiddelde correlatie van 0.7) tussen de GRACE- en SMB-
gebaseerde trends voor 70% van de drainagesystemen, wat de hoge betrouwbaar-
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heid van de gemodelleerde SMB-variaties in RACMO2.3 aantoont. Het verschil
tussen de GIA-gecorrigeerde tijdsvariërende GRACE-trends en de trends afgeleid
uit de SMB kan worden toegeschreven aan de dynamische contributie, waarmee
schattingen zijn verkregen voor dynamisch geïnduceerde massaveranderingen in
elk basin. Over de periode van februari 2003 tot december 2011 is een gemiddelde
trend in de ijsdynamica gelijk aan −89±24 Gt/j geschat.

Een vergelijking tussen de tijdsvariërende trends in GRACE-, SMB- en GPS-
data op Antarctica.
Wanneer rekening gehouden wordt met elastische vervorming door hedendaagse
massaveranderingen vormen GPS-metingen een onafhankelijke en waardevolle
randvoorwaarde voor GIA-schattingen. Daarom is het nauwkeurig schatten van
elastische deformatie van cruciaal belang voor het bepalen om het GIA-signaal.
Met dit verkregen GIA-signaal kan vervolgens de schatting van de ijsmassaver-
andering op Antarctica kan worden verbeterd. Om het potentieel van GRACE-
gegevens te onderzoeken om GPS voor elastische deformatie te corrigeren, is een
vergelijking tussen tijdsvariërende snelheden, bepaald uit GRACE-, SMB- en GPS-
data uitgevoerd ter hoogte van 10 permanente GPS-stations op Antarctica. Hier-
voor zijn zowel de patchbenadering als het state-space-model gebruikt. Op de
locaties van de GPS-stations toont de vergelijking tussen de GRACE- SMB-trends
aan dat GRACE-data gebruikt kan worden om SMB-veranderingen op Antarctica
te bepalen. De vergelijking verhoogt bovendien het vertrouwen in de RACMO2.3-
modelresultaten. Voor vijf van de tien geanalyseerde GPS-stations laten de me-
tingen van verticale landbewegingen met GRACE, GPS en de SMB een consistent
beeld zien, hoewel de resultaten van het lineaire deel van de tijdvariabele trend nog
steeds onduidelijk zijn. Desondanks leidt de analyse van de geschatte tijdsvaria-
ties tot twee belangrijke conclusies: het toont het potentieel van GRACE-metingen
om GPS-metingen te corrigeren voor tijdsvariërende elastische deformatie, en het
geeft een beter inzicht in de limieten van het gebruik van GPS-gegevens om het
GIA-signaal in Antarctica te bepalen.

Belangrijkste innovaties
De belangrijkste innovaties van dit proefschrift zijn:

1. Een methode om data van klimaatmodellen mee te nemen bij het simultaan
schatten van de ijsmassabalans en het GIA-signaal op Antarctica uit gravi-
metrie en altimetrie (hoofdstuk 2).

2. Een methode om om te gaan met de invloed van mogelijke afwijkingen, waar-
van de grootte niet nauwkeurig is bepaald, op het geschatte GIA-signaal in
Antarctica (hoofdstuk 2).

3. Een aanpak om het GIA-signaal en ijsmassaverandering in Antarctica te schat-
ten met een ongekend hoge ruimtelijke resolutie (hoofdstuk 3).

4. Een methode om de kans te verhogen dat het globale minimum gevonden
wordt in het kader van het afleiden van tijdsvariërende trends uit geodeti-
sche tijdreeksen (hoofdstuk 4).
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5. Het toepassen van de afgeleide tijdsvariërende trends om geodetische tijd-
reeksen te valideren (hoofdstuk 5).

6. Een aanpak om massaveranderingen en bijbehorende betrouwbaarheidsin-
tervallen af te leiden die het gevolg zijn van ijsdynamica op het niveau van
individuele drainagesystemen in Antarctica (hoofdstuk 5).
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INTRODUCTION

1.1. BACKGROUND AND MOTIVATION
Rising global temperatures undoubtedly affect mass loss rates of Antarctica. The
world’s largest ice sheet contains enough ice to raise the world’s ocean by ca. 57
m if completely melted (Lemke et al, 2007). Its mass contribution to sea-level rise
is a subject of ongoing intense study (e.g., Chen et al, 2006; Rignot et al, 2008;
Shepherd et al, 2012; Velicogna et al, 2014; Zwally et al, 2015; Martín-Español et al,
2016b). To understand the present-day response of the largest reservoir of fresh
water on Earth to the changing climate, and to be able to make realistic projections
for the future, is of great societal importance.

There are three main space-based methods currently used to derive Antarc-
tic ice-mass changes: (i) repeated elevation measurements, (ii) the mass budget
method, and (iii) repeated gravity measurements (Shepherd et al, 2012). Each of
them has its advantages and disadvantages. Repeated elevation measurements
are conducted by radar (e.g., EnviSat, Cryosat-2) or laser (ICESat) altimeters. The
key challenge of this method is converting elevation changes into mass changes, as
there are large uncertainties associated with the densities involved. The mass bud-
get method compares difference between the surface mass balance (SMB) and ice
discharge. The largest uncertainties of this method are associated with the models
of SMB that are validated using sparse ice core data, with an inaccurate knowledge
of ice depth, grounding line position, and firn depth correction. Repeated grav-
ity measurements are conducted by the Gravity Recovery and Climate Experiment
(GRACE) satellite mission. GRACE measures the inter-satellite ranges, from which
mass changes have been inferred since its launch in 2002.

Although GRACE observations directly provide mass changes, they also have
their limitations, one of which is a limited vertical resolution, i.e., they represent
a sum of signals originating from different sources. For Antarctica, present-day
ice-mass changes and glacial isostatic adjustment (GIA) are the main sources con-
tributing to the total GRACE signal. GIA is the ongoing response of the solid-earth

1
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to changing ice loads and should be removed from GRACE observations as accu-
rately as possible prior to deriving ice-mass changes. Unfortunately, the spatial
distribution as well as the magnitude of the GIA signal are still poorly known, rep-
resenting the largest source of uncertainty for Antarctic ice-mass change estimates
derived from GRACE (Velicogna and Wahr, 2006). Shepherd et al (2012) noted that
this source of uncertainty could reach up to 130 Gt/yr (equivalent to 0.36 mm/yr
in terms of global sea level rise), which emphasizes why improvements on either
aspect (ice-mass changes or GIA) would help make sea-level projections more ac-
curate.

A number of strategies have been developed to assess Antarctic GIA and are
here arranged in four categories. First, forward modeling of GIA based on Antarctic
ice load history and Earth properties (Peltier, 2004; Ivins and James, 2005). Second,
forward modeling of GIA while constraining it using geodetic observations such as
GPS (Whitehouse et al, 2012; Ivins et al, 2013; Peltier et al, 2015) or GRACE and
GPS (Sasgen et al, 2013). Third, estimating GIA by using complementary geodetic
observations while constraining it using forward models (e.g., Schoen et al, 2015;
Zammit-Mangion et al, 2015; Martín-Español et al, 2016b). And finally, estimating
GIA using complementary geodetic observations that are completely independent
from forward-modeled GIA (Riva et al, 2009; Groh et al, 2012). Independency is a
very important aspect as it allows forward-modeled and empirically estimated GIA
to be validated, providing insights into the underlying geophysics.

While Wahr et al (2000) introduced the concept of deriving Antarctic GIA through
the combination of altimetry and gravimetry, the first real-data implementation
was achieved by Riva et al (2009). As a joint estimation problem, the correspond-
ing ice mass change trend was simultaneously computed, demonstrating that the
two processes could indeed be separated. While the results were encouraging, the
study also highlighted the need for additional improvements to the methodology
and data sets involved in order to improve our understanding of mass transport
processes of Antarctica (both GIA and ice-mass changes). The main goal of this
thesis is therefore developing a refined methodology to separate the GIA signal
from that of changes in ice mass by exploiting the strengths of independent im-
proved data sets, such as those from GRACE, ICESat, and others. Section 1.2 details
the specific problems that are addressed in this thesis to achieve the main goal.
Section 1.3 represents the structure of the thesis. Section 1.4 lists contributions to
the work described in this thesis from collaborative researchers.

1.2. OBJECTIVES
The main objective of this thesis is to estimate GIA and ice-mass change rates in
Antarctica along with realistic uncertainties using complementary geodetic obser-
vations. Note that GIA encompasses a range of observables including solid-earth
deformation and deformation of the shape of the geoid (Farrell and Clark, 1976).
In this thesis, rates of surface deformation associated with GIA are derived. As Riva
et al (2009) laid the foundation for the current work, the principle behind their
methodology is summarized here. It relies on the conservation of mass, and the
fact that the rock and surface (ice/snow) layers have different density and thick-



1.2. OBJECTIVES

1

3

ness change rates. The combination, therefore, was based on four datasets: two
trends from satellite measurements (satellite gravimetry, altimetry) and two den-
sity maps (for rock and surface layer). The key limitation of this approach was the
use of a static surface density map to convert ICESat-derived volume changes into
mass, which did not account for variations in firn density and compaction. In the
time since the work by Riva et al (2009) was carried out, additional data from a
regional climate model RACMO2/ANT, representing improved knowledge of firn
density and compaction rates across the Antarctic ice sheet were made available
to the scientific community, yielding the first specific objective of this thesis:

Objective 1: Incorporating firn density and compaction information into the gravime-
try / altimetry combination approach.

The primary results of an improved estimate of surface processes by incorporat-
ing RACMO data suggest a significant underestimation of the firn contribution in
earlier work, and highlight new regions of strong uplift such as the Amundsen Sea
sector (Gunter et al, 2014). The derived GIA consistently outperforms forward-
modeled results when compared to GPS displacements, as was shown in Gunter
et al (2014) and Wolstencroft et al (2015).

Altimetry and climate data, used to compute surface processes in the com-
bination, are given as point values over Antarctica, whereas gravity data are usu-
ally represented by truncated spherical harmonics. That means that different data
types involved in the combination approach exhibit different representations and
spatial resolutions. To ensure that all data used in the combination were at the
same spatial resolution and to help reduce GRACE-specific noise, a common 400
km half width Gaussian filter was applied to all components following Riva et al
(2009). Since the smoothing operation redistributes the signal over the 400km ra-
dius, it undoubtedly attenuates the signal magnitude of the derived GIA and ice-
mass changes. Although the total mass changes remained the same if integrated
over the 400 km extended area, the spatial resolution of the derived GIA and ice-
mass changes was considerably reduced potentially masking important geophysi-
cal features. This motivates the next objective of this thesis:

Objective 2: Improving the spatial resolution of the estimated GIA and ice-mass change
maps in Antarctica.

As a result, the estimated GIA and ice-mass change signals exhibit considerably
higher spatial resolution compared to previous estimates. Entirely new in the em-
pirical GIA solution is a pronounced subsidence in the proximity of Kamb Ice Stream
likely as a response to the Late Holocene loading related to stagnation and reacti-
vation of ice streams in this area as reported in (Nield et al, 2016).

The empirical approach combines linear trends derived from gravimetry, al-
timetry, and climate data computed over the ICESat mission time that spans ca.
6.5 years. Besides the fact that a constant trend is a valid assumption for the de-
rived GIA, only constant trends can be inferred from ICESat campaign measure-
ments with high certainty. However, a constant trend assumption for ice-mass
change rates, as it is usually made for Antarctica, might yield erroneous trend esti-
mates, especially because of large inter-annual variations in the Antarctic climate
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(Ligtenberg et al, 2012). Wouters et al (2013) found that the ’stochastic nature’ of
the Antarctic ice sheet weather strongly affects estimates of mass loss trends and,
in particular, accelerations. Therefore, it is reasonable to apply a stochastic ap-
proach for analyzing Antarctic surface mass changes, which led to the next objec-
tive:

Objective 3: Developing a robust tool for estimating time-varying trends from geode-
tic time series.

The performance of the developed tool is demonstrated using GRACE and GPS
data at the CAS1 station located in East Antarctica and compared to commonly
used least-squares adjustment. The results suggest that potential changes in rates
may yield significantly different trends when post-processed compared to the de-
terministic linear trend. Indeed, the longer the time series, the more deviations
can be expected from the deterministic linear trend assumption as well as from the
constant seasonal amplitudes and phases. Moreover, any change in the trend term
reflects an acceleration, making the stochastic approach much more flexible than
the deterministic one. It is therefore reasonable to consider signal as a stochas-
tic process, particularly when analyzing climatological data. This is exactly what
is done next when validating SMB (surface mass balance) modeled by a regional
climate model RACMO2.3 with GRACE data:

Objective 4: Deriving dynamically-induced mass changes through a validation of
GRACE- and SMB-based time-varying trends at the level of drainage systems
in Antarctica

Since independent GPS measurements gain importance in constraining Antarc-
tic GIA, they must be first accurately corrected for the elastic signal due to con-
temporaneous mass change. To investigate the potential of GRACE data for the
purpose of correcting GPS for elastic uplift, an inter-comparison of time-varying
rates derived from GRACE, SMB, and GPS data is performed at the locations of ten
permanent GPS stations in Antarctica. This provides insight into the regional vari-
ations derived from the three independent techniques, the similarities between
them, as well as their limitations, defining the final objective from this thesis:

Objective 5: Comparing GRACE-, SMB-, and GPS-derived time-varying rates in Antarc-
tica.

1.3. OUTLINE
Chapters 2 - 5 detail the work undertaken for each of the objectives mentioned in
Section 1.2. The work contained in Ch. 2 and Ch. 4 has been published in Gunter
et al (2014) and Didova et al (2016), respectively. In Ch. 2, the approach developed
by Riva et al (2009) is reformulated by incorporating RACMO data. For this, the
combination of different data types takes place at each point defined over Antarc-
tica. Consequently, Ch. 2 details ’empirical pointwise approach’. Chapter 3 com-
bines the ’empirical pointwise approach’ with an approach that estimates GIA and
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ice-mass changes by means of a weighted least-squares adjustment. A sophisti-
cated time series analysis is subject of Chapter 4. Chapter 5 utilizes the method-
ologies developed and tested in Chapter 3 and 4 to perform a sophisticated com-
parison of time series used in the combination. Finally, Chapter 6 comprises the
main conclusions and some recommendations for potential future work.

1.4. NON-PUBLIC DATA SOURCES
This section contains all the contributions to the work summarized in this thesis
that have been provided directly by collaborative researches and are not publically
available.

Two releases of surface height changes using ICESat altimetry data were de-
rived by Brian Gunter, who is now at the Georgia Institute of Technology, but still
formally affiliated with Delft University of Technology. Two versions of regional
atmospheric climate model for Antarctica (RACMO2.0 and 2.3) were provided by
Jan Lenarts, Stephan Ligtenberg and Michiel van den Broeke from Utrecht Univer-
sity. The model includes a dataset for surface mass balance and a firn densification
model. Reprocessed GPS time series were provided by Matt King from University
from Tasmania. Pavel Ditmar and Hassan Hashemi Farahani, from Delft University
of Technology, provided unconstrained monthly DMT1 and DMT2 solutions with
full noise covariance matrices. Himanshu Save, from University of Texas, provided
CSR regularized solutions. Load love numbers in Center-of-Mass were provided by
Riccardo Riva from Delft University of Technology.





2
EMPIRICAL POINTWISE

APPROACH

2.1. INTRODUCTION
In this Chapter, present-day GIA and ice-mass changes are estimated using an
empirical pointwise approach by exploiting the strengths of independent satel-
lite gravimetry and altimetry data. The addition of the altimetry products to the
GRACE observations is particularly important because they track absolute volume
changes, as opposed to the absolute mass change measured by GRACE. While these
are two completely different observables, they are complimentary and permit the
separation of the GIA and ice mass loss, given knowledge of ice/rock densities. This
is possible because the large density contrast between rock and ice, as well as the
large differences in their respective volume changes, allows the altimetry products
to better isolate the volume/mass changes associated with surface processes, e.g.,
glacial thinning. For example, if a given region has decimeter-level annual glacial
thinning in addition to mm/yr uplift in the solid-earth due to GIA, the altime-
try would predominately observe the height changes due to the glacial thinning;
however, the corresponding (large) mass change from the small solid-earth uplift
would be clearly observable from GRACE. Previous studies have demonstrated the
feasibility of this approach (Wahr et al, 2000; Velicogna and Wahr, 2002), with the
first real-data combination presented by Riva et al (2009). As a joint estimation
problem, GIA and ice mass change trends are simultaneously computed, creating
a self-consistent set of estimates. In addition, as a data-driven approach, the er-
rors of the input data sets can be used to generate realistic and spatially varying
uncertainties of the resulting GIA and mass change estimates through standard
error propagation techniques. In the time since the first real-data combination

This chapter is based on B. C. Gunter, O. Didova, R. E. M. Riva, S. R. M. Ligtenberg, J. T. M. Lenaerts,
M. A. King, M. R. van den Broeke, and T. Urban (2014). Empirical estimation of present-day Antarctic
glacial isostatic adjustment and ice mass change. The Cryosphere, 8(2):743-760.
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was achieved, several major improvements to the methodology and data sets have
taken place, resulting in new estimates of Antarctic GIA and ice sheet mass balance
that will be highlighted in this Chapter.

New contributions of this work include the use of updated data from GRACE
and the Ice Cloud and land Elevation Satellite (ICESat) mission, which have both
undergone a complete reprocessing that has noticeably improved the data quality
compared to previous releases. For the GRACE data, a range of both unconstrained
and regularized solutions are evaluated to better categorize the impact that differ-
ent processing strategies can have on the results. The ICESat data was processed
using a recently developed technique involving the use of overlapping footprints
(OFPs). The approach was first developed by Slobbe et al (2008) for a study of the
Greenland ice sheet, but has not been applied previously to Antarctica. The OFP
approach was expanded and improved for this study, and made use of the latest
release of ICESat data (R633). The OFP method has many benefits over standard
repeat-track and cross-over techniques, and is particularly well-suited for Antarc-
tica due to the high density of laser shots available. The technique also allows
for the independent determination of the systematic campaign biases which are
present in the ICESat surface height rates, a critical item when considering long-
term ice sheet volume changes.

Another important contribution of this chapter is the use of a firn densification
model (FDM) that estimates spatial and temporal variations in firn layer temper-
ature, depth and mass, and which also accounts for penetration, retention and
refreezing of meltwater. Most similar studies to date have relied on a simplified
density assumption to convert altimetric heights to mass, often just a constant
value (e.g., Forsberg et al, 2017). For many regions which experience highly vari-
able accumulation rates, as well as glacial thinning and high GIA rates, a constant
surface density assumption significantly misrepresents the true surface character-
istics. Finally, the GIA component of the data combination was compared against
vertical height displacement measurements collected from a network of dozens of
permanent GPS ground stations. Such comparisons allowed the various data com-
binations to be evaluated, both with each other, as well as against state-of-the-art
GIA models.

In this Chapter, the impact of these new developments on the GIA and ice mass
change estimates of Antarctica will be assessed. As will be shown later, the result-
ing GIA models compare favorably with other modelled estimates, but do suggest
some areas, such as the Amundsen Sea Sector, may be experiencing much higher
uplift rates than previously predicted.

2.2. METHODOLOGY
The underlying methodology used to combine the altimetric and gravimetric data
sets is adapted from the earlier work by Riva et al (2009), summarized here for con-
venience. In short, the technique relies on the fact that satellite altimetry measure-
ments primarily observe surface processes, such as accumulation and ablation,
whereas the mass change measurements from satellite gravimetry are sensitive to
the mass change of both GIA and surface processes. By exploiting the difference in
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density between ice/snow, ρsurf, and the solid earth, ρrock, the following relation-
ship can be established which relates the vertical height rates of GIA, ḣrock, to the
mass, height, and density values for a given location.

ḣrock = ṁGRACE −ρsurf · ḣICESat

ρrock −ρsurf
(2.1)

A 400 km Gaussian smoothing is applied to ensure the various components
in Eq. (2.1) have the same spatial resolution, but this is only done after elements
with equivalent resolution are first combined (including terms in both the numer-
ator and denominator). For example, the multiplication of the surface density and
ICESat height rates is done before applying the smoothing, since these two grids
have approximately the same spatial resolution. The smoothing of the GRACE data
helps reducing the noisiness of the solutions, but undoubtedly attenuates the sig-
nal magnitude. That said, the geolocation of the peak signals should not be signif-
icantly affected, and the total mass change should remain the same after smooth-
ing, since the Gaussian filter simply redistributes the signal and conserves the total
mass. This redistribution is also why a buffer zone of the same width as the Gaus-
sian correlation length (400 km) was used when computing total mass change es-
timates. How the surface and rock densities are treated will be covered in the next
section, as well as the consideration of elastic effects.

2.3. DATA SETS
Several data sets are used to perform the combination, as well as validate the re-
sults. For this chapter, the total mass change estimates were derived from GRACE
and the surface height trends derived from ICESat. The properties of the surface,
i.e., surface mass balance (SMB) and firn layer changes, were taken from Antarctic
climate and firn densification models. The solid earth densities were assumed to
be 4000 kg/m3 for land, transitioning to 3400 kg/m3 under the ice-shelves, consis-
tent with Riva et al (2009). The physical reason for the lower density value in the
coastal areas (in particular under the largest ice shelves) is two-fold. First, GIA also
induces sea level changes, meaning that geoid changes over the ocean will be due
to the movement of both rock and water masses. Second, ocean loading will affect
the evolution of GIA itself, where the latter has been extensively discussed by Si-
mon et al (2010). Only the surface heights and surface processes over the grounded
ice sheet were used, since these changes do not contribute to mass change over
the ice shelves, while the GRACE data were used over both land and ocean regions.
The time period under investigation covers the entire ICESat mission period, from
February 2003 to October 2009.

2.3.1. GRAVIMETRY

The GRACE mission has collected data on the time-variable nature of Earth’s grav-
ity field since its launch in March 2002. A number of research centers produce
monthly gravity field models, using different processing methodologies. A range of
gravity models are examined in this chapter, including those generated by the Uni-
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versity of Texas at Austin Center for Space Research (CSR), the GeoForschungsZen-
trum (GFZ), and Delft University of Technology (TUD). Both RL04 and RL05 solu-
tions were evaluated when available, as well as regularized solutions, i.e., those
solutions applying additional spatial filtering or other processing methods to the
standard L1 or L2 data products released by the GRACE Science Data System (SDS).
Future references to GRACE "unconstrained solutions" refer to the standard monthly
gravity field models provided to the public by the CSR and GFZ that have not
had such regularization applied. Degree one coefficients were added to all so-
lutions using values generated from the approach of Swenson et al (2008) (using
RL05 GRACE data), and the C2,0 harmonics were replaced with those derived from
satellite laser ranging (Cheng and Tapley, 2004). For the RL04 models, the secular
trends that are removed from select zonal coefficients were restored (see Bettadpur
(2007) for more details), as these rates are believed to mostly represent the effects
of GIA (Cheng and Tapley, 2004). These zonal rates are not removed in the RL05
data processing scheme, so no adjustments were needed for the RL05 models.

For all solutions except the Delft Mass Transport (DMT-1b) models produced
at TUD (Liu et al, 2010), which use a specialized method for the trend estima-
tion (Siemes et al, 2013), a linear trend was estimated using least squares for each
harmonic coefficient across the entire time series of monthly models (again, cov-
ering only the time period from February 2003 to October 2009). The trend was
co-estimated with a bias, annual periodic, and tidal S2 (161 day) periodic terms.
Earlier studies (Seo et al, 2008) indicated that additional aliasing may occur at
other tidal frequencies, e.g., K2 (1362.7 dy); however, an investigation into these
revealed that only S2 showed a noticeable influence on the long-term trends over
Antarctica, particularly for the newer RL05 solutions. Evidence for this is provided
in Fig. 2.1, which shows the amplitude of the estimated K2 periodic signal in units
of equivalent water height (EWH) computed from both a representative GRACE so-
lution (CSR RL04 DDK3 in this case) and the 330 km Gaussian smoothed surface
mass balance (SMB) estimates from the RACMO2 climate model (see Sec. 2.3.3).
The fact that the majority of the areas with larger amplitudes in the GRACE solution
(Fig. 2.1a) are spatially correlated with those seen in the SMB estimates (Fig. 2.1b),
suggests that the signal seen in the GRACE data is genuine mass variability at this
frequency.

For the unconstrained CSR and GFZ solutions, the estimated long-term trend
was then de-striped using an approach similar to that outlined by Swenson and
Wahr (2006), but with the filtering parameters described by Chambers and Bonin
(2012). Even though these parameters were created with ocean applications in
mind, the choice of polynomial degree (5th order for RL04, 4th order for RL05) and
starting degree and order (12 for RL04, 15 for RL05) were found to perform better
than other alternative parameters tested, and were therefore used in this chapter.
No de-striping was applied to any of the regularized solutions, or to any of the
other data sets (altimetry, climate, etc.) used in the combinations.

Several sets of regularized solutions were included in the analysis, to exam-
ine the potential impact that different spatial filtering techniques may have on
the final results. This included the Wiener-type filter described by Kusche (2007),
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Figure 2.1: Magnitude of K2-periodic signal in EWH for a) GRACE CSR RL04 DDK3 and b) RACMO2
SMB.

which was applied to the RL04 (DDK3) and RL05 (DDK5) solutions for both the
CSR and GFZ. A recently developed set of filtered solutions developed by Save et al
(2012), utilizing an L-curve method with Tikhonov regularization, were also eval-
uated (named here "CSR Reg"). Finally, for the DMT1-b solutions, the anisotropic
filtering method developed by Klees et al (2008) is applied after the long-term co-
efficient trend is estimated (along with bias, annual, and S2 terms). In total, 10
different GRACE solutions were evaluated, with the geographical plots shown in
Fig. 2.2. As can be seen, the trends for nearly all solutions are quite similar; how-
ever, some variations can be seen in terms of magnitude and resolution of finer
features. As will be seen later, these variations will have an important influence
of the outcome of the estimated GIA and ice mass change values from the data
combinations.

2.3.2. ALTIMETRY

The ICESat mission was the first Earth-orbiting laser altimeter. While no longer op-
erational, it was able to collect valuable information on the long-term (multi-year)
surface height change of Antarctica over a period which directly coincides with
when the gravity data from GRACE was collected. The surface height change trends
used in this chapter were computed using the release (R633) of ICESat data (Zwally
et al, 2011), and were computed using an approach involving OFPs, similar to that
described by Slobbe et al (2008) for Greenland. This is the first time the OFP ap-
proach has been applied to Antarctica. The technique is well suited for observ-
ing long term trends at a high spatial resolution, since the co-location of the laser
shots used in the height change estimates do not rely on interpolation and/or sur-
face approximations inherent in other techniques, such as cross-over and repeat-
track analysis (Felikson et al, 2017). The technique is particularly useful for height
change studies in Antarctica due to the high density of laser shots from the near-
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Figure 2.2: Long-term mass change trends in units of EWH computed from the following GRACE solu-
tions: a) CSR RL04, b) CSR RL04 DDK3, c) CSR RL05, d) CSR RL05 DDK5, e) CSR RL05 Regularized, f)
GFZ RL04, g) GFZ RL04 DDK3, h) GFZ RL05, i) GFZ RL05 DDK5, j) DMT-1b. For the plots shown, the
unconstrained solutions (a, c, f, h) were de-striped before trend-fitting, and only the GFZ fields (f, h)
have had an additional 200km Gaussian smoothing applied to improve visualization.
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a) b)

Figure 2.3: Illustration of a) an ICESat overlapping footprint (OFP) pair, and b) near-neighboring shots.

polar orbit of ICESat. The data processing uses a set of editing criteria to remove
outliers, and estimates a custom set of inter-campaign biases, the details of which
are outlined below.

OVERLAPPING FOOTPRINT APPROACH

The basic principle of the OFP approach is illustrated in Fig. 2.3a, where an over-
lapping footprint pair is defined as any two individual ICESat laser shots whose
ground footprint have at least some overlapping area. The technique described
by Hughes and Chraibi (2011) was used to determine if the ellipses characterizing
any two laser shots physically overlapped, as well as the percentage of overlap. The
two laser shots can come from any two ICESat campaigns and are not restricted
to ascending or descending tracks; however, OFPs within the same campaign are
excluded in this study due to the higher uncertainties they introduce. The height
change (dh) from an OFP pair is divided by the time difference (dt) of the two shots
to compute a height change rate (dh/dt). To reduce the impact of slope effects, the
degree of overlap can be used as an editing criterium so that the center of the two
footprint ellipses is closer than some prescribed threshold value. This option will
be used in the next section when estimating the inter-campaign biases.

To find potential OFPs, the maximum radius for each campaign (the footprint
radius is not constant over time) is first determined based on all available shots.
Any two shots whose centers are closer than the total sum of their respective cam-
paign radii were considered OFP candidates. Depending on the shape and ori-
entation of the two laser footprints, it is possible that two footprints can be close
enough that their circumscribing circles overlap without the actual footprint el-
lipses overlapping, as illustrated in Fig. 2.3b. These neighboring shots in Fig. 2.3b
offer the same information content as those in Fig. 2.3a, since the shot centers are
still within twice the (maximum) semi-major axis distance from each other in both
scenarios. As such, the ICESat-derived surface height trends used later include
these neighboring shots, termed here "near-neighboring" (NNs) shots, to distin-
guish them from the physically overlapping OFPs. Approximately 151 million total
OFP/NN shots were used, of which 76 million were NNs. Unless otherwise noted,
future references to OFPs will imply that both OFP and NN pairs are included.

The original full set of R633 laser shots used in the analysis was edited using
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Figure 2.4: a) ICESat dh/dt estimates from the OFP approach and, b) corresponding uncertainties.

standard quality flags, as well as other criteria such as the use of only single peak
shots, a maximum gain value of 150, and a maximum co-elevation angle of 0.45◦.
In addition, any dh/dt values computed from individual OFP/NN pairs greater
than 12 m/yr were excluded, as this is assumed larger than most known glacial
thinning or ablation processes (Pritchard et al, 2009). A linear trend in time (with-
out annual terms) was fit using least squares across all (dh, dt) pairs satisfying the
editing criteria within 20x20 km area blocks, with the uncertainties determined by
scaling the formal error from the least squares regression by the estimated variance
of unit weight (EVUW) computed from the post-fit residuals (Strang and Borre,
1997). This EVUW scaling also helps to account for errors due to any seasonal vari-
ations that might be present. The estimated dh/dt values from this process are
shown in Fig. 2.4a, with the corresponding uncertainties in Fig. 2.4b. When inte-
grated only over the grounded ice sheet, using the boundaries defined by Zwally
et al (2012), the total volume change is approximately -109± 68 km3/yr. Most of the
largest uncertainties are located in areas of steep topography, frequent cloud cover,
and/or poor measurement sampling, and include regions such as the Transantarc-
tic Mountains, Amundsen Sea Sector, and the Antarctic Peninsula, among others.

ESTIMATION OF CAMPAIGN BIASES

The ICESat laser shots are known to have a systematic bias in them that can in-
troduce cm-level errors if neglected (Gunter et al, 2009). To minimize the effect
of these campaign-specific biases, an approach to estimate their magnitude was
adopted using a low-precipitation zone (LPZ) in East Antarctica, in line with Gunter
et al (2010) and Riva et al (2009). While other techniques exist in the literature to es-
timate these campaign biases (Urban and Schutz, 2005; Siegfried et al, 2011; Ewert
et al, 2012; Borsa et al, 2013), use of the LPZ offers several advantages as a calibra-
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Figure 2.5: Outline of the low-precipitation zone (LPZ; black line) overlaid onto estimates of average
yearly solid precipitative flux in units mm EWH· yr−1, together with the following location indica-
tors: Amundsen Sea (ASE), Graham Land (GRA), Filchner Ronne Ice Shelf (FRIS), Enderby Land (END),
Philippi/Denman (PD), Wilkes/Adelie Land (WA), Ross Ice Shelf (RIS).

tion zone. First, the LPZ is one of the driest places on Earth, and gets very little
precipitation and, hence, surface height change. Second, it is a large area, which
helps improve the reliability of the results. The region is also local to Antarctica,
whereas many other techniques are based on regions in other parts of the world.
Finally, the density of ICESat groundtracks is highest in the polar regions, meaning
many more observations can go into the estimation of the biases. The exact region
used to estimate the campaign biases is shown in Fig. 2.5, and was derived using
output from the regional climate model to be discussed in Section 2.3.3. In partic-
ular, the region corresponds to an area that is estimated to have less than 21.9 mm
EWH/yr of average yearly solid precipitative flux, a value chosen by trial-and-error
to create a continuous low-precipitation zone that is sufficiently isolated from ar-
eas of steep topography.

Using this LPZ, a selected set of ICESat measurements were used to estimate
the biases. One of the advantages of the OFP approach is that the degree of over-
lap between two laser shots can be tuned to a specific range. With a higher overlap
criterion, the shots have more coincident ground coverage, but at the expense of
reducing the number of OFPs used, since fewer shots will satisfy the criterion. For
the determination of the campaign bias, it was important that the shots involved
in the OFPs have high levels of overlap, to reduce any potential errors caused by
changes in the surface topography within the footprint area. As such, the OFPs
used for the bias estimates were required to have at least an 80 % overlap with one
or both of the laser shots. In addition, all dh values greater than 1m were consid-
ered outliers and excluded (this overlap and dh editing criteria were only used for
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the determination of the campaign biases). A time series of the least median of
squares of the remaining dh values were created, using each campaign as a refer-
ence, for a total of 18 different bias profiles (gray lines in Fig. 2.6). For example,
the bias profile using campaign 3b would consist of dh values from the OFP com-
binations 1a-3b, 2a-3b, 2b-3b, etc. The mean of each profile was removed before
taking the median value at each time step (dark blue). To investigate the influence
of possible accumulation or compaction in the LPZ, the firn densification model
(Section 2.3.3) was used to predict any surface change of the firn. The model did
suggest a small surface lowering over the LPZ, on the order of -0.15 cm/yr (ma-
genta), and this value was removed from the median values to arrive at the final
campaign bias estimates (cyan) shown in Table 2.1. Standard deviations for each
campaign bias is also provided in the table. There is a small amount of variation
in the biases from campaign to campaign, but the overall trend on the bias esti-
mates is 1.58 ± 0.08 cm/yr. The earlier 2.0 cm/yr bias estimates were computed
using mean sea surface comparisons (Gunter et al, 2009). Other estimates are also
available (Urban and Schutz, 2005; Siegfried et al, 2011; Ewert et al, 2012); however,
these previous bias estimates used earlier ICESat data releases, so are not directly
comparable to the estimates of this study. The G-C corrections to the ICESat data
described by Borsa et al (2013) were not applied, as this is a relatively new develop-
ment, but since the biases computed for this study are calibrated to the LPZ, this
should not have a significant influence on the results assuming the G-C corrections
essentially manifest themselves as campaign dependent biases (e.g., as shown in
Table 1 of Borsa et al (2013)). Also note that because the mean was removed from
the individual profiles, the values represent the bias offset with respect to the mid-
point of the ICESat mission lifetime. The estimated biases were removed from the
individual laser shots involved in the height change calculation for each OFP, i.e.,
before the trend-fitting by blocked area discussed in the previous section.

2.3.3. CLIMATE DATA

In order to separate the deformation caused by surface processes (ice, firn) from
those of the solid-earth (GIA), both the volume and mass change of the ice sheet
needs to be known. There are many complex processes at work that complicate
the determination of these quantities, including regional variations in tempera-
ture, accumulation, and firn compaction. To account for them, the output of the
RACMO2 regional atmospheric climate model is used, which is driven by ERA-
Interim atmospheric reanalyses for the period 1979-2010 and run at a horizontal
resolution of 27 km (Lenaerts et al, 2012). In conjunction with the time-varying
estimates of SMB from RACMO2, which is the sum of mass gains (precipitation)
and mass losses (surface runoff, sublimation and drifting snow erosion) at the ice
sheet surface, a firn densification model (FDM; Ligtenberg et al (2011)) is also used,
which is forced at the surface with the 6 hourly climate output of RACMO2. The
FDM provides temporal surface height changes due to SMB variations, liquid wa-
ter processes (snowmelt, percolation, refreezing and runoff) and firn compaction.
Fig. 2.7 shows the total surface height rate, and associated uncertainties, as derived
from the FDM model over the study period. It is important to note that the FDM
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Figure 2.6: Illustration of the ICESat campaign biases determined over the LPZ for each individual cam-
paign (grey), the mean value (cyan), and the mean minus the surface deformation (blue) predicted from
the Firn Densification Model (FDM; magenta).

of Fig. 2.7 only represents the surface height changes of the firn, and does not re-
flect changes due to either the solid earth or ice dynamics. Furthermore, the mass
change of the firn over time, ṁfirn, is derived from the SMB, which is a separate
product generated from RACMO2, although both the FDM and SMB estimates are
inherently linked.

Two basic assumptions were made to account for height differences that were
found to exist between the altimetry measurements and the FDM. First, the uncer-
tainties of the height estimates derived from the ICESat and FDM data sets were
defined over each approximately 20km x 20km grid cell as

σh =
√
σ2

ICESat +σ2
FDM (2.2)

using the standard deviations shown in Figs. 2.4 and 2.7. In order to convert the
volume changes derived from the ICESat data into mass, the density of the ma-
terial inside the volume needs to be known. Because RACMO2 only models firn
processes, any negative differences between the ICESat and FDM surfaces that was
greater than 2σh for any given grid cell were assumed to be the result of ice dynam-
ics (glacier thinning), and the density assigned to this volume loss was that of ice
(917 kg/m3). Similarly, any positive height differences beyond the 2σh level were
attributed to an underestimation of SMB by RACMO2, and given a density closer
to that of snow using a static density profile similar to that of (Kaspers et al, 2004).
The spatial variability of this density profile is illustrated in Fig. 2.8. The justifica-
tion for the densities assigned to positive height differences is shown in Fig. 2.9.
This plot shows the derived density (Fig. 2.9c) computed from those regions where
the (GRACE - SMB) differences were greater than 20 kg/m2/yr, and the (ICESat -
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Table 2.1: Estimated ICESat R33 campaign biases and uncertainties by campaign.

Campaign Start Date End Date # Days Bias (m) σ(m)
1a/b 2003-02-20 2003-03-29 38 -0.046 0.017

2a 2003-09-25 2003-11-19 55 -0.057 0.015
2b 2004-02-17 2004-03-21 34 -0.038 0.017
2c 2004-05-18 2004-06-21 35 -0.004 0.047
3a 2004-10-03 2004-11-08 37 -0.053 0.034
3b 2005-02-17 2005-03-24 36 -0.035 0.023
3c 2005-05-20 2005-06-23 35 -0.019 0.024
3d 2005-10-21 2005-11-24 35 0.008 0.020
3e 2006-02-22 2006-03-28 34 0.009 0.013
3f 2006-05-24 2006-06-26 33 -0.002 0.026
3g 2006-10-25 2006-11-27 34 0.020 0.014
3h 2007-03-12 2007-04-14 34 0.015 0.010
3i 2007-10-02 2007-11-05 37 0.012 0.014
3j 2008-02-17 2008-03-21 34 0.031 0.013
3k 2008-10-04 2008-10-19 16 0.043 0.029
2d 2008-11-25 2008-12-17 23 0.029 0.025
2e 2009-03-09 2009-04-11 34 0.045 0.056
2f 2009-09-30 2009-10-11 12 0.037 0.055

FDM) were greater than 6 cm/yr. The resulting densities in Fig. 2.9c are predom-
inantly in the 350-600 kg/m3 range, with a mean value of 381 kg/m3, suggesting
that the use of snow densities for these positive height anomalies is reasonable.
Note that the Kamb Ice Stream region in West Antarctica was not included in the
comparisons of Fig. 2.9. The Kamb Ice Stream is a special area where no ice dis-
charge takes place, and the positive height change is assumed to be a build-up of
ice (glacier thickening). For this reason, the (positive) height differences in this
area were assigned a density of 917 kg/m3. This was the only location where the
default density rules of positive or negative height differences were not applied. If
the height differences between ICESat and the FDM fell within the 2σh, the height
measurements were considered to be within the uncertainty of the data sets, and
the volume/mass of the difference was neglected. It is important to note that these
assumptions only deal with potential residual signal observed between ICESat and
the FDM. The majority of the surface mass changes comes directly from the SMB
estimates (i.e., ṁfirn) derived from RACMO2. As such, the utilization of the SMB
and FDM in the combination approach required a modification of Eq. (2.1),

ḣrock = ṁGRACE − [(ḣICESat − ḣfirn) ·ρα+ṁfirn]

ρrock −ρα
(2.3)
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Figure 2.7: a) Firn Densification Model (FDM) surface height velocities and, b) corresponding uncer-
tainties.

where

ρα =



917 kg/m3, if ḣICESat − ḣfirn < 0
and |ḣICESat − ḣfirn| > 2σh

ρsurf, if ḣICESat − ḣfirn > 0
and |ḣICESat − ḣfirn| > 2σh

0, otherwise.

(2.4)

In words, this equation essentially takes the mass change associated with surface
processes and subtracts this from the total mass change signal observed from GRACE.
The remainder represents mass change due to GIA, which is converted to uplift
using the assumed rock density (or density difference between rock and ice/firn,
if applicable). The altimetry data, combined with the surface height changes from
the FDM, primarily accounts for the changes due to ice dynamics, and the SMB
model mostly accounts for the mass changes of the firn, with additional contri-
butions from the altimetry when the observed/predicted surface heights from the
ICESat and FDM data are sufficiently different (i.e., > 2σh).

It should be noted that, in the combination, an elastic correction is made for
the load represented by the right-hand-side of the numerator in Eq. (2.3), i.e., from
the surface mass variations computed from ICESat and the SMB data. This cor-
rection ultimately has a negligibly small influence on the final results, but is done
merely for completeness.

2.3.4. VERTICAL SITE-DISPLACEMENTS
The output from the combination represented by Eq. (2.3) is a vertical rate associ-
ated with GIA over Antarctica, hereafter referred to as the empirical rates. In par-
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Figure 2.8: Surface density profile used to compute mass changes associated with differences between
the FDM and altimetry surface heights.
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ticular, this rate refers to the rate of solid-earth uplift due to GIA, as opposed to
the change in the geoid also associated with GIA, with future use of the term "GIA
rate" implying only this solid-earth uplift. While a map of these values can be com-
pared against other GIA models in an attempt to assess its accuracy, an alternative
approach is to compare the empirical rates with those observed by ground-based
GPS stations. For this chapter, vertical displacement rates for up to 35 GPS sta-
tions were used for the comparisons to be shown later. The processing of the GPS
data followed the approach of Thomas et al (2011), and includes data from both
campaign and permanent stations. Elastic deformation effects were accounted for
using the model of Thomas et al (2011) based on ice mass flux observations (Rignot
et al, 2008) with the exception of sites in the northern Antarctic Peninsula where
the elastic model does not accurately reproduce near-field displacements. In this
region, we therefore followed Thomas et al (2011) in adopting velocities for the pe-
riod before 2002 as upper bounds on millennial-scale GIA. At the remaining sites
the elastic corrections are generally small (typically < 0.3 mm/yr) due to their lo-
cation in the far field of the dominant ice mass changes within the Amundsen Sea
Coast and the northern Antarctic Peninsula. Ice mass loading varied non-linearly
over the GPS data period and this is not reflected in the elastic model. However, for
sites outside the northern Antarctic Peninsula this is largely due to accumulation
fluctuations. These fluctuations generally induce small and largely site-specific
biases in the elastic model.

Following a similar approach as Whitehouse et al (2012), comparisons with the
GPS data were done by computing the weighted root-mean-square of the residuals
(WRMS) between the empirical or modelled vertical rates and those observed from
the GPS stations (i ),

W RMS =
√∑

wi · (ḣrock − ḣGPS)2∑
wi

(2.5)

where the weight,

wi = 1

σ2
GPS +σ2

rock

(2.6)

incorporates both the uncertainty of the individual GPS stations (σGPS) as well as
the uncertainty of the GIA estimate (σrock, described later in Sec. 2.5.1) at the sta-
tion location. The uncertainties for the GPS stations range from < 0.3 mm (indi-
cated by large symbols in Fig. 2.14), 0.3 to 1.5 mm (medium symbols), and > 1.5
mm (small symbols). Additional details of the comparisons to the GPS displace-
ments will be discussed in Section 2.5.

2.4. GIA BIAS CORRECTION
One of the early observations from the combination results was the presence of a
mm-level bias in the empirically derived GIA rates. Earlier investigations into this
suggested that the cause of this bias could come from several sources (Gunter et al,
2010). For example, if there exists a secular trend in the geocenter motion (degree
1 coefficients), then any Z-component rate would be unaccounted for in this anal-
ysis. The uncertainty in the determination of C2,0 (related to Earth’s oblateness)
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from GRACE has been recognized for some time, and is the reason why values from
satellite laser ranging are still recommended to be used in place of those found in
the official data products. Any trend or other inconsistency in the coefficient val-
ues used for C2,0 would translate into a rate bias for Antarctica. Errors in the ICESat
campaign bias could also contribute to the differences seen, as would any incon-
sistency in reference frames underlying the various data sets. It is important to
note that every 1 mm of offset in the GIA rates over the entire continent would
translate into approximately 50 Gt/yr of solid-earth mass change. Therefore, while
the magnitude of the offset is small, its impact on the solution can be significant.

To address the issue of potential offsets in the solutions, use was made again
of the LPZ shown in Fig. 2.5. The rate of GIA in this region is expected to be very
small, i.e., significantly less than the unknown bias offset caused by the various
sources discussed above. As such, the LPZ is used as a calibration area, where both
the mean surface height change (Section 2.3.2) and subsequent GIA is assumed to
be zero in that region. In terms of a practical implementation, this is accomplished
by computing the mean value over the LPZ of the smoothed ḣrock values generated
from Eq. (2.3). This mean value, termed the "LPZ GIA bias", is then subtracted
from all GIA values uniformly. The magnitude of the LPZ GIA bias for each case
investigated is shown in Table 2.2. Future references to the empirical GIA rates
derived from the combination approach imply that this LPZ GIA bias has been
removed.

Calibrating the solutions to the LPZ provides a simple but effective way to deal
with the range of bias contributors (i.e., geocenter, reference frame, campaign bias,
etc.) that are currently not known at the mm-level or less. Taking geocenter as an
example, it was earlier mentioned that the degree one coefficients from Swenson
et al (2008) were added to the GRACE data, although there exist many alternative
estimates for these coefficients, such as those from Cheng et al (2011) and others,
which often produce estimates of different phase and amplitude. As an illustration,
the spatial variability in the estimated trends between the Swenson et al (2008)
and Cheng et al (2011) coefficients can be seen in Fig. 2.10, expressed in units of
cm/yr EWH. When either of these degree one solutions is used in the combination
approach and calibrated over the LPZ (i.e., subtracting the LPZ GIA bias), the end
results change by only a few Gt/yr, as shown in Table 2.3, even when considering
the difference between EA and WA. This provides evidence that the LPZ GIA bias
correction successfully removes the mm/yr level biases present in the degree one
coefficients, regardless of which set of coefficients are used.

The LPZ bias correction also allows each solution to be compared more equiv-
alently, since the bias contributors which are removed may be different for each
case. The primary consequence for using the LPZ in this way is that the GIA solu-
tions created become regional to Antarctica, and therefore cannot be used to es-
timate global GIA effects, such as the far-field GIA signal from the northern hemi-
sphere. Second, if any genuine GIA over the LPZ does exists, then this would erro-
neously bias the empirically derived rates from the combination approach; how-
ever, as mentioned already, any error of this kind is believed to be much lower than
that introduced by the various other (imprecisely known) bias contributors.
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Figure 2.10: Comparison of degree one trends, in units of EWH, for two different sets of degree one
coefficients: a) from Cheng et al (2011), and b) from Swenson et al (2008).

2.5. COMBINATION RESULTS
The geographical plots of the full set of the resulting GIA models created from the
LPZ calibration approach are shown in Fig. 2.11. The corresponding mass change
values are provided in Table 2.2, expressed in total gigatons per year (Gt/yr) and di-
vided into regions representing East Antarctica (EA), West Antarctica (WA), and the
total Antarctic Ice Sheet (AIS), following the grounding lines defined by Zwally et al
(2012) (extended outwards by 400km to account for the smoothing). By multiply-
ing the uplift rates derived from Eq. (2.3) by the density of rock, the resulting em-
pirical GIA mass change rates were then subtracted from the total mass change es-
timated from GRACE to derive a corresponding ice mass change value, also shown
in Table 2.2. Since the earlier LPZ GIA bias was estimated using all components
in Eq. (2.3) (i.e., including SMB, surface heights, and GRACE), in order to compute
the ice mass change estimates in a consistent manner, a separate LPZ bias was es-
timated for only GRACE, i.e., the "LPZ GRACE bias", the values of which are shown
in Table 2.2 in units of EWH. Again, this is done to ensure that the mean value of
mass change over the LPZ is set to zero.

As mentioned earlier, the altimetry and climate data were only used over the
grounded ice sheet since the hydrostatic equilibrium assumed for the floating ice
shelves would not introduce any mass changes over these regions. This means
that the GRACE data is primarily responsible for estimating the GIA signal over the
ice shelves. In addition, the ocean mass change over the ice shelves was assumed
small compared to the mass changes associated with the solid earth uplift, so these
effects were not directly treated in this study. To verify this claim, the ocean mass
change over the entire 400km extended integration area was computed using the
ocean mass change predictions from Bamber and Riva (2010), which includes the
effects of self-gravitation. The total mass change over the entire Antarctic coastal
region (i.e., within the 400km zone) was only 4.5 Gt/yr, confirming that the impact
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Figure 2.11: Estimated GIA vertical rates computed from the following GRACE solutions: a) CSR RL04,
b) CSR RL04 DDK3, c) CSR RL05, d) CSR RL05 DDK5, e) CSR RL05 Regularized, f) GFZ RL04, g) GFZ
RL04 DDK3, h) GFZ RL05, i) GFZ RL05 DDK5, j) DMT-1b
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Table 2.2: Estimates of the mass change components derived from the data-driven approach. Uncer-
tainties are 1σ.

Max LPZ bias Total Est. Mass Change Est. GIA Ice mass change
Sph. Harm. GIA GRACE from GRACE (Gt/yr) (Gt/yr) GRACE - GIA (Gt/yr)

Solution deg × ord mm/yr mm/yr EWH EA WA AIS EA WA AIS EA WA AIS
CSR RL04 60 1.8 1.4 57 -71 -13 52 34 87 5 -105 -100

CSR RL04 DDK3 60 1.7 1.0 53 -66 -13 48 40 87 5 -105 -100
CSR RL05 60 1.9 1.7 42 -77 -35 37 28 65 5 -105 -100

CSR RL05 DDK5 60 1.9 1.7 42 -78 -36 37 27 64 5 -105 -100
CSR RL05 Reg 120 1.9 1.7 42 -78 -36 36 27 63 5 -105 -100

GFZ RL04 120 1.7 0.9 64 -62 2 60 43 103 4 -105 -101
GFZ RL04 DDK3 120 1.6 0.6 58 -59 -1 53 46 100 5 -105 -101

GFZ RL05 90 2.1 2.3 41 -86 -45 36 18 54 5 -104 -99
GFZ RL05 DDK5 90 2.1 2.4 39 -85 -47 33 19 53 5 -104 -99

DMT-1b 120 1.6 0.6 41 -58 -17 35 48 82 6 -106 -100
IJ05 33 41 74

ICE-5G 53 48 101
W12a 5 46 51

Riva09 59 33 92
1σ 18 6 19 34 21 40 38 22 44

Table 2.3: Influence of the two sets of degree one coefficients on the final solution estimates.

LPZ bias Total Est. Mass Change Estimated GIA Ice mass change
GIA GRACE from GRACE (Gt/yr) (Gt/yr) GRACE - GIA (Gt/yr)

Solution mm/yr mm/yr EWH EA WA AIS EA WA AIS EA WA AIS
CSR RL05 DDK5, deg1SW05 1.9 1.7 42 -78 -36 37 27 64 5 -105 -100
CSR RL05 DDK5, deg1SLR05 2.3 3.0 40 -83 -43 35 22 58 5 -105 -100

is small.

2.5.1. UNCERTAINTY ANALYSIS
Errors in the empirical GIA and ice mass change estimates from the combination
approach were computed using formal error propagation techniques, resulting in
what are believed to be realistic error uncertainties. Where possible, uncertainties
provided for the individual input sources were used, while for other sources certain
assumptions were made, the details of which are outlined below.

For the GRACE data, the uncertainties were derived using formal error propa-
gation techniques and the publicly available calibrated errors provided by the CSR
for each monthly solution, along with the uncertainties provided with the degree
1 and C2,0 coefficients. The calibrated errors were first propagated into equivalent
water height (EWH) using the functional model described by Wahr et al (1998).
These errors were in turn propagated into the trend component, using the same
parameterization described earlier in Sec. 2.3.1. Though not shown, the GRACE
errors do have a latitudinal dependency, but for Antarctica they are relatively uni-
form at approximately 1-1.5 mm/yr EWH. It is important to note that the formal
errors for GRACE in this chapter are assumed to be the same for all solutions eval-
uated. This is improved later in Ch. 3 and 5 by incorporating the monthly full error
variance-covariance matrices from the evaluated GRACE solutions.

The errors for the ICESat trends made use of the EVUW-scaled uncertainties
discussed in Sec. 2.3.2, which are shown in Fig. 2.4b. Note that neither the GRACE
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Figure 2.12: Estimates (a,b) and uncertainties (c,d) for the empirically derived GIA rates (a,c) in mm·
yr−1 and ice mass change rates (b,d) in mm EWH· yr−1,using the representative case CSR RL04 DDK3.

nor ICESat trends account for autocorrelation in their time series (Ferguson et al,
2004; Williams et al, 2014), so the uncertainties used here can be considered as
lower bounds. The FDM has associated uncertainties, as shown in Fig 2.7b; how-
ever, the SMB information used to determine ṁfirn in Eq. (2.3) do not have es-
timated uncertainties, so a standard deviation of 10% of the value for each grid
point was used as a conservative estimate, similar to that employed by Rignot et al
(2008). For the rock densities, a standard deviation representing 100 kg/m3 of the
value for each grid point was assumed, representing a 33% uncertainty in the dif-
ference between the 4000 kg/m3 upper range used and the average value of 3700
kg/m3 proposed by Wahr et al (2000). Likewise, for the surface density value used
when treating the differences between ICESat and the FDM, a 10% standard devi-
ation was also used per grid point.

The aforementioned input data uncertainties were then formally propagated
using Eq. (2.3) to generate total uncertainties for the three major mass change
quantities (total mass change, GIA-related mass change, and ice mass change) for
EA, WA, and the AIS. The uncertainties for the AIS were computed by taking the
square-root of the sum-of-squares of the EA and WA uncertainties. This is con-
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sistent with the analysis done as part of the recent Ice Sheet Mass Balance Inter-
comparison Exercise (IMBIE) (Shepherd et al, 2012). And this is justified by the
fact that the primary signals in EA and WA are sufficiently separated that their er-
rors can be treated as independent of each other. These results are summarized in
the last row of Table 2.2, with the geographical variation of the uncertainties shown
in Fig. 2.12. The GIA uncertainties (1σ) over the AIS are 40 Gt/yr, with the regions
of higher uncertainties located in the areas most expected, such as the Amundsen
Sea Sector (ASE) and Wilkes/Adelie Land (WA), correlating to the regions of high-
est uncertainty in the SMB and altimetry data sets. The ice mass change estimates
are relatively well defined for WA at 22 Gt/yr, with more uncertainty over EA, due
primarily to the much larger surface area involved. In general, the ice mass change
uncertainties match those of the IMBIE study, as well as other recent studies (King
et al, 2012; Jacob et al, 2012). Determining uncertainty levels for GIA uplift rates is
inherently difficult to quantify with current modeling techniques, and is therefore
one of the strengths of the data-driven approach. A more detailed discussion on
the implications of these uncertainties on the results will be provided in the next
sections.

2.5.2. COMPARISONS WITH GPS GROUND STATIONS

To gain more insight into the performance of the estimated GIA rates, as well as to
ensure a fair comparison with existing GIA models, the GPS rates were compared
to several variants of the estimated GIA uplift rates. The first approach uses the
same WRMS calculation described by Eqs. (2.5) and 2.6, using the empirical rates
corrected with the LPZ GIA bias described earlier, along with the estimated GPS
and GIA uncertainties. Both the full 35-station set of GPS stations were used, as
well as a smaller subset of 29 stations. The 29-station subset was chosen to re-
move the influence that stations on Graham Land (GRA) might have on the WRMS
calculations, as well as two other stations which showed vertical rates with large
differences (> 5mm/yr), or were opposite in sign, to neighbouring GPS sites. GRA
is a particularly dynamic region, and there are many factors that could impact the
comparison of the GPS and derived GIA rates (Scambos et al, 2004; Thomas et al,
2011). Examples include potentially strong elastic effects on the GPS stations, the
fact that the area is poorly covered with ICESat data , and the ability of GRACE
to resolve the mass change of narrow North-South oriented features. The WRMS
comparisons for both sets of GPS stations are shown in Table 2.4, with the stations
excluded in the 29-station subset designated by square symbols in Fig. 2.14.

The results shown in Table 2.4 are useful for evaluating the performance of the
various individual cases computed from the combination approach, primarily be-
cause the uncertainty of the resulting GIA rates can be used in the WRMS calcula-
tion. For comparisons of the empirically derived GIA rates to those from existing
GIA models, the uncertainties of these models are not always available. Therefore,
the comparisons with the GIA models were handled slightly differently, with the
intention of making the comparisons fair. The individual assumptions and choice
of Earth model parameters for each of the models is different, and again may re-
sult in a bias offset with the observed GPS rates. To account for these, a bias term
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Table 2.4: Comparison of estimated GIA rates with GPS vertical rates, using the uncertainties for the
both the GPS and GIA uplift rates in the WRMS calculations

WRMS
Solution 29 GPS station set 35 GPS station set

mm/yr mm/yr
CSR RL04 1.9 2.1

CSR RL04 DDK3 1.9 2.1
CSR RL05 1.8 2.1

CSR RL05 DDK5 1.8 2.1
CSR RL05 Reg 1.8 2.1

GFZ RL04 2.1 2.2
GFZ RL04 DDK3 2.0 2.1

GFZ RL05 1.9 2.2
GFZ RL05 DDK5 1.8 2.1

DMT-1b 1.8 2.0

was estimated and subtracted between the GPS and modelled-GIA rates before the
WRMS was computed. This bias was estimated using non-uniform weights based
on the GPS station uncertainties discussed in Sec. 2.3.4. A similar systematic bias
term was also estimated for the empirical rates from the combination approach,
and was removed in addition to the LPZ-bias term discussed previously. As shown
in Table 2.5, the average systematic bias magnitude is approximately 1 mm/yr, and
has an estimated uncertainty of ∼0.3 mm/yr, demonstrating the bias to be statis-
tically significant. The removal of the GPS bias serves to reduce all solutions to
the same frame as the GPS network, and ideally allows the WRMS values to re-
flect the spatial correlation with the station displacements and not additional sys-
tematic differences such as global reference frame differences or far-field model
assumptions. In addition to the systematic bias correction, because model un-
certainties are not provided for all models, only the uncertainties of the GPS sta-
tions were used in the WRMS calculations. This is equivalent to setting σrock to
zero in Eq. (2.6). The empirical rates were compared to the rates predicted from
three recent GIA models: the ICE-5G model (Peltier, 2004) 1, the IJ05 model (Ivins
and James, 2005), and the W12a model (Whitehouse et al, 2012)2. The Simon
et al (2010) revision of the IJ05 model was used (full sea-level equation and global
ocean loading) with no Antarctic continent load change since 800 years BP. Also
included in the comparisons were the results from the earlier study by Riva et al
(2009) (Riva09). As before, comparisons were made using both the full 35 and 29-
station data sets, respectively. The results are listed in Table 2.5, and show both the
original WRMS and bias-corrected WRMS values. For the GIA rates derived from
traditional modeling techniques, it is recognized that the choice of different earth,
ice-loading, or other parameters will result in more than just a uniform bias cor-
rection, and the errors involved may have some spatial variability; however, with-

1www.psmsl.org/train_and_info/geo_signals/gia/peltier/ [Last accessed on 2017-02-08]
2www.dur.ac.uk/pippa.whitehouse/ [Last accessed on 2017-02-08]
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Table 2.5: Comparison of estimated GIA rates with GPS vertical rates, using only uncertainties for the
GPS uplift rates in the WRMS calculations.

29 GPS station set 35 GPS station set
Systematic bias-corr. Systematic bias-corr.

Solution WRMS bias WRMS WRMS bias WRMS
CSR RL04 1.7 1.3 1.2 1.9 1.2 1.5

CSR RL04 DDK3 1.7 1.3 1.1 1.9 1.2 1.4
CSR RL05 1.6 0.9 1.4 1.8 0.8 1.6

CSR RL05 DDK5 1.6 0.9 1.3 1.8 0.8 1.6
CSR RL05 Reg 1.6 0.9 1.3 1.8 0.8 1.6

GFZ RL04 2.1 1.5 1.4 2.1 1.4 1.6
GFZ RL04 DDK3 1.8 1.4 1.2 1.9 1.3 1.4

GFZ RL05 1.6 0.8 1.4 1.9 0.6 1.7
GFZ RL05 DDK5 1.6 0.8 1.4 1.8 0.6 1.7

DMT-1b 1.7 0.9 1.4 1.8 0.9 1.6
IJ05 3.4 2.5 2.2 3.4 2.4 2.4

ICE-5G 3.0 1.2 2.8 3.0 1.1 2.8
W12a 2.2 1.4 1.7 2.3 1.3 1.8

Riva09 2.1 1.6 1.4 2.2 1.5 1.7

out more detailed knowledge of these variations, it was felt that removing these
first order effects with a bias correction was more appropriate than not correct-
ing for any systematic differences at all. Note also that the WRMS values shown
for Riva09, IJ05 and ICE-5G are corrections to the values shown in Thomas et al
(2011), and partially repeated in Whitehouse et al (2012), due to an error in their
WRMS calculations (the updated values do not affect the ranking of these models
in these earlier works). To visually examine the differences, a selection of three em-
pirical solutions representing the various GRACE processing variations (CSR RL04
DDK5, CSR RL05 Reg, and DMT1-b) are plotted in Fig. 2.14 alongside the three GIA
models, with all figures representing the 35-station case after adjustment for the
systematic bias. For reference, plots of the original unadjusted GIA models can be
found in Fig. 2.13.

2.5.3. DISCUSSION

Several observations can be made when examining the results of the combinations
and the comparisons with the GPS vertical displacements. First, the spatial pattern
of the empirically derived rates is mostly similar across all solutions, with most of
the variations involving differences in magnitude. For example all solutions in-
dicate sizeable uplift in WA, and a slight subsidence for most of the EA interior.
Similar patterns of subsidence are also observed in the W12a and IJ05 models. The
same can be said for the uplift beneath the Filchner Ronne Ice Shelf (FRIS) and
Ross Ice Shelf (RIS). The magnitude of this uplift varies depending on the solution
considered (including models), but in general the geographical location of the sig-
nal is common to all cases. It is worth noting here again that any height changes
over the ice shelves were ignored since the hydrostatic equilibrium of the floating
ice would not result in changes to the total column mass. Therefore, the empiri-
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Figure 2.13: Original GIA uplift rates for a) ICE-5G, b) IJ05, and c) W12a, d) Riva09.
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Figure 2.14: Comparison of the 35-station WRMS of the residuals between the vertical rates from the
GPS stations and the uplift rates derived from the following empirical/modeled cases: a) CSR RL04
DDK3, b) CSR RL05 Reg, c) DMT-1b, d) ICE-5G, e) IJ05, and f) W12a. Note that, for these comparisons,
a systematic bias is removed from the empirical/modeled rates with respect to the GPS network (see
text for details).
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cal GIA rates under the ice shelves were estimated almost entirely from the GRACE
data, under the assumption that ocean mass changes in the region were negligible.

In the ASE, the empirical models indicate higher rates of uplift than those typ-
ically predicted in this area by the other models based on ice history reconstruc-
tion. There are several plausible reasons that might explain this signal. The first is
that genuine GIA uplift is taking place in this area, as suggested in a recent study
by Groh et al (2012); however, the in-situ data used to validate the results of this
study were derived from only two seasonal GPS campaigns, so these data have
large uncertainty and need to be confirmed by additional long-term GPS mea-
surements. The error analysis for the combination approach, shown in Fig. 2.12c
produced a 1σ uncertainty level of approximately 2 mm/yr for the ASE, making
the 6+ mm/yr uplift rates shown by all of the empirical rates in Fig. 2.11 statis-
tically significant (at the 95% level of confidence), providing additional evidence
that the observed uplift is real. The earlier results obtained by Riva et al (2009) do
not show the same degree of uplift in the ASE (see Fig.2.11), even though a similar
technique was employed. The difference can be explained by the fact that the new
approach presented here considers firn compaction and surface processes via the
FDM and SMB estimates from RACMO2. The Riva et al (2009) study did not ac-
count for any surface height or density change caused by the sizeable amount of
accumulation (> 10 cm/yr, see Fig. 2.7) that takes place in the ASE, and assigned
all volume loss the density of ice. Doing so generates a lower mass loss rate for
the region; however, now that these surface processes are taken into account, the
altimetry-derived mass loss is greater for the ASE, resulting in a positive mass offset
when compared to GRACE that is interpreted as GIA uplift in the inversion.

That the traditional models based on ice history reconstruction do not show
the same magnitude of signals as those estimated from the empirical approach
may be largely due to the fact that these models do not typically consider ice load
changes that have occurred in the past 1000 years or so. Nield et al (2012) showed
that large, present-day changes in ice loading can have a noticeable impact on GIA
uplift rates, particularly in regions of low viscosity, such as the Antarctic Peninsula.

Naturally, there are other plausible explanations for the observed uplift in the
ASE. It is possible that the gridded ICESat height change maps may overestimate
the total volume loss in the ASE, or that GRACE is underestimating the mass loss. In
either of these cases, the resulting positive difference would be interpreted as GIA
uplift in the combination. Alternatively, the SMB estimates could overestimate the
amount of accumulation in the region, again causing the positive mass differential
with what GRACE observes to be treated as GIA uplift. While no long-term GPS
vertical rates are currently available in the ASE, there are a handful of permanent
stations recently installed which will help validate these claims3. These future GPS
measurements should also help to clarify the magnitude and spatial extent of the
uplift, as some of the GIA solutions predict more widespread uplift than others.
In particular, the RL04-based solutions tend to produce a larger extent of GIA up-
lift over the ASE than the RL05-based solutions, while the RL05 solutions indicate
more uplift over the FRIS.

3www.polenet.org [Last accessed on 2017-02-08]
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In the Philippi/Denman (PD) sectors, the empirical GIA rates show a stronger
uplift pattern than those found in the GIA models (Figs. 2.11 and 2.13). It is not
believed that the estimated uplift is the result of any unmodelled accumulation, as
the ICESat and FDM results agree well in this region. The positive mass anomaly in
the area is also consistently observed in the GRACE solutions (Fig. 2.2), in particu-
lar in the regularized solutions, which tend to have higher spatial resolution. Also,
the uncertainty analysis does not suggest any unusual circumstances in the area.
Unfortunately, the comparisons with the GPS rates are inconclusive, since the few
stations in the area are located on the perimeter of the region in question. As such,
the presence of genuine GIA uplift in the region will require more investigation
before this can be confirmed.

As the methodology and comparisons described earlier make use of a num-
ber of different biases, it is useful to review these again for clarification. The first
of the biases computed was for the ICESat data, to correct for known systematic
rate offsets in the height measurements. It was computed over the LPZ under the
assumption that very little surface height change takes place there. The LPZ is
used again as a calibration zone to estimate an offset observed in the empirical
GIA rates estimated from the combination approach. The presence of this offset is
likely due to factors inherent in the data sets used, e.g., geocenter motion, C2,0, etc.
Each of them can introduce mm-level errors. The mean GIA uplift rate (emphasis
on "mean") over the LPZ was assumed to be much smaller than these errors, so
an empirical LPZ GIA bias was computed over this region for every empirical GIA
solution and subtracted. Therefore, any reference to the empirical GIA solutions,
including those in the tables and figures, imply that this LPZ GIA bias has already
been removed. A LPZ GIA bias was not computed or removed from any of the mod-
eled GIA data sets, as the reasoning behind the bias calculation was only relevant
to the empirically-derived GIA uplift estimates; however, a separate offset correc-
tion was applied for the GPS comparisons. This was because a systematic offset
was observed between the modeled/empirical GIA rates and those observed from
the GPS stations, which was presumably due to differences in processing, e.g., ref-
erence frames and other effects. For this systematic offset, all GPS stations were
used, and a unique bias was computed for each comparison made, with the inten-
tion of making the WRMS comparisons as equivalent as possible. For the empirical
GIA rates, this systematic bias was applied in addition to the LPZ GIA bias, while
for the modeled GIA data sets, only the systematic bias was used.

Looking at the WRMS values in Table 2.4, most solutions compare well with
each other, with differences only at the 0.1-0.2 mm/yr level. Again, these were
computed using only the LPZ GIA bias calibration and considering the uncertainty
of both the GIA and GPS stations. When examining Table 2.5, which only considers
GPS station uncertainties and removed an additional systematic bias term, more
variation in the results can be seen. The CSR RL04 DDK3 solution showed the
lowest WRMS after the systematic bias is removed at 1.1 mm/yr, but the results of
the other regularized solutions for both RL04 and RL05 are comparable, particu-
larly for the 35-station set. It is interesting to note that the RL04 solutions have a
larger systematic bias correction than the RL05 solutions, which is likely due to the
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difference in reference frames used in the GPS and RL04 GRACE data processing.
In nearly all cases, the 29-station results are lower than the 35-station set. When
comparing the empirical results to the model results, either with or without the
systematic bias removed, the empirical rates show consistently lower values, with
the IJ05 model having the closest similarity in terms of WRMS and spatial distribu-
tion of GIA uplift.

Regarding the ice mass change estimates, the values for all cases were rela-
tively consistent. This is primarily a consequence of the fact that the surface height
change information was fixed to that determined by the altimetry and FDM data
sets. In the combination, this essentially determines the variability of the firn and
ice layers, forcing any variation in mass change seen by GRACE to go into the GIA
estimates. The empirically derived ice mass change rate of −100±44 Gt/yr (EA:
5±38, WA: −105±22) from this study falls within the 1σ range of predictions over
the entire AIS from the recent IMBIE study (Shepherd et al, 2012) for a similar time
frame (−57±50, Oct. ’03 - Dec. ’08, using W12a and IJ05_R2; −137±49 Gt/yr us-
ing ICE-5G), as well as recent studies by Sasgen et al (2013)(−114±23, 2003-2012)
and Jacob et al (2012) (−165±36, 1σ, using ICE-5G). The empirical AIS estimates
show more ice mass loss than recent results by King et al (2012) (−68.7±17.5, using
W12a), with much of the difference occurring in EA (60± 12.8). In EA, the empirical
results were closest to Sasgen et al (2013)(26±13), but still within 1σ of Shepherd
et al (2012)(35 ± 40). Similarly, for the WAIS, the empirical GIA results were still
within the 1σ range of Shepherd et al (2012)(−68±23), but were more similar to
those from King et al (2012) (−117±9.2) and Sasgen et al (2013) (−116±15).

2.6. CONCLUSIONS
This chapter revisited the approach developed by Riva et al (2009) for estimating
present-day GIA and ice mass change using a combination of satellite altimetry
and gravimetry. An updated and extended ICESat surface height change map was
combined with a range of different GRACE solutions, along with an advanced re-
gional atmospheric climate model and associated firn densification model (FDM).
New ICESat surface trends were computed, for the first time over Antarctica, us-
ing an overlapping footprint approach, complemented by a custom set of cam-
paign biases. The FDM and surface mass balance (SMB) estimates derived from
RACMO2 addressed a key limitation in the earlier study, and enabled the com-
bination approach to treat variations in surface height and density due to firn
compaction and other surface processes. Another key element of the analysis was
the calibration of the results to a low-precipitation zone in East Antarctica, which
helped reduce the impact of the mm-level (unknown) biases inherent to the satel-
lite input data sets. Lastly, knowledge of the uncertainties for the various input data
sources provided the opportunity to generate realistic error assessments of both
the GIA and ice mass change estimates through formal error propagation methods.
The total empirical GIA mass change estimates for the AIS ranged from 53 to 100
Gt/yr (EA: 31 to 53 Gt/yr; WA: 19 to 48 Gt/yr), depending on the GRACE solution
used, with an estimated uncertainty of±40 Gt/yr (EA:±34; WA:±21). Over the time
frame February 2003 to October 2009, the corresponding ice mass change aver-
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aged −100±44 Gt/yr (EA: 5±38 Gt/yr, WA: −105±22 Gt/yr) across all solutions. This
makes the total Antarctic mass change (ice and solid earth) over this 2003-2009
timeframe range from 0 Gt/yr to −47 Gt/yr. Furthermore, the mean total Antarctic
mass change for the RL04-based solutions is −9.6±7 Gt/yr, and for RL05 is −39.8±5
Gt/yr, highlighting the differences between the two data releases. The empirically
derived GIA rates show some noticeable differences to other recent GIA models
derived using the more traditional ice history reconstruction approach. The dif-
ferences are found in the Amundsen Sea (ASE) sector and the Philippi/Denman
(PD) sectors. They are also many similarities, such as the general subsidence in
East Antarctica and uplift beneath the Ross and Filchner Ronne Ice Shelf. Some of
the disagreement between forward-modelled and empirically-derived uplift rates
may be due to the fact the forward GIA models do not typically consider ice-load
changes during the last 1000 years, and this signal may be significant. The em-
pirical GIA rates generated from this approach showed good overall agreement
to an independent set of GPS-derived vertical rates. Although, there are no long-
term GPS records in some of the suspected uplift zones, such as the ASE and PD
sectors. The estimated vertical rates in these areas therefore cannot currently be
verified. Nonetheless, the results from the combination approach demonstrate
that the technique has the potential to reduce the uncertainty surrounding both
Antarctic GIA and ice mass change estimates, and provide new insights into the
impact that recent ice-load changes may have on present-day uplift rates.





3
EMPIRICAL ADJUSTMENT

APPROACH

3.1. INTRODUCTION
The focus of this chapter is on improving the gravity data post-processing and in-
corporating them into the combination approach to separate the GIA signal from
that of changes in ice mass by exploiting the strengths of independent datasets.
Although in Ch. 2 developed methodology allows forward modeled GIA to be in-
dependently validated, providing insights into the underlying geophysics, it may
mask the complex spatial pattern of the estimated GIA and ice-mass changes. This
is because of the way how the limited horizontal resolution of GRACE data used
in the combination is dealt with (note that the 400 km half width Gaussian filter
is applied to all datasets in the combination in Ch. 2 to ensure the same spatial
resolution with GRACE-derived mass changes).

The limited horizontal resolution represents a major challenge when dealing
with GRACE data. It is a result of (i) truncating the spherical harmonic coefficients
during the processing of GRACE solutions and (ii) separating noise from the sig-
nal during the post-processing step. Noise in GRACE data (so-called ’stripes’) is
caused by the mission geometry in connection with limitations of current data
processing strategies, instrument errors and uncertainties in background models
(Teixeira Encarnação, 2015). Filtering and/or ’destriping’ is the usual approach for
suppressing noise in GRACE data, which causes spatial leakage and in turn, atten-
uation of signal and reduction of spatial resolution (Siemes et al, 2013). Spatial
leakage prevents GRACE data from being fully exploited as it introduces an artifi-
cial re-distribution of mass e.g., mixing between signals in the coastal area or mix-
ing between a strong positive with neighboring negative signal in the interior of a
continent.

Different filtering techniques have been developed for GRACE solutions rang-
ing from a simple isotropic Gaussian filter proposed by Swenson and Wahr (2006)

37
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Figure 3.1: Optimally filtered long-term trend in cm/yr ewh generated using the approach from Siemes
et al (2013) along with monthly GRACE solutions and their full error variance-covariance matrices as
in Farahani et al (2016). The trend was co-estimated with bias, annual periodic, and tidal S2 (161 day)
periodic term for the time period from Feb. 2003 to Dec. 2008, excluding June 2003.

to more sophisticated anisotropic filters (e.g., Kusche, 2007; Klees et al, 2008). Fol-
lowing Klees et al (2008), a spatially varying Wiener-type filter, which is based on
signal and noise covariance matrices, reduces leakage, and suppresses noise de-
pending on the signal strength. In a recent study by Farahani et al (2016), the
Wiener-type filter is applied to a linear trend following an approach developed
by Siemes et al (2013). Their results suggest high spatial resolution for Antarctica
when compared with the ICESat-RACMO-based results derived in Ch. 2. The de-
tected high spatial resolution was attributed to an accurate computation of monthly
noise covariance matrices and to the fact that the Wiener-type filter was applied
to a trend yielding less aggressive filtering than on a monthly basis. However, in
this way obtained high spatial resolution trend still suffers from ringing artifacts
characterized by high spatial frequencies in the vicinity of strong mass variations
(Farahani et al, 2016) as can be seen in Fig. 3.1.

There have been other studies aiming at an accurate spatial localization of
mass changes. Chen et al (2015) used a forward modeling algorithm to reduce
leakage between land and ocean due to the limited range of SH coefficients and
commonly used Gaussian filtering. Using synthetic data, they demonstrated ef-
fectiveness of restricting signal to predefined regions, given knowledge about GIA,
but did not examine whether this algorithm can cope with leakage between adja-
cent basins containing strong positive with neighboring negative signal as it ap-
plies for West Antarctica (WA). An alternative to the spherical harmonic represen-
tation of surface mass changes are mascons (i.e., single layer densities), which is an
approach designed to reduce leakage and therefore, increase signal recovery. The
mascon basis functions are directly related to GRACE Level 1B tracking data and
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are represented by a finite truncated spherical harmonic expansion (e.g., Luthcke
et al, 2013) or by an analytical expression (e.g., Watkins et al, 2015). Unfortunately,
the recent mascon solutions still suffer from spatial leakage due to mascon shapes
(discs) which are not based on geophysical boundaries, especially in the coastal
regions (Watkins et al, 2015) and/or from leakage between the adjacent mascons
due to signal covariance used that contains constraints regarding characteristic
length and time (e.g., Luthcke et al, 2013). To obtain high-resolution spatial mass
variation patterns while avoiding filtering of GRACE data, Baur and Sneeuw (2011)
related gravity observations at the satellite altitude to point-mass variations on the
Earth’s surface interpreting each point as a small drainage basin. However, among
all parameterizations used (point masses, SH coefficients, mascons), the parame-
terization of the real time-varying gravity field by single layer densities is the closest
to the physical processes causing mass anomalies (e.g., Wong et al, 1971).

The aim of the work described in this chapter, is to fully exploit GRACE data for
deriving the highest spatial resolution possible for GIA and ice-mass changes over
Antarctica with the least possible noise content. For this, an approach developed
by Ran (2017) is modified and used here in conjunction with the combination ap-
proach described in Ch. 2. This approach is hereafter termed the ’patch approach’
. A patch is a bounded region on the Earth’s surface with a constant mass layer.
Akin to Baur and Sneeuw (2011), gravity disturbances at the satellite altitude are
related in the functional model to the points on the Earth’s surface, but here the
surface mass layer representation of the Earth’s gravitational field is used instead
of a point-mass approximation (Sec. 3.3.1). This mass layer represents mass vari-
ations that occur over the patch, similar to mascons in e.g., Luthcke et al (2013);
Watkins et al (2015). The patches are defined based on geophysical boundaries,
i.e. by restricting ice-mass variations to the Antarctic Ice Sheet (AIS) by taking into
account the grounding line position, identical to Chen et al (2015). Close-loop
simulations are performed to demonstrate the capability of the patch-approach to
recover a synthesized (noise-free) gravitational signal (Sec. 3.3.1). No destriping/
filtering of GRACE data is required, because patches act as an inherent smoother
on the data. Choosing patches too small is critical to the stability of the solution.
Choosing patches too large, might lead to an oversmoothing and hence, to a loss
of information. That means that patch definition is essentially a regularization by
parameterization and must be performed carefully.

An important new contribution of this chapter is the development of the dy-
namic patch approach (Sec. 3.3.2) that adapts the parameterization to the signal.
To help decide on a sufficient parameterization for estimated GIA, use is made
of independent GPS observations (Sec. 3.4.1). The spatial resolution of estimated
ice-mass changes is determined using an ICESat-RACMO combination (Sec. 3.4.2).
To solve for GIA and ice-mass changes, weighted least-squares adjustment is ap-
plied while taking into account the full noise covariance matrix of monthly GRACE
gravity models as well as the variances of other datasets involved in the combi-
nation without using any additional constraints. The key advantages of using the
dynamic patch approach in the combination are twofold: (1) it allows a consistent
combination of GRACE data with data that feature higher spatial resolution with-
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out yielding attenuation of their signal magnitude, and (2) it allows the derived GIA
and ice-mass change signals to be more localized compared to the results derived
in Ch. 2.

3.2. DATA SETS
In the time since the work described in Ch. 2 was conducted, the data sets used
in the combination have undergone important improvements. The improved data
from GRACE, ICESat and RACMO will be utilized in this chapter. Instead of using
GPS data solely for the validation of the empirically derived GIA rates as it was done
in Ch. 2, they will be used to define the pattern of estimated present-day GIA and
are therefore implicitly incorporated into the combination. The time period un-
der investigation is still restricted by the ICESat data and covers its entire mission
period, from February 2003 to October 2009.

3.2.1. GRAVIMETRY

A relatively new GRACE gravity solution set has been developed at TU Delft (Fara-
hani et al, 2016), called DMT2 (Delft Mass Transport model, release 2). These
new DMT2 monthly solutions and their noise covariance matrices are complete to
spherical harmonic degree 120. Modeling stochastic properties of the noise is es-
sential especially when combining GRACE-derived data with data from other ob-
servational techniques. For DMT2, an accurate computation and incorporation
of stochastic properties of colored noise was performed when processing K-Band
Ranging (KBR) data that were in turn used to produce monthly solutions with cor-
responding noise covariance matrices (Farahani et al, 2016). The high accuracy
and reliability of monthly noise covariance matrices of DMT2 was verified when
DMT2-based optimally filtered linear trends were compared with other solutions
in the literature to independent data and was found to outperform them in terms
of spatial resolution (Farahani et al, 2016). Therefore, in this study DMT2 monthly
solutions along with corresponding noise covariance matrices are used. For the
combination approach, a linear trend based on unconstrained monthly DMT2 so-
lutions is co-estimated along with bias, annual and S2 harmonic terms. Full co-
variance information was propagated into the trend. Degree one coefficients were
added using values generated from the approach of Swenson et al (2008) (using
RL05 GRACE data), and the C2,0 harmonics were replaced with those derived from
satellite laser ranging (Cheng and Tapley, 2004).

3.2.2. ALTIMETRY

The latest release of ICESat data (R634) is used in this study, which includes the full
ICESat timespan and the Gaussian correction (Borsa et al, 2013). Similar to the
processing performed in Ch. 2, OFP shots that had a dh/dt greater than 12 m/yr
were excluded, the campaign biases were computed using the LPZ in EA, a linear
trend was estimated within 20x20 km area blocks, with the uncertainties deter-
mined by scaling the formal error from the least squares regression by the EVUW
computed from the post-fit residuals. The EVUW scaled standard deviations were
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computed here based on the number of independent shots (i.e. excluding indi-
vidual shots that may be a part of more than one OFP) per cell (see Felikson et al
(2017) for details of the new ICESat processing).

3.2.3. CLIMATE DATA

Surface mass balance estimates from RACMO2 with accompaying firn densifica-
tion model (FDM) have been updated from version 2.1 to 2.3 by improving model
physics (Van Wessem et al, 2014). RACMO2.3 estimates considerably wetter condi-
tions in the interior of East Antarctica while WA remains almost unchanged from
v2.1. When using the improved SMB and FDM data in the combination described
in Ch. 2, the mass changes associated with GIA and in turn, ice-mass loss are esti-
mated to be 20 Gt/yr larger in EA and almost unchanged in WA with 1 Gt/yr differ-
ence to previous estimates.

3.2.4. GPS
GPS observed uplift rates and corresponding uncertainties have been taken from
Thomas et al (2011); Groh et al (2012); Argus et al (2014) and Wolstencroft et al
(2015). If data at a GPS station were analyzed by more than one team, the uplift
rates of the most recent study are used as they are expected to be reprocessed with
state-of-the-art techniques. This yields 79 uplift rates for Antarctica.

To use GPS-derived uplift rates for defining the pattern of estimated present-
day GIA, two important assumptions will be made. The first assumption is that GIA
evolves at constant rates over decades meaning the time frames for the GPS trend
analysis do not necessarily have to overlap with ICESat data, if elastic effects are
accounted for (note that ICESat data determines the time span used for the com-
bination). Elastic deformation is a response of the solid Earth to contemporary
surface load variations. Before using GPS observations to constrain the estimated
GIA pattern, they need to be corrected for elastic deformation. Elastic corrections
are derived from the ICESat-RACMO combination to be consistent with data used
in this analysis. The second assumption implies therefore that the linear trend
based on the ICESat-RACMO combination is a sufficient approximation of the true
variations in surface load over the time span considered here.

3.3. METHODOLOGY

In this section, a brief derivation of the patch approach (Ran, 2017) is introduced
for completeness sake. To demonstrate the capability of the patch approach to
recover a synthesized (noise-free) gravitational signal, a closed-loop simulation
is performed. Different tuning parameters involved in the computation are de-
scribed and established. Establishing them is important, since they might differ
depending on the target area. An algorithm used for flexible patch definition is
then introduced and its effectiveness is demonstrated by a simulation. Finally, the
patch approach is combined with the empirical pointwise approach described in
Ch. 2.
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3.3.1. PATCH APPROACH
A patch is a bounded region on the Earth’s surface with a uniform mass layer. Akin
to Baur and Sneeuw (2011), gravity disturbances at satellite altitude are related in
the functional model to the points on the Earth’s surface, but here the surface mass
layer representation of Earth’s gravitational field is used instead of a point-mass ap-
proximation. This mass layer represents mass variations that occur over the patch
(similar to mascons).

The potential anomaly V (p) caused by the surface density (i.e., mass per unit
of area), q(p′), distributed at the surface of the sphere S of radius r , is

V (p) =G
Ï

S

q(p′)
|p−p′|dS(p′), (3.1)

where p is an observation point, p′ is a source point, and G denotes the universal
gravitational constant. Limiting to the space of piecewise constant single layer
densities, where qk is the layer density over patch Sk , yields

V (p) ≈G
K∑

k=1
qk

Ï
Sk

1

|p−p′|dS(p′). (3.2)

When approximating the integral in Eq. (3.2) by the weighted sum of the source
points p′ within the integration domainÏ

Sk

1

|p−p′|dS(p′) ≈
Jk∑

j=1

1

|p−p′
kj|
∆skj, (3.3)

where the area elements ∆skj serve as weights, the following expression can be
used for the disturbing potential

V (p) ≈G
K∑

k=1
qk

Jk∑
j=1

1

|p−p′
kj|
∆skj (3.4)

with j = 1. . . Jk and k = 1. . .K . The area element ∆skj is assigned to a node p′
kj. For

each patch, Jk can be different. It also follows that the sum of ∆skj must be equal
to the area of Sk .

Gravity disturbances, δg , can be expressed as the first derivative of the disturb-
ing potential

δg (p) ≈− ∂V

∂|p| (p). (3.5)

Since

− ∂

∂|p|
(

1

|p−p′|
)
= 1

|p−p′|2
∂

∂|p| |p−p′| = |p|− |p′|p̂T p̂′

|p−p′|3 (3.6)

with unit vectors p̂T = p
|p| and p̂′ = p′

|p′| , inserting Eq. (3.4) and Eq. (3.6) into Eq. (3.5)
leads to

δg (p) ≈G
K∑

k=1
qk

Jk∑
j=1
∆skj

|p|− |p′
kj|p̂T p̂′

kj

|p−p′
kj|3

. (3.7)
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Expressed in spherical coordinates p(ri ,λi ,ϕi ) and p′(r,λ j ,ϕ j ), Eq. (3.7) reads

δgi ≈
K∑

k=1
qk︸︷︷︸
xk

G
Jk∑

j=1
∆skj

ri − rkj cosψkj,i

(r 2
kj + r 2

i −2rkjri cosψkj,i)3/2︸ ︷︷ ︸
Ai k

(3.8)

with angular distance cosψkj,i = sinϕkj sinϕi +cosϕkj cosϕi cos(λi −λkj).
Finally, the gravity disturbances can be represented through the time-varying

part of the spherical harmonic coefficients Cnm and Snm

δgi = GM

r 2
i

nmax∑
n=2

n +1

1+kn

(
a

ri

)n n∑
m=0

P̄nm(sinϕi )·

[Cnm cos(mλi )+Snm sin(mλi )]

(3.9)

with GM being geocentric constant; a is the major semi-axis of a reference el-
lipsoid (WGS84 is used in this study); n and m is the spherical harmonic degree
and order, respectively, with nmax = 120. P̄nm are normalized associated Legen-
dre functions. The load Love numbers kn account for the apparent mass change
induced by Earth’s elastic response to the loading of a surface mass. The spheri-
cal harmonic coefficients are GRACE Level-2 data products and are usually used to
describe monthly gravity field solutions.

Equation (3.9) together with Eq. (3.8) represents the functional model for the
patch-approach

y = Ax +e, (3.10)

where gravity disturbances computed using Eq. (3.9) are stored in the vector of ob-
servations y . The right-hand side of Eq. (3.8) contains the design matrix A and the
unknown surface densities qk stored in parameter vector x in Eq. (3.10). As can
be seen from Eq. (3.8), the design matrix A contains information regarding the ge-
ometry, e.g., data area, area of interest, shape and size of patches, as it relates the
source points (with index k j ) to the points at satellite altitude (with index i ). The
vector of residuals is denoted as e. It is important to mention that each column of
the design matrix needs to be filtered to ensure spectral consistency between the
right and the left-hand side of the Eq. (3.10). This is necessary, since the gravity
disturbances stored in y in Eq. (3.10) and corresponding variance-covariance in-
formation are spectrally limited up to a maximum degree, whereas the spectrum
of the design matrix containing information regarding the geometry is unlimited
(Ran, 2017). Filtering of the design matrix involves spherical harmonic analysis
and synthesis that is described in more detail in the next section.

SYNTHETIC CASE

To demonstrate the capability of the patch-approach, a synthetic case is com-
puted. Surface densities (simulation input) are assigned per patch. This repre-
sents the true signal. This true signal is expanded in spherical harmonics (SHs).
The SHs are evaluated by numerical integration. SH coefficients complete to de-
gree 120 are then transformed to represent synthetic gravitational signal at satellite
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altitude. The proposed methodology is used to recover the simulation input from
the generated gravitational signal. To evaluate the performance of the patch ap-
proach, RMSE (root mean square error) is used, which is here the squared average
difference between the simulated input and recovered output.

The major steps of the simulation are summarized in the flow diagram shown
in Fig. 4.3 and are here described in detail. Each of the 27 basins defined by Zwally
et al (2012) represents a patch. A GRACE-derived optimally filtered long-term trend
(Siemes et al, 2013) in mm ewh is averaged over the 27 patches as shown in Fig. 3.3a.
The resulting 27 values serve as input for the experiment. They represent the ’true’
signal qk with k = 27 (Eq. 3.8). In the next step (Step 1 in Fig. 4.3), SH coefficients
are computed as if they were GRACE Level-2 data products that will be used later.
The conversion from spatial into spectral domain is called Spherical Harmonic
Analysis (SHA) and is performed here using Gauss-Legendre Quadrature (GLQ) as
described in Sneeuw (1994). The special feature of the Gauss-Legendre quadrature
is the fact that it requires only L number of latitudes to perform an accurate global
spherical harmonic analysis up to degree L −1. For this, a global so-called ’Gauss-
Neumann’ (GN) grid is defined according to Sneeuw (1994), where latitude circles
coincide with zeros of the Legendre polynomial of degree L+1 and meridians fea-
ture equiangular spacing with

λ j = j∆λ with j = 0,1, . . . ,2L−1 and ∆λ= π

L
. (3.11)

Applying GLQ yields more accurate zonal coefficients compared to an ordinary 2-
D integration on a regular grid (Colombo, 1981). This is of particular importance
in Antarctica which is located around the South Pole.

A global 0.01-degree GN grid is used in this experiment determining the amount
of j -points in Eq. 3.8. If grid points lie within the boundaries of a particular patch,
they get a corresponding surface density qk assigned. Since a global grid is re-
quired, the values outside the AIS are set to zero (Fig. 3.3a). In this way generated
global grid (longitude, latitude, surface density) is converted into Stokes coeffi-
cients C q

nm and Sq
nm (Step 1 in Fig. 4.3). In Step 2 of Fig. 4.3, C q

nm and Sq
nm repre-

senting surface density are converted into dimensionless SHs following Wahr et al
(1998): {

Cnm

Snm

}
= 3(1+kn)

(2n +1)aρe

{
C q

nm

Sq
nm

}
(3.12)

using the density of Earth, ρe = 3GM
4πa3G

. The SH model is truncated at the degree 120
to be consistent with GRACE solutions produced at TU Delft (Farahani et al, 2016)
that will be used later for the real-data case.

The dimensionless coefficients are then converted into pseudo-observations,
i.e., gravity disturbances in space (see Eq. 3.9). The gravity disturbances are com-
puted on a 1-degree GN grid (this determines the amount of i -points in Eq. 3.8) at
500 km altitude over the AIS including a buffer zone of 300 km width.

In the next step, the design matrix A is computed using Eq. (3.8). To ensure a
spectral consistency between the data and the functional model, a lowpass filter is
applied to the A matrix. For this, each column of the A-matrix can be treated as a
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global set of gravity disturbances caused by one patch of unit surface density. In
this experiment, k = 27. Therefore, for each of the 27 columns of the design ma-
trix, SHA using GLQ is computed. SH model is truncated at the degree 120 ensuring
spectral consistency with pseudo-observations δg . Spherical Harmonic Synthesis
(SHS), i.e., conversion from the spectral to spatial domain, is then performed for
each column of the A-matrix at the same point locations at which gravity distur-
bances are computed (Step 5 in Fig. 4.3).

In the final step, surface density per patch q̂k is estimated by means of a least-
squares adjustment. Fig. 3.3b outlines the difference between the input qk (shown
in Fig. 3.3a) and the estimated output q̂k . As can be seen in Fig. 3.3b, compari-
son with the simulation input quantifies the error to be less than 0.1%. There are
two main contributors to this error: cubature error and an error due to truncation
of the SH expansion of a single patch at degree 120. Cubature is used to numeri-
cally compute the surface integral of the reciprocal distance contained in the func-
tional model (Sec. 3.3.1). The higher the number of nodes Jk of a patch (Eq. 3.8)
the smaller is the cubature error. Here the nodes were defined by the 0.01-degree
GN grid to control this error. To minimize the error due to truncation of the SH
expansion, the ’true’ signal could have been generated to be smoother instead of
featuring partially large differences between the signal over the AIS and the zero-
signal behind the ice sheet. However, the SH expansion (Step 1 in Fig. 4.3) will not
be applied to the real data, as GRACE Level-2 data products will be used. More-
over, a maximum error of less than 0.1% (Fig. 3.3b) is much smaller than the effect
of data noise, hence, is negligible.

This experiment demonstrated that when using the patch approach to convert
noise-free spherical harmonics into the spatial domain (Step 3-6), no leakage oc-
curs. Note that surface densities have been recovered correctly despite the hetero-
geneity of the simulated input in West Antarctica. (To simplify the interpretation
of surface density variations qk , they are usually expressed in terms of equivalent
water heights as e.g., in Fig. 3.3: hk = qk

ρw
with ρw = 1000 kg/m3 being the density

of water).

TUNING PARAMETERS

Depending on the grid used to define the nodes of the cubature formula and/or the
locations of the data at satellite altitude, the performance of the patch approach
may vary significantly and thus, needs to be investigated on a case-by-case basis.
Worth investigating is also the size of data area (at satellite altitude) compared to
the area of interest (on the Earth’s surface). In the next experiments, these issues
are adressed.

Cubature error Based on the above described experiment, the cubature error of
less than 0.1% is considered to be negligibly small. Therefore, the correspond-
ing design matrix is used to compute ’perfect’ observations at satellite altitude
according to Eq. (3.10). As this design matrix was computed using a 0.01-degree
GN grid to define the nodes of the cubature formula and a 1-degree GN grid to
define the locations of the data, A1

0.01 is used as shortened notation. The observa-
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IN
constant surface density qk

in mm ewh per patch

qk
SHA using GLQ−−−−−−−−−−−→

nmax=L−1
C q

nm ,Sq
nm Sect. 3.3.11

C q
nm ,Sq

nm
nmax = 120−−−−−−−−→ Cnm ,Snm

Eq. 3.122

gravity disturbance
δg at 500 km altitude

Eq. 3.93

design matrix A Eq. 3.84

for each column of A:
SHA using GLQ (nmax = L-1)

and SHS (nmax = 120)
Sect. 3.3.15

q̂k = (AT A)−1 ATδg6

constant surface density q̂k

in mm ewh per patchOUT

Figure 3.2: Flow diagram to summarize the major steps of the performed experimental setup.

a) b)

Figure 3.3: a) GRACE-trend in mm ewh averaged over the 27 basins defined by Zwally et al (2012) (b)
difference between the input (a) and the estimates in mm ewh. RMSE (root mean square error in mm
ewh) is here the average difference between two vectors (input and output parameter vectors).
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Figure 3.4: Antarctic drainage systems defined by Zwally et al (2012)

tions at satellite altitude are generated according to y1
0.01 = A1

0.01qk with qk shown
in Fig. 3.3a. In the next step, the design matrix is computed using different grids
(0.02 and 0.05-degree GN grids) to define the nodes of the cubature formula. These
design matrices (A1

0.02 and A1
0.05) are then used to estimate q̂k from y1

0.01. The com-
parison with the simulation input quantifies the maximum error to be up to 0.9%
and 1.1% when using 0.02 and 0.05-degree GN grids, respectively. These errors be-
come smaller if the patches are made larger. Since a 1% error is still small, and
the 0.05-degree case requires significantly less computational effort to generate,
unless otherwise stated, any results presented in this manuscript going forward
should be assumed to be defined on a 0.05-degree GN grid. However, one should
keep in mind that the maximum cubature error can reach up to 1.1% when the
minimum patch used for parameterization is ca. 30000 km2 as it applies for basin
25 in Fig. 3.4.

Resolution at the satellite altitude Different grid resolution at satellite altitude
was used (0.5, 1 and 1.5- degree GN grid) to investigate its impact on the solution.
For all three experiments, spherical harmonics produced in Step 2 in Fig. 4.3 were
used to generate the observations in space. The 0.05-degree GN grid is used to de-
fine the nodes of the cubature formula. The error between the estimate and simu-
lation input for all cases does not differ significantly and reaches up to 1.1%. The
error of 1.1% is the cubature error quantified above. Since the result indicate the
independence of the spatial resolution of observations in space, the 1-degree grid
is used to define the locations of the data in the further course of the manuscript.
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Figure 3.5: Dependence of estimated surface densities on the size of the data area. X-axis shows how
much the data area extends beyond the area of interest. Surface densities are estimated for 27 basins
defined by Zwally et al (2012) using unconstrained GRACE-derived trend and full noise covariance in-
formation produced at TU Delft. Solid lines represent normalized estimated surface densities for basins
1-22.

Size of the data area To obtain a sufficient estimate about how much the data
area has to extend beyond the area of interest, real GRACE data with full noise
covariances matrices were used. For this, a trend was co-estimated along with
bias, annual and S2 harmonic terms over the ICESat time span (Feb. 2003 - Oct.
2009) using the DMT2 release produced at TU Delft. The colored noise of monthly
GRACE solutions was propagated into the estimated trend. Both, the trend and the
corresponding covariance matrix were first computed in the spectral domain and
then propagated into the spatial domain in terms of gravity disturbance. Using the
design matrix A1

0.05, 27 single layer densities were estimated using different size of
the data area. The result of this experiment is that the data area compared to the
area of interest is always chosen to be 300 km larger. This is identified based on
Fig. 3.5 which shows estimated surface densities for each of the 27 basins defined
by Zwally et al (2012) depending on how much the data area was extended beyond
the area of interest. Two conclusions can be made when analyzing Fig. 3.5. First,
the estimates for larger basins (1- 22) seem to be independent of the size of the
data area as they remain constant for all analyzed cases. Second, the surface den-
sity estimates for smaller basins 23-27 do not change significantly as soon the data
area is chosen to be 300 km larger than the area of interest.

In the following sections, definition of patches, i.e., their shape and size, will be
discussed as this is a critical factor in the proposed methodology.

3.3.2. PATCH DEFINITION

According to experiments performed above, it is evident that the performance of
the patch approach is dependent on the geometry of the patches, or more specif-
ically, on their size. Patches act as an inherent smoother on the data. Choosing a
patch too small, will be critical to the stability of the solution. Choosing patches too
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large might lead to a loss of information (oversmoothing). That means that patch
definition is nothing else but a regularization by parameterization and therefore,
must be performed carefully.

In this study, the focus is on separating GIA and ice-mass changes in Antarctica,
so it seems obvious to incorporate geophysical information about mass changes
associated with different processes into the patch definition. While the RACMO
and altimetry data sets provide reliable evidence for the heterogeneity of the sur-
face processes over the AIS, especially in the coastal areas, the spatial pattern of
GIA signal over Antarctica is still not well understood. Antarctic GIA is believed to
occur at large spatial scales (for instance, the GIA length scale was fixed to 1800
km in the data-driven inversion described in Schoen et al (2015)). This might be
correct when considering GIA as a time-delayed response of the solid Earth to the
Late-Pleistocene deglaciation, in the presence of a thick lithosphere and a high-
viscosity mantle, as it should be the case of East Antarctica (EA). The problem is
that West Antarctica (WA) is believed to have a thinner lithosphere and a lower
mantle viscosity than EA (van der Wal et al, 2015) meaning that the solid Earth
might respond much faster to ice-mass changes. Consequently, late Holocene ice-
mass changes may dominate present-day GIA rates in such regions (Nield et al,
2014, 2016) yielding shorter spatial scales of GIA patterns. For the patch-definition
algorithm this means that (1) it should be able to incorporate geophysical infor-
mation about boundaries of the target regions, (2) the algorithm should be flexible
in the way that patches of different sizes can be easily produced, and (3) no over-
laps or gaps between the patches should occur. An algorithm encompassing these
features is described in the next section.

VORONOI DECOMPOSITION ( VD)
Voronoi decomposition (VD) is used to subdivide the area of interest into patches.
VD is the partitioning of the plane into convex polygons based on the distance to
the generating points. Fibonacci points serve here as generating points. Fibonacci
points are evenly spaced points on a sphere (González, 2010). The distance be-
tween the neighboring Fibonacci points determines the resolution of an equal-
area Fibonacci grid. In Fig. 3.6a, a Fibonacci grid with 250 km distance between
the points is shown. Based on the generated Fibonacci grid, a Voronoi Decompo-
sition (VD) is performed. As a result, each convex polygon contains exactly one
Fibonacci point and every point in a particular polygon is closer to its generating
point than to any other (Liebling and Pournin, 2012). These convex polygons are
called Voronoi cells (Fig. 3.6b).

In the example shown in Fig. 3.6b, Voronoi decomposition is limited to the
grounding line defined by Zwally et al (2012), which is the reason for the different
geometry and, thus the area of the patches close to the grounding line. Because the
Voronoi decomposition is based on an equal-area grid, the polygons in the interior
of the ice sheet that do not contain the grounding line encompass almost identical
areas.

It is a simple algorithm to partition the region of interest without introducing
gaps or overlaps between the patches while taking into account the grounding line
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a) b)

Figure 3.6: a) Fibonacci grid with 250 km distance between the Fibonacci points, (b) based on the Fi-
bonacci grid in (a) Voronoi Decomposition (VD) limited to the AIS grounding line defined by Zwally
et al (2012)

position or, generally speaking, the boundary of a target region. By varying the dis-
tance between the Fibonacci points, the size of produced patches varies. There-
fore, the limited VD algorithm based on a Fibonacci grid fulfills all requirements
for a patch-definition algorithm set in the previous section.

DYNAMIC PATCH DEFINITION

The limited VD algorithm based on a Fibonacci grid is a useful tool for defining
patches. However, the larger the distance between the Fibonacci points the more
discontinuous is the pattern of the estimated signal. Since the main objective
of this study is deriving high-resolution spatial maps of the estimated signals in
Antarctica, a dynamic patch approach is suggested. For this, patch boundaries are
computed using different (dynamic) patch configurations yielding different esti-
mates at the same node of the cubature formula. The average of the different es-
timates at each node represents the final solution. This means that if a range for
Fibonacci grids is chosen to be between 300 and 400 km with spacing of 0.1 km,
one thousand different configurations of patches (i.e., 300 km; 300,1 km; 300,2 km
.. . 400 km) are generated and used to compute one thousand different design ma-
trices and in turn, one thousand GIA estimates. The mean of the thousand esti-
mates at each node of the cubature formula (defined by the 0.05-degree GN grid)
represents the final solution.

To show the capability of the dynamic patch approach to recover spatial pat-
tern of a signal, a synthetic experiment is performed. The GIA model from White-
house et al (2012), abbreviated as W12a hereafter, is multiplied by 3700 kg/m3

rock density (Riva et al, 2009) resulting in the surface densities shown in Fig. 3.7a.
These surface densities represent a ’true’ signal. In the next step, piecewise con-
stant surface densities are generated based on the continuous ’true’ signal using
VD350-patches (Voronoi Decomposition applied to a Fibonacci grid that is gen-
erated using a 350 km distance between the Fibonacci points). This results in
xVD350 shown in Fig. 3.7b. The discontinuous xVD350 is used to generate (noise-
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a) b)

c) d)

Figure 3.7: a) W12a GIA-model used as the ’true’ signal. (b) Simulation input xVD350: W12a GIA-model
area-weighted averaged over patches that are produced using VD350 over the AIS including the 400 km
extended area. These averages are used to generate observations δgVD350 at satellite altitude. Result
when applying dynamic patch approach VD(300:0.1:400) to (c) δgVD350 and (d) δgVD101 (produced
using VD101 instead of VD350).

free) pseudo-observations in space according to δgVD350 = AVD350xVD350. To note
is that patches are defined over the AIS including 400 km offshore. The extended
area of 400 km is used as GIA signal occurs beyond the grounded portion of the
ice sheet as can be seen in Fig. 3.7a. The question is whether the dynamic patch
approach can recover the continuous pattern of the ’true’ signal when the gener-
ated pseudo-observations contain only its discontinuous information. To answer
this question, different patches are defined using VD(300:0.1:400) and correspond-
ing matrices (AVD300 . . . AVD400) are computed. The LSA is performed using one
thousand different design matrices, whereby the vector of observations δgVD350

remains unchanged. As a result, the thousand estimates x̂VD300 . . . x̂VD400 are av-
eraged at each node of the cubature formula defined by the 0.05-degree GN grid.
The result is shown in Fig. 3.7c.

The result is encouraging as it nicely reproduces the W12a GIA pattern shown
in Fig. 3.7a, although only a limited range of Fibonacci grids (300 - 400 km) was
used to parameterize δgVD350. The result shown in Fig. 3.7d recovers the con-
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tinuous pattern of the ’true’ signal considerably better than the result shown in
Fig. 3.7c, since the simulation input in this case was computed over patches gen-
erated using VD101 instead of VD350. Consequently, the observations in space, gen-
erated according to δgVD101 = AVD101xVD101, contain more information about the
spatial pattern of the ’true’ signal than δgVD350. For real applications it means that
the dynamic patch approach can recover continuous pattern of the estimated sig-
nal. When observations on the Earth’s surface need to be projected into space, the
smaller the patches used the more information about the spatial pattern is pre-
served. When using the dynamic patch approach, the spatial pattern of the esti-
mated signal is not restricted to particular boundaries of the utilized patches. Ad-
ditional simulations proved the result to be independent on the spacing used for
the dynamic patch approach. That is, there was no significant difference between
the results and corresponding uncertainties produced using 300:0.1:400 km range
of Fibonacci grids and those produced using 300:1:400 km range of Fibonacci grids.

3.3.3. DYNAMIC PATCH APPROACH

In this Section, the approach presented in Ch. 2 is modified by using the patch
approach. The key Eq. 2.3 of Ch. 2 is simplified as

ḣrock =
ṁGRACE −ṁsurf∗

d
(3.13)

where

ṁsurf∗ = (ḣICESat − ḣfirn) ·ρα+ṁfirn (3.14)

represents the mass changes in the surface layer (ice + firn) and d = ρrock −ρα is
the denominator of Eq. 2.3. Please note that strictly speaking the term ’surface’
mass changes can only be properly used after ḣrock is also subtracted from ICESat
derived height changes ḣICESat. That is why a surf ∗ instead of surf label is used.
Since ICESat is almost entirely sensitive to the surface mass changes, this approxi-
mated terminology seems adequate. From a computational point of view, the fact
that ICESat theoretically observes the vertical rates related to GIA in addition to the
surface processes, is accounted for by the fact that the density of ice/snow is used
in the denominator in Eq. (2.3).

Essentially, the procedure here is the same as in Ch. 2. The signal mainly as-
sociated with surface processes is subtracted from the total signal observed from
GRACE, but here in terms of gravity disturbances at the satellite altitude. The re-
mainder represents signal associated with present-day GIA which is estimated on
the Earth’s surface using the dynamic patch approach and is converted to vertical
deformation using the assumed rock density (or density difference between rock
and ice/firn, if applicable). The derived GIA rates are then multiplied by the den-
sity of rock. The resulting empirical GIA mass change rates are then subtracted
from the total signal observed from GRACE in terms of gravity disturbances after
being projected into satellite altitude. The remainder represents signal due to ice
mass changes (ice, firn) and is estimated on the Earth’s surface using the dynamic
patch approach.
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Figure 3.8: VD27 (Voronoi Decomposition applied to a Fibonacci grid that is generated using 27 km
distance between the Fibonacci points) applied over the AIS. The inlet highlights boundaries of the
generated patches (in red). Fibonacci points are in blue

To help explaining the algorithm of the dynamic patch approach, the major
steps are summarized in the diagram shown in Fig. 3.9 and are here described in
detail. First, surface mass changes ṁsurf∗ are computed as described in Ch. 2, but
without applying Gaussian smoothing. In computations over the polar gap, only
SMB from RACMO (ṁfirn) was used, as ICESat data are not available in this area
and it is assumed that there are no ice dynamics taking place.

In the next step, gravity disturbances δ̇g surf∗ are computed representing the
signal at satellite altitude mainly due to mass variations in the surface layer. For
this, surface-layer patches are defined using VD27 (Voronoi Decomposition ap-
plied to a Fibonacci grid that is generated using 27 km distance between the Fi-
bonacci points) over AIS only. Fig. 3.8 shows the geometry of the patches. The dis-
tance between the Fibonacci points is chosen to be 27 km, because it is the same
as the spatial resolution of RACMO data used in the combination. These data have
the lowest resolution in the computation of ṁsurf∗ . Mass changes in the surface
layer are then area-weighted averaged over the surface-layer patches resulting in
ṁsurf∗27

. After computing the design matrix AVD27 according to Eq. (3.8), the gravity
disturbances at satellite altitude are calculated using Eq. (3.10) as

δ̇g surf∗ = AVD27ṁsurf∗27
. (3.15)

The corresponding covariance matrix Σδ̇g surf∗
is computed according to

Σδ̇g surf∗
= AVD27Σṁsurf∗27

AT
VD27 (3.16)

using the standard deviation of uncorrelated noise in the ṁsurf∗ . The Σṁsurf∗27
is

computed by applying the formal error propagation technique to Eq. (3.14) utilyz-
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ing standard deviations described in Sec. 2.5.1 for each component of this equa-
tion.

To obtain gravity disturbances δ̇g rock∗ mainly due to mass variations in the GIA
layer, δ̇g surf∗ is subtracted from the gravity disturbances δ̇g that represent the total
GRACE signal

δ̇g rock∗ = δ̇g − δ̇g surf∗ . (3.17)

The δ̇g are computed using Eq. (3.9). For this, unconstrained spherical harmonic
solutions with full variance-covariance information produced at TU Delft are used.
A linear trend was co-estimated along with bias, annual and S2 harmonic terms
over the same time span as ṁsurf∗ (Feb. 2003 - Oct. 2009). The noise covariances
of monthly GRACE solutions were propagated into the estimated trend. Both, the
trend and the corresponding full noise covariance matrix were first computed in
the spectral domain and then propagated into the spatial domain in terms of grav-
ity disturbances. As a consequence, the covariance matrix of the δ̇g rock∗ is com-
puted as

Σδ̇g rock∗
=Σδ̇g +Σδ̇g surf∗

. (3.18)

After obtaining δ̇g rock∗ , the mass changes ̂̇mrock∗ mainly associated with GIA
signal can be estimated using the dynamic patch approach. For the least-squares
estimate ̂̇mrock∗ = (AT

rockΣ
−1
δ̇g rock∗

Arock)−1 AT
rockΣ

−1
δ̇g rock∗

δ̇g rock∗ , (3.19)

the design matrix Arock that contains geometrical information about the patch dis-
tribution is required. As GIA might occur at large spatial scales, it must be param-
eterized beyond the grounded portion of the ice sheet as well. Therefore, 400 km
beyond the AIS are additionally used to define patches for the GIA layer. The ocean
mass changes are assumed to be negligibly small compared to the mass changes
associated with GIA as discussed in Ch. 2. Since the data area must extend be-
yond the patches by 300 km (Sec. 3.3.1), it extends here by 700 km beyond the
AIS. The dynamic patch approach is applied using VD(100:1:700), meaning that a
wide range of Fibonacci grids (101 - 700 km) is used with 1 km spacing to define
patches. After computing ArockVD101 . . . ArockVD700 , the 600 different ̂̇mrock∗ were esti-
mated with corresponding uncertainties

Σ̂̇mrock∗ = (AT
rockΣ

−1
δ̇g rock∗

Arock)−1. (3.20)

To get height changes ḣrock associated with GIA, ̂̇mrock∗ must be divided by corre-
sponding d according to Eq. 3.13. Therefore, area-weighted averages for d were
computed over the patches that were used to parameterize GIA. As a result, the
600 estimates ḣrockVD101-700 are averaged at each node of the cubature formula de-

fined by the 0.05-degree GN grid yielding ḣrock. To compute mass changes ṁrock

associated with GIA, the ḣrock is multiplied by the density of rock (the same as in
Ch. 2 ). The uncertainties in the estimated parameter ̂̇mrock∗ (diagonal elements
of the noise covariance matrix Σ̂̇mrock∗ ) were propagated into ṁrock using formal
error propagation technique in conjunction with uncertainties associated with d
and the density of rock (Ch. 2).
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Finally, the gravity disturbances due to mass variations in the surface layer
δ̇g surf can be calculated to estimate ice-mass changes ṁsurf. For this, ṁrock is used
to compute δ̇g rock = Arockṁrock. The corresponding standard deviations are prop-
agated as

Σδ̇g rock
= ArockΣṁrock

AT
rock. (3.21)

To transfer as much information as possible of the estimated signal into gravity dis-
turbances at satellite altitude, the design matrix computed for the smallest patches
(based on VD27) is used. After subtracting δ̇g rock from the total GRACE signal
δ̇g , the remaining δ̇g surf is used to estimate ice-mass change rates by using least-
squares: ̂̇msurf = (AT

surfΣ
−1
δ̇g sur f

Asurf)
−1 AT

surfΣ
−1
δ̇g sur f

δ̇g sur f (3.22)

with

Σδ̇g surf
=Σδ̇g +Σδ̇g rock

. (3.23)

Similarly to defining patches for the GIA layer, different Fibonacci grids spanning
the range between 101 and 700 km are used to define patches and in turn, to com-
pute design matrices AsurfVD101 . . . AsurfVD700 , but this time the patches are defined
over the grounded portion of the ice sheet only. This is an extremely advantageous
feature of the patch-approach, since mass variations associated with surface pro-
cesses can be pinpoint instead of leaking into the ocean assuming the GIA is esti-
mated correctly.

3.4. RESULTS
Following the steps described in Sec. 3.3.3, combination results associated with
GIA are shown and discussed in Sec. 3.4.1. Corresponding results associated with
ice-mass changes are subject of Sec. 3.4.2. Combination results are summarized in
Sec. 3.4.3 and discussed in Sec. 3.4.4.

3.4.1. GIA ESTIMATES

The estimated GIA height changes corrected for LPZ bias (as in Ch. 2) in mm/yr
are shown in Fig. 3.10. Although a dynamic patch approach using VD(101:1:700)
has been tested, only the results starting from V D250 are shown. This is done, be-
cause the signal content of results produced using VD(101:1:250) is considerably
lower than their noise content. Since patch definition is a regularization by param-
eterization, examining how the spatial pattern and the magnitude of the estimates
evolves over different patch sizes is necessary to avoid oversmoothing and thus, to
find a preferable patch definition. For this, the wide range of Fibonacci grids used
for the dynamic patch definition is subdivided using a sliding window width of 100
km with a sliding increment of 50 km yielding 8 GIA estimates for VD(250:1:700)
displayed in Fig. 3.10. The sliding window width of 100 km is sufficient to produce
reasonable estimates, since experiments based on synthetic data have shown the
results are nearly independent of whether 100 or 1000 realizations were computed
within the same range of Fibonacci grids used to define patches. The 50 km wide
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IN ṁsurf∗ as in Ch. 2

δ̇g surf∗ = AVD27ṁsurf∗27

V D27

over AIS
1

δ̇g rock∗ = δ̇g − δ̇g surf∗2

̂̇mrock∗ = (AT
rockΣ

−1
δ̇g rock∗

Arock)−1 AT
rockΣ

−1
δ̇g rock∗

δ̇g rock∗
VD(101:1:700)

over AIS + 400 km
3

ḣr ock = ̂̇mr ock∗ : d
Eq. 3.13

VD(101:1:700)

over AIS + 400 km
4

ṁrock = ḣrockρrock
5

δ̇g rock = Arockṁrock
V D27

over AIS + 400 km
6

δ̇g surf = δ̇g − δ̇g rock7

̂̇msurf = (AT
surfΣ

−1
δ̇g sur f

Asurf)
−1 AT

surfΣδ̇g sur f

VD(101:1:700)

over AIS
8

ṁsurf and corresponding ṁrockOUT

Figure 3.9: Flow diagram to summarize the major steps of the dynamic patch approach
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Table 3.1: The properties associated with the estimated GIA rates depending on the range of Fibonacci
grids used for parameterization

AIS Est. Mass Change GPS-comparison Fibonacci distance
in Gt/yr in mm/yr in km

mass-LPZ bias 1σ LPZ-bias max(ḣrock) min(ḣrock) WRMS D DWRMS range
136 213 0.2 51.2 -40.7 8.8 -0.1 8.8 250-350
132 70 0.1 32 -17 7.5 1.8 7.3 300-400
130 34 0.1 30 -15 6.1 1.9 5.8 350-450
123 20 0.1 25 -11 4.4 0.7 4.3 400-500
115 14 0.2 18 -11 3.7 -0.2 3.7 450-550
110 10 0.2 20 -12 3.7 -0.6 3.6 500-600
106 8 0.2 20 -12 3.7 -0.7 3.6 550-650
102 7 0.2 14 -11 3.7 -0.8 3.6 600-700

sliding increment was used, because it leads to estimates that are sufficiently dif-
ferent, but still within 1σ range of corresponding uncertainties (Tab. 3.1).

In Fig. 3.10, the prominent GRACE features are clearly observable: the higher
the spatial resolution (the smaller patches used for parameterization), the higher
the noise content and corresponding standard deviation (Tab. 3.1). It is also known
that removal of noise (using larger patches for parameterization) might be accom-
panied by signal distortion. To decide which range of Fibonacci grids should be
used to define patches for obtaining a preferred GIA solution, independent GPS
observations at 79 stations are used (circles in Fig. 3.10). At these GPS sites, 8 sets
of estimated GIA rates are compared to the elastic-corrected GPS-derived present-
day uplift rates (Fig. 3.10 and Tab. 3.1). A GIA solution is regarded as a preferred
one when its estimated rates at the GPS sites best fit the corresponding elastic-
corrected GPS vertical rates. The agreement is analyzed in terms of the weighted
root-mean-square of the residuals (WRMS) between the estimated vertical rates
and those observed at the GPS stations (using Eqs. 2.5 and 2.6 ).

The properties associated with the estimated GIA rates are summarized in Tab. 3.1
depending on the range of Fibonacci grids used for parameterization. Based on the
results, the GIA-estimates shown in Fig. 3.10e using VD(450:1:550) are regarded
as preferred with one of the lowest WRMS of 3.7 mm/yr between the estimated
GIA rates and those observed from GPS. Bias-corrected WRMS (DWRMS) is also
3.7mm/yr for this range of Fibonacci grids used to define patches. For larger patches,
WRMS and corresponding DWRMS are not changing significantly. Note that the
uncertainties for both the GPS and GIA uplift rates are used in the calculations. It
is interesting to mention that when using VD(450:1:550) to parameterize GIA, the
systematic bias D between estimated GIA rates and those observed from the GPS
stations is almost zero mm/yr and thus one of the smallest (in an absolute sense)
in Tab. 3.1.

3.4.2. ICE-MASS CHANGE ESTIMATES

After the present-day GIA spatial pattern with corresponding signal magnitude has
been estimated, Steps 5-8 in Fig. 3.9 are performed yielding 11 ice-mass change es-
timates ṁsurf for the range of VD(101:1:700) (when using a sliding window width



3

58 3. EMPIRICAL ADJUSTMENT APPROACH

(a) VD(250:1:350) (b) VD(300:1:400)

(c) VD(350:1:450) (d) VD(400:1:500)

(e) VD(450:1:550) (f) VD(500:1:600)

(g) VD(550:1:650) (h) VD(600:1:700)

Figure 3.10: Estimated present-day GIA rates ḣrock corrected for LPZ bias in mm/yr using different

patch configurations for parameterization. ḣrock are overlain by observed elastic-corrected vertical
rates at the 79 GPS sites (circles).
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of 100 km with a sliding increment of 50 km as described in previous section). To
help decide which range of patches is the preferred one for estimating ice-mass
changes, ICESat-RACMO combination ṁsurf∗27

is used. Although ṁsurf∗27
is not cor-

rected for GIA uplift rates and is not an independent dataset, it provides a good
reference of the spatial pattern of surface processes. Before comparing differently
parameterized ice-mass change estimates ṁsurf with ṁsurf∗27

, the latter undergoes
a similar procedure as GRACE-derived observations to ensure a fair comparison.
That means that gravity disturbances δ̇g surf∗ , which are computed at satellite al-
titude in Step 1 in Fig. 3.9, are used as pseudo-observations to estimates ṁsurf∗ .
The ṁsurf∗ is parameterized in the same way as ice-mass change estimates de-
rived from the full combination (i.e., GRACE-ICESat-RACMO) yielding 11 ṁsurf∗

estimates.
To understand how the patch approach affects the high-resolution ICESat-RACMO

combination, the corresponding auxiliary results are analyzed first. Fig. 3.11 illus-
trates the ICESat-RACMO combination ṁsurf∗27

in Fig. 3.11a. The uncertainties are
shown in Fig. 3.11b. The input mass changes ṁsurf∗27

computed over AIS amount to

-190 Gt/yr. Figures 3.11c-d show ICESat-RACMO-based estimates ṁsurf∗ after ap-
plying the patch-approach when VD(150:1:250) is used for parameterization. The
range of 150-250 km is used as an example. When an ordinary least-squares esti-
mator is used (weight matrix is the identity matrix), the mass changes computed
over the AIS amount to -190 Gt/yr (Fig. 3.11c). When a weighted least-squares solu-
tion is computed (usingΣṁsurf∗27

), the mass changes integrated over the AIS amount

to -90 Gt/yr (Fig. 3.11d). Although the amount of mass is fully recovered when
using the ’error-free’ patch approach, the result is still noisy (Fig. 3.11c). When
the patch approach considers the covariance matrix computed using Eq. 3.16, the
noise is suppressed and observations exhibiting large standard deviations are down-
weighted yielding a lower mass loss over AIS. In other words, the patch approach
acts as a statistical filter that uses (full) variance-covariance matrix and does not
require any a priori information regarding the magnitude of the estimated signal.
The objective function to be minimized is simply the weighted sum of squared
residuals. If statistical information is not considered, the patch approach along
with its dynamic patch definition acts as a smoother reducing the spatial resolu-
tion, but preserving the total signal content.

When choosing an optimal ice-mass change estimate ṁsurf from the full com-
bination (i.e., GRACE-ICESat-RACMO), differently parameterized ṁsurf are com-
pared to differently parameterized ṁsurf∗ . The dynamic patch approach is applied
to ICESat-RACMO-combination ṁsurf∗ preserving the total signal content.

As a criterion for similarity, RMS reduction in percent

R = 100 ·
(

RMSṁsurf
−RMSṁsurf−ṁsurf∗

RMSṁsurf

)
(3.24)

following Tesmer et al (2011) is computed considering the entire ice sheet as a time
series. RMS signal reductions in percent for the range of VD(150:1:700) are shown
in Tab. 3.2.
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(a) -190 Gt/yr (b)

(c) -190 Gt/yr (d) -90 Gt/yr

Figure 3.11: (a) ṁsurf∗27
being the area-weighted average over VD27-patches and (b) corresponding un-

certainties. (c-d) Patch-approach applied on (a) using VD(150:1:250). In (c) patch approach estimates
using ordinary least-squares; in (d) patch approach estimates using weighted least-squares. Results are
in cm/yr ewh.

Table 3.2: Reduction in percent of estimated ice-mass changes ṁsurf (computed from the full combina-
tion GRACE-ICESat-RACMO) by ṁsurf∗ (ICESat-RACMO combination) for different range of Fibonacci
grids used for parameterization.

Range of Fibonacci grids in km used for patch definition

ṁsurf:
ṁsurf∗ :

150:250 200:300 250:350 300:400 350:450 400:500 450:550 500:600 550:650 600:700

150:250 0 0 0 0 0 0 0 0 0 0
200:300 31 38 29 23 22 20 18 15 12 10
250:350 31 56 61 51 47 42 38 32 26 22
300:400 12 37 64 70 66 60 52 43 35 30
350:450 -8 15 46 63 70 66 58 50 41 34
400:500 -22 0 32 49 61 63 60 56 46 38
450:550 -39 -17 15 33 45 52 59 61 52 43
500:600 -58 -34 -1 18 31 42 57 65 59 49
550:650 -78 -54 -19 0 14 27 47 62 64 56
600:700 -96 -69 -32 -12 2 16 38 57 64 60
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Table 3.3: Reduction in percent of estimated ice-mass changes ṁsurf (computed from the full combina-
tion GRACE-ICESat-RACMO) by ṁsurf∗ (ICESat-RACMO combination) for different range of Fibonacci
grids used for parameterization.

Range of Fibonacci grids in km used for patch definition

ṁsurf:
ṁsurf∗ :

300:400 310:410 320:420 330:430 340:440 350:450

300:400 69.8 69.3 68.7 67.7 67.3 66.2
310:410 70.8 71.5 71.2 70.5 70.1 69.2
320:420 71.4 72.6 73.0 72.5 72.1 71.5
330:430 69.7 71.5 72.4 72.4 73.0 72.7
340:440 65.0 66.8 67.8 68.7 70.5 70.3
350:450 62.7 64.9 66.3 67.6 69.6 70.2

About 70% of the ice-mass change variance ṁsurf (estimated from the full com-
bination GRACE-ICESat-RACMO) can be explained by ṁsurf∗ (ICESat-RACMO com-
bination) This agreement is obtained when both signals are parameterized using
VD(300:1:400) or VD(350:1:450). The geographical plots of ice-mass change esti-
mates parameterized using VD(250:1:700) are shown in Fig. 3.12. When examining
the result obtained using VD(300:1:400) shown in Fig. 3.12b, it seems that this so-
lution exhibits a great spatial resolution compared to the spatial maps of surface
processes shown in Fig. 3.11, but contains too much noise in the interior of EA.
On the other hand, the solution obtained using VD(350:1:450) shown in Fig. 3.12c
seems to be already oversmoothed, as the geographical location and magnitude of
prominent features such as glacial thickening in Kamb Ice Stream with mass loss
in its direct proximity are not properly detected. In the next step therefore, sliding
increment of 10 km for the range of VD(300:1:450) is analyzed with corresponding
RMS signal reductions summarized in Tab. 3.3.

Because the maximum similarity between the ṁsurf∗ and ṁsurf is achieved when
both are parameterized using the range of 320-420 km Fibonacci grids, this pa-
rameterization is regarded as a preferred one to parameterize Antarctic ice-mass
changes. Fig. 3.13 visualizes the corresponding findings.

3.4.3. COMBINATION RESULTS
A range of different solutions based on different patch configurations has been es-
timated for the signal associated with GIA and ice-mass changes. Independent
GPS observations helped decide that the range of patches based on 450-550 km
Fibonacci grids is the most suitable for parameterizing Antarctic GIA signal. After
subtracting the estimated GIA from the full GRACE-signal at satellite altitude, ice-
mass changes are parameterized using different patch configurations. The most
suitable parameterization for ice-mass changes is determined to be the range of
patches based on 320-420 km Fibonacci grids. This parameterization yields the
best fit between the combination results with the auxiliary results derived by ap-
plying dynamic patch approach to the ICESat-RACMO combination. The geo-
graphical plots of the results are shown in Fig. 3.14 with the corresponding mass
change values summarized in Tab. 3.4. Please note that ice-mass change value
is not derived as in Ch. 2 by simply subtracting a value for estimated GIA-mass
change rate from the total mass change estimated from GRACE. When using the
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(a) VD(250:1:350) (b) VD(300:1:400)

(c) VD(350:1:450) (d) VD(400:1:500)

(e) VD(450:1:550) (f) VD(500:1:600)

(g) VD(550:1:650) (h) VD(600:1:700)

Figure 3.12: Ice-mass change estimates ṁsurf corrected for LPZ bias using different patch configura-
tions for parameterization. Results are in cm/yr ewh.
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(a) ṁsurf (b) ṁsurf∗

Figure 3.13: Surface mass change estimates in cm/yr ewh parameterized by VD(320:1:420): (a) full com-
bination results (GRACE-ICESat-RACMO), (b) ICESat-RACMO combination results.

Table 3.4: Estimates of the mass change components computed over the grounded ice sheet. Uncer-
tainties are 1σ.

Estimated mass change rates(Gt/yr) LPZ-bias
GIA Ice-mass GIA Ice-mass

EA WA AIS EA WA AIS mm/yr mm/yr EWH
85 30 115 -45 -98 -143 0.2 -2.6

Est. Uncertainties 13 3 14 35 5 36

suggested patch approach, both GIA and ice-mass changes are parameterized us-
ing different geophysical boundaries and different dynamic patch configurations
without estimating the total GRACE mass change on the Earth’s surface. Low-
precipitation zone (LPZ) calibration is performed here as in Ch. 2 by computing
and subtracting a LPZ bias (Tab. 3.4) from the estimated GIA and ice-mass change
rates before integrating them over the AIS.

Figures 3.14c-d display geographical plots of the standard deviation of noise in
the estimated rates associated with GIA and ice-mass changes. It can be observed
that for both estimates the latitude-dependent GRACE errors dominate the com-
bination results. This is likely due to the fact that the full noise covariance matrix
of the GRACE-derived trend is incorporated while only the main diagonal of the
ICESat-RACMO combination is used. Since the spatial correlations of the ICESat-
RACMO combination are not available, it could be argued that for the sake of con-
sistency only the main diagonal of the GRACE related covariance matrix should
be used within the combination. However, neglecting the correlation of noise in
GRACE data leads to more ’stripes’ in the estimated signal maps and higher uncer-
tainty of the derived estimates, as illustrated in Fig. 3.15, emphasizing the impor-
tance of a full noise description.

Examining again the results that consider the full noise covariance matrix of
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(a) VD(450:1:550) (b) VD(320:1:420)

(c) VD(450:1:550) (d) VD(320:1:420)

Figure 3.14: Estimates (a, b) and uncertainties (c, d) for the estimated GIA rates (a, c) in mm/yr and
ice-mass change rates (b, d) in cm/yr ewh
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(a) VD(400:1:500) (b) VD(450:1:550)

(c) VD(400:1:500) (d) VD(450:1:550)

Figure 3.15: Estimates (a, b) and corresponding uncertainties (c, d) for the estimated GIA rates in mm/yr
when only the main diagonal of noise covariance matrix of GRACE data is used.
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Table 3.5: Estimates of the ice-mass changes in Gt/yr and corresponding uncertainties computed over
the grounded ice sheet. Uncertainties are 1σ.

AIS WA EA Fibonacci
mass 1σ mass 1σ mass 1σ distance in km
-157 134 -102 15 -55 133 250:1:350
-149 49 -99 6 -50 49 300:1:400
-143 36 -98 5 -45 35 320:1:420
-134 24 -96 3 -39 23 350:1:450
-130 15 -93 2 -37 15 400:1:500
-125 10 -89 2 -37 10 450:1:550
-117 7 -82 1 -34 7 500:1:600
-113 6 -80 1 -33 6 550:1:650
-115 5 -82 1 -33 5 600:1:700

the GRACE-derived trend, it is obvious that the largest uncertainties associated
with the estimated GIA over the grounded AIS (Fig. 3.14c) are in the areas most
expected, such as Antarctic Peninsula (AP) and Amundsen Sea sector (ASE) in WA
and the most coastal regions in EA (Oates Land, Wilkes Land and Enderby Land).
This also correlates with the regions of highest uncertainty in the ICESat-RACMO
combination shown in Fig. 3.11b. The uncertainties associated with the estimated
ice-mass changes (Fig. 3.14d), however, do not correlate with the regions of highest
uncertainty in ICESat-RACMO combination. Moreover, signal estimated in the AP
seems to be perfectly resolved compared to the relatively high uncertainties in EA.
To find a reason for this unexpected pattern, the noise standard deviations of the
estimated ice-mass changes are shown for the case when larger patches are used
for parameterization (Fig. 3.16). Despite the fact that the uncertainties become in
general smaller when larger patches are used, the noise standard deviations in AP
do not differ significantly from those over EA anymore (Fig. 3.16). This behavior
could be explained by the fact that when smaller patches are used to parameter-
ize ice-mass changes, the noise level in GRACE data is much higher than the noise
standard deviations associated with the estimated GIA. When larger patches are
used to parameterize ice-mass changes, the noise level in GRACE data becomes
smaller or comparable with the noise level of the derived GIA (which was param-
eterized using VD(450:1:550)). Table 3.5 summarizes ice-mass change values in
Gt/yr and corresponding uncertainties computed over the grounded AIS, EA, and
WA depending on the different patch configurations used to parameterize the es-
timated signal.

By analyzing results summarized in Tables 3.1, 3.4, and 3.5, it can be con-
cluded that the proposed dynamic patch approach estimates preferred GIA rates
with higher certainty than the preferred high-resolution ice-mass change rates due
to the limited horizontal GRACE resolution. However, the developed methodology
is capable of obtaining high-resolution ice-mass changes with reasonable uncer-
tainties (Tab. 3.5). The largest uncertainties are determined over EA, due primarily
to the much larger surface area involved.
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(a) VD(300:1:400) (b) VD(350:1:450)

(c) VD(400:1:500)

Figure 3.16: Uncertainties for differently parameterized ice-mass change rates in cm/yr ewh. Note, that
different scales are used.
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3.4.4. DISCUSSION

To analyze how the proposed patch approach affects the derived GIA and ice-mass
change estimates over the AIS, the results derived in Ch. 2 are compared to those
derived in this chapter. As 10 different GIA fields were estimated in Ch. 2, con-
strained by 10 different GRACE fields used in the combination, only a representa-
tive case based on CSR RL05 DDK5 is used here for comparison. The GIA solution
based on the CSR RL05 DDK5 field has already been distributed to the community
and used for comparison in a range of recent studies, such as in Schoen et al (2015),
Wolstencroft et al (2015), Nield et al (2016), and Martín-Español et al (2016a).

The results from both combinations are shown in Fig. 3.17. Compared to the
results derived in Ch. 2, noticeably better localized signal is recovered by the patch
approach when comparing the magnitude and spatial pattern of the estimated GIA
and ice-mass change rates. Especially when comparing derived ice-mass changes
(Fig. 3.17c and 3.17d), the enhanced spatial resolution due to the modified method-
ology is clearly evident. Although over the target area integrated mass changes
are mostly in good agreement (fall within 1σ range of estimates derived in Ch. 2),
there are substantial differences in EA related to both the improved data and the
methodology. The largest differences occur in EA because of, but not limited to,
the new RACMO2.3 dataset that simulates considerably wetter conditions in the
interior of EA (Van Wessem et al, 2014) than its predecessor RACMO2.1 used in
Ch. 2. These differences are reflected in the total GIA-induced mass estimates
over EA which increase compared to earlier work from 37±34 Gt/yr to 85±13 Gt/yr
with more derived present-day uplift rates along the EA coast (in Oates Land, Terre
Adelie and Wilkes Land), but with considerably reduced uncertainties. The cor-
responding ice-mass changes in EA derived from both approaches are difficult
to compare, as previous estimates barely contain any spatial details (Fig. 3.17d).
Moreover, the new estimate indicates ice-mass loss with −45±35 Gt/yr, whereas in
Ch. 2 derived estimate indicates slight mass gain of 5±38 Gt/yr. Both estimates,
however, are not statistically significant because of relatively low signal-to-noise
ratio over a large area.

For WA, the mass change estimates are robust against different data and modi-
fied methodology (Fig. 3.17) with a very good agreement between both mass changes
related to GIA and surface processes. Mass rate estimates from previous work
amount to 27±21 Gt/yr and −105±22 Gt/yr for GIA and ice-mass changes, respec-
tively. Updated estimates exhibit considerably lower uncertainties with 30±3 Gt/yr
for GIA and−98±5 Gt/yr for corresponding ice-mass loss. The high-resolution spa-
tial map of the updated GIA estimate (Fig. 3.17a) shows high uplift rates beneath
the Filchner Ronne Ice shelf (FRIS) and Ross Ice shelf (RIS). The highest uplift rates
are estimated again in ASE with a maximum rate of 18 mm/yr which is 3 times
higher than the maximum rate estimated in ASE in Ch. 2.

In the ASE, the high GIA uplift rates were first suggested by Groh et al (2012)
with its spatial map first being shown in Gunter et al (2014). The genuineness of
a GIA uplift in ASE was then confirmed by (Martín-Español et al, 2016b). They
derived similar uplift rates in ASE to those shown in Ch. 2 by combining comple-
mentary geodetic observations while constraining spatial wavelength of GIA us-
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(a) AIS: 115±14 Gt/yr (WA: 30±3; EA: 85±13) (b) AIS plus 400 km: 64±40 Gt/yr (WA: 27±21; EA:
37±34)

(c) AIS: −143±36 Gt/yr (WA: −98±5; EA: −45±35) (d) AIS plus 400 km: −100±44 Gt/yr (WA:
−105±22; EA: 5±38)

Figure 3.17: Estimates (a, c) using patch-approach and (b, d) estimates derived in Ch. 2 using GRACE
CSR RL05 DDK5. Estimated GIA rates (a, b) are in mm/yr and ice-mass change rates are (c, d) in cm/yr
ewh
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ing forward models (500 km over WA linearly increasing up to 1700 km over East
Antarctica).

Entirely new in the data-driven GIA solution using the proposed patch ap-
proach is the subsidence of maximum -8 mm/yr (Fig. 3.17a) in the proximity of
Kamb Ice Stream (KIS). Through forward modeling, Nield et al (2016) have demon-
strated that a significant present-day GIA signal might occur in response to the
Late Holocene ice changes related to stagnation and reactivation of ice streams
in this area. Although heavily depending on the regional upper mantle viscosity,
Nield et al (2016) have shown that GIA model-predicted vertical deformation in
this region can reach up to -17 mm/yr. The study by Nield et al (2016) supports,
therefore, the estimated subsidence in WA. The error analysis for the combination
approach shown in Fig. 3.14c provides additional evidence regarding the genuine-
ness of the estimated present-day GIA, as the subsidence is statistically significant
(at the 95% level of confidence). Thus, the proposed patch approach allows the
complex spatial pattern of the present-day GIA-induced vertical deformation to
be detected.

Comparing the estimated GIA-induced apparent mass trend with other recent
studies that are largely independent of forward models, yields no consensus. Both
(Schoen et al, 2015) and (Martín-Español et al, 2016b) used the same hierarchi-
cal Bayesian framework to separate ice-mass change and GIA. For the same time
frame as used in this study, (Schoen et al, 2015) reported estimated GIA to be 12±4
Gt/yr and corresponding ice-mass changes to be −76±15 Gt/yr for WA. While their
ice-mass change rate is almost within the 1σ range of the estimates based on the
patch-approach (−98±5), their GIA-induced apparent mass trend differs signifi-
cantly from the results shown in Fig. 3.17a in terms of both the spatial pattern and
the magnitude of the retrieved signal. After Martín-Español et al (2016b) allowed
the spatial GIA length scale to vary, as opposed to using a fixed GIA length scale in
(Schoen et al, 2015), they derived for the same time period a GIA solution of 55±8
Gt/yr over the entire AIS with corresponding ice-mass loss of −42± 24 Gt/yr. Al-
though, spatially varying constraints led to a spatial GIA pattern in ASE (Fig. 10
in Martín-Español et al (2016b)) that is similar to the GIA estimated in this study,
the area-integrated GIA solution as well as the ice-mass trend differ significantly.
Nevertheless, both results suggest ice-mass loss over the AIS. This is not the case
for a recent study by Zwally et al (2015) who derived an ice-mass increase over
AIS for a similar time period (2003-2008) of 82± 25 Gt/yr. Even when using very
large patches to parameterize ice-mass changes (Tab. 3.5) at the expense of spa-
tial resolution, a negative ice-mass balance is derived over AIS (−115±5 Gt/yr for
VD(600:1:700)). The serious inconsistencies between the recent studies empha-
size the need for further research: (i) the data used in the combination should be
accurately validated preferably with independent data sets; (ii) data-driven esti-
mates should be extensively compared against GIA model-predicted vertical dis-
placements that consider Late Holocene ice changes in addition to LGM, as well as
a wide range of plausible Earth parameters.



3.5. CONCLUSIONS

3

71

3.5. CONCLUSIONS
In this study, unconstrained GRACE time-variable gravity fields with their full co-
variance information have been used in conjunction with ICESat, RACMO2.3 and
GPS data to derive high-resolution spatial maps for GIA and ice-mass changes over
Antarctica. For this, a dynamic patch approach has been developed that removes
correlated noise in GRACE data, since the patch approach acts as a statistical filter
that uses (full) variance-covariance matrix and does not require any a priori infor-
mation regarding the magnitude of the estimated signal. The patch approach also
allows a consistent combination of GRACE data with data that feature higher spa-
tial resolution (ICESat-RACMO combination) without yielding attenuation of their
signal magnitude. While using different (dynamic) patch configurations, the pro-
posed patch approach incorporates geophysical knowledge about boundaries of
the parameterized signal avoiding spatial leakage between the land and adjacent
ocean. It also allows complex spatial pattern, if one exists, to be detected. These
features increase signal recovery and yield better localization.

A range of different solutions based on different patch configurations was es-
timated for signal associated with GIA and ice-mass changes. Independent GPS
observations helped decide that the range of patches based on 450-550 km Fi-
bonacci grids is the most suitable for parameterizing Antarctic GIA signal. The
most suitable parameterization for ice-mass changes was determined to be the
range of patches based on 320-420 km Fibonacci grids. This parameterization led
to the best fit between the combination results with the auxiliary results derived
by applying the patch approach to the ICESat-RACMO combination. As a result,
the derived GIA and ice-mass change signals exhibit considerably higher spatial
resolution compared to the results derived in Ch. 2, especially when comparing
derived ice-mass changes.

GIA rates derived using the proposed dynamic patch approach exhibit consid-
erably lower uncertainties over the entire AIS compared to the results derived in
Ch. 2. Although both estimates show many similarities, such as the general sub-
sidence in EA interior and uplift beneath the Ross and Filchner Ronne Ice shelf
with the highest uplift rates being estimated in ASE, there are also some noticeable
differences in new GIA solution, such as a prominent subsidence in the proxim-
ity of Kamb Ice Stream and uplift along the EA coast (in Oates Land, Terre Adelie
and Wilkes Land). The total GIA-induced apparent mass trend is estimated to be
115±14 Gt/yr (WA: 30±3; EA: 85±13).

The fact that the data used in this study are seven-years-old, should not influ-
ence the derived GIA rates which are assumed to be time invariant over relatively
short geologic time frames. The derived ice-mass changes are surely not repre-
sentative for the last seven years, but are derived here to demonstrate the capa-
bility of the proposed patch-approach to recover high-resolution spatial pattern
of ice-mass changes. The suggested method recovers statistically significant high-
resolution maps of mass loss for WA (−98±5 Gt/yr ) and the entire AIS (−143±36
Gt/yr).

The developed patch approach along with its dynamic patch definition is ca-
pable of retrieving complex spatial pattern of present-day GIA with high certainty.
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The reliability of the estimates is expected to increase once a longer timespan cov-
ered by observations becomes available. Nevertheless, further research is required
that validates high quality of data used in the combination so far. A high quality of
GRACE solutions and its noise description has been validated in (Farahani et al,
2016), but an accurate cross-validation of all datasets used in the combination
is missing. The highest uncertainty represent GPS observations that need to be
accurately corrected for elastic uplift before they can be fully exploit to constrain
Antarctic GIA. Up to now, only linear trends related to Antarctic mass variations
have been analyzed neglecting possibly crucial temporal variations. Therefore, the
subject of the next Ch. 4 is developing an approach that allows physically natural
variations of signal constituents in time. This approach will be then used in Ch. 5
to compare RACMO, GPS and GRACE data used in the combination.



4
STOCHASTIC APPROACH FOR

TIME-SERIES ANALYIS

4.1. INTRODUCTION
As shown in Ch. 3, fully exploiting GRACE data and combining them in a con-
sistent way with ICESat data and RACMO model output allows high-resolution
spatial maps of GIA and corresponding ice-mass changes to be retrieved. To si-
multaneously estimate these two processes, a linear trend along with determinis-
tically modeled seasonal components is derived for datasets used in the combi-
nation. While a constant trend is a valid assumption for describing the evolution
of GIA, it is often too strong of an assumption to describe Antarctic surface pro-
cesses that might contain large inter-annual, multi-year variations or even large
episodic events. Accurately estimating surface processes is especially important
when correcting GPS observations for elastic uplift - a step that must be performed
before using GPS vertical site displacements to constrain Antarctic GIA as it has
been done in e.g., Whitehouse et al (2012); Ivins et al (2013); Sasgen et al (2013);
van der Wal et al (2015); Schoen et al (2015); Martín-Español et al (2016b).

Normally, surface processes are estimated as constant trends along with deter-
ministically modeled seasonal components (e.g., Shepherd et al, 2012; Velicogna
et al, 2014; Gunter et al, 2014) without allowing for inter-annual and seasonal vari-
ability, which might have yield erroneous trend estimates (Davis et al, 2012). Ac-
curately modelling known sources of temporal variation is crucial for interpreting
geodetic data properly, especially because of large inter-annual variations in the
Antarctic climate (Ligtenberg et al, 2012). Moreover, very few geophysical pro-
cesses are exactly periodic; instead there are signal constituents which fluctuate
around a reference value, e.g., around a one-year period with slightly varying am-
plitudes. Therefore, modelling seasonal processes using traditional deterministic

This chapter is mainly based on O. Didova, B. C. Gunter, R. E. M. Riva, R. Klees, and L. Roese-Koerner
(2016). An approach for estimating time-variable rates from geodetic time series. Journal of Geodesy
pp 1-15
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fitting methods may not provide very accurate results. In this study, we model
them stochastically within a KF framework allowing for physically natural varia-
tions of signal constituents in time. This idea was brought to the geodetic com-
munity by Davis et al (2012) while already being a well-established technique in
econometrics since the 1980s (Harvey, 1989). However, Davis et al (2012) assumed
the statistical noise parameters to be known. Moreover, the econometric literature
lacks methods for a robust estimation of the noise parameters as the optimization
problem to be solved for those parameters turns out to be non-convex (i.e., there
can be multiple local minima).

Therefore, the main objective of the work described in this chapter is to provide
a robust tool for estimating time-variable trends from geodetic time series. For this
purpose, detailed descriptions are provided on how different components such as
trend and known periodicities can be modeled stochastically and put into KF form
(Section 4.2). Special attention is paid towards carefully estimating the noise pa-
rameters, which is an essential step in the KF. The presented statistical framework
is appropriate to any time series, but is demonstrated in this study on GRACE
and GPS time series that have been widely used in the context of trend estima-
tion (Section 4.3). A spectral analysis of the results shows that the developed tool
yields more reliable estimates compared to those derived from commonly used
LSA. Moreover, the technique presented allows different geodetic time series to be
analyzed for validation purposes.

4.2. METHODOLOGY
The theory described below is largely based on Durbin and Koopman (2012) and
Harvey (1989). As the methodology is demonstrated on GRACE and GPS data, Sec-
tions 4.2.1 – 4.2.4 are relevant for both types of datasets, whereas Section 4.2.5 is
devoted to the analysis of features typical of GPS time series. Section 4.2.6 summa-
rizes the major steps of the time-series analysis by the suggested method.

4.2.1. TREND MODELLING
The following function is commonly fit to time series data to obtain a trend:

yt =µt +
2∑

i=1
(ci ·cosωi t + si · sinωi t )+εt , t = 1, ...,n, (4.1)

where yt denotes an observation at time t , µt = α+β · t is a linear trend with
an intercept α and a slope β, and (ci cos wi t + si sin wi t ) are harmonic variations
with angular frequency ωi = 2π

Ti
, where T1 = 1 for an annual signal, and T2 = 0.5

for a semi-annual signal. The irregular term εt includes unmodeled signal and
measurement noise in the series and is often assumed to be an independent and
identically distributed (iid) random variable with zero mean and variance σ2

ε (i.e.,
εt ∼ N (0,σ2

ε)).
The deterministic linear trend µt =α+β · t can be made stochastic by letting α

and β follow random walks. This leads to a discontinuous pattern for µt . A better
model is obtained when working directly with the current µt rather than with the
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intercept α. Since µt can be obtained recursively from

µt+1 =µt +β, with µ0 =α, (4.2)

stochastic terms are now introduced as

µt+1 =µt +βt +ξt , ξt ∼ N (0,σ2
ξ),

βt+1 =βt +ζt , ζt ∼ N (0,σ2
ζ).

(4.3)

Equation (4.3) with σ2
ξ
> 0 allows the intercept of the trend to move up and down,

while σ2
ζ
> 0 allows the slope to vary over time. A deterministic trend is obtained

if σ2
ξ
=σ2

ζ
= 0. Because there is no physical reason for the intercept to change over

time, we model it deterministically by settingσ2
ξ
= 0; this leads to a stochastic trend

model called an integrated random walk. The larger the variance σ2
ζ

, the greater

the stochastic movements in the trend. In other words, σ2
ζ

defines how much the
slope β in Eq. (4.3) is allowed to change from one time step to another.

A deterministic harmonic term of angular frequency ω is

ct = c ·cosωt + s · sinωt , (4.4)

where
p

c2 + s2 is the amplitude and tan−1(s/c) is the phase. Equivalent to the lin-
ear trend, the harmonic term can be built up recursively, leading to the stochastic
model

ct = ct−1 ·cosω+ st−1 · sinω+ςt ,

st =−ct−1 · sinω+ st−1 ·cosω+ς∗t ,
(4.5)

where ςt and ς∗t are white-noise disturbances that are assumed to have the same
variance (i.e., ςt ∼ N (0,σ2

ς)) and to be uncorrelated. These stochastic components
allow the parameters c and s and hence the corresponding amplitude and phase
to evolve over time. Note that ct in Eq. (4.5) is the current value of the harmonic
signal and st−1 appears by construction to form ct .

Introducing the stochastic trend and stochastic harmonic models into Eq. (4.1)
yields

yt =µt + c1,t + c2,t +εt , εt ∼ N (0,σ2
ε) (4.6)

with c1,t and c2,t being annual and semi-annual terms, respectively. It is straight-
forward to extend Eq. (4.6) by additional harmonic terms using the stochastic model
of Eq. (4.5) with the corresponding angular frequencies.

4.2.2. STATE SPACE MODEL
The state space form of the equations defined in Section 4.2.1 is

yt = Ztαt +εt , εt ∼ N (0, H),

αt+1 = Ttαt +Rtηt , ηt ∼ N (0,Q), t = 1, ...,n,

α1 ∼ N (a1,P1),

(4.7)
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where yt is still an observation vector, αt is an unknown state vector, and εt is the
irregular term with H = Iσ2

ε. The first Equation of (4.7), where the design matrix Z
links yt to αt , is called the observation equation and the second is called the state
equation. Any model that includes an observation process and a state process is
called a state space model. The observation equation has the structure of a linear
regression model where the vectorαt varies over time. The second equation repre-
sents a first order vector autoregressive model. The transition matrix T describes
how the state changes from t to t +1, and ηt is the process noise with Q = Iσ2

η. The
initial state α1 is N (a1,P1) where a1 and P1 are assumed to be known.

The state vector is defined as

αt =
[
µt βt c1,t s1,t c2,t s2,t

]T
. (4.8)

The observation equations read

yt =
[
1 0 1 0 1 0

]
αt +εt (4.9)

and the state space matrices are

T =



1 1 0 0 0 0
0 1 0 0 0 0
0 0 cosω1 sinω1 0 0
0 0 −sinω1 cosω1 0 0
0 0 0 0 cosω2 sinω2

0 0 0 0 −sinω2 cosω2

 , (4.10)

R =



0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

 , Q = Iσ2
η =


σ2
ζ

0 0 0 0

0 σ2
ς1

0 0 0
0 0 σ2

ς1
0 0

0 0 0 σ2
ς2

0
0 0 0 0 σ2

ς2

 .

For the defined state space model, the system matrices Z , T , R, H , and Q are inde-
pendent of time. Therefore, the corresponding index t is dropped out hereinafter.
Another reason for not including any time reference is that we use equally spaced
data. It is worth pointing out that a state space model can also be defined for
time series containing data gaps or for unevenly spaced time series. While dealing
with missing observations is particularly simple as shown in Durbin and Koopman
(2012, chap. 4.10), some modifications might be required for unevenly spaced time
series depending on the complexity of the state space model (Harvey, 1989, chap.
9).

4.2.3. KALMAN FILTER AND SMOOTHER

To solve the linear state space model of Section 4.2.2 the Kalman filter approach
described by Durbin and Koopman (2012, chap. 4.3) is used. The KF recursion for
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t = 1, ...,n processes the data sequentially and comprises the equations:

vt = yt −Z at , Ft = Z Pt Z T +H ,

at |t = at +Pt Z T F−1
t vt , Pt |t = Pt −Pt Z T F−1

t Z Pt ,

at+1 = Tat +Kt vt , Pt+1 = T Pt (T −Kt Z )T +RQRT ,

(4.11)

where Kt = T Pt Z T F−1
t is referred to as the Kalman gain and vt is the innovation

with variance Ft . Once at |t and Pt |t are computed, the following relation can be
used to predict the state vector αt+1 and its variance matrix at time t

at+1 = Tat |t , Pt+1 = T Pt |t T T +RQRT . (4.12)

While filtering aims at obtaining the expected value for the state vector using
the information available so far, the aim of Kalman smoothing is to use the in-
formation made available for the entire time series. Because the smoothed esti-
mator is based on more information than the filtered estimator, smoothing yields,
in general, a smaller mean squared error than filtering. According to Durbin and
Koopman (2012, chap. 4.4), a smoothed state α̂t and its error variance Vt can be
obtained by evaluating

rt−1 = Z T F−1
t vt +LT

t rt , Nt−1 = Z T F−1
t Z +LT

t Nt Lt ,

α̂t = at +Pt rt−1, Vt = Pt −Pt Nt−1Pt
(4.13)

in a backward loop for t = n, ...,1 initialized with rn = 0 and Nn = 0, where Lt =
T −Kt Z .

4.2.4. ESTIMATION OF HYPERPARAMETERS

Until now, it was assumed that the parameters σ2
ε and σ2

η, which determine the
stochastic movements of the state variables and therefore have a significant influ-
ence on the results, are known. In practical applications, they are usually unknown
except for the measurement noise error for which some a priori information is
frequently available. The estimation of these so-called hyperparameters is itself
based on the Kalman filter and is performed by maximizing the likelihood. If a
process is governed by hyperparameters ψ, which generate observations yt , the
likelihood of producing the given data for known hyperparameters is according to
Harvey (1989)

L(Yn |ψ) = p(y1, ..., yn) = p(y1)
n∏

t=2
p(yt |Yt−1), (4.14)

where p(yt |Yt−1) represents the distribution of yt conditional on the information
set at time t −1, that is Yt−1 = {yt−1, yt−2, . . . , y1}. The hyperparameters ψ are cho-
sen in such a way that the likelihood function is maximized. Equivalently, we may
maximize the loglikelihood log L

logL(Yn |ψ) =
n∑

t=1
p(yt |Yt−1). (4.15)
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The distribution of yt , conditional on Yt−1, is assumed to be normal (or Gaussian).
Therefore, substituting N (Zt at ,Ft ) for p(yt |Yt−1) in Eq. (4.15) yields

logL(Yn |ψ) =−n

2
log(2π)− 1

2

n∑
t=1

(log |Ft |+ vT
t F−1

t vt ), (4.16)

which is computed from the Kalman filter output Eq. (4.11) according to Durbin
and Koopman (2012, chap. 7).

The hyperparameters are defined as

ψ= 0.5log
[
σ2
ε σ2

η

]T = 0.5log
[
σ2
ε σ2

ζ
σ2
ς1

σ2
ς2

]T
, (4.17)

which ensures that they are non-negative, since here they represent standard de-
viations.

OPTIMIZATION

Maximizing logL is equivalent to minimizing -logL. One searches numerically for
a set of optimal parameters that provides the minimum value for negative logL,
given the process and the observed data. This optimization problem is carried out
by using an Interior-Point (IP) algorithm as described in Byrd et al (1999). The
function -logL(Yn |ψ) to be minimized is called the objective function. Since the
IP algorithm of Byrd et al (1999) is a gradient-based local solver, the gradient for
the objective function is computed analytically according to Durbin and Koopman
(2012, chap. 7):

∂ logL(Yn |ψ)

∂ψ
=1

2

n∑
t=1

tr
{

(ut uT
t −D t ) ∂Ht

∂ψ

}
+1

2

n∑
t=2

tr
{

(rt−1r T
t−1 −Nt−1)

∂Rt Qt RT
t

∂ψ

} (4.18)

using quantities calculated in Section 4.2.3 with ut = F−1
t vt −K T

t rt and D t = F−1
t +

K T
t Nt Kt .

The IP algorithm is used because it accounts for a potential non-convexity, and
the problem we are dealing with is non-convex. If an optimization problem is non-
convex, there can be multiple local minimum points with objective function val-
ues different from the global minimum (Horst et al, 2000). Finding a globally op-
timal solution of a multivariate objective function that has many local minima is
very challenging. One of the main difficulties is the choice of the initial guess for
the starting point ψ0 (initial solution) that is required for the optimization. If the
initial guess is sufficiently close to a local minimum, the optimization algorithm
terminates at this local minimum (Fig. 4.1). Visualizing the objective function is
helpful to choose a suitable initial guess, but the described problem is at least four-
dimensional. Dimensionality may further increase, for instance, if other periodic
constituents are considered (e.g., the S2 tidal alias in GRACE data analysis); an-
other example of a higher dimension is discussed in Section 4.2.5. Therefore, the
approach is to compute the objective function for a number of starting points and
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Figure 4.1: The importance of an initial guess in the context of non-convex optimization problem illus-
trated using a fictitious one parameter model. Depending on the starting point (initial guess), globally
suboptimal (e.g., starting from points a or b) or globally optimal solution (e.g., starting from point c)
can be found.

use the solution in further computations that provides the smallest objective func-
tion value and thus is more likely to be a global minimum (Anderssen and Bloom-
field, 1975). The question, however, is how to define suitable starting points that
allow all or as many as possible local minima to be identified, which in turn will
increase the probability of finding the global minimum. For this, a set of uniformly
distributed starting points is randomly generated within a finite search space. As
a result, the same optimal solution is obtained after each run despite the fact that
the method is heuristic, ensuring the existence of an optimal solution within the
predefined bounds.

LIMITING THE PARAMETER SPACE

In the following, the parameter search space is limited in the context of a non-
convex optimization problem to improve the chance of finding a global optimum.
First, all lower bounds are set equal to zero. The upper bounds are chosen from
LSAs to the given data as follows. The model described by Eq. (4.1) is fit to the
data, and the variance of the postfit residuals is used as an upper bound for σ2

ε in
Eq. (4.9). This choice is justified, since LSA-residuals contain the unmodeled sig-
nal, measurement noise and possible fluctuations in the modeled terms (in our
case in trend, annual and semi-annual components), whereas σ2

ε in Eq. (4.9) does
not include possible fluctuations in the modeled terms, because we model them
stochastically as described in 4.2.1. Similarly, the upper bounds for annual and
semi-annual terms are found. After subtracting a deterministic trend from the
time series, annual and semi-annual signals are simultaneously estimated using
LSA within a sliding window that has a minimum timespan of two years. The
maximum size of the sliding window corresponds to the length of the time series
used. Done this way, a sufficient amount of annual and semi-annual amplitudes
are estimated and the corresponding variances are used as upper bounds for σ2

ς1

and σ2
ς2

, respectively. The choice of the upper bounds is justified by the fact that
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the standard deviation of the signal computed for different time intervals is never
smaller than the process noise of this signal, since here standard deviations indi-
cate possible signal variations within the considered time span, whereas process
noise represents the signal variations from one time step to the next only. More-
over, these upper bounds still include possible variations within the trend compo-
nent supporting the idea being the upper limits for the process noise associated
with estimated harmonics. Regarding the process noise associated with the trend
component σ2

ζ
, no upper bound is set.

By bounding the search space forψ in the manner described above and by set-
ting the amount of start points to 200 (chosen by trial and error), after each run
numerically the same optimal solution is obtained. To substantiate the reliabil-
ity of the estimated hyperparameters, the amplitude distribution of the estimated
signal constituents Eq. (4.8) is additionally analyzed as a function of frequency. In-
vestigating whether the amplitude spectrum shows a peak around the expected
frequency allows us to draw conclusions on the reasonableness of the estimated
noise parameters, since they determine the estimation of the signal constituents.

To illustrate the idea of the analysis in the spectral domain, an example based
on GPS time series, which will be described later, is presented in Fig. 4.2. To pro-
duce this figure, we first estimated noise parameters stored inψ Eq. (4.17) with and
without limiting the parameter space for σ2

ε, σ2
ς1

and σ2
ς2

. For these two cases, we
then estimated the state vector αt and computed the amplitude spectrum for the
rate βt , annual c1,t and semi-annual c2,t estimates. Fig. 4.2a provides an indica-
tion of reasonably estimated hyperparameters, since the amplitude spectrums of
the corresponding signal estimates show significant peaks over the expected fre-
quencies and there are no significant peaks elsewhere. For comparison, Fig. 4.2b
provides an example generated without limiting the parameter space, where the
hyperparameter associated with the annual signal is overestimated including vari-
ations of the rate/slope component while the amplitude of the slope has an un-
realistically small magnitude of zero mm. This example also emphasizes the im-
portance of limiting the parameter search space within a non-convex optimization
problem.

The solution we obtain for the hyperparameters ψ is referred to as an uncon-
strained solution hereinafter, since only the search space for the global solver has
been limited, but no restrictions are applied yet to the parameters themselves.

CONSTRAINED OPTIMIZATION

Introducing constraints on some of the noise parameters may improve the chance
of finding a global minimum within a non-convex optimization. Sometimes, we
have prior knowledge about some noise parameters, e.g., we know that σ2

ε must
be larger than some threshold. This inequality constraint can be easily applied
within the numerical optimization (Nocedal and Wright, 2006). However, if the
introduced constraints are not supported by the data, applying them may signifi-
cantly change the estimated noise parameters and in turn the estimate of the state
vector αt yielding erroneous geophysical interpretations. As we are dealing with
a non-convex problem, the testing procedure proposed in Roese-Koerner et al
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Figure 4.2: Amplitude spectrums of the estimated slope (top), annual (middle) and semi-annual (bot-
tom) components in mm. The estimation of the signal components is based on differently estimated
hyperparameters (noise parameters): (a) by limiting the parameter search space for finding an optimal
minimum and (b) without limiting the parameter search space.

(2012) cannot be applied. Therefore, we outline a method to verify whether the
data support the applied constraints paying particular attention to non-convexity.

Firstly, we perform a so-called basic test to check the plausibility of the applied
constraints. For this, we compute the absolute difference between the constrained
and unconstrained case which should be smaller than the estimated standard de-
viations of the unconstrained hyperparameters:

|ψcon −ψuncon| <σψuncon , (4.19)

where σψuncon is derived using the corresponding Hessian. This is a quick test for
serious mistakes meaning that constraints are absolutely not supported by the
data if the left-hand side of the equation is larger than the right-hand side. If
the basic test does not reject introduced constraints (meaning the test is positive),
the second, computationally more comprehensive Likelihood Ratio test (LR-test)
is performed.

The basic idea of the LR-test is the following: if the constraint is valid, imposing
it should not lead to a large reduction in the loglikelihood function (Greene, 1993)
. Therefore, the test statistic is

LR = 2(logL(Yn |ψuncon)− logL(Yn |ψcon)). (4.20)

LR is asymptotically χ2 distributed with degrees of freedom equal to the number
of constraints imposed (Wilks, 1938). The null hypothesis is rejected (the test is
negative) if this value exceeds the appropriate critical value from the χ2 tables,
meaning that the data do not support the constraints applied.

According to Greene (1993) the parameter spaces, and hence the likelihood
functions of the two cases must be related. Moreover, the degrees of freedom
of the χ2 statistic for the LR-test (Eq. (4.20)) equals the reduction in the number
of dimensions in the parameter space that results from imposing the constraints.
Hence, the degree of freedom equals the amount of active constraints. A constraint
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is called active (or binding) if it is exactly satisfied, and therefore, holds as an equal-
ity constraint (Boyd and Vandenberghe, 2004, p. 128). In short, the LR-test is usu-
ally applied in the equality constrained case. However, if one constraint is active it
reduces the number of dimensions in the parameter space by one, since it defines
one parameter on which this constraint is applied. If a constraint is active it simul-
taneously means that this constraint strongly influences the solution. Since we are
dealing with a non-convex optimization problem having multiple local minima, it
may be the case that a constraint can still strongly affect the solution without be-
coming active, e.g., by simply shifting the solution to the next minima. Therefore,
to estimate the degree of freedom for the LR-test performed in the context of non-
convex optimization problem with inequality constraints, we have to estimate how
many restrictions do indeed influence the solution. This will be achieved by using
a brute force method summarized in Algorithm 1. The idea of the method is to
successively apply the constraints until all restrictions are satisfied and thereby, to
control the number of degrees of freedom for the LR-test. As it might be the case
that applying a constraint to one parameter will already satisfy the constraints to
the other parameters, we check whether newly added restrictions make previously
added ones superfluous.

Algorithm 1 : A method for determining the degrees of freedom for the LR-test
performed in the context of a non-convex optimization problem with inequality
constraints.
Require: ψuncon

while the constraints are not satisfied do
add the most violated constraint
compute ψcon

if the number of constraints applied > 1 then
check whether newly added restriction makes previously added constraints
negligible

end if
end while

It is important to note that the degrees of freedom of the χ2 statistic may differ
already because of the used state space form; for details, the reader is referred to
Harvey (1989, chap. 5). If both tests, i.e., the basic test and the LR-test, indicate
that the data do not support the constraints, the constraints are relaxed towards
unconstrained values until both tests are positive (see Algorithm 2). In this context,
it is worth mentioning again that the basic test is performed for the purpose of
reducing the computational complexity: if the constraints do not pass the basic
test, there is no need to perform the LR test.

By doing so, we avoid using constraints that are too strong and not supported
by the data, but still try to find a compromise between a statistically-based and a
physically meaningful estimate.
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Algorithm 2 : The procedure of validating and potentially relaxing the inequality
constraints applied within a non-convex optimization.

Require: ψuncon and ψcon

while basic and LR-test negative do
relax the most violated constraint
perform basic test
if basic test negative then

LR-test negative
else

perform Algorithm 1
perform LR-test

end if
end while

4.2.5. GPS
The analysis of GPS time series often differs substantially from that of GRACE data.
GRACE time series have a sampling period of typically one month, data gaps are
sparse, and noise correlations between the monthly data (if there are any) are neg-
ligible. GPS data are known to contain coloured (temporally correlated) observa-
tional noise that cannot be neglected (Williams, 2003a). Moreover, GPS time series
are frequently unevenly spaced in time and may contain large data gaps as well
as outliers. In the following sections, we describe how we handle these different
features present in the GPS data.

PRE-PROCESSING

A KF can easily deal with unevenly distributed observations. However, equally
spaced data will be beneficial when we later define the state space model for tem-
porally correlated noise. Therefore, we generate equally spaced data by filling short
gaps with interpolated values and long gaps with NaN values. We define a gap to
be long if more than seven consecutive measurements are missing, i.e., more than
one week of daily GPS data.

Since the KF is not robust to outliers, they should be removed beforehand. Out-
liers are detected here by a Hampel filter according to Pearson (2011). The mea-
surements are removed from the time series where horizontal or vertical site dis-
placements of a GPS station were identified as outliers.

COLOURED NOISE

The white noise assumption in Section 4.2.2 is too strong for the observational
noise when dealing with GPS measurements. A classical approach to consider
the coloured noise within the framework of KF is to extend the state vector αt in
Eq. (4.7) with the noise (so-called "shaping filter") (Bryson and Johansen, 1965).
To do so, we first need to assess the type of noise. For this reason, we estimate the
state vector from Eq. (4.8) using filtering and smoothing recursions described in
Section 4.2.3, but now the components of the state vector are made deterministic
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by setting the process noise variance σ2
η to zero and σ2

ε to one. This is equivalent
to the classical LSA. Dealing with missing observations in the derivation of the KF
and smoother is particularly simple as shown in Durbin and Koopman (2012, chap.
4.10). Using KF here instead of LSA permits us to compute smoothed residuals at
each time step t = n, ...,1

ε̂t = H(F−1
t vt −K T

t rt ) (4.21)

by using quantities computed in Section 4.2.3. In this way computed residuals are
now equally distributed in time. They represent an approximation of the noise,
which we model as an autoregressive moving average (ARMA) process of order
(p, q). The ARMA process is defined as

εt =
l∑

j=1
φ jεt− j +Åt +

l−1∑
j=1

θ jÅt− j , t = 1, ...,n, (4.22)

where φ1, . . . ,φp are the autoregressive parameters, θ1, . . . ,θq are the moving aver-
age parameters and Åt is a serially independent series of N (0,σ2

Å) disturbances and
l = max(p, q +1) with p, q ∈ {0, . . . ,5}. Some parameters of an ARMA model can be
zero, which yields two special cases: if q = 0, the process is autoregressive (AR) of
order p; if p = 0, the process is a moving-average (MA) process of order q .

The postfit residuals obtained after fitting a deterministic model to the data
represent coloured noise. It is important to understand that it is only an approx-
imation of the observational noise, since the residuals contain a potentially un-
modeled time-dependent portion of the signal. To parameterize this approximate
coloured noise using an ARMA(p, q) model, we need to determine how p and q
should be chosen. For this, we follow the idea of Klees et al (2003) and use the
ARMA(p, q) model that best fits the noise power spectral density (PSD) function.
Thus, using the PSD function of the approximate coloured noise we estimate the
pure recursive part of the filter (MA) and non-recursive part of the filter (AR) by ap-
plying the standard Levinson-Durbin algorithm (Farhang-Boroujeny, 1998). The
parameters of the MA and AR models are computed using a defined p and q , which
are then used to compute the PSD function of the combined ARMA(p, q) solution.
To control the dimension of the state vector αt we limit the maximum order of the
ARMA process to 5, which means we compute a PSD for ARMA(p, q) generated for
p, q ∈ {0, . . . ,5} (including two special cases AR(p) and MA(q)). Then, we use GIC
(Generalized Information Criterion) order selection criterion to select the PSD of
the ARMA model that best fits the PSD of the approximate coloured noise. The p
and q of this ARMA model define the number of φ and θ coefficients used to pa-
rameterize coloured noise εt . More details about the use of ARMA models in the
context of GPS time series can be found in Appendix A.

STATE SPACE MODEL

GPS data are often contaminated by offsets (Gazeaux et al, 2013). If undetected,
they might produce an error in trend estimates (Williams, 2003b). For Antarctica,
the offsets are usually related to hardware changes and thus are step-like. To in-
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corporate an offset into state space form we define a variable wt as:

wt =
{

0, t < τ,

1, t ≥ τ.
(4.23)

Adding this to the observation Eq. (4.6) gives

yt =µt + c1,t + c2,t +δwt +εt , t = 1, ...,n, (4.24)

where δ measures the change in the offset at a known epoch τ. For k offsets, the
state vector can be written as

α[δ]
t = [δ1 · · ·δk ]T . (4.25)

Coloured noise εt can be included into the state space model as:

α[ε]
t =


εt

φ2εt−1 +·· ·+φlεt−l+1 +θ1Åt +·· ·+θl−1Åt−l+2

φ3εt−1 +·· ·+φlεt−l+2 +θ2Åt +·· ·+θl−1Åt−l+3
...

φlεt−1 +θl−1Åt

 (4.26)

with η[ε] = Åt+1; then, the corresponding system matrices are given by

T [ε] =


φ1 1 0
...

. . .
φl−1 0 1
φl 0 · · · 0

 , R [ε] = [
1 θ1 · · · θl−1

]T
,

Z [ε] = [
1 0 0 · · ·0]

.

(4.27)

It is worth noting that for irregularly spaced observations, it is less straightforward
to put an ARMA(p, q) process for models of order p > 2 into state space form.
Therefore, the data were pre-processed as outlined in Section 4.2.5.

Combining the parameterization of k offsets (Eq. (4.25)) and of the "shaping
filter" (Eq. (A.2)) with the basic model defined in Eq. (4.8) (hereafter αt used with
the index b for basic), we take the state vector as

αt = (α[ε]
t ,α[b]

t ,α[δ]
t ), (4.28)

and the system matrices as

Zt = (Z [ε], Z ,Ik ), T = diag(T [ε],T,Ik ),

R = diag(R [ε],R,0k ),

Q = Iσ2
η = diag(

[
σ2
Åt+1

σ2
ζ

σ2
ς1

σ2
ς1

σ2
ς2

σ2
ς2

]
)

(4.29)

with Z , T and R being defined in Eqs. (4.9) – (4.10).
After defining this modified state space model, GPS time series can be pro-

cessed as GRACE time series. In particular, the search space for the global solver
associated with the ARMA parameters does not experience any bounds.
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4.2.6. SUMMARY OF THE DEVELOPED FRAMEWORK

The flow diagram in Fig. 4.3 outlines the major steps of the time-series analysis by
the suggested method. The method can be applied to any equally spaced data; it
can cope with missing observations and different stochastic properties of the data.
Once the components of interest are defined in the state vector, the correspond-
ing state space model with all required matrices can be formulated. If present,
time-correlated observational noise can be modeled using a general ARMA model
that subsumes two special cases (AR and MA) as described in Section 4.2.5 or in
more detail in Appendix A. Another representation of the coloured observational
noise within the state space formalism can be found in e.g., Dmitrieva et al (2015),
in which a linear combination of independent first-order Gauss-Markov (FOGM)
processes is used to approximate the noise.

Once in the state space form, the parameters governing the stochastic move-
ments of the state components are estimated by numerically optimizing likeli-
hood. The likelihood function is computed using the by-products of the Kalman
filter (Eq. (4.16)). Finding an optimal solution as demonstrated in Section 4.2.4
is the key of the proposed methodology, since it ensures optimal estimates for
the hyperparameters, which in turn determine the estimates of the signal con-
stituents. Limiting the parameter search space (Section 4.2.4), as well as imposing
constraints (Section 4.2.4) that are supported by the data, both increase the like-
lihood of getting the optimal solution. Once the hyperparameters are estimated,
the Kalman filter and smoother can be used (Section. 4.2.3) for obtaining the best
estimate of the state at any point within the analyzed time span. This can be im-
portant for investigating the way in which a component such as trend has evolved
in the past.

4.3. APPLICATION TO REAL DATA
In this section, we demonstrate the performance of the proposed methodology
compared with the commonly used LSA technique on two different types of geode-
tic time series 1. As an example, we use GRACE and GPS time series, although
the methodology can be applied to any other time series. After a brief descrip-
tion of the data sets, the results of computational experiments are presented and
discussed.

4.3.1. DATA

We use daily GPS vertical site velocities at the CAS1 station, which is located in
Wilkes Land, East Antarctica. There are three reasons for selecting this GPS sta-
tion: first, it is a GPS site with continuous long-term observations; second, the
time series data contain all the features described in Section 4.2.5; and third, be-
cause of its geolocation. A significant accumulation anomaly event was concen-
trated along the Wilkes Land coast in 2009 (Luthcke et al, 2013). Due to a high

1The freely available software provided by Peng and Aston (2011) was used as an initial version for the
state space models. MATLAB’s Global Optimization Toolbox along with the Optimization Toolbox was
used to solve the described optimization problem.
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Figure 4.3: Flow diagram to summarize the major steps of the described approach for time series anal-
ysis.
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signal-to-noise ratio, we expect this event to be detected by both observing sys-
tems, GPS and GRACE. Consequently, we can use this prior knowledge about geo-
physical processes to verify the plausibility of the proposed methodology.

The GPS data at CAS1 are processed similar to Thomas et al (2011). The GPS
time series contains two step-like offsets (in Oct. 2004 and Dec. 2008) within the
chosen estimation period, which is Feb. 2003 to Dec. 2010. For the same period,
GRACE monthly time series are computed at Delft University of Technology (Fara-
hani, 2013) complete to spherical harmonic degree/order 120 and optimally fil-
tered using a Wiener filter (Klees et al, 2008). Stokes coefficients representing the
monthly gravity fields were converted into vertical deformations following Kusche
and Schrama (2005) making GRACE data comparable with GPS observations. This
conversion is done for potential validation which, as will be shown later, leaves
room for physical interpretations if the proposed methodology is applied.

4.3.2. RESULTS

Results derived by modelling signal constituents stochastically within the KF frame-
work are called hereinafter KF results for brevity. We show plots in the time and
frequency domain for GPS and GRACE time series at the same geolocation. Both
time series represent vertical deformations due to GIA and the elastic response of
the solid Earth to the surface load. Before discussing the results it is worth not-
ing that what is called trend (in mm) thereafter is the integrated random walk part
of the signal (µt in Eq. (4.8)) with deterministically modelled intercept and time-
varying slope (or rate) in mm/yr introduced as βt in Eq. (4.8).

For GRACE time series, we estimate the slope, and annual, semi-annual and
tidal S2 periodic terms deterministically using LSA and stochastically using the KF
framework. In both cases, the intercept is co-estimated deterministically. Fig. 4.4
shows vertical deformation derived based on GRACE data, the LSA fit and the KF
fit, as well as estimated trends using different techniques. Error bars represent
one-sigma uncertainties. Figs. 4.4a and 4.4b serve as a visual inspection and indi-
cate that the model which allows signal components to vary in time represents the
data considerably better than the model that assumes a linear trend and exactly
periodic processes with constant amplitudes.

Fig. 4.5 demonstrates similar results as Fig. 4.4, but for GPS vertical site dis-
placements. LSA results shown in Fig. 4.5a were generated by fitting intercept,
a slope, annual and semi-annual terms and two offsets to the time series with-
out modelling coloured noise. Time-correlated noise model is usually used to
estimate more realistic parameter uncertainties than those resulting from white
noise assumption (Thomas et al, 2011). However, to generate the KF results, we
co-estimated time-correlated noise parameters as well. Following the procedure
described in Section 4.2.5, we computed the noise PSD function of the LSA residu-
als, which is shown in black in Fig. 4.6. An AR(3) model (red in Fig. 4.6) was found
to provide the best fit to the PSD of the approximate coloured noise. Coloured
noise in the GPS time series was then parameterized with three autoregressive co-
efficients and co-estimated along with signal components. The results in Fig. 4.5
suggest that the KF method (Fig. 4.5b) outperforms the LSA method (Fig. 4.5a).
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(a) (b)

Figure 4.4: Vertical site displacements in mm derived based on GRACE data (black), the fit of a trend
function (blue), and the fit of a trend function together with annual, semi-annual and tidal S2 periodic
terms (red) using (a) LSA and (b) KF framework. Error bars are 1σ.

(a) (b)

Figure 4.5: Vertical site displacements in mm observed by GPS (grey), the fit of a trend function (blue),
and the fit of a trend function together with annual and semi-annual terms and two offsets (red) using
(a) LSA and (b) KF framework. Error bars are 1σ. Starting from Oct. 2004, there are inflated uncertainty
estimates in (b), because of the co-estimation of two step-like offsets. In (a), the over-optimistic formal
LSA errors are barely perceptible.
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Figure 4.6: The PSD (power spectral density) of AR(3) model (red) that best fits the PSD of the postfit
residuals (black), whereby LSA was used to fit a multi-parameter model to the GPS time series at the
CAS1 site.

Because estimating rates/slopes as accurately as possible is the primary moti-
vation of this study, Fig. 4.7 outlines the corresponding results. A constant slope
as a result of a deterministic fitting along with the stochastically modeled time-
varying slope are shown for GRACE (Fig. 4.7a) and GPS time series (Fig. 4.7b). To
allow for a direct comparison between LSA and KF results, we compute a mean
slope from the time-varying slope. If there were no changes in the rates of vertical
deformation, the two constant values should be the same. In fact they differ signif-
icantly, as the proposed methodology suggests the presence of low-frequency vari-
ability in the slope component (black graphs in Fig. 4.7) that cannot be explained
by any other modelled component. For GRACE, the constant slope estimated using
LSA is 0.2±0.07 mm, whereas the mean slope determined from the time-varying
estimates is 0.36±0.12 mm. Although these are small numbers in absolute terms,
their relative difference is larger than 50%. For GPS, the slope derived based on KF
is almost 2.5 times smaller than the LSA based slope estimate being 0.77±0.46 and
1.89±0.11 for KF and LSA, respectively.

To explain the different uncertainty estimates shown in Fig. 4.7, it is worth
mentioning here that we propagated the correlations between errors of subse-
quent KF slope estimates into the mean slope. To compute the covariance ma-
trix for the smoothed state vector α̂t , that is, Cov(αt − α̂t ,α j − α̂ j ) for t = 1, . . . ,n
and j = t +1, . . . ,n, the quantities defined in Section 4.2.3 were used according to
Durbin and Koopman (2012, chap. 4.7):

Cov(αt − α̂t ,α j − α̂ j ) = Pt LT
t LT

t+1 · · ·LT
j−1(I −N j−1P j ). (4.30)

For the case j = t +1, LT
t+1 · · ·LT

t is replaced by the identity matrix I , which has a di-
mension of the estimated state vector. To compute the uncertainty estimates from
LSA, formal errors were rescaled by the a posteriori variance. This is a commonly
used approach (e.g., Baur (2012)) which yields over-optimistic uncertainties (e.g.,
Williams (2003a)).

In the context of slope estimation, we find it worth noting that especially for
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(a) (b)

Figure 4.7: Slope estimates in mm/yr: KF time-varying slope (black), mean slope derived from KF time-
varying slope (red), and LSA estimated slope (blue). (a) GRACE time series; (b) GPS time series. Error
bars are 1σ. The legend shows the values for the mean slope derived from KF time-varying slope (red)
and for the LSA estimated slope (blue). Note, that different scales are used.

Antarctic GPS site velocities that are used to constrain GIA rates, each erroneously
estimated millimeter of vertical deformation corresponds to significantly erroneous
ice-mass change estimates (Gunter et al, 2014) highlighting the need to estimate
these rates as accurately as possible.

To prove the presence of low-frequency variability in the slope component es-
timated with the KF technique, we compute the amplitude spectrum of the GRACE
and GPS time series (cf. Fig. 4.8a and Fig. 4.8b, respectively). The results confirm
the presence of long-term variations that deviate from a linear trend in both time
series. While these inter-annual variations are absorbed in the residuals when us-
ing LSA (blue graphs in Fig. 4.8), they are captured by KF (red graphs in Fig. 4.8)
and map into the time-varying slope component (Fig. 4.7). Considering root mean
square (RMS) misfits for quantitative comparison, there is about 41% and 13% re-
duction in RMS misfits for GRACE and GPS time series, respectively, as a result of
using the proposed KF instead of the LSA technique. As can be seen from Fig. 4.8,
the dominant reduction of the RMS misfit is due to the time-varying slope with a
smaller part being explained by the time-varying annual signal (the amplitude of
the KF residuals around the 1 cycles per year frequency is smaller than the ampli-
tude of the LSA residuals). The signals in the high frequency domain are consid-
ered as noise.

To validate the results based on the proposed methodology from the geophys-
ical point of view, we plot the estimated time-varying rates derived from GPS and
GRACE time series, respectively, in Fig. 4.9. The known accumulation anomaly
event from 2009 is clearly evident. In this year, GPS and GRACE, observe maximum
subsidence of the solid Earth as an immediate response to the high levels of accu-
mulation within the analysed time period. Although the two observing systems do
not agree perfectly, they do observe similar processes starting from 2005. In fact,
there are a number of different factors to be considered when comparing GPS and
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Figure 4.8: Amplitude spectra for observations (black), postfit residuals using the proposed KF tech-
nique (red) and the LSA technique (blue). (a) GRACE time series; (b) GPS time series. Root mean square
(RMS) misfits are indicated for both KF and LSA. Note, that different scales are used.

Figure 4.9: Time-varying slope for GRACE and GPS time series at the geolocation of the CAS1 site when
using the proposed KF technique. Time-varying error bars are 1σ.
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GRACE time series, such as the spatial resolutions of the data sets (GPS-derived
deformations are discrete point measurements, while GRACE results represent a
spatial average), the effects of geocenter motion should be considered when con-
verting GRACE coefficients into vertical deformation, etc. Though the validation of
different geodetic observing techniques is out of the scope of this study, we feel the
proposed methodology provides better interpretation opportunities (Fig. 4.9) than
the traditional LSA approach. It should also be noted that once GRACE and GPS
time series are corrected such that they represent the same signal, it is straight-
forward to combine them within the described approach. However, GRACE and
GPS time series are used in this study to validate the proposed methodology. It is
also worth mentioning here that we have chosen this GPS station because of the
existing prior knowledge about the geophysical process (accumulation anomaly)
that took place there in 2009. Two different observing systems, GPS and GRACE,
detected this geophysical process because of its high magnitude. While estimat-
ing time-variable rates, the time series from these two different observing systems
were treated in two different ways with respect to the observational noise model
used: white noise for GRACE and coloured noise for GPS time series. Nonethe-
less, the time-varying trends derived from the GRACE and GPS time series show
the same behavior. We therefore interpret this behavior as a signal and not as a
potentially mismodelled observational noise.

The target of this study is to provide a robust tool for reliable trend estimation.
The robustness of the proposed methodology is determined by finding an opti-
mal minimum that is necessary for estimating the noise parameters (Section 4.2.4)
which in turn, are the key for reliable rate estimates. To demonstrate the role of the
noise parameters on the estimated signal components, we use the example shown
in Fig. 4.2: Based on the GPS time series, we estimate the noise parameters by
limiting the parameter search space for finding an optimal solution (as it is done
through this section) and without limiting the parameter search space. Using these
differently estimated noise parameters, we estimate modelled signal constituents.
In Fig. 4.10, we illustrate the results for the slope and the annual component in
the time domain (there is no evident difference in the semi-annual component
as can be seen in Fig. 4.2). By limiting the parameter search space, the process
noise for the slope and annual component is estimated to be 0.37 mm/yr and 0.06
mm, respectively. The corresponding estimates are shown in Fig. 4.10a suggesting
a correlation between both, the changes in the rates of vertical deformation and
their annual variability. This is physically reasonable, as both are responses to the
changing climate.

If the parameter search space is not limited, the process noise for slope and
annual signal is 5.75 ·10−8 mm/yr and 0.34 mm, respectively. Fig. 4.10b shows the
corresponding plots. Because the slope is not allowed to vary much, it is compara-
ble with the LSA estimate shown in Fig 4.7b. However, the variance of the annual
component is much higher than the one used in Fig. 4.10a, which is why the cor-
responding annual amplitude in Fig. 4.10b shows an erratic behaviour.

We could also assume the noise parameters to be known, e.g., by modelling the
slope deterministically and using a fixed standard deviation for the annual signal.
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Figure 4.10: Estimated time-varying slope (top) and annual signal (bottom, dashed line) along with
the time-varying annual amplitude (bottom, solid line) for GPS vertical site displacements using the
proposed KF framework. a) when limiting the parameter search space for finding an optimal minimum;
b) without limiting the parameter search space. Note, that different scales are used.

The higher we set this standard deviation the more we force the annual signal to
absorb long-term variations and possible variations originating from other sources
yielding wrong interpretations. Therefore, we recommend to limit the parameter
search space as described in Section 4.2.4 and to verify potentially existing prior
knowledge about noise parameters according to Section 4.2.4 to ensure the reli-
ability of the estimated signal constituents. Moreover, we suggest modelling all
signal components stochastically to ensure a reliable noise parameter estimation,
unless there are good reasons not to do so.

4.4. CONCLUSIONS

We developed a robust method for estimating time-variable trends from geode-
tic time series. This method is more sophisticated compared to commonly used
LSA, as it allows the rate and seasonal signals to change in time. The advantages
are twofold: more reliable trend estimation, because i) there is no contamination
by seasonal variability and ii) it accounts for any long-term evolution in the time
series, which would appear as noise when modelled as a time-invariant slope.

The right choice of the noise parameters is at the heart of the proposed method-
ology. We suggested a method which allows a robust estimation of the noise pa-
rameters. We verified the reliability of the estimates using spectral analysis. The
plausibility of the estimated time-varying rates was additionally confirmed by ex-
isting geophysical knowledge. Furthermore, the results estimated using the KF
framework were visually compared with those derived using LSA in the time and
frequency domains. Visual inspections and RMS misfits suggested that KF out-
performs LSA. The proposed methodology is not limited to GPS and GRACE time
series, but can be used for any other time series.

Our results suggest that potential changes in rates may yield significantly dif-
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ferent trends when post-processed compared to the deterministic linear trend. In-
deed, the longer the time series, the more deviations can be expected from the
deterministic linear trend assumption as well as from the constant seasonal ampli-
tudes and phases. Moreover, any change in the trend term reflects an acceleration,
making the stochastic approach much more flexible than the deterministic one. It
can therefore be reasonable to consider signal as a stochastic process in particular
when analyzing climatological data.





5
COMPARING GRACE-, SMB-,

AND GPS-DERIVED

TIME-VARYING RATES IN

ANTARCTICA

5.1. INTRODUCTION
In this chapter, the time series of GRACE and SMB involved in the combination
described in Ch. 3, as well as GPS observations are compared against each other
using the approach suggested in Ch. 4.

The evolution of changes in Antarctic surface mass balance (SMB) modeled by
a regional climate model should also be observed in GRACE-derived mass changes
corrected for ice dynamics. The reliability of SMB is crucial when used within
space-based methods to derive Antarctic ice-mass changes (Shepherd et al, 2012).
An accurate knowledge of temporal variations in SMB is especially important for
correcting GPS-derived vertical displacement rates for elastic deformation before
using GPS to constrain Antarctic GIA. A successful validation, therefore, can be an
important contribution to climate change research, as the AIS is one of the main
contributors to global sea-level rise.

Although it is known that Antarctic SMB exhibits large inter-annual variations
(Helsen et al, 2008; Ligtenberg et al, 2012), most studies of Antarctica have de-
scribed the evolution of mass changes in terms of linear rates and accelerations.
Only a few studies have paid special attention to Antarctic inter-annual variations,
the signal that maps into the time-varying trend when applying the approach sug-
gested in Ch. 4. Horwath et al (2012) compared inter-annual variations of the
Antarctic ice sheet derived from GRACE and ENVISAT radar altimeter data. In the
Antarctic Peninsula (AP) and Amundsen Sea Embayment (ASE), Sasgen et al (2010)
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compared inter-annual variations derived from GRACE with accumulation varia-
tions based on the net precipitation from the European Centre for Medium Range
Weather Forecasts. Over the entire ice sheet, Wouters et al (2013) found that most
GRACE-observed changes are controlled by SMB, and that the stochastic ice sheet
variability can strongly affect estimates of linear mass-loss rates and, in particu-
lar, accelerations. Velicogna et al (2014) examined deterministically derived trends
and accelerations from SMB and GRACE over five regions in Antarctica. Over the
entire ice sheet, they concluded that "...SMB only explains a small part of the evo-
lution of the change in mass balance".

The first purpose of this chapter is to compare SMB- and GRACE-based time-
varying trends over the entire AIS, integrated over drainage systems (Fig. 3.4) de-
fined by Zwally et al (2012). In order to do so, the dynamic patch approach de-
scribed in Ch. 3 is utilized to ensure a fair comparison between SMB and GRACE
data in terms of spatial resolution. The stochastic approach for time-series analy-
sis introduced in Ch. 4 is then utilized to model trends along with known periodic-
ities from SMB and GRACE data at the level of drainage systems. The second pur-
pose of this chapter is to compare time-varying trends derived from GRACE, SMB,
and GPS at the locations of GPS stations. This cross-comparison is also based on
the patch approach along with the stochastic approach for time-series analysis.

5.2. DATA AND METHODOLOGY
To compare SMB and GRACE derived time-varying trends over the entire AIS, un-
constrained DMT2 monthly GRACE solutions completed to degree 120, along with
full noise covariance matrices, are used (Farahani et al, 2016). Degree-1 coeffi-
cients were added using values generated from the approach of Swenson et al
(2008), and the C20 harmonics were replaced with those derived from satellite laser
ranging (Cheng and Tapley, 2004). For the same time period for which DMT2 so-
lutions are currently available (February 2003 to December 2011), time series of
RACMO2.3 monthly cumulative SMB anomalies were used to derive time-varying
trends.

To ensure a fair comparison between SMB and GRACE data in terms of spatial
resolution, the dynamic patch-approach described in Ch. 3 for the same range of
patches (320 - 420 km) was applied to both datasets. GIA rates derived in Ch. 3
have been removed from the total monthly GRACE signal at satellite altitude be-
fore applying the dynamic patch approach. As a direct output from the dynamic
patch approach, regional surface densities from both SMB and GRACE are esti-
mated. Surface densities derived from SMB represent variations within the firn
layer in contrast to surface densities derived from GRACE which additionally con-
tain variations within the ice layer after being corrected for GIA. GRACE-derived
surface densities are calibrated to the LPZ in EA using the LPZ-bias derived in Ch. 3
(Tab. 3.4) making the monthly estimates regional to Antarctica. Please note that,
strictly speaking, the time series derived from GRACE and SMB are not indepen-
dent, since GIA removed from the total GRACE signal is estimated in Ch. 3 using a
linear trend based among others on SMB computed for the time frame from Febru-
ary 2003 to October 2009. Nevertheless, time-varying rates derived from GRACE
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and SMB are regarded as mainly independent, because GIA is a time-invariant
trend that might only bias the non-linear variations if estimated incorrectly.

In the next step, the monthly derived surface densities from both datasets are
integrated over the 27 Antarctic drainage systems (Fig. 3.4) defined by Zwally et al
(2012). The resulting time series are used to estimate time-varying trends along
with stochastically modeled known periodicities (annual and semiannual compo-
nents for GRACE and SMB, and additionally tidal S2 periodic term for GRACE). For
both datasets, a constant intercept is co-estimated.

To compare SMB, GRACE, and GPS derived time-varying trends, additional
processing steps are required. First, SMB and GRACE derived monthly surface
densities are converted into vertical deformation at the GPS stations. For this,
the spherical harmonic analysis detailed in Sec. 3.3.1 is applied to convert surface
densities into spherical harmonics C q

nm ,Sq
nm . These spherical harmonics are then

converted into C h
nm ,Sh

nm in terms of vertical deformation following Kusche and
Schrama (2005) as

C h
nm

Sh
nm

}
= 3ρw

ρe

h′
n

2n +1

{
C q

nm

Sq
nm

}
(5.1)

using the density of water ρw = 1000 kg/m3 and the density of Earth ρe defined
for Eq. (3.12), and Load Love numbers h′

n . Monthly spherical harmonics in terms
of vertical deformation C h

nm ,Sh
nm are then synthesized at the locations of GPS sta-

tions resulting in a time series of vertical deformation. The major steps applied to
SMB and GRACE data required for the comparisons detailed in this chapter, are
summarized in Fig. 5.1.

GPS-derived vertical displacements at 10 permanent GPS stations are used.
The processing of the GPS displacements followed that of Thomas et al (2011), but
were intentionally not corrected for non-tidal atmospheric loading. The correc-
tion was applied in this framework using the AOD product (Flechtner, 2007) to
be more consistent with GRACE-derived data. Only observations at 10 GPS sta-
tions (in contrast to 37 available) are validated here due to availability of the data
necessary to perform meaningful time series analysis. This means that only obser-
vations at permanent GPS stations are utilized with a minimum of 6 years of obser-
vations available within the same time span as GRACE data used in the validation
(February 2003 to December 2011). At the sites with co-located GPS receivers, the
site with the longest record is used.

Despite the fact that GPS are discrete point measurements and GRACE and
SMB results are spatially smoothed over the same range of patches (320 - 420 km
derived in Ch. 3), there are two important aspects to be considered when com-
paring the vertical deformations obtained from the three independent techniques.
The GPS observations used here refer to a reference frame with origin in the Center-
of-Mass of the total Earth system (CM) and are therefore global, containing global
GIA. In contrast, the vertical deformations obtained from SMB and GRACE are re-
gional and GIA-free. This is because SMB is from a regional climate model and
by definition GIA-free, and GRACE is calibrated to the LPZ in EA and corrected
for the GIA signal derived in Ch. 3. To ensure a fair comparison between SMB,
GRACE, and GPS time series, a contamination of GPS signal by leakage from non-
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Figure 5.1: Flow diagram to summarize the major steps of the performed validation.

Antarctic sources must be avoided. This leakage is mostly originating from geocen-
ter motion and changes in the spherical harmonic coefficient C20. Since geocen-
ter motion is a global signal, mostly driven by sources outside Antarctica (Clarke
et al, 2005), it should be removed from the GPS time series. Geocenter motion
is the motion of the CM with respect to the Center-of-Figure of the solid Earth
(CF) (Ray, 1999) and is proportional to the degree-1 spherical harmonic coeffi-
cients. To remove geocenter motion from GPS time series, a degree-1 solution
based on Swenson et al (2008) is utilized. When computing vertical deformation
from SMB- and GRACE-derived surface density (Step 5 in Fig. 5.1), degree-1 is re-
moved for consistency. Note that the degree-1 signal contained in GRACE after
subtracting GIA (Step 2 in Fig. 5.1) can be contaminated by erroneous GIA, but is
assumed to be compensated by the fact that the same data is used in Ch. 3 to derive
it. This touches upon the second important aspect: GIA contaminates the GPS sec-
ular trend at very low degrees, mostly driven by GIA in the Northern Hemisphere
(Klemann and Martinec, 2011). Hence, a time series of low-degree spherical har-
monic C20 derived by Sun et al (2016) with degree-1 solution based on Swenson
et al (2008) are assumed to be a sufficient first-order approximation of the non-
Antarctic leakage.
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Figure 5.2: Antarctic drainage systems defined by Zwally et al (2012) together with the following location
indicators: Antarctic Peninsula (AP), Amundsen Sea Embayment (ASE), Ross Ice Shelf (RIS), Filchner
Ronne Ice shelf (FRIS), Dronning Maud Land (DML), Enderby Land (EL), Kemp Land (KL), Lambert
Glacier(LG), Philippi/Denman (PD), Queen Mary Land (QML), Wilkes Land(WL), Terre Adèlie (TA),
George V Land(GVL), Siple Coast (SC), Smith Glacier (SG), Thwaites Glacier (TG), Pine Island Glacier
(PIG).

5.3. RESULTS
First, the comparison of SMB and GRACE derived time-varying trends in terms of
Gt/yr integrated over Antarctic drainage systems (Fig. 5.2) are discussed in Sec. 5.3.1.
The cross-comparison of time-varying trends in terms of vertical deformation de-
rived from three independent techniques (SMB, GRACE, and GPS) is subject of
Sec. 5.3.2.

5.3.1. GRACE - SMB
Fig. 5.3 shows time-varying slopes estimated from GRACE data and SMB, respec-
tively for the most dynamic region in the AIS, namely the Amundsen Sea Em-
bayment (ASE). To highlight similarities/differences between the estimated time-
varying trends from GRACE and SMB, two criterions are used: correlation ρ and
WRMS signal reduction R. Signal reduction is used as a second criterion, because
correlation is only a measure for linear relationship, and is not capable of account-
ing for any stochastic properties. Following Tesmer et al (2011), reduction of GRACE
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trend WRMS is computed in percent as

R = 100 ·
(

W RMSGRACE −W RMSGRACE-SMB

W RMSGRACE

)
, (5.2)

where W RMSGRACE is the signal WRMS of the GRACE trend and W RMSGRACE-SMB

the signal WRMS of the GRACE-SMB residuals.
Visual inspection of trends obtained for three basins in the ASE (left column in

Fig. 5.3) suggests that variations in the GRACE-derived trend are mostly explained
by variations in the firn layer. Although trends from both datasets exhibit the same
behavior with a significant correlation of minimum 0.6, a systematic bias between
the two trends is clearly evident. Since SMB data contain variations within the
firn layer and GRACE-derived rates represent variations within the firn and ice
layer, subtracting SMB from GRACE rates should provide variations predominantly
due to ice dynamics. Therefore, a mean trend for ice dynamics (ICE) is estimated
by subtracting the mean slope of SMB from the mean slope of GRACE. This bias
is added to the time-varying SMB rates resulting in SMB + IC E (right panel in
Fig. 5.3). SMB + IC E was then used to recompute the reduction of GRACE trend
WRMS. A noticeably better fit between the two time series is clearly visible after the
SMB-derived trend has been shifted. The greater resemblance of the two trends
also manifests itself in a considerably higher reduction of GRACE trend WRMS: on
average, 70% of the GRACE-trend variance can be explained by SMB + IC E rates
in this region. Since for all three basins the computed biases are negative, they add
up to -148 Gt/yr of dynamic-driven mass loss in ASE. Note that in the following it is
SMB + IC E that will be shown in the figures and validated against GRACE-derived
time-varying trend. Corresponding statistics and mass change values for all basins
are summarized in Tab. 5.1. Special attention should be paid to the acceleration
term, as any change in the time-varying trend reflects an acceleration. As can
be seen in Fig. 5.3, acceleration is not constant within the considered time span,
although an accelerated process is captured by GRACE-derived trend in all three
basins starting approximately from 2008. This accelerated process is not present
in SMB-derived trend and can, therefore, be attributed to an accelerated dynami-
cally induced ice loss.

Fig. 5.4 displays the ice trend corrected SMB- and GRACE-derived trends for
four basins in the narrow AP. The inter-annual variations of the two datasets agree
very well with a mean correlation of 0.7. The mean reduction of 39% confirms
the presence of geophysical inter-annual signal induced by SMB in GRACE data.
The biases are estimated to be negative, amounting to -15 Gt/yr. This mass loss is
assumed to be driven by ice dynamics.

The trends for the remaining basins of WA are shown in Fig. 5.5. The Kamb
Ice Stream with its glacier thickening is located in basin 18. For this basin, both
GRACE and SMB derived rates are not correlated. The bias computed between the
two time series is positive which is consistent with the geophysical knowledge re-
garding the build-up of ice in this area. After correcting the SMB-derived trend for
glacier thickening of 18 Gt/yr, 46% of the GRACE-trend variance can be explained
by SMB rates. A positive bias of 10 Gt/yr is estimated for the neighboring basin
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19. Although the time-varying trends for both datasets exhibit similar behavior
(correlation of 0.4 in Fig. 5.5d), the amplitude of SMB induced variations is con-
siderably higher than those of GRACE, resulting in a negative reduction of GRACE
trend WRMS for basin 19. For basin 23, which is located between ASE and AP, both
datasets agree well resulting in -16 Gt/yr dynamically induced ice loss. In contrast,
however, a positive bias of 2 Gt/yr is computed for basin 1 which is determined to
be statistically insignificant (at the 95% level of confidence).

Trends for basins attributed to Queen Maud Land in EA are illustrated in Fig. 5.6.
In this region, SMB explains on an average 43% of the GRACE trend WRMS (with
a mean correlation of 0.8) emphasizing an excellent agreement between the two
datasets that reveal the same geophysical variations. The computed bias is posi-
tive, indicating dynamic thickening in this region. Other possible sources for this
bias can be underestimated GIA in Ch. 3 or underestimated linear trends in SMB,
as was found to be the case for SMB generated from RACMO2.1 in Ch. 2. An inter-
action of all aforementioned sources might explain the positive bias as well.

Fig. 5.7 contains time-varying trends from SMB and GRACE derived for basins
11-14 in EA. In this region, SMB explains on an average 27% of the GRACE trend
WRMS (with a mean correlation of 0.7) again confirming a good agreement be-
tween the two datasets. Biases are estimated to be positive, but small and for the
three out of four basins statistically insignificant. Especially for basins 13 and 14,
where relatively high mean trends for both GRACE and SMB are estimated, the dif-
ference between the two is negligibly small suggesting absence of ice dynamics.
This can further be interpreted as an indication of reliably modeled SMB (con-
stant trend and temporal variations) and correctly estimated GIA (Ch. 3) in these
regions.

For the remaining eight basins (Fig. 5.8), which represent half of EA basins, the
comparisons of the SMB- and GRACE-derived trends did not show good agree-
ment, since either the GRACE trend WRMS was not reduced by subtracting SMB
trend (resulting in negative R in Tab. 5.1) or the time-varying trends are uncorre-
lated (with a correlation smaller than 0.3). It can also be seen in Fig. 5.8 that for
the most of these basins, one of the two datasets provide statistically insignificant
(at the 95% level of confidence) mean trends, e.g. GRACE post-processed time-
varying trend for basin 2 amounts to -0.2±0.8 Gt/yr (Fig. 5.8a) or SMB-derived
mean trend for basin 3 amounts to −0.5±0.4 Gt/yr (Fig. 5.8b). A low signal-to-
noise ratio might be responsible for a poor validation of the data in these basins.
For the eight basins, subtracting SMB mean trend from that of GRACE results in
the total dynamic-driven ice changes of 23 Gt/yr. These ice mass changes are not
considered reliable, as the validation of SMB and GRACE temporal variations fails
for reasons still under investigation. This also means that the corresponding un-
certainties highlighted in Tab. 5.1 are not representative for these eight basins -
an important conclusion enabled by comparing time-varying trends. To quan-
tify dynamically induced mass changes over the entire ice sheet along with cor-
responding uncertainties, the estimated 23 Gt/yr (Fig. 5.8) are included along with
a standard deviation of the same magnitude. This is justified by the fact that the
eight basins with poor validation results contribute at least an error of 23 Gt/yr to
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Table 5.1: Summary of statistics: Reduction (R0) of GRACE trend WRMS in % by SMB; correlation ρ

between time-varying trends derived from GRACE and SMB; Reduction R of GRACE trend WRMS in %
by SMB + IC E ; mean trend derived from GRACE and SMB with corresponding 1σ standard deviation
in Gt/yr for each basin, as well as estimated mean ice dynamics. To derive uncertainties for the mass
changes integrated over the entire AIS (blue row), errors of the mean trend estimates were set to the
magnitude of the corresponding estimated signal to reflect failed validation in the basins highlighted
yellow.

basin R0 in % ρ R in % GRACE 1σGR AC E SMB 1σSMB ICE 1σIC E

1 19 0.7 20 -1.2 1.4 -3.6 0.7 2.4 1.6
2 -105 0.3 -93 -0.2 0.8 -4.1 0.4 3.9 0.9
3 -25 -0.1 -5 16.7 1.7 -0.5 0.4 17.2 1.7
4 -13 0.2 -2 6.2 0.9 -0.8 0.3 6.9 1.0
5 18 0.6 22 0.8 0.5 -0.8 0.2 1.6 0.5
6 50 0.9 59 14.3 1.6 3.1 0.7 11.3 1.7
7 52 0.9 58 19.3 1.7 7.9 0.6 11.4 1.8
8 27 0.7 32 6.1 0.6 3.1 0.3 3.0 0.7
9 -96 0.0 -96 0.7 0.4 0.9 0.1 -0.2 0.4

10 -112 0.2 -100 5.3 0.7 0.6 0.2 4.7 0.7
11 26 0.8 26 0.9 0.5 0.1 0.1 0.8 0.5
12 24 0.8 25 1.6 1.6 -3.1 1.0 4.7 1.9
13 41 0.8 42 -20.7 2.0 -23.7 1.1 3.0 2.3
14 16 0.6 16 -12.7 1.8 -13.4 0.7 0.7 1.9
15 -10 0.0 44 -8.0 0.3 0.0 0.2 -8.0 0.3
16 -28 0.1 -9 -4.0 0.6 0.2 0.1 -4.2 0.6
17 4 0.2 4 -2.3 1.8 -4.8 0.5 2.5 1.9
18 -29 0.1 46 14.6 0.4 -3.4 0.3 18.0 0.5
19 -87 0.4 -44 6.7 0.7 -3.3 0.4 10.0 0.8
20 16 0.6 62 -35.5 1.1 -3.3 0.7 -32.1 1.3
21 4 0.8 83 -58.5 1.1 -0.4 0.8 -58.1 1.3
22 4 0.7 66 -56.4 1.2 1.1 0.8 -57.4 1.4
23 9 0.7 44 -15.1 0.7 1.1 0.4 -16.2 0.8
24 38 0.8 41 -6.2 0.8 -2.4 0.3 -3.8 0.9
25 29 0.7 43 -4.0 0.4 -0.8 0.1 -3.2 0.4
26 29 0.8 44 -6.0 0.6 -1.1 0.2 -4.9 0.6
27 25 0.6 29 -4.7 0.5 -1.5 0.1 -3.2 0.5

AIS -142 15 -53 9 -89 24

the total dynamically induced mass changes. The same procedure was applied to
SMB-induced and GRACE-derived surface mass changes that amount for the eight
basins to -8.5 Gt/yr and 14.5 Gt/yr, respectively.

Based on the time-varying trends derived from GRACE and SMB for all Antarc-
tic drainage systems for the time period from February 2003 to December 2011, to-
tal changes due to surface processes amount to −142±15 Gt/yr, with −53±9 Gt/yr
and −89±24 Gt/yr due to changes in the firn and ice layer, respectively.

5.3.2. GRACE - SMB - GPS
To compare GRACE-, SMB-, and GPS-derived trends at 10 Antarctic permanent
GPS stations utilized in this study (Fig. 5.9), a similar procedure as described in
Sec. 5.3.1 applies:

1. Subtract SMB-derived mean trend from that of GRACE while attributing the
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(a) basin 20 (b) basin 20

(c) basin 21 (d) basin 21

(e) basin 22 (f) basin 22

Figure 5.3: Time-varying slope estimated for GRACE and SMB with 1σ time-varying error bars esti-
mated for ASE: Thwaites and Smith Glaciers (basin 21), Pine Island Glacier (basin 22) and the coastal
basin 20. Left: original estimates, right: after SMB-based slope is corrected for a constant bias
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(a) basin 24 (b) basin 25

(c) basin 26 (d) basin 27

Figure 5.4: Time-varying slope estimated for GRACE and SMB with 1σ time-varying error bars esti-
mated for AP: basins 24-27. SMB-based slope has been corrected for a constant bias
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(a) basin 23 (b) basin 1

(c) basin 18 (d) basin 19

Figure 5.5: Time-varying slope estimated for GRACE and SMB with 1σ time-varying error bars esti-
mated for the coastal basin 23 and inland basins flowing into the Ross and Filchner Ronne Ice Shelves.
SMB-based slope has been corrected for a constant bias
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(a) basin 5 (b) basin 6

(c) basin 7 (d) basin 8

Figure 5.6: Time-varying slope estimated for GRACE and SMB with 1σ time-varying error bars esti-
mated in the Queen Maud Land of EA: Dronning Maud Land (basins 5 and 6), Enderby Land (basin 7)
and Kemp Land (basin 8). SMB-based slope has been corrected for a constant bias
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(a) basin 11 (b) basin 12

(c) basin 13 (d) basin 14

Figure 5.7: Time-varying slope estimated for GRACE and SMB with 1σ time-varying error bars esti-
mated in EA: Lambert (basins 11), Queen Mary Land (basin 12) , Wilkes Land (basin13), Terre Adèlie
and George V Land (basin 14). SMB-based slope has been corrected for a constant bias
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(a) basin 2 (b) basin 3

(c) basin 4 (d) basin 9

(e) basin 10 (f) basin 15

(g) basin 16 (h) basin 17

Figure 5.8: Time-varying slope estimated for GRACE and SMB with 1σ time-varying error bars esti-
mated in EA. SMB-based slope has been corrected for a constant bias
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Figure 5.9: Antarctic drainage systems defined by Zwally et al (2012) together with the locations men-
tioned in the text as in Fig. 5.2. Circles represent the locations of the 10 analyzed GPS stations.

resulting bias to changes in ice dynamics.

2. Compute the reduction R of GRACE trend WRMS in percent by SMB+ICE
and the correlation ρ between the two time-varying trends.

3. Subtract GRACE-derived mean trend from that of GPS yielding bias D .

4. Compute the reduction R2 of GPS trend WRMS in percent by GRACE+D and
the correlation ρ2 between the two time-varying trends.

The time-varying trends corrected for biases and the resulting statistics are shown
in Figures 5.10 - 5.12. In these figures, GPS-derived time-varying rates are cor-
rected for degree-1, C20, and atmospheric non-tidal variations.To highlight the
agreement between GRACE- and SMB-derived time-varying trends at the locations
of GPS stations, corresponding R and ρ are included in Figures 5.10 - 5.12.

Generally, at all analyzed GPS stations, either the GRACE trend WRMS has been
reduced by subtracting the trend from SMB+ICE (resulting in positive R) or the
time series are correlated with ρ ≥ 0.3. SMB+ICE explains on an average 22% of the
GRACE trend WRMS (the median for all stations is 32%) with a mean correlation
of 0.6 (the median for all stations is 0.7) emphasizing a good agreement between
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the two datasets not only if integrated over Antarctic drainage systems as shown in
Sec. 5.3.1, but also if compared at the discrete points. The comparison of GRACE-
and SMB-resolved variations with GPS-derived trends is more challenging. The
main reason for this is that GPS are discrete point measurements that are sensitive
to local effects, whereas GRACE and SMB results are spatially smoothed over the
same range of patches (320 - 420 km).

Fig. 5.10 shows vertical deformations derived at the three GPS-stations located
in Queen Maud Land of EA (Fig. 5.9). The displacements derived at the ABOA sta-
tion (Fig. 5.10a), which is located in Western Queen Maud Land, show similar vari-
ations to those derived at the VESL station (Fig. 5.10b), which is ca. 400 km apart.
GPS- and GRACE-derived time-varying trends for both GPS stations are highly cor-
related with 21% and 40% of GPS variance being explained by GRACE at the ABOA
and VESL station, respectively. At SYOG station (Fig. 5.10c), SMB-, GRACE- and
GPS-derived variations exhibit a similar evolution, starting approximately from the
middle of 2005. The elastic subsidence of solid Earth as an immediate response to
the reported accumulation event in 2009 (Lenaerts et al, 2013), is captured by all
three independent techniques at both VESL and SYOG stations. The magnitude
of the derived GPS signal in Fig. 5.10 is comparable to the signals recovered from
SMB and GRACE data after applying the patch approach.

Fig. 5.11 displays the evolution in vertical deformation derived for OHI2 and
PALM station in the AP, as well as for MCM4 GPS-station located on the volcani-
cally active Ross Island. SMB+ICE explains more than 40% of the GRACE trend
WRMS at the GPS stations in the AP. SMB- and GRACE-derived trends are highly
correlated for these two stations which is not unexpected, as they are located ca.
350 km apart in the narrow AP while range of 320-420 km was used for the patch
approach (based on findings in Ch. 3). GPS-derived trends, however, differ sub-
stantially both between the stations and from SMB- and GRACE-derived trends.
According to GPS-derived trends at OHI2, a pronounced mass loss should have
taken place in January 2009 to induce an elastic uplift of such a high magnitude
with its peak at 36 mm/yr. This event is captured by GRACE and SMB as well, but
in July 2009 and with considerably lower magnitude. It is interesting to note that at
the PALM station, the same event is captured by all three independent techniques
with similar magnitude around July 2009. One year later (around July 2010), at
OHI2 and PALM stations all three techniques report a subsidence of the solid Earth
as an immediate response to a high level of accumulation. Accelerating rates are
observed by GPS at the PALM station starting from the begin of the analyzed time
span and continuing approximately till the mid of 2007. This positive accelera-
tion might be attributed to the breakup of the Larsen B Ice Shelf in 2002 (Thomas
et al, 2011). At MCM4, also an accelerated process, which is potentially related to
the active volcano in the proximity of the station, is observed by GPS, but neither
GRACE nor SMB capture it. A mass loss event, however, is observed by both GPS
and GRACE around the beginning of 2008, but appears approximately three time
more intense in GPS than in GRACE data.

Fig. 5.12 shows time varying trends derived at the GPS stations located in EA.
Both GPS and GRACE seem to observe the same geophysical processes with simi-
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(a) ABOA

(b) Vesleskarvet (VESL)

(c) Syowa (SYOG)

Figure 5.10: Time-varying slope estimated for GRACE, SMB, and GPS with 1σ time-varying error bars.
R is reduction of GRACE trend WRMS in % by SMB+ICE with the correlation ρ between the two time-
varying trends. R2 is reduction of GPS trend WRMS in % by GRACE+D with the correlation ρ2 between
the two time-varying trends
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(a) O'Higgins Base (OHI2)

(b) Palmer stiation (PALM)

(c) McMurdo Base (MCM4)

Figure 5.11: Time-varying slope estimated for GRACE, SMB, and GPS with 1σ time-varying error bars.
R is reduction of GRACE trend WRMS in % by SMB+ICE with the correlation ρ between the two time-
varying trends. R2 is reduction of GPS trend WRMS in % by GRACE+D with the correlation ρ2 between
the two time-varying trends
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(a) Mawson (MAW1) (b) Davis (DAV1)

(c) Casey Base (CAS1) (d) Dumont d'Urville (DUM1)

Figure 5.12: Time-varying slope estimated for GRACE, SMB, and GPS with 1σ time-varying error bars.
R is the reduction of GRACE trend WRMS in % by SMB+ICE and ρ is correlation. R2 is reduction of GPS
trend WRMS in % by GRACE+D with the correlation ρ2
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Table 5.2: Reduction (R) of GPS trend WRMS in % by GRACE after being corrected for D . Correlation ρ
between GPS- and GRACE-derived trends. Averaged time-varying trend derived from GPS time series
that has been stepwise corrected for degree-1, C20, and non-tidal atmospheric loading (ATM).

GPS GPS-deg1 GPS-deg1-C20 GPS-deg1-C20-ATM
ρ R mean trend ρ R mean trend ρ R mean trend ρ R mean trend

ABOA 0.8 17 1.3 0.8 24 1.3 0.9 16 0.7 0.9 21 0.7
CAS1 0.6 26 1.2 0.6 25 1.2 0.6 21 0.6 0.6 21 0.6
DAV1 -0.3 -69 -0.5 -0.3 -72 -0.5 -0.4 -38 -1.1 -0.4 -41 -1.0

DUM1 0.4 -7 -0.4 0.5 -1 -0.4 0.6 27 -0.9 0.6 27 -0.9
MAW1 -0.1 18 -0.4 -0.3 15 -0.4 -0.3 50 -1.0 -0.3 48 -0.9
PALM 0.1 58 6.7 0.1 59 6.7 0.1 57 6.2 0.1 57 6.1
SYOG 0.3 7 0.9 0.3 6 0.9 0.3 1 0.3 0.3 1 0.4
VESL 0.8 45 1.5 0.8 45 1.5 0.8 40 0.9 0.8 40 0.9

MCM4 -0.3 -2 -0.5 -0.3 -2 -0.6 -0.2 4 -1.2 -0.2 3 -1.1
OHI2 0.2 24 8.2 0.2 24 8.2 0.2 22 7.7 0.2 22 7.6

lar magnitude at the CAS1 station in Wilkes Land (Fig. 5.12c). All three techniques
capture small-scale accumulation variability modeled by SMB at this GPS loca-
tion. Please note the improved agreement between the magnitude of the peaks
derived from GRACE and GPS rates in Fig. 5.12c compared to the results shown in
Fig. 4.9. The better agreement is mainly caused by the dynamic patch approach
applied to the GRACE data, which localizes the signal and thus, improves its re-
covery. Good agreement between all three techniques is also evident at the DUM1
stations where 27% of GPS variance is explained by GRACE and 10% of GRACE
variance is explained by SMB. The correlation between all three techniques is 0.6
at this station. At the MAW1 station, trends based on GRACE and GPS do not re-
flect high variations modeled by SMB and lie within 1σ range starting from 2008. At
the DAV1 station, 37% of GRACE variance is explained by SMB while GPS seems to
be insensitive to these variations within the firn layer. Instead, GPS-derived trend
is almost constant for the time span between 2003-2007 with an almost constant
acceleration from 2007 to the end of 2011.

In summary, it can be stated that for five out of ten analyzed GPS stations there
is a good agreement between the temporal variations derived from three indepen-
dent techniques. Tab. 5.2 provides an overview about the influence of applying
different corrections to the mean GPS trend on its agreement with GRACE-derived
trends. Without applying any corrections to GPS derived rates, at seven of ten an-
alyzed GPS stations, the GPS trend WRMS has been reduced by subtracting the
trend from GRACE. The reduction of GPS trend WRMS is slightly enhanced for
ABOA, DUM1, PALM and decreased for CAS1, DAV1, MAW1, and SYOG stations
after removing degree-1 from GPS derived rates. After additionally removing C20

from GPS based trends, at nine of ten analyzed GPS stations the GPS trend WRMS
has been reduced by subtracting the trend from GRACE with a considerably in-
creased reduction for four stations: from -72% to -38% for DAV1, from -1% to 27%
for DUM1, from -2% to 4% for MCM4, and from 15% to 50% for MAW1 station. For
the remaining stations, the reduction of GPS trend WRMS was lowered by addi-
tionally removing C20 from GPS-based trends. Additionally removing atmospheric
non-tidal variations from GPS-derived rates only causes significant changes for the
CAS1 station by enhanced reduction of GPS trend WRMS from 16% to 21%. For all
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Table 5.3: Summary of the derived mean trends for GPS, GRACE, and for GIA derived in Ch. 3 at the
analyzed GPS stations. D is the mean difference computed by subtracting GRACE-derived rates from
those based on GPS. Unit is mm/yr.

GPS-deg1-C20-ATM GRACE D hg i a (Ch. 3)
ABOA 0.7 ± 0.6 -0.5 ± 0.1 1.2 ± 0.6 1.4 ± 0.3
CAS1 0.6 ± 0.7 0.9 ± 0.1 -0.2 ± 0.8 5.3 ± 0.5
DAV1 -1 ± 0.8 -0.4 ± 0.1 -0.7 ± 0.8 4.6 ± 0.4

DUM1 -0.9 ± 0.6 0.2 ± 0.1 -1.2 ± 0.7 1.7 ± 0.4
MAW1 -0.9 ± 0.8 -0.6 ± 0.1 -0.4 ± 0.8 1.1 ± 0.4
PALM 6.1 ± 0.6 0.8 ± 0.1 5.3 ± 0.6 -2.5 ± 0.5
SYOG 0.4 ± 0.7 -1.1 ± 0.1 1.4 ± 0.7 2.7 ± 0.4
VESL 0.9 ± 0.7 -0.4 ± 0.1 1.3 ± 0.7 5.3 ± 0.3

MCM4 -1.1 ± 0.8 0.4 ± 0.04 -1.5 ± 0.8 0.7 ± 0.3
OHI2 7.6 ± 1.2 0.5 ± 0.04 7.1 ± 1.2 -2.9 ± 0.4

corrections, the correlation between GRACE and stepwise corrected GPS trends
did not change significantly. Additional corrections for C20, however, did influence
GPS-derived mean trend on average by 0.6 mm/yr emphasizing the importance of
accurately estimated changes at low degree spherical harmonics. Since the bias of
0.6 mm/yr did not systematically yield better or worse agreement between GRACE
and GPS trends, but systematically lowered the mean trend derived from GPS, it
will be considered as an additional error source when deriving standard deviation
for GPS-deg1-C20 for further analysis.

Tab. 5.3 summarizes the derived mean trends from GPS corrected for degree-
1, C20, and non-tidal atmospheric loading (ATM) with corresponding uncertain-
ties that are updated to include an additional error of 0.6 mm/yr (in contrast to
Figures 5.10 - 5.12). Furthermore, Tab. 5.3 contains GRACE-derived trends cor-
rected for GIA, as well as GIA trends derived in Ch. 3 at the analyzed GPS stations.
The mean difference D computed by subtracting GRACE-derived rates from those
based on GPS should ideally be comparable with the GIA derived in Ch. 3. This re-
quires, among others, that (i) GRACE-derived rates are sufficient for correcting GPS
from secular trend and non-linear variations in elastic deformation, (ii) degree-1
and C20 sufficiently approximate non-Antarctic leakage yielding GPS to be region-
alized to Antarctica, (iii) GPS measurements are not corrupted by local effects or
technical artifacts, and (iv) GRACE and GPS are in an equivalent reference frame
after having removed degree-1.

The estimated D indeed agrees within 1σ with hg i a derived in Ch. 3 at ABOA
and MAW1 stations, and within two standard deviations at the SYOG and MCM4
station. A significant D (at the 95% level of confidence), however, is estimated
for only two GPS stations in the AP, OHI2 and PALM. At these stations, hg i a is
estimated to be negative while D is estimated to be positive and approximately
two times larger. Interesting to note is that at seven out of ten analyzed GPS sta-
tions, the estimated D and derived hg i a ( in Ch. 3) trend differs in sign. In fact,
this also applies to CAS1 and DUM1 stations at which a good resemblance was
found between GPS and GRACE in terms of temporal variations (Fig. 5.12c,d). This
means that, although GRACE-derived rates might be sufficient for correcting GPS
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from non-linear variations in elastic deformation, a secular trend (or systematic
bias) between GRACE- and GPS-derived trends exists. This trend can be caused
by local effects not captured by homogeneous GRACE-derived deformations, by
remaining far-field signal, by mm-level unknown biases at low degree spherical
harmonics, by differences in reference frames, by technical artifacts (or is most
likely the interaction of all aforementioned components). Therefore, without ad-
ditional analysis the difference between the GPS- and GRACE-derived rates can-
not be fully attributed to GIA-induced vertical deformation. The mm-level un-
known biases emphasize the limitations of using GPS data to constrain Antarctic
GIA, although a good agreement between GPS, SMB, and GRACE is found for 50%
of analyzed GPS stations when examining time-varying rates. However, such com-
parisons of time-varying trends derived from GPS against GRACE-derived time-
varying trends could shed light on the geophysical plausibility of different time
series (e.g., degree-1, C20) used to correct GPS.

5.4. DISCUSSION

5.4.1. GRACE - SMB
Three classes of basins are shown in Fig. 5.13 summarizing the validation results
presented in Sec. 5.3.1. The first class (white) represents basins where good agree-
ment between temporal variations derived from SMB and GIA-corrected GRACE
time series was found. Statistically significant ice mass changes were derived for
these basins (Tab. 5.1). The second class (blue) represents basins with a good
agreement between SMB- and GRACE-derived time-varying rates, but with sta-
tistically insignificant (at the 95% level of confidence) derived ice mass changes.
These basins, therefore, contribute a large uncertainty to the total dynamically in-
duced mass change estimates. The third class (orange) are basins where significant
disagreement between SMB- and GRACE-derived time-varying rates was found.
The corresponding estimated amount of the derived (ice) mass changes was set to
contribute to the total Antarctic ice-mass change estimate with a standard devia-
tion of the same magnitude. A low signal-to-noise ratio is likely responsible for a
poor validation of the data in these basins.

An overall good agreement between temporal variations derived from SMB and
GIA-corrected GRACE time series for 19 out of 27 basins during the time period
of almost 9 years demonstrates the reliability of modeled temporal variations by
RACMO. On the other hand, it also demonstrates the capability of gravity data to
constrain the evolution of surface mass changes at the level of drainage systems.
Although the high correlation of time-varying rates from independent datasets
significantly increases confidence in these data, conclusions regarding the sec-
ular part of the time-varying trend remain challenging. This is due to the fact
that a constant trend would manifest itself as a systematic ’bias’ by shifting the
curves shown in Figures 5.3-5.8 up or down. This means that each under- or
overestimated constant rate in GIA or SMB would directly propagate into the de-
rived ice dynamics. Sutterley et al (2014) provide an independent assessment of
dynamically-induced mass changes for basins 21 and 22 in ASE. Their estimated
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Figure 5.13: Antarctic drainage systems divided into three classes: white - good agreement between
SMB- and GRACE-derived time-varying rates with statistically significant derived ice mass changes;
blue - insignificant ice mass changes despite good agreement between SMB- and GRACE-derived time-
varying rates; orange- significant disagreement.

mass loss from the mass budget method mainly represents dynamically-induced
mass changes due to negligible surface runoff in Antarctica (Lenaerts et al, 2012).
Over the same time period, Sutterley et al (2014) estimated the mass balance of
these basins to amount to -105±6 Gt/yr, which agrees reasonably well with the -
115.5±2 Gt/yr estimated in this study increasing the confidence in constant rates
derived for SMB and GIA signal in this region.

For basin 13 in Wilkes Land, SMB and GRACE time series were compared by
Williams et al (2014) and Velicogna et al (2014). Williams et al (2014) found a
good agreement between the two datasets only for years 2008-2010 stating that
the changes in this region are driven by surface processes and not ice dynamics.
Velicogna et al (2014) found a good agreement for the entire period of January
2003 to July 2012, but emphasized discrepancies in the derived constant accelera-
tions from the two time series attributing them to ice dynamics. The time-varying
trends for basin 13 (Fig. 5.7c) (i) show an excellent agreement between GRACE and
SMB for the entire investigated period from February 2003 to December 2011, (ii)
suggest the absence of constant acceleration for this time frame, and (iii) confirm
that the changes in this area are entirely driven by surface processes. These re-
sults demonstrate the importance of an adequate approach utilized to compare
different data sets, as analyzing time-varying trends provides more insights into
the geophysical processes.

The reported strong accumulation events such as in 2005 in ASE, WA (Horwath
et al, 2012) or in 2009 and 2011 in Dronning Maud Land, EA (Lenaerts et al, 2013)
are clearly captured by both GRACE- and SMB-derived time-varying trends. The
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Table 5.4: Comparison of the results derived in this chapter for 2003-2011 with surface mass balance
(SMB) and ice dynamic rates (ICE) from Zwally et al (2015) and Martín-Español et al (2016b) for 2003-
2008 and 2003-2013, respectively. Unit is Gt/yr.

ICE SMB
Zw15 ME16 OD17 Zw15 ME16 OD17

EA 147±34 17.9±9.8 59.4 ±23.3 -11±6 38.5±19.5 -35.4±8.7
WA -42±23 -100.9±6.1 -133.6±3.1 17±9 -12.4±10.3 -11.9±1.7
AP -27±3 -29.5±3.9 -15±1.2 -2±1 1.5±7.1 -5.8±0.4

derived dynamically-induced mass changes confirm prominent Antarctic features,
such as dynamic thinning in ASE and AP and thickening in Kamb Ice Stream.

The results presented in this chapter confirm the findings of Wouters et al (2013)
that the most GRACE-observed changes in Antarctica are controlled by SMB, but
also suggest that there is no constant acceleration over the investigated time frame.
This might explain why Wouters et al (2013) and Velicogna et al (2014) could not
detect a projectable linear acceleration with the existing GRACE time series.

A comparison of SMB and ice dynamic rates derived in this chapter (abbrevi-
ated as OD17 hereafter) with the most recent Antarctic estimates derived by Zw15
(Zwally et al, 2015) and ME16 (Martín-Español et al, 2016b), highlights the discrep-
ancies of the current assessments for AIS. ME16 used forward models to constrain
the spatiotemporal variability of geophysical processes while combining altimetry,
gravimetry, and GPS data over the time period of 2003-2013. Zw15 combined al-
timetry along with meteorological reanalysis data for 2003-2008. The correspond-
ing results are summarized in Tab. 5.4 for EA, WA, and AP. One should keep in mind
that different data, methodologies, and assumptions were used to derive SMB and
dynamic-driven mass changes, and that also the time period under investigation is
different. Nevertheless, SMB derived for WA and AP lies within 1σ interval between
OD17 and ME16. A negative SMB trend in AP of -2±1 Gt/yr estimated by Zw15 is
also in the 1σ range of estimates based on OD17 and ME16. In WA, Zw15 estimates
a positive mass balance in contrast to other two studies. Ice dynamics derived for
WA and AP agree in sign between the three studies, but lie within 1σ interval only
for AP from ME16 and Zw15. For the large area of EA with a poor signal-to-noise
ratio in its interior, the three studies differ significantly regarding both SMB and ice
dynamic rates. SMB derived from OD17 agrees in sign with that of Zw15 contrary
to ME16. The hypothesis of EA dynamic thickening by Zwally et al (2015) is more
supported by OD17 than by ME16, although non of them lie within 1σ interval.

To replicate the dynamic thickening hypothesis suggested by Zwally et al (2015),
Martín-Español et al (2017) used the same approach as Martín-Español et al (2016b),
but set different constraints to EA dynamic thickening while using SMB from RACMO
as an a-priori solution. They estimated the dynamic trend to amount to 80±6 Gt/yr
when SMB was constrained with RACMO2.3, and to 55±6 Gt/yr when SMB was
constrained with RACMO2.4. In this chapter derived ice dynamics of 59.4±23.3
Gt/yr lie within 1σ interval from both of their estimates highlighting the impor-
tance of a sophisticated validation that allowed less reliable regions to be identified
and corresponding uncertainties to be adjusted.
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5.4.2. GRACE - SMB - GPS
At the locations of analyzed GPS stations, the comparison of GRACE- versus SMB-
derived time-varying rates demonstrates the capability of GRACE data to resolve
temporal variations of the Antarctic precipitation and increases confidence in SMB-
modeled fluctuations. The evolution of vertical deformations derived from GPS,
GRACE, and SMB reveals a good agreement for five out of ten analyzed GPS sta-
tions, although conclusions regarding the secular part of time-varying trend re-
main challenging. Nevertheless, visual comparisons of the derived temporal vari-
ations suggest a potential for providing a better understanding of geophysical pro-
cesses.

Visual inspection of time-varying trends derived at the ABOA station suggests
almost constant negative acceleration being observed by GPS. This is because the
derived time-varying trend seems to change with a similar rate over the investi-
gated time period (Fig. 5.10a). This negative acceleration is not contained in the
SMB-derived rates, but in those from GRACE, and can be attributed to ice thick-
ening. Dynamically induced thickening is also confirmed by elastic subsidence of
−0.6±0.1 mm/yr when subtracting SMB-derived mean trend from that of GRACE
(Fig. 5.10a). Similar behaviour is observed at the VESL station between 2003-2009
prior to the large accumulation event in 2009. Also here the elastic subsidence
is estimated to amount to −0.5±0.1 mm/yr. ABOA and VESL stations are located
in the basins 4 and 5, respectively, for which in Sec. 5.3.1 a dynamic thickening
in terms of Gt/yr is estimated (Tab. 5.1). The estimates favourably compare with
those derived by (Zwally et al, 2015). Zw15 derived 8±4 Gt/yr and 4±3 Gt/yr for
basin 4 and 5, respectively. The mass changes derived in Sec. 5.3.1 amount to 6.9±1
Gt/yr and 1.6±0.5 Gt/yr for these basins.

When examining time-varying rates derived from GPS at the OHI2 and PALM
stations in AP (Fig. 5.11a, b), it is evident that most likely regional variations yield
variations of such a large magnitude as the peak in 2009 at the OHI2 station or
in 2008 at the PALM station. If not accounting for the time span between 2008
to 2010 when computing mean trend at the OHI2 station, the resulting trend is
halved. This example shows that local effects might significantly influence the es-
timated mean trend which, if used to constrain Antarctic GIA or to explain elastic
deformation, might yield erroneous results. An inter-comparison, as provided in
this chapter, can shed light on the processes contained in the analyzed time series.

5.5. CONCLUSIONS
Time-varying rates derived from GRACE and SMB data over Antarctic drainage sys-
tems reflect primarily variations within the firn layer governed by changes in pre-
cipitation rates. The performed validation allowed regions to be identified where
GRACE and SMB capture the same temporal variations, which turned out to be the
case for 19 out of 27 (70%) Antarctic drainage systems. After correcting SMB for a
bias attributed to the changes in ice dynamics, SMB explained at an average 40%
of GRACE-derived trend WRMS with a mean correlation of 0.7 between the two
datasets in these 19 basins. The level of agreement not only validates modelled
SMB variations, but is also an indication of reliably modeled constant SMB and
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correctly estimated GIA in the most of Antarctic basins when geophysical knowl-
edge about the prominent Antarctic features is accounted for.

Based on the time-varying trends derived from GRACE and SMB for all Antarc-
tic drainage systems for the time period from February 2003 to December 2011, to-
tal changes due to surface processes amount to −142±15 Gt/yr, with −53±9 Gt/yr
and −89±24 Gt/yr being attributed to changes in the firn layer and in ice dynamics,
respectively.

The inter-comparison of time-varying rates derived from GRACE, SMB, and
GPS data at the locations of ten permanent GPS stations demonstrates the po-
tential of GRACE data to be used for correcting GPS derived non-linear rates for
elastic uplift, as for half of the analyzed GPS stations both GPS and GRACE were
observing the same geophysical process with a signal of similar magnitude. Such
an inter-comparison can help decide whether the observed power in the GPS time
series at the low frequencies is caused by inaccurately modeled colored noise or is
due to geophysical variations. Nevertheless, an interaction of secular trends, that
are believed to originate from different sources, manifests itself as a systematic bias
between the two datasets. Separating those constant trends is a challenging task
that requires further research before GPS data can be utilized to explicitly constrain
Antarctic GIA.



6
CONCLUSIONS AND

RECOMMENDATIONS

The work presented in this thesis sought to develop a refined methodology for
separating the glacial isostatic adjustment (GIA) and ice-mass change signals in
Antarctica by exploiting the strengths of independent data sets, such as those from
gravimetry, altimetry, climate data, and others. This chapter highlights the most
important products and findings of the work completed toward achieving the main
goal and provides suggestions for future work.

6.1. CONCLUSIONS
In Ch. 2, the approach developed by Riva et al (2009) for estimating present-day
GIA and ice mass change over Antarctica using a combination of satellite altimetry
and gravimetry was revisited. In addition to the fact that reprocessed and extended
satellite gravity and altimetry data sets were used, the key elements of the modified
combination approach are an improved estimate of surface processes by incorpo-
rating a regional atmospheric climate model (RACMO2) and accompanying firn
densification model, as well as a calibration of the results to a low-precipitation
zone in East Antarctica (EA). The latter helped reducing the impact of the mm-
level unknown biases (e.g. geocenter motion, C20, errors in the ICESat campaign
bias) inherent to the satellite data sets. The empirically derived GIA models are
compared to a set of Antarctic GNSS site displacements, as well as to traditionally
derived Antarctic GIA models. The main result is an empirically derived regional
Antarctic GIA model with corresponding uncertainties, which suggests the pres-
ence of strong uplift in the Amundsen Sea and Philippi/Denman sectors, as well
as subsidence in large parts of East Antarctica. The strong uplift was not present
in the forward GIA models. This is because most forward GIA models do not treat
ice load variations within the past thousand years, suggesting the uplift observed
could be a product of more recent ice load changes.
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The work of Ch. 2 was published in Gunter et al (2014). The GIA solution based
on the CSR RL05 DDK5 field has already been distributed to the community and
used for comparison in a range of recent studies, such as in Schoen et al (2015),
Wolstencroft et al (2015), Nield et al (2016), and Martín-Español et al (2016a). The
idea of calibrating results to a low-precipitation zone in EA was established and
later used in e.g., Groh et al (2014). Furthermore, one of the secondary results are
the elastic uplift rates derived based on the ICESat-RACMO combination, which
were used by Wolstencroft et al (2015) for correcting GPS.

To improve the spatial resolution of the derived GIA and ice mass changes, a
dynamic patch approach was developed in Ch. 3. The approach uses the relation-
ship between the different datasets from Ch. 2, but the combination of GRACE
with ICESat-RACMO data is performed at the satellite altitude in terms of grav-
ity disturbances. GIA and ice mass changes are parameterized on the Earth’s sur-
face using geophysical boundaries and estimated by using weighted least-squares
adjustment. GPS-derived uplift rates are implicitly incorporated into the combi-
nation to help defining the pattern of estimated present-day GIA. The dynamic
patch approach that consistently combines data featuring different spatial resolu-
tion, allowed, for the first time, small-scale features in Antarctic GIA to be detected.
Entirely new in the empirical GIA solution is a pronounced subsidence in the prox-
imity of Kamb Ice Stream likely as a response to the Late Holocene loading related
to stagnation and reactivation of ice streams in this area as reported by Nield et al
(2016).

To better quantify the ice mass change variations in time, a stochastic approach
for time series analysis was developed in Ch. 4 that allows for physically natural
variations of signal constituents in time. This work has been published in Di-
dova et al (2016). The results suggested that the developed technique provides
more reliable trend estimates compared to the commonly used least-squares ad-
justment, as well as more physically valuable interpretations, while validating in-
dependent observing systems. In Ch. 5, this technique was used to derive ice
mass changes at the level of drainage systems through a validation of time-varying
trends derived from GRACE and SMB (surface mass balance modeled by RACMO),
as opposed to dealing only with long-term linear trends. This analysis revealed
an excellent agreement between GRACE- and SMB-derived rates for 70% of the
Antarctic drainage systems, thus highlighting the reliability of the modeled tem-
poral variations in SMB from RACMO. The sophisticated validation allowed re-
gions with significant disagreement (30% of the Antarctic drainage systems) to be
identified and corresponding uncertainties to be adjusted. The difference between
the GIA-corrected GRACE time-varying trends and those derived from SMB is in-
terpreted as ice dynamics yielding basin-wise estimates for dynamically-induced
mass changes over the time period February 2003 - December 2011.

To gain insight into the regional variations, SMB- and GRACE-derived time-
varying trends were compared to those derived from GPS measurements at the ten
permanent GPS stations. The main outcome was a successful validation of tem-
poral variations from SMB and GRACE at the discrete point measurements. The
evolution of vertical deformations derived from GPS, GRACE, and SMB revealed a
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good agreement for 50% of analyzed GPS stations demonstrating the potential of
GRACE data to be used for correcting GPS derived rates for non-linear variations
in elastic uplift. When attributing the difference between GPS and GRACE to GIA
and comparing the results with those derived in Ch. 3, a mm-level bias is found.
This difference can be caused by local effects (present in time-varying trends de-
rived from GPS, but not captured by homogeneous GRACE-derived deformations),
by remaining far-field signal, by mm-level unknown biases at low degree spherical
harmonics, by differences in reference frames, by technical artifacts (or is most
likely the interaction of all aforementioned components). Therefore, additional
analysis is required prior to explicitly use GPS data to constrain Antarctic GIA.

Generally, it can be concluded that the patch approach suggested in Ch. 3 pro-
vides a localized GRACE signal with a comparable order of magnitude as the dis-
crete GPS measurements for 50% of the analyzed GPS stations. Furthermore, it
enables a consistent combination and/or comparison of GRACE with data that
feature higher spatial resolution. Therefore, the combination of dynamic patch
approach (Ch. 3) with the stochastic time series analysis (Ch. 4), provides a sophis-
ticated tool for validating data exhibiting different spatio-temporal resolution and
different noise characteristics. The results shed light on the strengths and weak-
nesses of different data and provide an improved understanding of the evolution
of Antarctic geophysical processes. Moreover, both approaches are not only appli-
cable in the context of estimating GIA and ice-mass changes in Antarctica, but can
also be used in any other context where GRACE data and any other geodetic time
series are involved.

6.2. RECOMMENDATIONS
• The validation performed in Ch. 5, based on which ice dynamics were es-

timated, was limited to the time span of the utilized DMT2 GRACE solu-
tions (to the end of 2011). This is because the high quality of these GRACE
solutions and their noise description has been validated in (Farahani et al,
2016). However, an extended time series analysis would provide more ac-
curate results with more insights into the recent geophysical processes. For
this, GRACE solutions produced at the Technical University of Graz (Mayer-
Gürr et al, 2014) could be used. Since an accurate noise description is essen-
tial for reliable patch approach outputs (Ch. 3), the stochastic properties of
these solutions would need to be validated first.

• It might be worth investigating whether additional regularization, such as
Tikhonov regularization, in Ch. 3 might yield better signal-to-noise ratio of
estimated GIA and ice-mass change signals.

• The functional model for the patch approach could be adjusted for describ-
ing the geometry of two layers: upper layer for surface processes and lower
layer for GIA processes (Eq. 3.8). Altimetry could be used for defining patches
for the upper layer and the existing GIA solutions for the lower layer. The GIA
signal could be constructed using varying depth profile at which viscosities
are low enough for viscous deformation to occur (van der Wal et al, 2015).
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The entire system to be solved would be instable and thus, challenging to
solve. However, at least for EA, where the height difference between the two
layers is believed to be large, such an approach that is explicitly based on
gravimetry data only, would directly yield mass change estimates for GIA and
surface processes without any need for density assumptions.

• According to Dmitrieva et al (2015), the sources of time-dependent noise in
GPS time series are not completely understood. The origin of flicker noise
is less clear, but time-variable satellite geometry, long-term orbit mismodel-
ing, and multipath have been suggested as possible contributors. It should
be investigated whether some of the observed power in the GPS time series
at the low frequencies is due to unmodeled stochastic seasonal processes
and inter-annual variations. The latter map into the time-varying rate esti-
mates (Ch. 4). The comparison performed in Ch. 5 can help deciding about
the origin of the power at the low frequencies. Furthermore, Davis et al,
2012 has shown that noise analyses that do not allow for stochastic seasonal
processes run the risk of absorbing some of the seasonal power into the es-
timates of the non-seasonal noise, thereby significantly overestimating the
rate uncertainties. As such, it is clear there is still plenty of space for research
on the topic.

• The state vector in Ch. 4 is very long (especially for GPS time series) causing
a trade-off between its components. The hyperparameters govern the esti-
mates of the state vector and need to be estimated as well. The lower the
dimension of the hyperparameters vector, the faster an optimization algo-
rithm might converge. However, this does not guarantee that the optimal
solution will be found if the problem is non-convex. What exactly causes the
non-convexity and to which extent (data; definition of the transition matrix;
or of the state vector; or of the hyperparameters vector; or most likely the
interaction of all aforementioned components) is a challenging topic that
needs to be investigated.

• Instead of deriving ice dynamics at the level of drainage systems as in Ch. 5, it
could be performed on a grid. For this, the state space framework described
in Ch. 4 would need to be extended to account for spatial correlations. This
would provide more insights into the similarities/differences between SMB
and GRACE, as well as into small-scale processes.

• Combining different altimetry missions, such as ENVISAT, Cryosat, and ICESat-
2, will not only allow the combination in Ch. 3 to be performed for an ex-
tended time period, but might also provide a better understanding about
the geophysical processes if incorporated into the validation/comparison of
time-varying trends in Ch. 5.

• Having time series for all data involved into the combination in Ch. 3 would
allow GIA and ice mass changes to be estimated on a monthly basis. In this
case GIA would need to be constrained to be secular. The patch approach
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on a monthly basis together with the time-varying trend analysis on a grid,
would increase spatio-temporal resolution of the derived ice mass changes.

• Based on the inter-comparison performed in Ch. 5, secular trends, possi-
bly originating from different sources, manifest themselfes as a systematic
bias between the GIA-corrected GRACE and elastics-corrected GPS trends.
Separating those constant trends is a challenging task that requires further
research. For this, the ability of different degree-1 and C20 solutions to mini-
mize this bias could be investigated. A global GIA model could be utilized to
mimic non-Antarctic leakage.

• After having identified the different sources with their contribution to the
systematic bias between the GIA-corrected GRACE and elastic-corrected GPS
trends, the GPS trends could be corrected for elastic deformation and used
to redefine the spatial pattern of the derived GIA in Ch. 3.
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A
TREATMENT OF COLOURED

NOISE IN GPS TIME SERIES

A.1. INTRODUCTION
The coloured noise in the GPS time series was co-estimated along with signal con-
stituents, such as trend and harmonic terms, within the Kalman filter (KF) frame-
work that was used to solve the defined state space model. The state space model
was defined in the way that all components in the state vector were allowed to vary
in time (except the intercept). The coloured noise was modeled using a general au-
toregressive moving average (ARMA) process. This supplement is meant to explain
the practical implementation of the ARMA model. It is presented here as one po-
tential method to treat coloured noise in a time series. Other methods may be pos-
sible; however, the goal was to show that if geodetic time series contain coloured
noise, it can be handled within the suggested approach and GPS data were used as
a perfect example for such a data type.

Note that, when not modeling the coloured noise we found that the solutions
for the noise parameters were outside a reasonable range (e.g., zero noise vari-
ance or noise variance exceeding a reasonable limit). This emphasizes the need to
model coloured noise in GPS time series.

An alternate approach for modeling noise in GPS time series can be found
in the literature, and makes use of a power law model (Langbein (2004),Williams
(2008), Dmitrieva et al (2015)). Power law noise 1

f α is a stochastic process with a
spectral density having a power exponent 0 < α ≤ 2 (Plaszczynski, 2007). For GPS
time series analysis, flicker or random walk noise are usually used, which corre-
sponds to α = 1 and α = 2, respectively. Which of these two noise models is pre-
ferred is still a topic of active research. In the recent study of Dmitrieva et al (2015)
for instance a non-negligible random walk was found contrary to some previous
studies such as Williams et al (2004).

Random walk noise (so-called Brownian motion process) with α= 2 is an ana-
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logue of the Gaussian random walk we employed to model time-varying signal
constituents. Random walk is usually used within the state space model formal-
ism when the observations are not equally spaced. In this case all variances will
be scaled by a time step d t . If the observations are close together it is advisable to
set up an autocorrelated model for the observational noise; the coefficients (or pa-
rameters) of this have to be put into the state space vector and the resulting noise
model would not be a time-dependent one (Durbin and Koopman, 2012, chap.
3.8.1). That means that the observational noise εt is parameterized in the way that
the process noise matrix consists of a time-independent noise (input required by
KF), but the output (state vector forming εt ) is time-dependent. That is the main
idea behind the 50-year old "shaping filter" which was designed by Bryson and Jo-
hansen (1965) exactly for purposes of modeling temporally correlated noise and
which is still used for analyzing GPS time series (e.g., Dmitrieva et al (2015)).

Flicker noise with α= 1 is difficult to represent in a state space model. That is
why for instance Dmitrieva et al (2015) approximated flicker noise by a linear com-
bination of independent fist-order Gauss-Markov processes. In general, flicker and
random walk noise are low-frequency noise models - they describe a long-range
dependency (have a long memory). ARMA models are known to describe a short-
range dependency (have a short memory). The question is whether it is possible
to represent a long-range dependency using a short-range one. Before we answer
this question, we must 1) provide a mathematical description of an ARMA process;
2) describe how we synthetically generate low-frequency noise, which is necessary
to answer the above posed question, and, 3) explain in detail the procedure of pa-
rameterizing coloured noise.

A.2. ARMA MODEL
An ARMA model of order (p, q) is defined as

εt =
l∑

j=1
φ jεt− j +Åt +

l−1∑
j=1

θ jÅt− j , t = 1, ...,n, (A.1)

where φ1, . . . ,φp are the autoregressive parameters, θ1, . . . ,θq are the moving aver-
age parameters and Åt is a serially independent series of N (0,σ2

Å) disturbances and
l = max(p, q +1). Some parameters of an ARMA model can be zero, which yields
two special cases: if q = 0, the process is autoregressive (AR) of order p; if p = 0, the
process is a moving-average (MA) process of order q . Generally, an ARMA model
subsumes AR and MA models.

A.3. GENERATING 1
f α

To generate flicker and random walk noise we first generate the coefficients of the
so-called fractional differencing according to Hosking (1981) and multiply them
with the white noise in the frequency domain. Performing inverse Fourier trans-
form provides us with the time series of flicker noise for α = 1 and random walk
noise for α = 2. The white noise is generated using a Gaussian distribution with
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Figure A.1: Synthetically generated time series of the (a) flicker noise (α= 1) and (b) random walk noise
(α= 2); σw t = 2 mm in both cases.

N (0,σ2
w t ), where the standard deviation of the white noise σw t was set equal to 2

mm. Synthetically generated time series of the flicker and random walk noise are
shown in the Fig. A.1.

A.4. DETECTING AN APPROPRIATE ORDER FOR ARMA(p, q)
We model synthetically generated noise time series shown in Fig. A.1 using an
ARMA(p, q) process. Before we put the coefficientsφ1, . . . ,φp and θ1, . . . ,θq into the
state space vector, we first need to get an idea about how the order p and q should
be chosen. For this, we compute the power spectral density (PSD) of the generated
noise, which is shown in black in Fig. A.2. Using this PSD function we estimate
the pure recursive part of the filter (MA) and non-recursive part of the filter (AR)
by applying the standard Levinson-Durbin algorithm (Farhang-Boroujeny, 1998).
The parameters (or coefficients) of the MA and AR models are computed using
a defined p and q , which are then used to compute the PSD function of the com-
bined ARMA(p, q) solution. To control the dimension of the state vectorαt we limit
the maximum order of the ARMA process to 5, which means we compute PSD for
ARMA(p, q) generated for p, q ∈ {0, . . . ,5} (including two special cases AR(p) and
MA(q)). We then use GIC (Generalized Information Criterion) order selection cri-
terion to select the PSD of the ARMA model that best fits the PSD of the generated
noise. The (p, q) of this ARMA model define the amount of φ and θ coefficients
used to parameterize coloured noise εt

α[ε]
t =


εt

φ2εt−1 +·· ·+φlεt−l+1 +θ1Åt +·· ·+θl−1Åt−l+2

φ3εt−1 +·· ·+φlεt−l+2 +θ2Åt +·· ·+θl−1Åt−l+3
...

φlεt−1 +θl−1Åt

 . (A.2)
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Figure A.2: The PSD (power spectral density) function of the ARMA model (red) that best fits the PSD of
synthetically generated time series (black) of the (a) flicker noise and (b) random walk noise.

A.5. RANDOM WALK NOISE AND ARMA(p, q)
Plaszczynski (2007) has shown that ARMA models can be used to generate 1

f α noise

forα= 2. The link between ARMA and 1
f α can be immediately seen from the math-

ematical description of the random walk process

εt = εt−1 +Åt , (A.3)

where εt denotes the value of the observation at time t . If q = 0, p = 1 and φ1 = 1,
Eq. (A.1) is equivalent to Eq. (A.3). That means that we can easily represent random
walk using AR(1). To maintain this statement for an ARMA process, we syntheti-
cally generated random walk noise and applied the same procedure as to the real
GPS data to determine how the noise might be parameterized (how many p and
q should be estimated). As can be seen from Fig. A.2, random walk noise will be
modelled by ARMA(3,2) for the synthetically generated noise time series shown in
Fig. A.1b. Using the Kalman filter framework described in the main paper, like-
lihood function is maximized (MLE) to estimate the hyperparameters. Note that
to keep the computational time for the experiments conducted in the supplement
low, the simplest and fastest optimization routine for MLE was used (not the one
described in the main paper and used for the real data). Zero was used as a sin-
gle initial guess for all hyperparameters. The hyperparameters are estimated to
be: φ1 = 0.02,φ2 = 0.44,φ3 = 0.54,θ1 = 0.99,θ2 = 0.54 and σÅ = 1.94 mm instead of
the 2 mm originally used to generate the noise model. When we use AR(1) instead
of ARMA(3,2), φ1 = 0.997 and σÅ = 1.94. Theoretically, we could also use AR(3,0)
that yields the hyperparameters: φ1 = 1,φ2 = −0.03,φ3 = 0.03 and σÅ = 1.94 mm.
We conducted this experiment for 100 trials. For this, 100 realizations of the white
noise with σw t = 2 mm were used to generate random walk noise; ARMA(p, q)
were then determined based on the PSD approach described above. Based on the
determined (p, q) the generated noise was parameterized within the state space
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Figure A.3: Approximating synthetically generated time series of the flicker noise (α= 1, σw t = 2 mm)
using AR(p) process. The results are based on 100 realizations of the white noise that is used to generate
the flicker noise.

model. The corresponding hyperparameters were estimated by maximizing the
likelihood that was computed from KF output. In this way, we get 100 estimates for
σw t which when averaged should ideally be equal 2 mm. The average σw t = 2.003
mm, illustrating that ARMA can effectively model the input noise. The preferred
ARMA model for these 100 trials was AR(1,0).

A.6. FLICKER NOISE AND ARMA(p, q)

ARMA models can be used to approximate flicker noise. After generating flicker
noise time series (Fig. A.1a), our PSD approach suggested using an AR(3) model
to approximate it. Using the Kalman filter framework, the likelihood function is
maximized to estimate the hyperparameters. For the generated flicker noise, the
hyperparameters are estimated as: φ1 = 0.57,φ2 = 0.13,φ3 = 0.10 and σÅ = 2.01
mm instead of the 2 mm originally used to generate the noise model.

To show that ARMA models can sufficiently approximate flicker noise, we use
a special ARMA case - AR(p). Using 100 realizations of the white noise (σw t = 2
mm) to generate flicker noise, we approximate 1

f with an autoregressive model of
ten different orders p = 1...10. The results are summarized in Fig. A.3. This Figure
shows estimated α and σw t (average over 100 trials) depending on the order p.
The results yield two conclusions. First, one would need an infinite number of
parameters p to exactly describe flicker noise, since even if p = 10,α= 1.12 instead
of being 1 and σw t = 2.02 instead of being 2 mm. Second, for real cases we limit
the maximum order p to 5 in order to control the dimension of the state vectorα[ε]

t ,
since only a negligible improvement of the estimated α and σw t can be observed
for p > 5. For p = 5, the average α= 1.22 and σw t = 2.05.
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A.7. DISCUSSION
We use a general ARMA(p, q) model that subsumes two special cases (AR and MA)
to handle coloured noise in GPS time series while simultaneously estimating trend
and harmonic terms that are allowed to vary in time. ARMA models can accurately
represent random walk noise and additionally, they can handle short-range depen-
dency, which is their recognized merit. Because our goal is not separating coloured
noise into possible constituents, but co-estimating it, we used ARMA models up
to order 5 that can be easily represented in the state space formalism for equally
spaced data. This was also shown to reasonably approximate flicker noise, al-
though alternative methods for approximating flicker noise in a state space model
can be found in the literature (Dmitrieva et al, 2015).
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