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Abstract

Actuator line modeling of wind turbines requires the definition of a free-stream

velocity in a computational mesh and a regularization kernel to project the com-

puted body forces onto the domain. Both choices strongly influence the results. In

this work, a novel velocity sampling method—the so-called effective velocity

model (EVM)—is implemented in the CFD software SOWFA, validated, and com-

pared to pre-existing approaches. Results show superior method robustness with

respect to the regularization kernel width (ϵ) choice while preserving acceptable

accuracy. In particular, the power predicted by the EVM is nearly independent of the

ϵ value.
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1 | INTRODUCTION

1.1 | Context

The urge to steer away from fossil energy sources is as clear as ever for political and environmental reasons. Currently, the European Union

(EU) Institutions and the member states are targeting net zero greenhouse gas emissions by 2050,1 and wind energy is set to play a big role in this

transition.

After decades of research and thanks to the knowledge inherited from the aeronautics field, wind technology is particularly mature, but we

still have margins for improvement on many fronts. We can make better use of the favorable sites available for wind plant installation with

effective layout and control of the plant itself. To do that, however, we need better models at all fidelity levels.

1.2 | Motivation and challenges

Any technical progress requires the support of data. This data can be obtained via experiments, but for wind energy applications, that is difficult

and costly. This is why numerical simulations and, thus, reliable high-fidelity models (usually CFD ones based on the Navier–Stokes equations) are

needed.

Given the large Reynolds numbers and the multiple length scales involved, for wind turbines, let alone wind farms, direct numerical simulation

(DNS) is unfeasible, and large eddy simulation (LES) on a fully resolved geometry is too computationally demanding to be used extensively.
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An alternative to fully blade/turbine-resolved simulations is to parameterize the effect of the turbine on the flow. This can be achieved by

means of body forces properly computed and projected into the flow field. The most popular approaches are the actuator disk model (ADM) and

the actuator line model (ALM). The latter was introduced in Sorensen and Shen2 and has since been validated,3 improved,4 discussed and com-

pared to other methods5 on many occasions.

The ALM can be very reliable, provided the user is particularly cautious in setting the model parameters. In fact, result quality can vary dra-

matically with grid resolution, projection function width, and velocity sampling method.6 In particular, the value of the projection function width,

ϵ, needs to be tuned, and the definition of the so-called free-stream velocity is ambiguous.

Another notion worth mentioning is the one of tip loss correction, which is needed because, in principle, the ALM is based on one-

dimensional momentum theory in which forces are distributed continuously in the azimuth direction, corresponding to an infinite number of

blades with no tip loss. The most commonly used correction is named after Prandtl,7 but more advanced options are available.8 Tip losses are also

connected to the regularization kernel in the sense that choices different from the standard 3D Gaussian function could result in a more realistic

flow configuration at the tip.

These issues combined commonly result in difficulties in simultaneously predicting turbine power and thrust with this approach, which also

impacts the prediction of the wake deficit downstream of the rotor.

1.3 | Projection function width

A variety of rules for the choice of ϵ have been adopted in the literature. For example, it can be set to twice the cell dimension in the rotor area,6

which is a good rule of thumb only when considering big rotors. Others have tried to relate the value of ϵ to geometric quantities rather than hav-

ing it as a function of spatial resolution. This can be done, for example, by setting ϵ equal to 0.035 times the rotor diameter,4 which requires very

high resolutions or have its value vary along the blade and be equal to a quarter of the airfoil chord at that station.9 Assuming as ground truth the

chord-dependent ϵ definition, Martinez-Tossas and Meneveau10 obtained, analytically, a subfilter scale velocity model able to attain optimal accu-

racy with suboptimal kernel sizes.

1.4 | Free-stream velocity

The main variable in ALM implementations is the free-stream velocity, used to evaluate the angle of attack and to dimensionalize the aerodynamic

forces. We know that the sampled free-stream velocity should contain the deceleration caused by the rotor induction but not the blade-local flow

effects.4

Blade Element Momentum (BEM) methods normally use the undisturbed flow velocity. This approach is not very accurate, as the effects of

induction are neglected, and the distance at which the sampling is done is a tunable parameter. With the whole flow field accessible in hybrid

analytical-CFD solvers, the most obvious idea is to sample in the center of the cell containing the actuator line point (local sampling).

This idea is based on the assumption that the actuator line point is located at the center of the bound vortex cross-section, where the effect

of the bound vortex itself is null.11 The validity of this assumption is questionable for two reasons. First of all, a fundamental objection comes from

the fact that Biot–Savart and Kutta–Joukowski's laws are formulated in potential flow theory, which can hardly be representative of a wind tur-

bine's operating conditions and does not hold when using kernel functions different than the classic isotropic Gaussian one. Moreover, the lift

generated by the bound vortex causes a local velocity angle increase (up-wash) in front of the considered point and a decrease (down-wash)

behind it, meaning that there will be a strong gradient in velocity angle and that a small error in the sampling results in significant errors in angle

evaluation.

Shives and Crawford12 showed that this error, in CFD simulations, is always non-zero and that its magnitude depends strongly on grid resolu-

tion. They introduced the idea that the velocities induced across an actuator line resemble the ones predictable with a viscous vortex core model.

Dag13 further elaborated on that idea, demonstrating a very good agreement between a Lamb–Oseen14 vortex core model and AL swirl velocities.

Significant progress was made by Meyer Forsting et al,15 who gave theoretical and practical proof of the fact that smearing the forces in AL

models produces a viscous core in the bound and shed vorticity of the line and suggested a vortex-based correction. In a follow-up paper,16

Meyer Forsting and Troldborg found that the error in the evaluated lift depends on the chord, on ϵ, and on the ϵ=Δx ratio. The subfilter-scale

velocity correction presented in Martínez-Tossas and Meneveau10 and shortly introduced in Section 1.3 can also be seen as a variant of a vortex-

based correction. Kleine et al17 observed that these methodologies introduce an error dependent on the difference of circulation between time

steps and on the weighting/relaxation factors used.

Alternatives to local sampling with and without corrections are numerous and typically involve averaging over multiple cells or time steps.

Recent examples include the Lagrangian sampling18 and the integral method.4 The latter is considered state-of-the-Art and will be described in

Section 2.2.
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1.5 | Research objectives and work outline

The gap we would like to fill with this study is to provide an elegant solution to both the mentioned issues at the same time:

1. evaluate the velocity in a way that is at the same time consistent with the physics and compatible with the numerics;

2. overall, make the turbine model less dependent on the ϵ value.

This is achieved by implementing the effective velocity model (EVM) in SOWFA, which is currently the state-of-the-art framework for AL

simulations.

The EVM was first introduced in Schito and Zasso,19 implemented on the Politecnico di Milano in-house AL code, and then used with success

in following studies on both vertical axis20 and horizontal axis21 wind turbines. The reason for implementing the EVM in SOWFA was that,

although the two codes have comparable accuracy and computational speed, SOWFA is more complete (atmospheric boundary layer solver, cou-

pling with FAST) and more widely spread (which also means more widely tested).

In this paper, we validate our implementation in SOWFA against BEM results and other actuator line models. We then assess the perfor-

mance of our sampling method against local sampling and integral sampling4 in predicting rotor performances (power and thrust), reducing spuri-

ous oscillations in the local quantities (axial velocity and angle of attack), and evaluating the wake velocity deficit.

The paper is organized as follows. Section 2 presents SOWFA and its ALM solver, then the EVM and its implementation. Section 3 describes

the setup of the simulations of the DTU 10 MW turbine used for validation and comparison. In Section 4, results are shown and discussed. Finally,

conclusions are drawn in Section 5.

2 | METHODS AND TOOLS

This section first shortly introduces the actuator line model and gives a brief overview of SOWFA and its velocity sampling methods. Then, the

motivation behind the EVM, the process behind its synthesis, and its implementation are described.

2.1 | Actuator line model

The actuator line model (ALM) was developed in order to overcome the limitations of the axisymmetric actuator disk (AD), a concept that was

already present in the basic aerodynamic description of wind turbines. The biggest limitation of AD is that, since the force distribution is uniform

on the disk, the influence of the blade is taken as an integrated quantity in the azimuthal direction. With the ALM, the forces, instead of being dis-

tributed uniformly on the disk, are applied to the flow field along rotating lines that correspond to the individual rotor blades. They can be

modeled in a way that allows them to respond dynamically to changing conditions and can account for aeroelasticity when coupled to a structural

code. This allows us to describe the wake's dynamics better and capture the tip vortexes and their influence on the induced velocities. However,

smaller-scale phenomena, such as those involving the blade boundary layer, cannot be captured. That is the main disadvantage with respect to a

fully resolved geometry, but also what makes it so computationally convenient since the description of the blades' boundary layer would require

a much more complex mesh. Moreover, LES, which have been reported to present issues in the treatment of the near-wall region,22 can now be

used more reliably. Two crucial aspects of the AL that differentiate the many models available are

• the sampling of the freestream velocity and

• the projection of the body force.

The sampled free-stream velocity V2D
rel

��!
(we specified “2D” because, in the model, a two-dimensional airfoil is considered) is necessary to com-

pute the angle of attack α). The variables in the following equations are shown in Figure 1.

V2D
rel

��!
¼ V∞
�!�ωr t

!¼V∞n
!þðV∞�ωrÞ t! ð1Þ

L
!¼1

2
ρ V2D

rel

��!� �2

CLðαÞc l
! ð2Þ

D
!¼1

2
ρ V2D

rel

��!� �2

CDðαÞc d
! ð3Þ
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ϕ¼∠V2D
rel

��! ð4Þ

α¼ϕ�β, ð5Þ

where V∞
�!

is the undisturbed wind speed, ω is the rotor speed in rpm, r is the radial distance from the hub, t
!
and n

!
are the tangential and normal

vector, respectively, L
!
,D
!
,CL and CD are the lift and drag forces and the lift and drag coefficients, respectively, and ρ is the density of air. The angle

ϕ is the flow angle, and β is the twist of the blade. A common choice for evaluating V2D
rel

��!
is sampling it directly in the cell containing the actuator

line point.

The projection function is needed to smear the computed force over multiple cells. The most physical solution would be to apply them in the

single cell containing the airfoil pressure center. However, this could be mathematically problematic since the sharp gradient generated could lead

to strong spurious oscillations in the vicinity of the actuator line. The most common choice is to use a three-dimensional Gaussian smearing func-

tion that is isotropic in width and fixed along the blade span.3 This makes the resultant body force field around an actuator line appear like a cylin-

drical cloud surrounding the line. The function can be written as follows:

ηRKðrÞ¼ 1

ϵ3π2
3

exp � d2

ϵ2

 !
ð6Þ

where d represents the distance of the considered cell from the application point and ϵ is the width of the Gaussian distribution. In every

domain cell, the total inserted force will be equal to the following:

fðxÞ¼
X
i

fiηRK jx�xij ð7Þ

2.2 | SOWFA

SOWFA23 is a set of libraries, solvers, boundary conditions, and tools specific to wind turbine simulations and constitutes an extension of

OpenFOAM. It was originally developed at the National Renewable Energy Laboratory (NREL) and can be coupled to the structural solver

of NREL's wind engineering tool OpenFAST. SOFWA solves the Navier-Stokes equations numerically using, for example, a Pressure Implicit with

Split Operator (PISO) algorithm. The latter is modified with the addition of body forces that parametrize the effect of the wind turbine on the flow

using a state-of-the-art ALM, and an atmospheric boundary layer (ABL) solver that allows running precursor simulations to provide a turbulent

inflow to wind farm simulations. The linear systems that arise when discretizing the implicit equations are solved using preconditioned iterative

solvers.

SOWFA's ALM provides three different sampling methods, represented in Figure 2, for the free-stream velocity:

• cellCenter: considering the current point of the actuator line, it uses the value at the nearest neighbor cell center;

• linear: uses linear interpolation from the cell within which the point lies and neighboring cells;

• integral: determines the free-stream velocity using an integral of the velocity field weighted by the force projection function.4

Concerning the projection function itself, the only option currently implemented is the already described isotropic three-dimensional

Gaussian.

F IGURE 1 Velocities at the rotor plane.

450 MUSCARI ET AL.
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2.3 | The effective velocity model

The main idea behind the EVM is that it is better to evaluate the angle of attack α and the effective velocity on the rotor plane by averaging the

velocity sampled on a segment, and thus on multiple points, rather than sampling a single point like in the local approach. The segment is posi-

tioned slightly upstream of the rotor and perpendicular to the mean relative velocity direction.

Like the integral approach, the EVM is based on spatial averaging. This can be particularly suitable for turbulent cases where the entire

unsteady incoming flow information cannot be characterized with a single sample. As explained in Section 1.4, the weakness of the more straight-

forward local approach comes from the assumption of null vortex-induced velocity in the sampling point.

The synthesis of the EVM required a definition of the sampling segment in terms of position (with respect to the considered actuator line

point), length, and direction (with respect to both the blade and the incoming flow) and an evaluation of how sampling slightly upstream might

change the angle of attack. The model is semi-empirical since these quantities had to be tuned experimentally.

The calibration was done through 2D simulations of a NACA0012 airfoil at different angles of attack. The angle of attack for a blade

section typically varies between 0 ∘ and 10 ∘ , so for the calibration, α∞ ¼3 ∘ ,6 ∘ ,9 ∘ was considered. It was documented, together with the imple-

mentation of the EVM in an in-house AL code from Politecnico di Milano, by Bernini and Caccialanza in their Master thesis24 in Schito and

Zasso.19 It resulted in the following:

• Distance: the optimal value for the distance between the sampling line and the actuator line was found to be equal to 1.5 hcell where hcell is the

characteristic cell dimension. This value was obtained through a comparison between AL and a fully resolved simulation on a test airfoil at fixed

wind conditions as the one that minimized the error in the evaluation of the effective velocity;

• Direction: the direction of the sampling line is orthogonal to the mean relative velocity direction. This way, spurious contributions coming from

the translational motion can be avoided;

• Length: the obtained optimal value for the sampling line length is 5 hcell. The optimization procedure follows the same approach we have seen

for the distance, but this time the focus is on the angular deviation of the flow from the undisturbed one.

• Correction for the angle of attack:

v∞ ¼ vEVM

Δα¼ αEVM�α∞ ¼ c
hcell

ð1:2553�0:0552CDÞCL

8<
: ð8Þ

This correction quantifies the distortion induced on the flow by the wind-blade interaction at the sampling distance. The module of the velocity

does not vary. The angle of attack increases with the intensity of the bound vorticity (so proportionally to the lift coefficient). One thing to be

F IGURE 2 The first sub-figure (A) represents the rotor plane and the blade discretization. The purple circle in sub-figure a is actually a sphere
and corresponds to the gray one in sub-figure b. It is centered on a given actuator line point and has a radius equal to ϵ. Sub-figures (B) and
(C) zoom in on a single actuator line point and show how the sampling happens. In particular, we have a representation of the integral sampling
(B) and of the EVM sampling (C). In sub-figure (B), the sampling points are the centers of the cells intersected by the gray sphere. In sub-figure (C),
the sampling line is perpendicular to the relative velocity, one cell and a half upstream from the chosen actuator line point and five cells long.
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remembered is that the obtained correction is valid only for the chosen configuration of the sampling line. In particular, it is inextricably related to

the length of the sampling line.

Bernini and Caccialanza,24 after the calibration and before testing the EVM on a 3D case, demonstrated the effectiveness of the model,

respectively:

• on a NACA63.4, an asymmetric airfoil (the NACA0012 was symmetric) and

• with oscillating inflow conditions,

thus extending its validity. Tests were also done with lift and drag combinations in a wide range without considering specific airfoils.

The 3D case that they presented was based on experiments performed in the Politecnico di Milano wind tunnel on the scaled mode of a

Vestas V90 3MW wind turbine,25 which had a rotor diameter of 2 m. The EVM implementation does not change with respect to the 2D case, and

at each time step, the incoming velocity for an actuator line point at a given radial position is obtained by averaging the values over the sampling

line and correcting the direction as prescribed.

Two meshes with different levels of refinement (0.1 and 0.05 m) were considered at first, and the coarsest was adopted in the following since

differences were negligible. The solver was then tested under different tip speed ratios (TSR) and a fixed pitch angle. This resulted in angles of

attacks near the stall region and higher discrepancies with the experimental results in correspondence with the lowest TSR.

3 | NUMERICAL SETUP

This section presents the setup used to test the newly implemented method and assess it. We describe the reference turbine and the available

data; we then detail every step of the CFD setup and the changes for the various tested configurations.

3.1 | The NREL 5-MW reference turbine and the operating conditions

The “NREL offshore 5-MW baseline wind turbine”26 (NREL 5-MW) is a reference turbine that was conceptualized including design information

from manufacturers and publicly available data from other concepts projects. Researchers in the past decades have widely used it for testing and

validating methods. Performance predictions in the original report were obtained with FAST,27 a modular aero-servo-elastic code. This makes it

easy to simulate the turbine in SOWFA since many FAST input files can be easily adapted if not used directly. Table 1 summarizes the main prop-

erties of the turbine.

3.2 | Domain and space discretization

In Martinez-Tozzas et al,28 a standard test case for the NREL 5-MW is defined and simulated with four different AL codes. The considered domain

is a parallelepiped with dimensions 24D�6D�6D (with D indicating the turbine diameter), and the turbine hub is positioned 3D away from the

top, bottom, and inflow plane.

Thanks to the fact that the actuator line does not require the solution of the blade boundary layer, the mesh is almost as simple as it can be:

It is obtained with a block mesh and a number of local refinements applied on a cylinder whose base has the same diameter of the turbine and

TABLE 1 NREL 5-MW main geometrical and control parameters.

Rating 5 MW

Rotor orientation, configuration Upwind, 3 blades

Control Variable speed, collective pitch

Rotor, hub diameter 126 m, 3 m

Hub height 90 m

Cut-in, rated, cut-out wind speed 3 m/s, 11.4 m/s 25 m/s

Cut-in, rated rotor speed 6.9 rpm, 12.1 rpm

Rated tip speed 80 m/s

Overhang, shaft tilt, precone 5 m, 5� , 2.5�

452 MUSCARI ET AL.
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whose length starts from a bit upstream of the turbine and ends at the end of the domain. Each refinement halves the characteristic length of the

refined cell.

Developers23 and users have suggested that there should be at least 20 cells along a rotor radius which become at least 50 if we want to

resolve tip/root vortices. The mesh considered for this study has cells with a characteristic dimension of 33.6 m on the outer part of the domain.

To this base mesh, we applied four refinements resulting in the characteristics listed in Table 2. Table 3 adds details on the refinement zones, and

a simple visualization of the domain is given in Figure 3.

3.3 | Numerical schemes and boundary conditions

SOWFA describes the flow with an unstructured, collocated variable, finite-volume formulation. The accuracy in time and space is second order.

The filtered momentum equation is solved along with an elliptic equation for the pressure that enforces continuity. A Smagorinsky subgrid-scale

model with a fixed Cs coefficient is used. We impose a uniform inflow with an 8 m/s wind speed and a zero normal pressure gradient at the inlet.

At the outlet, we have zero normal gradient of velocity and fixed pressure. The lower surface-boundary conditions are based on Monin and

Obukhov29 similarity theory, which is standard practice in the atmospheric LES community. The upper boundary is a stress-free, rigid lid, and the

lateral boundary conditions are set to zero gradient with no penetration. These boundary conditions are summarized in Table 4.

3.4 | Time discretization

The time step must be set correctly to avoid numerical instabilities in the simulation. Here, a Courant–Friedrichs–Lewy (CFL) number based on

the rotation speed at the tip of the blade is used to choose an appropriate time step. It is defined as

TABLE 2 Details on the mesh used for the NREL-5MW test case.

Global refinements 0

Local refinements 4

Number of cells 9,907,187

Minimum cell dimension ½m� 2

Cells along rotor 64

TABLE 3 Details on the refinement zones.

Refinement 1 2 3 4

Dcylinder

Drotor

1.5 2 2.5 3

Upstream length 2 D 2.5 D 2.5 D 3 D

Note: The zones are cylindrical, centered at the rotor hub, and extend to the end of the domain. The values on the first line are the ratios between

cylinders and rotor diameter, and the ones on the second indicate how far upstream of the rotor plane the zone starts. This distance is expressed in

diameters, with D¼126 m.

F IGURE 3 Two-dimensional visualization of the domain with the line in black in the middle representing the turbine and the rectangles
representing the refinement areas whose dimensions are indicated in Table 2.

MUSCARI ET AL. 453

 10991824, 2024, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/w

e.2894 by T
u D

elft, W
iley O

nline L
ibrary on [02/05/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



CFLtip ¼ωRΔt
Δg

ð9Þ

where ω is the wind turbine rotational speed, R is the blade radius and Δg ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔxΔyΔz

3
p

is the equivalent cell dimension.

This choice is motivated by the fact that scaled wind turbines rotate very fast. Maintaining this CFL at a value smaller than one should prevent

the blade tip from crossing more than one cell per time step and guarantee an equal number of force calculations per rotor revolution.30 In fact, if

the time step is too large, the forces can be computed asymmetrically or only in specific positions, introducing oscillations of the loads or vibra-

tions of the structure. For all the simulations in this study, we consider a time step of Δt¼0:015 which always guarantees the respect of the

condition.

3.5 | ALM parameters

Actuator line simulations require some additional knowledge for proper implementation with respect to normal CFD ones. As said in Section 3.4,

the time discretization must ensure that the blade tip does not cross more than one grid cell per time step. The choice of the correct value for the

projection function width ϵ is of the utmost importance in an ALM simulation. If the chosen value is too large, the actuator line model will appear

to recover an aerodynamic power above the Betz limit, and if it is too low, the predicted power will be well below measurements or BEM

calculations.

Turbine quantities such as lift and drag forces depend heavily on the value of ϵ. In the literature, there is no consensus on how to choose it

correctly. Churchfield et al4 claim that a value of 0.035 times the rotor diameter works well for big enough turbines, Shives and Crawford12 found

it to be optimal when the ratio ϵ=c, where c is the local chord, is equal to 0.25, while in many other works, it has to be tuned to the mesh dimen-

sion in the rotor area. In this work, when comparing the sampling methods, the choice was to set ϵ as twice the mesh dimension, as suggested in

Sorensen and Shen.2 The choice adopted in the validation will be made explicit and explained in Section 4.1. This is somewhat far from the opti-

mum defined in Shives and Crawford,12 but reaching it would require the use of very fine meshes. Other relevant information on the considered

simulations is that the chord and twist as a function of the blade radius are linearly interpolated from tabular data. The number of actuator points

is 64.

4 | RESULTS

With the setup described in Section 3, several simulations were run with different objectives. The operating conditions are the same as those con-

sidered in Martinez-Tozzas et al.28 In the validation part, this is also the case for the AL parameters. The latter are then modified for the compari-

son of the different sampling methods. In particular, we compare EVM results to the ones obtained with three other popular sampling methods

with a ϵ
Δx equal to two. Finally, we keep the base mesh and focus on the sensitivity to the force projection by varying the ϵ over Δx ratio.

4.1 | Method validation

In Martinez-Tozzas et al.,28 SOWFA's ALM was validated on the setup described in Section 3 against three different CFD codes: EllipSys3D,30

LESGO31 and SP-Wind.32 The BEM data from the NREL 5-MW report26 were used as a reference. All cases were run with a fixed value of ϵ¼10,

which is very big. This was done to obtain very smooth results. Close agreement of the results among the codes was shown for quantities along

the blades and in the near-wake.

TABLE 4 NREL 5MW test case boundary conditions.

Patch U P k nuSgs

Lower slip zeroGradient zeroGradient zeroGradient

Upper slip zeroGradient zeroGradient zeroGradient

West fixedValue fixedValue fixedValue fixedValue

East inletOutlet zeroGradient zeroGradient zeroGradient

South slip zeroGradient zeroGradient zeroGradient

North slip zeroGradient zeroGradient zeroGradient
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Neither the CFD simulations nor the BEM code employed tip corrections. The EVM was also previously validated when implemented in the

Polimi AL code.19 Thus, our validation of the EVM implementation in SOWFA was done by means of a cross-comparison with the results of

Martinez-Tozzas et al.28 Figure 4 shows time-averaged quantities along the blade. The quantities compared are the axial velocity, normalized with

respect to the inflow velocity U∞, the angle of attack, and lift and drag forces normalized by length (F ∗
L ¼ FL=wDρU

2
∞, where w is the width of the

current blade section, ρ is the air density, D is the rotor diameter).

We can observe that, for all the codes considered, the trends in terms of angle of attack and forces are correctly reproduced by our imple-

mentation. However, the predicted values of axial velocity differ from the other approaches (Figure 4, top left). This is explained by the fact that,

while other codes use some version of the local approach, for the EVM, the velocity shown in Figure 4 is sampled upstream. Thus it is completely

normal for it to be significantly higher. This difference is especially relevant in the middle part of the blade.

It is important to understand that this is not the velocity used to compute the forces: the angle of attack must be corrected to take the fact

that we are sampling upstream into account: the presence of a profile induces only a deflection on the incoming flow so, while the absolute value

of V2D
rel

��!
will be the same, its axial component will not. We can observe that the angle matches very well the BEM reference, even in the area where

the other approaches were not as accurate. Bigger quantitative differences can be spotted in the force prediction, especially the lift. Small differ-

ences in the angle of attack result in a significant over-prediction of forces for the traditional methods in the second half of the blade span and in

a consistent under-prediction for the EVM along the whole span. Apart from the different sampling, one justification for the significant quantita-

tive differences is that the EVM gives results that are less dependent on the ϵ value (as will be proved in Section 4.3).

4.2 | Comparison between different sampling methods

It is interesting to assess the EVM against the other sampling methods available in SOWFA. To do that, we consider the same setup, but we set

the ϵ value to a more reasonable 2Δx. Figure 5 shows the time evolution of the angle of attack evaluated with the four methods on three different

points: one located at the blade's root, one in the mid section, and one on the tip.

F IGURE 4 Spanwise evolution of the axial velocity (top left, normalized with the inflow velocity), angle of attack (top right), a dimensional lift
(bottom left), and drag force (bottom right), evaluated with four different LES codes. The EVM axial velocity is the one sampled upstream and not
yet projected with the new angle of attack. All quantities are made non-dimensional. The BEM results are included as a reference.
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The time-dependent signal is periodic because of the asymmetry of the rotor plane: the nacelle is tilted, and the blades are pre-coned.

Looking at Figure 5, and in general, in time-varying plots, we recognize spurious oscillations. We can observe that, as we move along the

blade, they increase in frequency and decrease in amplitude (the blade passes through more cells). These oscillations are always present in AL sim-

ulations; they depend strongly on the spatial discretization and chosen sampling method. In that sense, all sampling methods perform better than

the cell-centered one: the linear because of interpolation, the EVM, and the integral because of spatial average. For the methods with no spatial

average, in Jha et al,33 the issue was observed and solved by just intervening on the numerics: they started by using different blends of second-

order linear and first-order upwind interpolation upstream of the actuator and elsewhere, which worked for a uniform grid (stretched grids require

ulterior attention) and did not produce excessive artificial diffusion. Xie18 also recently tackled the issue by integrating a Lagrangian averaging in

time to the sampling.

These oscillations are, thus, only related to the line crossing different cells (the frequency increases toward the tip, where the blades travel

faster). We chose not to try to eliminate them since they have no effect on the global quantities that we are interested in.

The subsequent step was to look at the spanwise evolution of the local quantities. The values at each blade station were evaluated by averag-

ing over the last third of the simulation time. Figure 6 shows the evolution of the angle of attack and the axial velocity. The axial velocity is signifi-

cantly higher. Again (as in Section 4.1), it is the one sampled upstream, not yet corrected and it is not the one used to compute the forces.

Differences among the methods in evaluating the angle of attack can be appreciated when considering fewer actuator line points (it must be

noted, though, that these differences become negligible for integral quantities). This is shown in Figure 7.

Figure 8 shows the adimensional lift and drag forces along the span. As in Section 4.1, the lift predicted by the EVM is significantly lower. The

drag is very close, but, with the EVM, the peak at around 15% span is not as pronounced. These differences will ultimately translate to differences

in the global quantities and in the wake.

While looking at local quantities allows us to understand where the methods differ, ultimately, we are interested in global quantities such as

power and thrust. The actuator line quite famously fails at accurately predicting both of them at the same time. The closest it gets to one, the far-

thest from the other.34

F IGURE 5 Time evolution of the angle of attack evaluated with the cell-centered (dashed blue), linear (orange), integral (yellow), and EVM
(purple) approach on a point located at the root (left), mid (middle), and tip (right).

456 MUSCARI ET AL.

 10991824, 2024, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/w

e.2894 by T
u D

elft, W
iley O

nline L
ibrary on [02/05/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



F IGURE 6 Spanwise evolution of the axial velocity (normalized with the inflow velocity) and angle of attack evaluated with the cell-centered
(blue), linear (orange), integral (yellow), and EVM (purple) approach. The EVM axial velocity is the one sampled upstream and not yet projected
with the new angle of attack.

F IGURE 7 Spanwise evolution of the angle of attack, evaluated with the cell-centered, linear, integral, and EVM approach, when considering
40 points along the blade. The blue circles represent zoomed-in areas.

F IGURE 8 Spanwise evolution of the adimensional lift and drag forces evaluated with the cell-centered (blue), linear (orange), integral
(yellow), and EVM approach (purple).
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Martinez-Tozzas et al34 featured an experimental validation of the AL against experiments performed at the low-speed wind tunnel of The

Norwegian University of Science and Technology.35 Across the tested tip speed ratio (TSR) range (3, 4, 6, 9, and 12), the thrust coefficient was

underpredicted by 20–25%. This is consistent with the curves represented in Figure 9, with the difference that the EVM seems to match the

power perfectly. Since thrust is the quantity that most affects the wake, it is a priority to have a reliable prediction, especially when working in a

wind farm environment. The EVM definitely fails at that, but so does the AL in general. One possible explanation for the thrust under prediction is

that we do not model the nacelle to remain consistent with the reference study.28 If we did, we would see a change in both aerodynamic coeffi-

cients. In particular, drag would always increase, and lift would decrease normally and increase if stall conditions occur. When drag increases,

thrust does too.

F IGURE 9 Time evolution of the rotor power and rotor axial force evaluated with the cell-centered, linear, integral, and EVM approach.
Reference values from the NREL 5-MW github.36

F IGURE 10 Adimensionalized wind profiles on planes parallel to the rotor plane. The planes are positioned at 1, 2, and 3 diameters
downstream of the rotor, respectively.
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The effect of the thrust underprediction can be quantified by looking at wind profiles in the near wake. Figure 10 shows the profiles at 1, 2,

and 3 diameters downstream of the rotor plane. The axial component of the velocity was averaged over the last 50 seconds of the simulation and

divided by the reference wind speed of 8 m/s.

We can see that the resulting shape for the cell-centered and linear methods are almost indistinguishable.

At all distances, the lower thrust predicted by the EVM results in a smaller deficit, with the wind speed never going below half the

reference one.

4.3 | Method sensitivity to force projection

We discussed in Section 1 how, together with the velocity sampling, the main issue when using hybrid CFD methods for wind turbine simulation,

such as the actuator line and the actuator disk, is the choice of the regularization kernel width ϵ. The two issues are not entirely decoupled: the

velocity sampled in a certain point will be influenced by a force that has been smeared with a certain regularization kernel. Previous attempts at

addressing the tunability of ϵ have gone in the direction of either finding an optimal value, using it when possible34 and correcting for it when

not,10 or projecting in a way that is more physics-informed. For example, the latter can be done by considering a kernel that is non-isotropic and

has coordinates in the chord-wise, thickness-wise, and radial directions that depend on the blade chord length, the maximum thickness length,

and the actuator element width and vary along the span.4

F IGURE 11 Time evolution of the rotor power and rotor axial force evaluated with the integral (dashed line) and EVM (solid line) approach
with varying ϵ values. Reference values from the NREL 5-MW github.

TABLE 5 Mean power values normalized with respect to the reference in Jonkman26 for the integral and EVM sampling with different values
of ϵ.

ϵ¼ 3 m ϵ¼4 m ϵ¼6 m ϵ¼7 m

P
Pref

Δ% error P
Pref

Δ% error P
Pref

Δ% error P
Pref

Δ% error

Integral 1.131 �5.51% 1.197 - 1.233 3.01% 0 4.85%

EVM 1 5.05% 0.952 - 0.949 �0.32% 0.953 0.11%

Note: The percentage errors are computed by taking, for each method, the ratio evaluated with ϵ¼ 4 m, corresponding to a ϵ
Δx¼2, as the correct one.

TABLE 6 Mean thrust values normalized with respect to the reference in Jonkman26 for the integral and EVM sampling with different values
of ϵ.

ϵ¼ 3 m ϵ¼4 m ϵ¼6 m ϵ¼7 m

T
Tref

Δ% error T
Tref

Δ% error T
Tref

Δ% error T
Tref

Δ% error

Integral 0.826 �3.5% 0.856 - 0.873 1.99% 0.879 2.69%

EVM 0.740 1.78% 0.727 - 0.730 0.41% 0.734 0.96%

Note: The percentage errors are computed by taking, for each method, the ratio evaluated with ϵ¼4 m, corresponding to a ϵ
Δx¼2, as the correct one.
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Another option would be to sample in a way that makes the results more robust to the ϵ choice. In this part of the study, we decided to com-

pare the integral and EVM sampling methods based on this characteristic.

Since the integral method finds the free-stream velocity by integrating the velocity field weighted by the force projection function, we cer-

tainly do not expect its dependence on the projection function width to be negligible. Figure 11 shows how the power and thrust vary with the

choice of the ϵ=Δx ratio. Tables 5 and 6 add quantitative information to the qualitative one given by the figure.

Given a constant Δx¼2, the considered ϵ values are 3, 4, 6, and 7 with a value of 4 being considered as base case. Percentage errors are com-

puted with respect to the base case results.

TABLE 7 Tested operating conditions.

U∞ [m/s] ω [rpm] β½ ∘ �
Below rated 1 6 6.88 0

Below rated 2 9 10.32 0

Rated 11.4 12.1 0

Above rated 1 15 12.1 10

Above rated 2 18 12.1 15

Above rated 3 22 12.1 20

F IGURE 12 Rotor power (top) and rotor thrust (bottom) values shown for different wind speeds. The blue curves are the reference ones
obtained with BEM.
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We can see that the EVM predicts the same power regardless of the epsilon. The only exception is the simulation with ϵ¼3. This is because

the ϵ
Δx ratio is lower than the minimum suggested in Mikkelsen30 to avoid numerical issues.

Thrust predictions are less consistent (and still very inaccurate), but the advantage of using the EVM is still very clear. When plotting the

power signals in time for these simulations (like in Figure 11, we also see that the EVM curves converge faster.

4.4 | Power curve

All results presented refer to the same flow and operating conditions. If we want to prove the method's robustness, a further step

would be to try and match the power and thrust curves reported in Jonkman.26 Apart from the operating condition already tested, we ran

simulations across the entire operational range. It must be noted that in these simulations, we did not activate the turbine controllers and

limiters present in SOWFA but rather imposed the theoretical conditions as per reference. Once the wind speed was chosen, the rotational

speed was fixed based on the corresponding TSR, and the collective pitch of the blades was also modified accordingly, as detailed in

Table 7.

Figure 12 shows the theoretical power and thrust curves and the predictions obtained with the EVM and the integral sampling. In the below-

rated range (including the conditions considered in the rest of the study), the EVM matches the power closely and underestimates the thrust. By

contrast,the integral overestimates the power (slightly) and also underestimates the thrust.

Starting from the rated condition, both methods show significantly lower accuracy in the power prediction while maintaining a similar behav-

ior for the thrust. The overestimation of power in the above rated conditions with the integral approach is consistent with the results in Martinez-

Tossaz et al.34 The decreasing trend for the power suggests that the given pitch angle fails in avoiding stall.

5 | CONCLUSIONS

Wind farm design and control require very accurate prediction of turbine performance and wake development, and hybrid CFD-analytical models

such as the actuator disk and the actuator line remain the go-to approaches to physical characterization and data retrieval for reduced-order

models. However, actuator line models remain accessible only to a knowledgeable set of users because of how strongly their results depend on

parameters such as the projection function width ϵ.

In this work, we have shown how a different approach to the free-stream velocity sampling can reduce this effect. The approach was vali-

dated on a well-known case and compared to the standard local sampling approach (in the cell-centered and linear variants) and the state-of-the-

art integral approach (based on spatial averaging).

A study on the sensitivity of the results to the projection function width clearly shows a reduced dependency on the projection function

width when using the EVM sampling. For completeness, we simulated operating conditions across the entire operational range.

The EVM consistently matches the theoretical power reference in the below-rated conditions and underestimates it for the above-rated ones.

The thrust is consistently underestimated by both the EVM and the integral approach. In Section 1.4, we introduced the notion that smearing the

forces generates a viscous core in the bound vorticity. The EVM implementation could benefit from accounting for the viscous core induction.

This could be done by modifying the correction for the angle of attack.

We did not perform a mesh sensitivity analysis, and this limits the validity of our claims to the considered level of discretization. It is impera-

tive for future studies to address possible mesh dependencies.

Finally, reducing the thrust mismatch should be a priority because it directly influences the wake deficit, and an accurate description of the

wake is fundamental if we want to be able to use the actuator line for control purposes.
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