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CHAPTER 1

Introduction

1.1 A motivating example

Nowadays, there is more and more interest in technologies that increase the sustainability of existing processes. The main goal is to reduce the energy consumption and pollution of an existing process without increasing the cost of maintaining it too much. An example of such a process is freight transportation by trucks. The energy consumption of a truck is determined by two main factors: the engine and the driver. Both these factors currently result in a lot of unnecessary energy consumption:

- Engines are mass-produced for use in a certain geographical region. The settings of an engine are optimized for this region. Western-Europe is one such region. As a consequence, the engine settings of a truck are the same while driving in Switzerland (the Alps) and while driving in the Netherlands (highest mountain 322 meters). Driving on flat roads with an engine, which is optimized to be able to drive in the mountains, is of course not very efficient.

- Truck drivers currently receive little feedback regarding their style of driving. Hence, they have almost no incentive to adjust their driving style to be fuel-economic. As such, one can often see trucks pulling up too quickly and driving without cruise control.

We intend to reduce the energy consumption of trucks by real-time monitoring of the driving process by sensors on the truck. These sensors can measure almost everything we could possibly need: speed, engine thrust, pressure on gas and break pedals, temperature, fuel level, etc. By monitoring these values in real-time, we
can select a different engine setting depending on the current road condition. In this way, the truck can get sufficient power in mountains and cities, and not too much power on flat highways and in traffic jams. In addition, we can give a signal to the driver whenever he or she is conducting driving behavior that is not fuel-economic.

In order to give this real-time feedback, we need (mathematical) models that can determine the current road condition and driving behavior. However, due to the lack of sufficient expert knowledge to construct these models by hand, we require techniques that can construct these models automatically from data collected by the different sensors. Such techniques are known as system identification techniques.

1.2 System identification

This thesis contains a study in a subfield of artificial intelligence, learning theory, machine learning, and statistics, known as system (or language) identification. System identification is concerned with constructing (mathematical) models from observations. A model is defined by the Cambridge Online Dictionaries\textsuperscript{1} as:

\textit{Model:} a representation of something, either as a physical object which is usually smaller than the real object, or as a simple description of the object which might be used in calculation.

Essentially, a model is an intuitive description of a complex system. One of the main nice properties of models is that they can be visualized and inspected in order to provide insight into the different behaviors of a system. In addition, they can be used to perform different calculations, such as making predictions, analyzing properties, diagnosing errors, performing simulations, developing tests, computing control strategies, and many more. Models are therefore extremely useful tools for understanding, interpreting, and modifying different kinds of systems. In practice, however, it can be very difficult to construct a model by hand. Therefore, we are interested in automatically identifying models from data. In the Cambridge Online Dictionaries, identification is defined as:

\textit{Identify:} to recognize someone or something and say or prove who or what they are.

Identifying a model from data thus consists of using the data in order to recognize or prove that a system or process operates according to some model. The data consists of observations in the form of event sequences that are produced by the system or its surrounding environment. Intuitively, system identification tries to discover the logical structure underlying these event sequences. In practice, people discover this logic using a common sense rule-of-thumb: the simplest explanation for the observed events is assumed to be correct.\textsuperscript{2} Automated system identification works in exactly the same way:

\textsuperscript{1}\url{http://dictionary.cambridge.org}
\textsuperscript{2}This rule is known as Occam's razor (see Section 2.2).
Given a set of observed event sequences produced by a system or its surrounding environment, and a set of possible models for this system,

- find the simplest model in the set of possible models that explains all observed event sequences.

A model that is found (discovered) in this way can be seen as the common sense explanation for the observed events. System identification can be seen as a classic search procedure that tries to find this common sense explanation. Because this explanation is also a (mathematical) model, it can be used to give us insight into the inner workings of the system. In addition, an identified model can be used for the many different before-mentioned calculations.

In order to apply the system identification technique to our example of real-time monitoring of the driving process, we will first need discretize the sensor data into basic events such as: driving on the highway, speeding up, slowing down, breaking, signaling, using cruise control, etc. We can then identify models that use these events as input. In doing so we effectively identify models that describe the languages of engine settings and drivers. This approach of identifying a language model in order to describe different behaviors in data is known as syntactic pattern recognition (Fu 1974). One of the main reasons for using such a method is that we can use the identified language models not only to find out whether a driver is driving economically, but also to give insight into the exact road behavior of (non-)economic drivers, i.e., to learn what feedback to give to drivers in order to reduce their fuel usage.

### 1.3 Timed automata

A well-known model for characterizing systems is the deterministic finite state automaton (DFA, see e.g., (Sipser 1997)). An advantage of an automaton model is that it is easy to interpret. In contrast, many other well-known models that are commonly used to identify the behavior of a system are quite difficult to interpret, for example neural networks or support vector machines, see, e.g., (Bishop 2006). Such models can only be used to classify new data and to predict the future behavior of a system. The ability to analyze an identified model is one of the main reasons why we are interested in identifying automaton models from observations.

A DFA is a language model. Hence, its identification (or inference) problem has been well studied in the grammatical inference field, see (de la Higuera 2005). Knowing this, we want to take an established method to learn a DFA and apply it to our event sequences. However, when observing a system there often is more information than just the sequence of symbols: the time at which these symbols occur is also available. A straightforward way to make use of this timed information is to sample the timed data. For instance, a symbol that occurs 3 seconds after the previous event can be modeled as 3 special time tick symbols followed by the event symbol. This results in an automaton model that models time implicitly, i.e., using states. A disadvantage of such an approach is that it can result in an exponential blowup of both the input data and the resulting size of the model. In this thesis, we propose a different method that uses the time information directly in order to produce a timed model.
To be able to use the timed information directly, we require a DFA variant that includes the notion of time. A timed automaton (TA) (Alur and Dill 1994) is such a variant. TAs are commonly used to model and reason about real-time systems, see e.g., (Larsen, Pettersson and Yi 1997). A TA contains objects that record the time that has elapsed since some specific event, known as clocks, and constraints on the time values of these clocks, known as clock guards. Using these clocks and clock guards, the language of a TA does not only depend on the types of events occurring, but also on their time values relative to previous event occurrences. In this way, TAs can for instance be used to model deadlines in real-time systems. The clock guards of a TA model these timing requirements explicitly, i.e., using numbers. Because numbers use a binary representation of time, and states use a unary representation of time, such an explicit representation can result in exponentially more compact models than an implicit representation. Therefore, also the time, space, and data required to identify TAs can be exponentially smaller than the time, space, and data required to identify DFAs. This efficiency argument is our main reason for modeling systems using TAs.

For our motivating example, the application of a TA identification technique will results in identification of the timed languages of engine settings and drivers. Thus, we not only identify a language over the basic events such as speeding up and slowing down, but also over their times of occurrence. These times of occurrence between vehicle speedups and slowdowns can be very significant for determining the road condition and driving behavior. For instance, a sequence of fast changes from slowing down to speeding up and vice versa indicates driving in a city, while a sequence of slow changes indicates driving on a freeway. An additional benefit of modeling these occurrence times explicitly is that it results in more succinct and thus more insightful models.

1.4 Related work

The problem of identifying a DFA from a data set is a well-studied problem in learning theory (de la Higuera 2005). There are, however, very few studies on the identification of a TA from data. Closely related work deals with the problem of learning event recording automata (ERAs), which is a restricted but still powerful class of TAs (Grinchtein, Jonsson and Pettersson 2006). However, their identification algorithm requires an very large amount of data and is therefore difficult to apply in practice.

Other approaches to the problem of identifying a timed system mainly deal with the identification of probabilistic timed models, such as continuous time Markov chains (Sen, Viswanathan and Agha 2004). These probabilistic models are less powerful than TAs: they model probability distributions over time values instead of timing constraints such as deadlines. More specifically, in a TA, the meaning of an event can change over time. The occurrence times of events thus influence which events can occur in the future. In these probabilistic timed models, only the probability of an event can change over time. This does not influence the possible future events.

To the best of our knowledge, the learning methods for more complex probabilistic timed models only deal with the problem of optimizing the parameters of
1.5 Contributions of this thesis

The work in this thesis makes four major contributions to the fields of artificial intelligence, learning theory, machine learning, and statistics:

1. It contains a thorough theoretical study of the complexity of identifying TAs from data.

2. It provides an algorithm for identifying a simple TA from labeled data, i.e., from event sequences that are known to characterize some specific system behaviors.

3. It extends this algorithm to the setting of unlabeled data, i.e., from event sequences with unknown behaviors.

4. It shows how to apply this algorithm to the problem of identifying a real-time monitoring system.

We now discuss these four contributions in more detail.

Theory We study the problem of identifying a TA in the paradigm of identification in the limit. The focus of this study is on the efficiency of identifying TAs from data. The contributions of this study are summarized in the following list:

- We prove that a class of automata can be identified efficiently only if it is polynomially distinguishable (Lemma 3.9);

- We prove that deterministic TAs (DTAs) with two or more clocks are not polynomially distinguishable (Proposition 3.8 and Corollary 3.10), and hence that DTAs are not efficiently identifiable (Theorem 1);

- We prove that DTAs with a single clock (1-DTAs) are polynomially distinguishable (Theorem 4), and use this to prove that 1-DTAs are efficiently identifiable (Theorem 5);

- We provide an algorithm ID_1-DTA (Algorithm 3.1) for identifying 1-DTAs efficiently.
• We show that 1-DTAs and n-DTAs (DTAs with n clocks) are language equivalent (Theorem 6).

These contributions are of importance for anyone who is interested in identifying timed systems (and DTAs in particular). Most importantly, the efficiency results tell us that identifying a 1-DTA from timed data is more efficient than identifying an equivalent DFA. Furthermore, the results show that anyone who needs to identify a DTA with two or more clocks should either be satisfied with sometimes being inefficient, or he or she has to find some other method to deal with this problem, for instance by identifying a subclass of DTAs (such as 1-DTAs). In general, our results are statements regarding the expressive power of one-clock and multi-clock DTAs. These statements are important by themselves, i.e., not necessarily restricted to just the identification problem. We believe that there can be other problems (such as reachability analysis) that may benefit from our results.

Algorithms for labeled data  Based on the theoretical results, we develop a novel identification algorithm RTI (Algorithm 4.5) for a simple type of 1-DTA, known as a deterministic real-time automaton (DRTA). These automata can be used to model systems for which the time between consecutive events is important for the system's behavior. The main reason for restricting ourselves to DRTAs and not to the full class of 1-DTAs is that we believe them to be expressive enough for many interesting applications, including modeling truck driver behavior. The input for RTI should be labeled data, i.e., the data should consist of positive event sequences that characterize the (correct) behavior of the system, and negative event sequences that do not characterize this behavior (or that characterize faulty behavior). The current state-of-the-art for DFA identification from labeled data is the evidence driven state-merging (EDSM) algorithm, see, e.g., (de la Higuera 2005). RTI is a modification of the EDSM algorithm to the setting of DRTAs. To the best of our knowledge, ours is the first algorithm that can identify a TA model from timed data. In addition, it does so efficiently in time (Proposition 4.3), and it converges efficiently to the correct DRTA in the limit (Proposition 4.6).

We evaluate the performance of RTI experimentally on artificially generated data. The results of these experiments show that RTI performs sufficiently good when either the number of distinct events, or the number of states is small. In addition, the experimental results show that RTI outperforms the straightforward sampling approach in combination with EDSM if the data is indeed produced by a timed system. In other words, we show that if a system can be modeled efficiently using a DRTA, then it is less efficient and much more difficult to identify an equivalent DFA correctly from this data.

Algorithms for unlabeled data  We adapt the RTI algorithm to the more frequently occurring setting of unlabeled data, i.e., only positive data. The result of the adaptation is the RTI+ algorithm (Algorithm 5.1). The RTI+ algorithm is a polynomial time algorithm that converges efficiently to the correct probabilistic DRTA (P DRTA) in the limit with probability 1 (Propositions 5.5 and 5.6). RTI+ uses statistical tests in order to identify P DRTAs. Although these tests are designed specifically for the purpose of identifying a P DRTA from unlabeled data,
they can be modified in order to identify probabilistic DFAs. Hence, they also contribute to the current state-of-the-art in probabilistic DFA identification.

We tested the performance of the RTI+ algorithm with different statistical tests on artificially generated data. An interesting conclusion of these experiments is that in terms of data requirements it is often easier to identify a model than to set its parameters (event probabilities) correctly. Because of this, we argue that the traditional quality measures for probabilistic models are unsuited for testing the quality of the identified models, independent of its parameters. Therefore, we propose a different way to compute the quality of an identified PDRTA that separates the problem of tuning the parameters from the problem of identifying the model.

Our results show which of the introduced statistics achieves the best performance. The achieved performance using this statistic is shown to be sufficient in order to apply RTI+ in practice.

Applying the algorithms in practice We apply our algorithms to the problem of identifying a real-time monitoring system for driver behavior. Due to the lack of sufficient expert knowledge, the input for our algorithm consists of unlabeled event sequences. These sequences are recorded during 15 complete round trips from the Netherlands to Switzerland or England and back. From this data, we identify PDRTA models using RTI+. Then we collect a small amount of examples of an interesting example driving pattern: pulling-up too fast or normally from a traffic light. We use these labeled examples to label some states of the identified PDRTA models. In this way, we can identify a monitoring system even when it is difficult to obtain labeled data. The resulting PDRTA models are shown to be useful for monitoring whether the driver is pulling-up too fast. This application serves as a proof of concept of our techniques.

1.6 Potential applications

The techniques we develop in this thesis have many possible practical applications. The most straightforward application of our techniques occurs when one requires insight into a process that produces time-stamped events. Gaining insight into how such a system operates can be helpful in many settings, for instance the design, analysis and control of such systems, see, e.g., (Cassandras and Lafortune 2008). Insight into real-time systems can be gained using our RTI+ algorithm: given some observations of a process, this algorithm can be used to identify a PDRTA model for this process. The structure of the identified model can unravel previously unknown facts about (and other properties of) the process. Such an approach is common in the fields of syntactic pattern recognition (Fu 1974) and process mining (van der Aalst and Weijters 2005).

In other applications, one might not be very interested in the process structure itself, but just want a model that decides whether the process is displaying good or bad behavior. In such a case, one first needs to find a way to label some observed sequences as being either good or bad; afterwards one can use our RTI algorithm in order to find a DRTA model that can be used to make this decision.
This is similar to the standard machine learning approach of classification, see, e.g., (Bishop 2006). However, in addition to learning a classifier, our algorithms identify insightful models, i.e., models that can be interpreted by visualizing them. This visualization can lead to a better understanding of the underlying process. In contrast, most of the standard machine learning techniques do not result in insightful models. Instead, they result in for example high-dimensional hyperplanes, see, e.g., (Bishop 2006).

In the field of timed automata, there currently do not exist many identification techniques. Timed automata are commonly used as models for real-time systems such as network protocols, see, e.g., (Larsen et al. 1997). There exist many techniques that can be used to test whether such models satisfy certain desirable properties, such as dead-lock freeness. This is known as model checking (or verification) and most of the research regarding timed automata is focussed on this problem, see, e.g., (Alur and Madhusudan 2004). However, when the exact timed automaton model is unknown, identifying these models becomes an important issue. Besides this main motivation, there are many other examples of cases where identifying timed automata contributes to model checking (Leucker 2007).

1.7 Overview

This thesis is divided into chapters based on their contributions as follows:

Chapter 2. We begin this thesis with an explanatory survey of the necessary background on learning theory, discrete event systems, and language identification. In addition, we survey related work that deals with the identification of some kind of timed model.

Chapter 3. Here, we prove our theoretical results regarding the efficiency of identifying TAs from data, identifying 1-DTAs from data, and on the power of clocks in DTAs. We also give an efficient algorithm for the identification of 1-DTAs from labeled data, and show how it can be adapted to identify n-DTAs.

Chapter 4. In this chapter, we describe the problem of identifying DRTAs from labeled data, prove that this problem is still hard (NP-complete), provide a novel algorithm (RTI) for solving this problem, prove its properties, provide several possible heuristics for RTI, and evaluate them on artificially generated data. In the experiments, we compare the performance of RTI with the straightforward sampling approach.

Chapter 5. In this chapter, we provide the RTI+ algorithm, which is an adaptation of RTI to the problem of identifying PDRTAs from unlabeled data. We provide several useful statistics that can be used by RTI+ and evaluate their performance on artificial data. In addition, we propose a way to compute the quality of an identified PDRTA that separates the problem of tuning the parameters from the problem of identifying the model.

Chapter 6. Here, we describe how to apply the RTI+ algorithm to the real-world problem of identifying truck driver behavior, and discuss the obtained results.
Chapter 7. We end this thesis with a concluding overview and some ideas for future work that builds on the proposed techniques and results.
Background on inductive inference, discrete event systems, and language identification

2.1 Introduction

This chapter contains an explanatory survey of inductive inference, discrete event systems, and language identification. In this survey, we explain all of the concepts and notions that are required to understand the contents of this thesis. In addition, we give an overview of the techniques and the current state-of-the-art in each of these fields that are relevant for the problem of identifying timed automata. The survey can be read without any prior knowledge of any of these fields. However, we do assume the reader to be familiar with the basic notions of complexity theory, see, e.g., (Sipser 1997).

This chapter is split into three sections, one for each topic. The sections on these topics can be read independently, and skipped if necessary. In the main text of this thesis, we refer to the relevant background knowledge from this chapter whenever it is required. However, we encourage readers new to some of these three fields to read the respective sections. At the end of this chapter, we give an overview of related work that deals with the identification of timed models.

2.2 Inductive inference

Inductive inference is the theory of learning (also called inferring or identifying) a concept from examples.\(^1\) The main idea is that of a student who is given examples of some concept by a teacher. The student tries to infer a hypothesis from the given

\(^1\)Throughout the text, the verbs “to learn” and “to identify” are used interchangeably.
examples. The teacher draws the examples from a set called the \textit{instance space}, sometimes called \textit{input space}. We think of this space as being a set of instances, i.e., objects or observations, in the student’s world. A \textit{concept} is a subset of this instance space; this can be thought of as the set of all positive instances of some interesting rule. In the learning model we consider, the student has access to both positive and negative examples of such a concept. The hypothesis that the student tries to infer is also a subset of the instance space, and hence also a concept. The student has learned a target concept when the hypothesis and the target concept are the same subset of the instance space.

In learning theory, it is common practice to infer a hypothesis of minimal size. The reason for this is the idea that the smallest (or least complex) hypothesis, among all hypotheses that can explain a certain phenomenon, is most likely to be the correct one. This is a reformulation of the well-known principle of \textit{Occam’s razor}. This principle is intuitively very appealing, and it is commonly used as a heuristic in science. In learning theory several principles exist that incorporate Occam’s razor in a different way. Examples are the \textit{Minimum Description Length} (MDL) principle, see e.g. (Grünewald 2007), and the \textit{Empirical Risk Minimization} (ERM) principle, see e.g. (Vapnik 1998). MDL is based on the idea that any regularity in the examples can be used to compress the examples, i.e., to describe it using fewer symbols. Within the MDL framework, the best solution to a learning problem is the hypothesis (or combination of hypotheses) that achieves the best compression of the examples. In ERM the idea is to obtain the smallest possible bound on the error made in future predictions, by minimizing the number of training errors (empirical risk).

For the construction of learning algorithms it is of course very important which measure to choose as learning criteria (or \textit{inductive bias}), since this defines which hypothesis should be inferred. We will always try to infer a hypothesis of minimal size. In the following, we first explain the basics of inductive inference theory. Then, we discuss the three most common frameworks for learning problems. We end this section with an explanation of efficiency and complexity of learning problems. Most of the text in this section is based on the books (Kearns and Vazirani 1994) and (Jain, Osherson, Royer and Sharma 1999), and the survey chapter (Goldman 1999).

### 2.2.1 Learning basics

In each learning model we have a student $s$ that tries to infer a hypothesis $H$. The student is given examples from an instance space $X$ by a teacher $t$ that tries to teach a concept $C$. In this section we give definitions of the notions of a concept, a student, and a teacher. We clarify the use of these notions by an example of an algorithm for the inference of boolean formulas.

**Definition 2.1.** (concept) A concept $C$ over an instance space $X$ is a subset of $X$. We say that an example $x$ is a positive example of $C$ if $x \in C$, it is a negative example otherwise.

**Definition 2.2.** (hypothesis) A hypothesis $H$ for a target concept $C$ over an instance space $X$ is a subset of $X$. We say that $x$ evaluates to true in $H$ if $x \in H$, \dots
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Figure 2.1: Learning. A teacher for a target concept $C \subseteq X$ gives an example from the instance space $X$ to the student. This example is one of four types: true positive, true negative, false positive, or false negative. The student uses the example to adjust its hypothesis $H \subseteq X$.

otherwise it evaluates to false. A hypothesis $H$ for a target concept $C$ is said to be correct if every example $x \in X$ evaluates to true in $H$ if and only if it is a positive example of $C$.

Example 2.1. Suppose we are given a set $V = \{v_1, \ldots, v_n\}$ of $n$ boolean variables, and let $X = \{0, 1\}^V$ be the set of all assignments to these variables. We can consider a concept $C$ over $X$ whose positive examples are exactly the satisfying assignments of some boolean formula $f$ over $V$. Such a concept can be represented by a boolean formula $f_c$ in disjunctive normal form (DNF) that has a small number of terms (the concept). A teacher can try to teach such a formula to a student. This student can then try to learn a minimal DNF formula $f_h$ (the hypothesis).

Definition 2.3. (teacher) A teacher $t$ of a target concept $C$ is an oracle that returns a labeled example $(x, b)$, where $b$ is a boolean value which is true if $x \in C$, and false otherwise.

Definition 2.4. (student) A student $s$ is a learning algorithm, which learns a hypothesis $H$ and has access to a teacher $t$ of target concept $C$. The goal of a student is to find a correct hypothesis, i.e., a hypothesis $H$ such that $x \in H$ if and only if $x \in C$.

Figure 2.1 gives a graphical overview of learning. In Example 2.1, the student $s$ (that tries to learn the minimal DNF formula) could start with a hypothesis formula such as $f_h = v_1$. This hypothesis is the smallest formula in DNF which satisfies all positive assignments known by $s$ (currently none). It uses a function next to obtain the DNF formulas: given a formula in DNF, next returns the next smallest DNF formula. This function defines a total order on DNF formulas based on their size, and thus gives us the capability to enumerate these formulas from small to large. The trick is that the next function can be used to generate hypotheses until one agrees with all the examples seen so far. This hypothesis is the smallest boolean formula in DNF which satisfies the positive examples and does not satisfy the negative examples. This algorithm is a form of identification by enumeration. The algorithm is shown in Algorithm 2.1.
Algorithm 2.1 Identification of DNF formulas

Require: A teacher $t$ for $C$ over an instance space $X = \{0, 1\}^n$, and a function next which returns the next smallest DNF formula

Let $H$ be the smallest hypothesis: $f_h := v_1$ and $H := \{x \in X \mid f_h(x) = \text{true} \}$

Start with an empty set of positive and negative examples $S = (S_+ := \emptyset, S_- := \emptyset)$

while true do
  Get the next example: $(x, b) = t()$
  if $b = \text{true}$ then set $S_+ := S_+ \cup \{x\}$ else set $S_- := S_- \cup \{x\}$
  while $H$ is inconsistent with $S$: $S_+ \not\subset H$ or $S_- \cap H \neq \emptyset$ do
    Get the next smallest hypothesis: $f_h := \text{next}(f_h)$ and $H := \{x \in X \mid f_h(x) = \text{true} \}$
  end while
  Output $H$ (the current smallest consistent hypothesis)
end while

Note that Algorithm 2.1 is not a very efficient algorithm: before a consistent hypothesis is found, every possible smaller DNF formula is tried. An enumeration over all these DNF formulas will take an enormous amount of time. However, it is easy to prove that the student will eventually converge to the smallest correct DNF formula, i.e., $f_h$ will be such that $C = \{x \mid f_h(x) = \text{true} \}$. This is called identification in the limit and will be formally defined in the next section. Although the student in Algorithm 2.1 is not very efficient, it can be used as a basis for a more efficient student. Ideally we would like such a student to be:

1. Quick: The number of calls to teacher $t$ is small.
2. Efficient: The amount of computation performed is small.
3. Correct: The student outputs a correct hypothesis.
4. Incremental: The student only has to store a small amount of examples.
5. Finite: There is a way to tell how close the student is to converging.
6. Robust: Noise does not cause the student to fail.

Algorithm 2.1 only satisfies the correctness property. Another important issue for a student is the space of possible concepts it is trying to infer, and how a concept from this space is represented by a hypothesis. The space of possible concepts is viewed as a set of concepts over the input space, called the concept class. In our learning model the student will have access to positive and negative examples of an unknown concept, chosen from a known (fixed) concept class. Usually, a student tries to infer a hypothesis concept from the known concept class. However, this is not necessary, it is possible to use a different representation of a concept. For instance, in Example 2.1, the student could use conjunctive normal form (CNF) formulas instead of DNF formula as a representation for boolean formulas. A concept class and a representation are formally defined as follows:

Definition 2.5. (concept class) A concept class $C$ over an instance space $X$ is a recursively enumerable set of concepts over $X$. 
Definition 2.6. (representation) A representation scheme for a concept class $C$ is a function $R : \Sigma^* \rightarrow C$, where $\Sigma$ is a finite alphabet of symbols. We call any string $r \in \Sigma^*$ such that $R(r) = C$, a representation of $C$ (under $R$).

The notion of a representation is very important in learning theory because the chosen representation has an impact on the complexity of learning. For example, it is possible that a learning problem which is intractable using one representation becomes tractable using another representation as hypothesis. This has to do with the notion of tractability of learning problems and will be explained in Section 2.2.3.

2.2.2 Three learning frameworks

In inductive inference theory there exist three main learning frameworks. All three of these pose different requirements on the learning process and have access to different resources:

- **Identification in the limit**: eventually learn a correct hypothesis from a teacher that eventually supplies every example (Gold 1967).

- **Query learning**: learn a correct hypothesis from a teacher that answers specific questions (queries) (Angluin 1988).

- **PAC identification**: learn a probably approximately correct (PAC) hypothesis from a teacher that samples examples from an arbitrary probability distribution (Valiant 1984).

Of course there exist many variations of each of these frameworks. The choice of which learning framework to adopt depends on the application. In most applications it is easy to obtain a set of examples of some target concept. In these cases, both identification in the limit and PAC identification can be applied. PAC identification poses more strict requirements on the student than identification in the limit. Constructing an algorithm that satisfies these requirements is difficult, but the result is that the student does approximate the correct hypothesis with high probability. In contrast, a limit student is only guaranteed to learn the correct hypothesis in the limit.

Obtaining a teacher that answers specific questions as in query learning is more difficult than obtaining a set of examples. A possible setting is when domain experts need to build a system model but have difficulties with writing down their knowledge in logical rules. In this case, a query student could be used to infer these rules by asking questions to the experts.

Instead of just choosing one framework it is also possible to combine them. For example, it is possible to construct a learning algorithm that approximately correctly identifies some concept using a finite sample and membership queries. When both a teacher and a finite sample are available you might as well use them both. In general, one should use all the available resources for a learning problem. Learning is a difficult problem, and additional information (whether in the form of data or expert knowledge) only makes solving this problem easier.
In the remainder of this section we discuss all three of these frameworks in more detail. Our discussion begins with identification in the limit. We then explain query learning, followed by PAC identification.

Identification in the limit

The identification in the limit framework (Gold 1967) views learning as an infinite process in which the student is allowed to change its mind (hypothesis) arbitrarily often. A comprehensive overview of identification in the limit is given in (Jain et al. 1999).

Identification in the limit is an extension of the simpler notion of finite identification, in which the student cannot change its mind and just outputs one hypothesis:

**Definition 2.7.** (finite identification) A student \( s \) finitely identifies a concept \( C \) from a teacher \( t \) when after a finite number of calls to \( t \) it outputs a correct hypothesis \( H \) and halts.

This type of learning is also known as one-shot learning or the FIN paradigm. The finite identification model is extended by allowing the student to change its mind after it has output a hypothesis. This new model is more like the human kind of learning: first learn a part of a concept, then extend it by learning more details. When the student is allowed to change its mind infinitely often without any additional constraints there is no way to determine whether it has learned the concept or not. That is why the extended model also requires the property of convergence. This model is called identification in the limit:

**Definition 2.8.** (identification in the limit) A student \( s \) identifies a concept \( C \) in the limit from a teacher \( t \), when it outputs a sequence of hypotheses \( H_1, H_2, \ldots \), and there exists a number \( n \in \mathbb{N} \) such that from that point on the output hypothesis remains the same \( (H_n = H_{n+1} = H_{n+2} = \ldots) \) and \( H_n \) is a correct hypothesis.

Algorithm 2.1 is an example of a student that identifies the concept of DNF formulas in the limit. Note that the only difference with finite learning is that we allow an infinite amount of mind changes. A mind change is a point in the hypothesis sequence where the output hypothesis is changed. Because a mind change requires the student to compute a new hypothesis, the amount of mind changes is a common measure for the computational complexity of a learning problem. In addition, the run-time required to compute this new hypothesis is of course relevant for this complexity. When a student \( s \) is guaranteed to identify any correct hypothesis \( H \) from a (representation of a) concept class \( C \) using a polynomial amount of mind changes, and polynomial run-time in the size of the \( H \), then we say that \( s \) identifies \( C \) efficiently in the limit.

In identification in the limit, there is a big difference between teachers that return labeled, and those that return unlabeled examples. In the first case, we say that a student learns a hypothesis from informant. In the second case, the student learns the hypothesis from text. Many concept classes are learnable from informant but not from text. For instance, the regular languages are identifiable in the limit from informant, but not from text (Gold 1967). In practice, however,
it is possible to simulate labels using the unlabeled examples. For instance, in practice it is commonly assumed that two examples have the same label if they display similar (statistical) properties (or features). If the probability that this simulation is incorrect goes to 0 if the number of examples goes to \( \infty \), we say that a student identifies a concept class \textit{in the limit with probability} 1.

It is also possible to include the notion of probabilities directly in the identification in the limit framework. These are included by allowing the student to be a randomized algorithm. The resulting identification model is called \textit{probabilistic identification}.

**Definition 2.9.** (probabilistic identification) A probabilistic student \( s \) probabilistically identifies a concept \( C \) from a teacher \( t \) with probability \( p \), when the probability that \( s \) identifies \( C \) from \( t \) is at least \( p \).

This definition can be applied to the identification models above by replacing the word ‘identifies’ into ‘finitely identifies’ or ‘identifies in the limit’ in Definition 2.9. An interesting notion which is closely related to probabilistic identification is that of \textit{team identification}. In team identification a set (team) of students try to solve the learning problem together. In such a team a (usually small) number of students is allowed to produce an inconsistent hypothesis.

**Definition 2.10.** (team identification) A finite set \( S = \{s_1, s_2, \ldots, s_n\} \) of students \([r,n]\text{-team}\) identifies a concept \( C \) from a teacher \( t \) if at least \( r \) of the \( n \) students identify \( C \) from \( t \).

The main motivation for team learning is the result that there are collections of identifiable languages which are not closed under union. In other words, there are collections of languages that are identifiable, but the union of these languages is not identifiable. Team learning is also a nice way to distribute the learning problem among several students. For example in an agent-based system each student can be specialized in learning some subconcept. The learning process is correct when the set of students (agents) team identify the target concept.

There exist many other interesting modifications of the identification in the limit framework. A noteworthy example of this is that of \textit{conservative inference}: the student is only allowed to make justified mind changes. A mind change is justified when the current hypothesis is contradicted by an example. Interestingly, there are examples of learning problems that are not learnable by a conservative student, but that are learnable by an non-conservative student (Wiehagen and Zeugmann 1995). For more information on finite learning, identification in the limit, team identification, and all kinds of modifications see (Jain et al. 1999).

**Query learning**

In the query learning framework (Angluin 1988), learning is seen from a different perspective: that of a student asking questions. This requires a teacher that is capable of answering these questions. Instead of just treating the teacher as an oracle, a student now calls it with a \textit{query} as an argument. This type of learning is also known as \textit{active learning}. Learning without queries is sometimes called \textit{passive learning}.

These are four commonly used queries:
• **Membership queries:** The teacher takes as input an element $x \in X$ and returns `true` if $x \in C$, and `false` otherwise.

• **Equivalence queries:** The teacher takes as input a hypothesis $H \subset X$ and the output is either `yes`, if $H$ is correct, or a pair $(x, b)$ otherwise, where $x \in H \triangle C = (H \setminus C) \cup (C \setminus H)$ is an instance from the symmetric difference of $H$ and $C$, and $b$ is a boolean value indicating whether $x \in C$.

• **Subset queries:** The teacher takes as input a hypothesis $H \subset X$ and the output is either `yes`, if $H \subset C$, or $x$ otherwise, where $x \in H \setminus C$ is an instance from the difference between $H$ and $C$.

• **Superset queries:** The teacher takes as input a hypothesis $H \subset X$ and the output is either `yes`, if $H \supset C$, or $x$ otherwise, where $x \in C \setminus H$ is an instance from the difference between $C$ and $H$.

The instances returned by equivalence, subset, and superset queries are called **counterexamples**. A teacher capable of answering both membership and equivalence queries is also called a **maximally adequate teacher**. When designing a student which makes use of queries, an important question to ask is whether the used queries are available to the student. Membership queries are available in many settings but equivalence queries usually are problematic. For example, answering an equivalence query for the DNF formulas concept class is NP-hard (Bshouty, Cleve, Gavaldà, Kannan and Tamon 1996). Also the subset and superset queries are computationally hard. Just one of each of these can be used to simulate an NP-oracle (Bshouty et al. 1996). Still, these queries are widely used in query learning research because domain experts are sometimes able to provide them.

Formally query learning can be defined as follows:

**Definition 2.11.** (query learning) A student $s$ identifies a concept $C$ from a query teacher $t_q$, when it uses only the answers from queries to $t_q$ in order to output a correct hypothesis $H$.

In query learning the most commonly used measure of complexity is the amount of queries required to identify a concept. In addition, the run-time required by the student is of course important for the complexity. When a student identifies any hypothesis $H$ from a concept class $C$ correctly using polynomial run-time and a polynomial amount of queries in the size of $H$, the student is said to identify $C$ efficiently from queries. Algorithm 2.2 shows a classic algorithm by Angluin (Angluin 1988) which efficiently learns $k$-CNF formulas using only equivalence queries. A $k$-CNF formula is a formula in conjunctive normal form in which each clause consists of at most $k$ literals.

Since there are at most $(2n+1)^k$ clauses over $n$ variables with at most $k$ literals, Algorithm 2.2 runs in time polynomial in $n^k$. The algorithm is an implementation of a general technique for equivalence query algorithms, known as **majority vote**. A majority vote is possible when the input to an equivalence query is not required to be a member of the hypothesis space. The idea is then to maintain a set $S$ of all the indices of hypotheses compatible with all counterexamples seen so far. We gather from $S$ a set of elements $M_S$ such that for each $x \in M_S$, $x$ is an element
Algorithm 2.2 Identification of $k$-CNF formulas using equivalence queries

Require: A query teacher $t_c$ of a target concept $C$ that answers equivalence queries (denoted $t_c(H)$)

Ensure: $H$ is a correct hypothesis

Hypothesis $H := \emptyset$

$f_h$ is the conjunction of all clauses over $n$ variables with at most $k$ literals

while The hypothesis is incorrect: $t_c(H) \neq yes$ do

Get the next counterexample: $x = t_c(H)$

for All clauses: $c \in f_h$ do

if Clause $c$ is inconsistent with $x$ then

Remove $c$ from $f_h$

end if

end for

Set $H := \{x \mid f_h(x) = true\}$. 

end while

Return $H$

of at least half of the hypotheses indexed by $S$. Then we perform an equivalence query with $M_S$ as input. Let $x'$ be the received counterexample. If $x' \in M_S$, remove from $S$ all indices of hypotheses that contain $x'$; otherwise, remove from $S$ all indices of hypotheses that do not contain $x'$. In this way every answered query reduces the cardinality of $S$ by at least one half, and therefore only $\log((2n + 1)^k)$ queries are needed to identify the target concept.

To see why Algorithm 2.2 implements the majority vote technique, we need to make the observation that the set of hypotheses consistent with the examples seen so far consists of every formula that is a conjunction of some subset of the non-eliminated clauses. When a counterexample eliminates some clause $c$, then for every non-eliminated clause it eliminates the hypothesis that could be made by conjoining with $c$. Thus each counterexample eliminates more than half of all possible hypotheses.

In the query learning framework several exact algorithms are known for interesting learning problems. In Section 2.4 we will describe a well-known query algorithm for the exact inference of deterministic finite automata. As we stated before, a problem with these algorithms is that of the computational hardness of most queries. However, it is also known that any concept which is identifiable using equivalence queries is also PAC identifiable (Anghin 1988). The basic idea is to simulate an equivalence query by using random samples to search for a counterexample to the current hypothesis. When there is a sufficient amount of examples this method can be used to obtain a hypothesis with a high probability of having a small error.

PAC learning

The probably approximately correct (PAC) learning framework (Valiant 1984) is based on the idea of a probabilistic teacher, which chooses examples based on an arbitrary probability distribution. Unlike the previous two frameworks, in which the goal of learning is to exactly identify the target concept, the goal of learning in the PAC framework is to classify any new examples with high accuracy. In the
PAC framework a probabilistic student is given the following inputs:

- A probabilistic teacher $t$ that draws examples according to an unknown probability distribution $D$.
- A value $\epsilon$, which denotes the maximum allowed probability of error.
- A value $\delta$, which denotes the minimum allowed probability of not being successful.

Using these inputs it is the task of a PAC student to identify, with probability at least $1 - \delta$, a hypothesis $H$ that has a probability of at most $\epsilon$ of disagreeing with the target concept on a new example given by $t$. Formally:

**Definition 2.12. (PAC identification)** A probabilistic student $s$ PAC identifies a concept $C$ from a probabilistic teacher $t$ which draws examples according to an unknown distribution $D$ if for all $0 < \epsilon < \frac{1}{2}$, $0 < \delta < \frac{1}{2}$, and every possible distribution $D$, $s$ outputs a hypothesis $H$ such that with probability at least $(1 - \delta)$, the probability of error is less then $\epsilon$: $P(t(c) \in H \triangle C) \leq \epsilon$.

In PAC identification there is a high emphasis on the efficiency of learning. As one would expect, the efficiency of a PAC student depends on the complexity of the underlying target concept. For example, the complexity of learning a boolean formula depends on the number of literals in the target formula. But, as we will see in Section 2.2.3, it also depends on the used representation. In order to determine the time complexity of a PAC student, the following two values are used:

- A value $k$, which is an upper bound on the size of the minimal representation.
- A value $n$, which is the size (dimension) of the instance space.

A student is said to **PAC identify efficiently** when it runs in time polynomial in $k$, $n$, $\frac{1}{\epsilon}$, and $\frac{1}{\delta}$. Actually the algorithm does not necessarily need the value $k$. A technique called **doubling** (Goldman 1999) can be used to guess this value with sufficient probability. Algorithm 2.3 efficiently PAC identifies $k$-CNF formulas (Valiant 1984).

The claim that the above algorithm PAC identifies $k$-CNF formula is easily verified. Let $p$ be the probability of obtaining an example from the teacher such that there is at least one inconsistent class in the current hypothesis. This probability decreases as the algorithm progresses. Now note that the algorithm can have two possible outcomes:

- At some point $p$ becomes less than $\epsilon$, in which case the identified hypothesis will be a good approximation of the target concept.
- The value of $p$ never becomes less than $\epsilon$, and hence the found hypothesis is not a good approximation. However, the probability of this happening is at most $1 - \delta$, since it corresponds with $L$ Bernoulli trials, each of which has a probability of success greater than $\epsilon$ of obtaining fewer than $(2n)^{k+1}$ successes.

For a good overview of PAC identification the reader is referred to (Kearns and Vazirani 1994).
Algorithm 2.3 PAC identification of \( k \)-CNF

**Require:** A teacher \( t \) of a target concept \( C \). A value \( L \), which is the smallest number of independent Bernoulli trials, each with a probability of success of at least \( \epsilon \), and the probability of having fewer than \( (2n)^{k+1} \) successes is less than \( 1 - \delta \)

**Ensure:** \( H \) is a PAC correct hypothesis

\[
H := \emptyset
\]
\[
f_h \text{ is the conjunction of all clauses over } n \text{ variables with at most } k \text{ literals}
\]
\[
\text{for } i = 0; i < L; i = i + 1 \text{ do}
\]
\[
\text{Get the next example: } x = t(c)
\]
\[
\text{for All clauses: } c \in f_h \text{ do}
\]
\[
\text{if Clause } c \text{ is inconsistent with } x \text{ then}
\]
\[
\text{Remove } c \text{ from } f_h
\]
\[
\text{end if}
\]
\[
\text{end for}
\]
\[
\text{Set } H := \{x \in X \mid f_h(x) = \text{true}\}
\]
\[
\text{end for}
\]

**STATE** Return \( H \)

2.2.3 Time complexity of learning problems

An interesting question in learning theory is how complex learning problems actually are, independent from the framework that is used to learn them. While at first sight it might not seem obvious, there is a close relation between 'normal' problems in computer science and learning problems. The key insight is that the problem of learning a specific hypothesis can be seen as a search problem. The search space consists of all possible hypotheses, and the goal of the search is to find a hypothesis for which the error is zero.

This relation can be used to prove hardness results for learning problems by reduction from known hard problems. Such a reduction maps every instance \( a \) of a hard problem \( A \) to a set \( S \) of labeled examples, which is then used to learn a concept class \( C \). The cardinality of \( S \) needs to be bounded by a polynomial in the length of \( a \). The key property that is desired of this mapping is that \( a \in A \) if and only if \( S \) is consistent with some concept \( C \in C \). Consistency is formally defined as follows:

**Definition 2.13.** (consistency) A concept \( C \in C \) is consistent with a finite set of labeled examples \( S = \{(x_1, b_1), (x_2, b_2), \ldots, (x_n, b_n)\} \) if for all \( 1 \leq i \leq n \), \( b_i = \text{true} \) if \( x_i \in C \), and \( b_i = \text{false} \) otherwise.

This notion of consistency allows us to reduce the problem of finding a solution for a known problem to the problem of learning a specific concept. We clarify this by giving a reduction from the NP-complete problem of graph 3-coloring to the problem of learning 3-term DNF formulas (Kearns and Vazirani 1994). The graph 3-coloring and 3-term DNF formulas learning problems are defined as follows:

**Definition 2.14.** (graph 3-coloring) Given an undirected graph \( G = (V, E) \), where \( V \) is a finite set of vertices and \( E \) a finite set of edges. Is there an assignment of a color to each vertex \( v \in V \), such that at most 3 colors are used, and for each edge \( \{v_1, v_2\} \in E \), vertex \( v_1 \) and vertex \( v_2 \) are assigned different colors?
Definition 2.15. (learning 3-term DNF formulas) Given a set of literals $L$, and a set labeled examples $S = \{(x_1, b_1), (x_2, b_2), \ldots, (x_n, b_n)\}$, where for all $0 \leq i \leq n$, $x_i$ is an assignment to $L$ and $b_i$ is a value which indicates whether the assignment made by $x_i$ should be true or false. Is there a DNF formula $f$ over $L$, consisting of at most 3 terms (clauses), such that $f$ is consistent with $S$?

The basic idea of the reduction is that each term corresponds to a color, and each literal corresponds to a node. The constraints of the graph 3-coloring problem are imposed by the edges of the graph. These are represented by the negative examples in the learning problem. Given a graph 3-coloring instance, a learning 3-term DNF formulas instance is created in the following way:

- $L = V$
- For each $v \in V$, $S$ contains a labeled example $(v(i), true)$, where $v(i)$ is an assignment such that $v$ is false and all other literals are true.
- For each $\{v_i, v_j\} \in E$, $S$ contains a labeled example $(e(i, j), false)$, where $e(i, j)$ is an assignment such that $v_i$ and $v_j$ are false and all other literals are true.

A term in the constructed learning 3-term DNF instance corresponds to a color. Each of the positively labeled examples represents a vertex. The idea of the reduction is that a pair of vertices can be given the same color if their corresponding examples are satisfied by the same term in a solution to the learning problem. This is illustrated in Figure 2.2. By using this correspondence it is not that hard to prove that the graph is 3-colorable if and only if the constructed sample is consistent with some 3-term formula.

The conclusion of this reduction is that the problem of learning 3-term DNF formulas is NP-hard. It is thus impossible to construct an efficient learning algorithm for learning 3-term DNF formulas, unless $P = NP$. Also, the problem is not efficiently PAC learnable, i.e., approximable, unless $RP = NP$.

The type of reduction we just showed is a general technique which can be used to prove (in)tractability results for learning problems. Note that in the previous section we discussed an algorithm that efficiently PAC learns $k$-CNF formulas. Therefore $k$-CNF formulas are efficiently PAC learnable. Also, every 3-term DNF formula can be represented by an equivalent 3-CNf formula using the fact that for a boolean algebra, $\lor$ distributes over $\land$:

$$T_1 \lor T_2 \lor T_3 \equiv \bigwedge_{u \in T_1, v \in T_2, w \in T_3} (u \lor v \lor w) \quad (2.1)$$

Using this equivalence it can be shown that 3-term DNF formulas are efficiently learnable using a 3-CNF formula as a hypothesis. This demonstrates an important principle in learning theory: even when the target concept class is fixed, the choice of hypothesis representation matters greatly for the efficiency of learning algorithms. The specific cause of intractability is worth noting: the problem of learning a prediction rule for 3-term DNF formula is tractable, but expressing the rule in a particular form is hard.
Figure 2.2: The construction used in the reduction from graph 3-coloring to learning 3-term DNF formulas. The examples consist of assignments to the literals \( x_1, \ldots, x_6 \) and an indication whether that assignment should be true or false. Each literal \( x_i \) corresponds to vertex \( i \). A learned 3-term DNF formula is shown below the examples. If a literal \( x_i \) does not occur in a term \( R \) in the learned 3-term DNF formulas, then vertex \( i \) should be given the color \( R \) in the coloring. Due to the construction of the examples, this coloring is guaranteed to be correct. Hence a correct 3-term DNF formula can be found if and only if the graph is 3-colorable.

Because of this difference in tractability there is a distinction between learning using the specified representation and learning using a different representation. When a student \( s \) uses a representation from a different hypothesis class \( \mathcal{H} \), we say that \( s \) (efficiently) identifies a concept using \( \mathcal{H} \). The only restriction an efficient student has on its hypothesis class is that it should be efficiently evaluable, i.e., the question whether \( t(c) \in h \) can be evaluated efficiently (in polynomial time). The reason for this is that it seems useless to efficiently learn an inefficient hypothesis. Fortunately, there are many interesting hypotheses that can be evaluated in polynomial time.

### 2.2.4 Data complexity of learning problems

For learning problems, there exists an important measure of complexity in addition to time complexity: the number of examples required for convergence, also known as the data complexity or sample complexity. Intuitively, the data complexity measures the minimal amount of examples that is required to learn a sensible hypothesis. A hypothesis is sensible if it can be proven to be correct for at least some examples other than the ones given by the teacher. In other words, the student should have learnt at least something. We now formalize this notion.

The data complexity of a concept can be calculated by examining the amount of different labelings that its concept class is capable of achieving. A labeling \( S_l \) of a set of examples \( S \) is a set of all elements from \( S \), paired with a boolean value, i.e., \( S_l = \bigcup_{x \in S} (x, b) \), such that \( b \in \{\text{true}, \text{false}\} \). A concept class \( C \) is capable of achieving a labeling \( S_l \) if a concept \( C \in C \) exists such that \( x \in C \) if and only if

\[
T_R = x_2 \land x_3 \land x_6 \\
T_B = x_1 \land x_3 \land x_4 \land x_5 \\
T_G = x_1 \land x_2 \land x_4 \land x_5 \land x_6
\]
(x, true) ∈ S_l.

When a concept class C achieves all possible labelings of a set of examples S, S is said to be shattered by C, see Figure 2.3. Intuitively, when a set of examples of cardinality n is shattered by a concept class, a student that learns a concept from that class will need at least n examples to be able to learn anything. If a hypothesis H is learned from only n – 1 examples S', then for every possible other example x ∉ S', there exists a hypothesis H' such that H is not consistent with S' ∪ {x}, and H' is consistent with S' ∪ {x}. The cardinality of the largest set shattered by a concept class is a combinatorial concept known as the Vapnik-Chervonenkis dimension (Blumer, Ehrenfeucht, Haussler and Warmuth 1989). Formally:

**Definition 2.16. (Vapnik-Chervonenkis dimension)** The Vapnik-Chervonenkis (VC) dimension of a concept class C, denoted VCD(C), is the cardinality of the largest set S shattered by C. If arbitrarily large finite sets can be shattered by C, then VCD(C) = ∞.

The VC dimension is especially important in PAC identification because it provides bounds on the amount of samples required to learn a certain concept. It has, for instance, been shown that any hypothesis h ∈ H consistent with a sample of size max(\(\frac{1}{\epsilon}\log\left(\frac{1}{\delta}\right), \frac{VCD(H)}{\epsilon}\cdot\log\left(\frac{13}{\delta}\right)\)) has error at most \(\epsilon\) with probability at least 1 – \(\delta\). So a simple PAC identification algorithm consists of a polynomial time algorithm that outputs a hypothesis consistent with a sample of that size. However, this bound on the size of the sample is an overestimate. In practice a much smaller sample size will be sufficient to approximately learn a concept.

### 2.2.5 Learning from good examples

The data complexity of a concept discussed in the previous section is the minimum amount of examples that is required to learn a sensible hypothesis. However, the problem of finding a hypothesis that is consistent with these examples is often NP-hard. Such complexity results are based on the fact that the data can encode a hard decision problem. More specifically, it relies on the presence of a fixed input for the learning problem. While in normal decision problems this is very natural,
in a learning problem the amount of input data is somewhat arbitrary: more data can be sampled if necessary. Therefore, it makes sense to study the behavior of a learning process when it is given more and more data. In practice, when the data size increases, the data will at some point no longer encode the hard problem because the data adds more and more constraints. At this point, the learning problem can be solved by a more efficient (polynomial time) algorithm.

Unfortunately, the amount of data that is required before such changes occur is difficult to formalize. The current method used in learning theory to deal with this shift in complexity is to determine the minimum amount of examples that is required for this shift to occur. The learning framework that studies this is known as learning from good examples, or learning in helpful environments. It is called good or helpful because the data that ensures convergence to the correct hypothesis is selected by a teacher that wants the student to learn a correct hypothesis, i.e., a helpful teacher. Therefore, in contrast to normal time complexity analysis, this complexity analysis is not a worst-case analysis, but a best-case analysis. In other words, the fact that a concept class is efficiently learnable from good examples does not guarantee that it will in fact be identified efficiently, only that it is possible. It can be the case that a malicious teacher only selects examples that continue to encode a hard problem.

We now discuss this notion of complexity for each of the three learning frameworks.

**Identification in the limit** In identification in the limit, the common complexity notion presented earlier is the amount of mind changes that is required a student to converge to a correct hypothesis. We now consider a helpful teacher that selects good examples for a student. The resulting complexity notion is the minimum number of examples that is required for the student to converge to a correct hypothesis. The notion is not the same as mind change complexity because a single mind change can require multiple examples, and moreover, because the examples that force a mind change do not have to be good examples.

In identification in the limit, if a polynomial amount of examples is sufficient for a student to converge to any correct hypothesis $H$ from a concept class $C$, then $C$ is said to be identifiable in the limit from polynomial data. In addition, if the converging student requires run-time polynomial in the size of these examples, $C$ is said to be identifiable from polynomial time and data, or simply efficiently identifiable in the limit. Efficient identifiability in the limit can be showed by proving the existence of polynomial characteristic sets (de la Higuera 1997).

**Definition 2.17.** (characteristic set) A characteristic set $S_{cs}$ of a target concept $C$ for a learning algorithm $A$ is an input sample $\{S_+ \in C, S_- \in C^-\}$ such that:

- given $S_{cs}$ as input, algorithm $A$ converges to a correct hypothesis $H$;
- given any input sample that contains $S_{cs}$ as input, algorithm $A$ still converges to $H$.

**Definition 2.18.** (efficient identification in the limit) A concept class $C$ is efficiently identifiable in the limit if there exist two polynomials $p$ and $q$ and an algorithm $A$ such that:
• given an input sample of size $n$, $A$ runs in time bounded by $p(n)$;

• for every concept $C \in C$, there exists a characteristic set $S_{cs}$ of $C$ for $A$ of size bounded by $q(||r_c||)$, where $r_c$ is the representation of $C$.

We also say that the algorithm $A$ identifies $C$ efficiently in the limit. There exist many difficult learning problems that can be efficiently identified in the limit. For example, learning the smallest deterministic finite state automaton representation for a regular language is NP-complete (Gold 1978), but a deterministic finite state automaton is efficiently identifiable in the limit (Oncina and Garcia 1992). Again, the representation that is used for the concept is important for the complexity of the learning problem. For example, non-deterministic finite state automata can be used to represent regular languages, but they are not efficiently identifiable in the limit (de la Higuera 1997).

In the learning theory and grammatical inference literature there exist other definitions of efficient identification in the limit. It has for example been suggested to allow the examples in a characteristic set to be of length unbounded by the size of $r_c$ (Yokomori 1995). The algorithm is then allowed to run in polynomial time in the sum of the lengths of these strings and the amount of examples in $S$. We use Definition 2.17 and 2.18 because these are the most restrictive form of efficient identification in the limit, and moreover, because allowing the lengths of strings to be exponential in the size of $r_c$ results in an exponential (inefficient) identification procedure.

**Query learning**  The usual notion of complexity in query learning is the amount of queries required to learn a correct hypothesis. This can be seen as a data complexity notion. However, a big difference is that the complexity in query learning is a worst case analysis. In other words, it assumes a malicious teacher instead of a helpful one.

Of course, the idea of a helpful teacher also exists in query learning. Because this views learning from the teachers perspective, this is referred to as teachability analysis. This type of analysis tries to answer the question of how many queries are necessary in the best case in order to teach any correct hypothesis. When this amount is guaranteed to be polynomial in the size of the representation of the target concept, then the class is said to be efficiently teachable. In order to avoid collusion, the student should also converge if more queries are asked, and other examples are returned by the teacher.

Interestingly, both efficient teachability and efficient query learnable imply efficient identifiability in the limit: the examples asked by the student and returned by the teacher can be used as a characteristic set for the query student (Goldman and Mathias 1996).

**PAC identification**  The notion of good examples can also be used in PAC identification. Like identification in the limit, this complexity also measures the minimum amount of examples needed to learn a concept. However, unlike identification in the limit, PAC identification has to deal with a distribution over these examples. Therefore, we cannot select a specific set of examples to be used as a characteristic set. We can, however, select the type of distribution function. PAC
identification becomes easier if this distribution function is one of the so-called simple distributions (Li and Vitányi 1991). These are all distributions that can be represented using the universal distribution. The concepts that are efficiently PAC learnable from simple distributions share close relations with the concepts that are efficiently identifiable in the limit, efficiently query learnable, and efficiently teachable (Parekh and Honavar 2000). For example, deterministic finite state automata are simple-PAC learnable (Parekh and Honavar 2001).

2.3 Discrete event systems

We are interested in identifying models for languages over event sequences. In this section, we give an overview of different kinds of such models. An advantage of these models is that they are insightful, as can be seen in the following example:

**Example 2.2.** When people try to explain the executions of a real-world system, they often describe sequences of events that change the state of the system. An example of such a description is an explanation of the execution of a combustion engine, taken from the website of HowStuffWorks (http://www.howstuffworks.com):

- The piston starts at the top, the intake valve opens, and the piston moves down to let the engine take in a cylinder-full of air and gasoline.

- Then the piston moves back up to compress this fuel/air mixture.

- When the piston reaches the top of its stroke, the spark plug emits a spark to ignite the gasoline. The gasoline charge in the cylinder explodes, driving the piston down.

- Once the piston hits the bottom of its stroke, the exhaust valve opens and the exhaust leaves the cylinder to go out the tail pipe.

In this description, the complete execution of the engine is a description of states, which are linked by the occurrences of events. Examples of these states are: the piston starts at the top, the piston moves down, the piston moves back up, the piston reaches the top, etc. Examples of event occurrences are: the intake valve opens, the gasoline explodes, the exhaust valve opens, etc. The combination of these discrete events and states constitutes an insightful model of the combustion engine.

A model that consists of a set of discrete states that are associated with a finite set of discrete events is known as a discrete event system (DES) (Cassandras and Lafortune 2008). A DES has the following properties:

- It is in a single state at each given moment in time.

- An event can occur instantaneously, which causes a transition from one state to the next (possibly the same) state.

- It is completely event-driven, which means that its state evolution depends entirely on the occurrence of discrete events.
The study of DESs is mainly concerned with the sequence (ordering) of events that could happen in a given system, these sequences are called *strings*. The set of all possible strings is known as the *language* of a DES. There are several ways to represent a DES language. The most common DES model is the *finite state automaton* (from now on simply called automaton). An automaton is a directed graph consisting of a set of states (nodes) and transitions (directed arcs). The transitions are labeled with *events* (denoted by symbols). When an event occurs it activates the transition labeled with that event; this changes the current state of the DFA to the one the transition points to. We clarify these notions using a small example.

Example 2.3. The automaton in Figure 2.4 models a bike-light controller. The bike light should be turned on when it is both dark, and someone is riding the bike. The states of the automaton are given names for convenience. Execution of the automaton starts in the state off, this is indicated by an arc that points to this state from nowhere. It accepts all strings that cause the bike to be back in its starting position, this is indicated by the double circle. The alphabet of the automaton consists of the following events: *start biking*, *stop biking*, *turns dark*, and *turns light*. When an event occurs that is the label of an outgoing arc, the current state of the automaton changes to the state the arc points to. This is an example of an accepted string: *start stop dark start stop light*.

The type of languages that are represented as automata are known as the *regular languages*. Other types of languages require other (more expressive) models. For example the *context-free languages* can be represented as *push-down automata*. These languages are also an interesting topic, but they are notoriously difficult to learn. Because we are interested in language learning, we therefore only consider models for regular languages.

In this section we will describe several automaton models that are commonly used for modeling a DES. These models can be grouped into three distinct classes of machines, depending on the type of information that is associated with an event. In addition to information on the sequence of events, we sometimes have timing and statistical information. Timing information is available in the form of points in time at which the events in a sequence occur. Adding this additional timing
information results in strings of event-time value pairs, sets of these strings form a 
*timed language*. This kind of language can be modeled by a *timed automaton*. In 
this model time delay between two successive events is sometimes called the event 
lifetime.

The statistical information can be used in two ways. The first way is to model 
the lifetime of an event using a probability distribution function. The second 
is to just add probability functions to state transitions of an automaton model. 
Adding both these probability functions to the events results in a *probabilistic 
timed language*, which is modeled by a *probabilistic timed automaton*. People 
often use the word stochastic instead of probabilistic. In the study of DESs this 
is known as the *three levels of abstraction*: 

- **Non-timed** (languages): sequences of events.
- **Timed** (timed languages): sequences of event-time value pairs.
- **Probabilistic** (probabilistic timed languages): sequences of event-time value 
pairs with probability functions for the event lifetimes and the state transi-
tions.

The choice of the appropriate level of abstraction depends on the application. 
In most cases a non-timed model will be sufficient. It is our opinion, however, that 
when one has relevant timing or statistical information available, one should use 
it in the model since this better reflects reality.

In each of the following sections we discuss one specific type of automaton. We 
discuss the non-timed models in Section 2.3.1. Then we explain the timed models 
in Section 2.3.2, and we end with probabilistic models in Section 2.3.3.

### 2.3.1 Non-timed Automata

The non-timed automaton model of a DES is based on the theory of formal 
languages and automata (see any textbook on formal languages, e.g., (Sudkamp 
2006)). In this theory an automaton is an abstract machine that has only a finite, 
constant amount of memory. The internal states of the machine carry no further 
structure. An automaton consists of *states* and *transitions*; it can be described 
as a directed graph such as the one in Figure 2.4. An automaton operates on 
a finite set of symbols, known as an *alphabet*. The alphabet of an automaton is 
denoted by $\Sigma$; the elements of an alphabet are known as *symbols*, in a DES they 
are sometimes called events. Each transition is associated with a symbol called 
the transition *label*.

*Automata computation* is a process that executes *state transitions*, while doing 
this it maintains a state known as the *current state* of the automaton. A state 
transition *activates of fires* one of the outgoing transitions from the current state, 
this changes the current state to the state that the activated transition points to. 
An automaton computation can be described by a (not necessarily finite) sequence 
of states and transitions:

$$state_1 \xrightarrow{transition_1} state_2 \xrightarrow{transition_2} \ldots$$
In this sequence the first state is a fixed state known as the *start state*, and each transition is an activated transition that changes the current state (just before it in the sequence) to the next state (right after it in the sequence). The labels of the transitions in a computation sequence form a *string* (a sequence of symbols). Depending on the type of automaton, an automaton either generates a string, accepts a string, or both. There are three types of automata:

- **Generators**: a computation generates an output string.
- **Acceptors**: a computation accepts an input string.
- **Transducers**: a computation generates an output string from an input string.

A DES is usually seen as a generator of event strings. The set of strings that an automaton $A$ accepts or generates is called the language $L(A)$ of the automaton. This set is determined by the set of valid computations of the automaton. A finite computation is *valid*, sometimes called *marked*, when it ends in one of the *final states*. Final states are a predetermined subset of the states of an automaton. The language of an automaton consists of the strings formed by the labels of transitions in valid computations of an automaton, each of these is called a *valid string*. The set of all possible strings is denoted by $\Sigma^*$.

There is an important distinction between a *deterministic finite automaton* (DFA) and a *non-deterministic finite automaton* (NFA). The difference is that in the deterministic case there exists at most one transition that is capable of activation with the same label. This implies that when an input or output string is given, the computation that accepts or generates this string is easy to determine. In a non-deterministic automaton, there can be more than one such transition. Thus given an input or output string there is a choice of possible computations. This difference does not influence which languages can be generated or accepted by these automata, it only influence the representation of these languages.

Another distinction has to do with the length of a string, which is usually assumed to be finite. It is however also possible to create automata that accept or generate infinite strings. A set of these strings is known as an *ω-language*. The most common type of automata that operate on these strings are the Büchi automata, which are explained in the end of this section.

**Deterministic automata**

The DFA is the basic, and most commonly used, automaton. All the other automata models we describe in this section use the same structure as a DFA. A DFA is formally defined as follows:

**Definition 2.19. (DFA)** A deterministic finite state automaton $A$ is a 5-tuple $A = (Q, \Sigma, \delta, q_0, F)$ where $Q$ is a finite set of states, $\Sigma$ is a finite set of symbols, $\delta$ is a partial mapping of $\Sigma \times Q$ into $Q$, $q_0 \in Q$ is the start state, and $F \subseteq Q$ is a set of final states.

The mapping $\delta$ defines the transitions of the automaton, and is therefore known as the *transition function*. The automaton uses this function to generate or accept a string. How this is done by the automaton is defined in the definition of *computation* in a DFA.
**Definition 2.20.** *(DFA computation)* A (finite) computation of a DFA \((Q, \Sigma, \delta, q_0, F)\) over a string \(a_1a_2\ldots a_n\) is a sequence

\[
q_0 \xrightarrow{a_1} q_1 \xrightarrow{a_2} q_2 \ldots \xrightarrow{a_n} q_n
\]

of states and transitions, such that \(\delta(a_i, q_{i-1}) = q_i\), for all \(1 \leq i \leq n\), \(q_i \in Q\), and \(a_i \in \Sigma\). A finite computation of a DFA is valid when \(q_n \in F\).

The transition function \(\delta\) can be extended from symbols to strings. This extended transition function is a mapping of \(\Sigma^* \times Q\) into \(Q\) and is denoted by \(\delta^*\). The state returned by \(\delta^*\) is defined by multiple applications of \(\delta\): \(\delta^*(a_1\ldots a_n, q) = \delta(a_n, \delta^*(a_1\ldots a_{n-1}, q))\), where \(a_1\ldots a_n \in \Sigma^*\) and \(q \in Q\). When the input to \(\delta^*\) is just one symbol instead of a string, the result is identical to that of \(\delta\).

Sometimes a DFA contains a special function \(\Gamma\), called the active event function. This function maps each state to the set of events that are capable of activation in that state. These events are called the feasible events. An event that is not feasible is called infeasible. Feasible events are used by the transition function of the DFA: when the transition function is applied to an infeasible event the result is undefined. This makes the transition function a partial function on its domain, and \(\Gamma\) is used to determine where it is defined. Because of this there is a distinction between two different languages of a DFA that contains a \(\Gamma\) function:

- The *language generated* by a DFA \(A\) is the set of strings for which a computation is feasible (using \(\delta\)).
- The *language recognized* by a DFA \(A\) is the set of valid strings, i.e., those strings that end in a final state. This is a subset of the language generated by \(A\).

Each of the strings in the language generated by a DFA is called a generated string. If \(\delta\) is not a partial mapping, all possible strings \((\Sigma^*)\) are generated strings. The automaton in Figure 2.4 is an example of a DFA.

**Non-deterministic automata**

The difference between a deterministic and a non-deterministic model is that in a non-deterministic model the exact state of the system is not necessarily determined. This means that instead of talking about the state of a system we talk about a set of possible states. There are two situations in which a DES will need a non-deterministic model. The first is when its state can change into two (or more) possible states when an event occurs. The second is when the state of a DES can change without the occurrence of an event. However, because a DES is event-driven, we say that an event actually does occur, but that we cannot observe this occurrence. These events are called unobservable events, which are modeled by transitions that have the empty string as label, called \(\epsilon\)-transitions. In order to model these two situations we need to make the following changes to a DFA:

- In each transition the next state is changed into a set of possible next states: \(Q\) becomes \(2^Q\) in the range of \(\delta\).
• Unobservable events are added to the alphabet: $\Sigma$ becomes $\Sigma \cup \{\epsilon\}$.

We extend the DFA example to a non-deterministic finite state automata (NFA) by including unobservable events.

**Example 2.4.** The automaton in Figure 2.5 is a bike light controller which can get broken and fixed, due to some unobservable event $\epsilon$. The difference with the automaton from Figure 2.4 is that this automaton recognizes strings such as: start dark start stop. Obviously, when such a string occurs the controller must have been broken. In the automaton in Figure 2.4 it is impossible that two start events occur without a stop event between them.

Formally an NFA is:

**Definition 2.21.** (NFA) A non-deterministic finite state automaton $A$ is a 5-tuple $A = (Q, \Sigma \cup \{\epsilon\}, \delta, Q_0, F)$ where $Q$ is a finite set of states, $\Sigma$ is a finite set of symbols, $\epsilon$ is the empty symbol, $\delta$ is a partial mapping of $\Sigma \cup \{\epsilon\} \times Q$ into $2^Q$, $Q_0 \subseteq Q$ is a set of possible start states, $F \subseteq Q$ is a set of final states.

Note that the starting location is also modeled by a set of possible states. A finite computation of an NFA is basically the same as the computation of a DFA. The main difference is that in an NFA there is a set of possible computations given an input string, instead of just one. Therefore the notion of a valid string needs to be modified. We say that a string $s$ is valid if at least one of the possible computations given an input string $s$ is a valid computation. Formally the computation of a non-deterministic event automaton is:

**Definition 2.22.** (NFA computation) A (finite) computation of an NFA $(Q, \Sigma \cup \{\epsilon\}, \delta, Q_0, F)$ over a string $a_1a_2\ldots a_n$ is a finite sequence

$$q_0 \xrightarrow{a_1} q_1 \xrightarrow{a_2} q_2 \ldots \xrightarrow{a_n} q_n$$

of states and transitions, such that $q_0 \in Q_0$, and $q_i \in \delta^*(\epsilon^*, a_i, q_{i-1})$ for all $1 \leq i \leq n$, $q_i, q_i' \in Q$, and $a_i \in \Sigma$. A finite computation of an NFA is valid when $q_n \in F$. 

---

Figure 2.5: A non-deterministic finite state automaton that models a bike light controller which can get broken and fixed.
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Figure 2.6: A Büchi automaton that models infinite sequences that do not neglect the bike.

Like the language of a DFA, the language $L(A)$ of an NFA $A$ is the set of valid strings. Like the DFA, an NFA can also be equipped with a $\Gamma$ function. The computation of an NFA looks fundamentally different from the computation of a DFA. However, given an NFA $A$, a simple procedure exists that constructs a DFA $A'$ that accepts the same language as $A$ (see e.g. (Sudkamp 2006)). This DFA can be of size exponential in the size of the NFA.

Büchi automata

In the two automata models that we discussed above, a computation is guaranteed to terminate. This means that the real-world system that it models will operate until the point in time where it is finished. But sometimes there is no such point in the system that we want to model. Such a system operates continuously, producing infinite strings. There exist for example reactive systems, such as an automatic pilot, that need to interact continuously with their environment. An automaton that is commonly used to generate or accept infinite strings is the Büchi automaton (Thomas 1991). The language of infinite strings that such an automaton generates or accepts is known as an $\omega$-language. A Büchi automaton is identical in structure to a normal finite automaton (deterministic or non-deterministic). The difference between the two lies in the computation, which is infinite for Büchi automata.

An infinite computation, sometimes called a run, will never terminate. Because of this we require a different notion of a valid computation. We say that an infinite computation $C$ is valid if and only if there exists a final state that appears infinitely often in $C$. An infinite string $s$ is valid if there exists a valid infinite computation of $s$. These are the strings accepted by a Büchi automaton, as shown in the next example.

Example 2.5. Figure 2.6 shows a Büchi automaton. The automaton recognizes all infinite strings that do not neglect the bike: Every time when a stop event occurs, a start event must eventually occur, otherwise the automaton rejects the string.

Here we give the formal definition of infinite computation of a Büchi automaton.

Definition 2.23. (Büchi computation) An (infinite) computation of a Büchi automaton $(Q, \Sigma, \delta, Q_0, F)$ over an infinite string $a_1a_2\ldots$ is an infinite sequence

$$q_0 \xrightarrow{a_1} q_1 \xrightarrow{a_2} q_2 \ldots$$
of states and transitions, such that \( q_0 \in Q_0 \), and \( q_i \in \delta(e_i, q_{i-1}) \) for all \( i \geq 1 \), \( q_i \in Q \), and \( e_i \in \Sigma \). An infinite computation \( c \) is called valid if and only if there exists a \( q_n \in F \) such that \( q_n \) occurs infinitely often in \( c \).

The condition of infinite occurrence of a final state is known as the Büchi acceptance condition. Of course there are other acceptance conditions possible (see (Thomas 1991)); the Büchi condition is the most common one.

### 2.3.2 Timed Automata

The automata models described in the previous section are powerful models for describing real-world event systems. A problem, however, is that they fail to model an important part of many real-world event systems, namely the timed relations between events. Timed relations are modeled by adding a time-stamp to each event occurrence. Sequences of these timestamped events are called timed strings.

**Definition 2.24.** (timed string) A timed string \( \tau \) over an alphabet \( \Sigma \) is a (possibly finite) sequence of pairs \((a_1, t_1)(a_2, t_2)\ldots\), where \( a_i \in \Sigma \) is an event and \( t_i \in \mathbb{R}_+ \) is a time value. An untimed string corresponding to a timed string \((a_1, t_1)(a_2, t_2)\ldots\) is the string \( a_1a_2\ldots, \) obtained by removing the time values.

The time values of a timed string represent the lifetime of the events. That is, time value \( t_i \) denotes the time delay between the occurrences of event \( a_{i-1} \) and \( a_i \). Sometimes, the exact times of occurrence are used as time values. These two representations are equivalent. A timed language is a set of timed strings over an alphabet, and an untimed language consists of all untimed strings of a timed language. In a DES, a timed string is known as a timed event sequence. An automaton that accepts or generates a timed language is called a timed automaton (TA) (Alur and Dill 1994). A TA is an automaton that is constrained by timing requirements so that it can operate on timed strings. The timing requirements can be added to automata in different ways. We will discuss two approaches for this: clock guards and clock structures.

The additional timing information needed by the timing requirements is usually maintained in an automaton in the form of clocks. A clock \( x \in \mathbb{R}_+ \) is a real-valued variable. How this value changes depends on the type of clock, which can be either increasing or decreasing. We will explain both types by their usage in a DES model. The first model we discuss is a timed acceptor that uses clock guards and increasing clocks. The second model is a timed generator that uses clock structures and decreasing clocks. Other combinations are also possible, for example an automaton that uses clock guards and both increasing and decreasing clocks for events is called an Event Clock Automaton. Also, timed Büchi automata exist. These accept or generate infinite timed strings.

**Guarded timed automata**

The first timed DES model we discuss is known as the event recording automaton (ERA) (Alur, Fix and Henzinger 1999). An ERA is an acceptor in which each event is associated with an increasing clock. Such a clock records the time since the last time an event occurred and is therefore called an event recording clock.
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**Definition 2.25. (event recording clock)** An event recording clock is an object with the following properties:

- it increases over time, synchronously with all other clocks;
- it is reset to 0 every time the associated event occurs; after a clock has been reset it will immediately start increasing again;
- it can be valuated, which means that there is a function that maps the clock to its value.

When a transition in an ERA is activated, it resets the value of the clock associated with the event that activated it. A clock valuation $v$ maps each clock $x$ to a value $v(x) \in \mathbb{R}_+$. A clock records the time elapsed since its last reset. Timing restrictions are included in an ERA in the form of guards.

**Definition 2.26. (clock guard)** A clock guard (or constraint) is an arithmetic constraint on clocks defined inductively as

$$
g := x \leq n \\
| n \leq x \\
| x \leq y \\
| g_1 \lor g_2 \\
| g_1 \land g_2
$$

where $x$ and $y$ are clocks, $n \in \mathbb{Q}$, and $g_1$ and $g_2$ are clock guards. A clock guard is satisfied by a clock valuation when the guard evaluates to true given the clock values.

Usually, clock guards are defined without the so-called inter-clock constraint $x \leq y$. We include it here for completeness. Also, sometimes a distinction is made between closed clock guards ($x \leq n$) and open clock guards ($x > n$). The inclusion of guards in an automaton makes the transition mapping difficult to define. It is more convenient to define the timed automaton using transition tuples. Here we give the definition of an event recording automaton.

**Definition 2.27. (ERA)** An event recording automaton is a 6-tuple $A = (Q, X, \Sigma, \Delta, q_0, F)$, where $Q$ is a finite set of states, $X$ is a finite set of clocks of size $|\Sigma|$ (one for each event), $\Sigma$ is a finite set of symbols, $\Delta$ is a finite set of transitions, $q_0$ is the start state, and $F \subseteq Q$ is a set of final states. A transition $\delta \in \Delta$ is a tuple $\langle q, q', a, g \rangle$, where $q, q' \in Q$ are the source and target states respectively, $a \in \Sigma$ is the occurring event, and $g$ is a clock guard.

A transition $\langle q, q', a, g \rangle$ is interpreted as follows: whenever the machine is in state $q$, the next symbol is $a$, and the clock guard $g$ is satisfied, then the machine can move to state $q'$, resetting the clock associated with $a$. An ERA is called deterministic if no two transitions in $\Delta$ exist such that the source states are identical and the clock guards can both be satisfied by a single clock valuation. If two such transitions exist the automaton is non-deterministic, i.e., at some point there are at least two possible next states. Also $\epsilon$-transitions can be added to an ERA to make it non-deterministic. The computation of an ERA is defined as follows:
Definition 2.28. (ERA computation) A computation of an ERA $A$ over a timed string $\tau = (a_1, t_1) \ldots (a_n, t_n)$ is a finite sequence of states and transitions

$$q_0 \xrightarrow{(a_1, t_1)} q_1 \xrightarrow{(a_2, t_2)} q_2 \ldots q_{n-1} \xrightarrow{(a_n, t_n)} q_n$$

such that there exists a transition $(q_{i-1}, q_i, a_i, g) \in \Delta$, such that $g$ is satisfied by the valuation $v_i$ for all $0 \leq i \leq n$, $q_i \in Q$, and $a_i \in \Sigma$. The valuation $v_i$ is defined inductively as: $v_i(x) = 0$ if $a_i$ is associated with $x$, $v_i(x) = v_{i-1}(x) + t_i$ otherwise, and $v_0(x) = 0$, for all $x \in X$. A finite computation of an ERA is called valid when $q_n \in F$.

Example 2.6. The automaton in Figure 2.7 models a ‘smart’ bike light controller. The idea is that when someone stops with his or her bike it can have several causes, one being a traffic light or stop sign. In this case the light should not be turned off, since the other road users would otherwise not be able to see the bike. It is known that such a stop cannot last longer than one minute. This is why, when a stop event occurs, one additional event is read continuously, the stand event. This lasts until a start event occurs again, or until the bike has been stopped for at least a minute.

The timed language $L(A)$ recognized by an ERA $A$ is the set of timed strings for which there exists a valid computation. The ERA is a simplified version of the timed automaton model by Alur and Dill (Alur and Dill 1994). In the original TA there is no restriction on the amount of clocks, and each transition is capable of resetting any multitude of clocks. These TAs are defined as follows.

Definition 2.29. (TA) A timed automaton is a 6-tuple $A = (Q, X, \Sigma, \Delta, q_0, F)$, where $Q$ is a finite set of states, $X$ is a finite set of clocks, $\Sigma$ is a finite set of symbols, $\Delta$ is a finite set of transitions, $q_0$ is the start state, and $F \subseteq Q$ is a set of final states.
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A transition $\delta \in \Delta$ is a tuple $\langle q, q', a, g, R \rangle$, where $q, q' \in Q$ are the source and target states, $a \in \Sigma$ is a symbol called the transition label, $g$ is a clock guard, and $R \subseteq X$ is the set of clock resets.

Example 2.7. Figure 2.8 shows a TA version of the ‘smart’ bike light controller from Figure 2.7. In addition, it contains a clock guard on the occurrence of a light event while driving the bike. The idea is that when driving on a lantern lit road, the light will not turn off when the bike is under a lantern. Note that only the dark event that occurs while driving resets the clock $x$ that is used in the clock guard of the transition with the light event.

Every transition $\delta$ in a TA is associated with a set of clocks $R$. When a transition $\delta$ occurs (or fires), the values of all the clocks in $R$ are set to 0, i.e. $\forall x \in R, v(x) := 0$. The values of all other clocks remain the same. We say that $\delta$ resets $x$ if $x \in R$. In this way, clocks are used to record the time since the occurrence of a specific event. Clock guards are then used in the normal way to change the behavior of the TA depending on the value of clocks:

Definition 2.30. (TA computation) A computation of a TA $A$ over a timed string $\tau = (a_1, t_1) \ldots (a_n, t_n)$ is a finite sequence of states and transitions

$$q_0 \xrightarrow{(a_1, t_1)} q_1 \xrightarrow{(a_2, t_2)} q_2 \ldots q_{n-1} \xrightarrow{(a_n, t_n)} q_n$$

such that there exists a transition $\langle q_{i-1}, q_i, a_i, g, R_i \rangle \in \Delta$, such that $g$ is satisfied by the valuation $v_i$ for all $0 \leq i \leq n$, $q_i \in Q$, and $a_i \in \Sigma$. The valuation $v_i$ is defined inductively as: $v_i(x) = 0$ if $x \in R_i$, $v_i(x) = v_{i-1}(x) + t_i$ otherwise, and $v_0(x) = 0$, for all $x \in X$. A finite computation of a TA is called valid when $q_n \in F$.

The timed language $L(A)$ recognized by a TA $A$ is the set of timed strings for which a valid computation exists. Although TAs are very powerful models, any TA $A$ can be transformed into an equivalent non-timed automata, recognizing an non-timed language that is equivalent to $L(A)$. This is done using the so-called region construction method. We briefly explain this method and its consequences.
Region Construction  The region construction method (Alur and Dill 1994) divides the space defined by the real-time clocks into small equivalence classes, known as regions. For the construction we first assume that every constant used in a clock constraint is an integer (if there are rational constants, all constants need to be multiplied by the greatest common denominator). The construction then goes as follows. For any \( t \in \mathbb{Q} \), let \( \langle t \rangle \) denote the fractional part, and let \( \lfloor t \rfloor \) denote the integer part. For each clock \( x \in X \), let \( n_x \) be the largest integer such that \( x \) is compared with \( n_x \) in some clock guard. We say that two clock valuations \( v \) and \( w \) are region equivalent if and only if all of the following conditions hold:

- For all clocks \( x \in X \), either \( \lfloor v(x) \rfloor \) and \( \lfloor w(x) \rfloor \) are the same, or both \( v(x) \) and \( w(x) \) exceed \( n_x \).

- For all clocks \( x, y \in X \) with \( v(x) \leq n_x \) and \( v(y) \leq n_y \), \( \langle v(x) \rangle \leq \langle v(y) \rangle \) if and only if \( \langle w(x) \rangle \leq \langle w(y) \rangle \).

- For all clocks \( x \in X \) with \( v(x) \leq n_x \), \( \langle v(x) \rangle = 0 \) if and only if \( \langle w(x) \rangle = 0 \).

A clock region is an equivalence class of region equivalent clock valuations. Figure 2.9 shows an intuitive picture of the clock regions for two clocks. The idea of a clock region is that it contains all clock valuations for which the clock guards must have the same behavior. More specifically, let the runs of two timed strings \( \tau \) and \( \tau' \) be such that they end in the same state \( q \), and such that their last valuations \( v_n \) and \( v'_n \) are within the same region. Now it holds that the TA accepts \( \tau\tau'' \) if and only if the TA accepts \( \tau'\tau'' \). Thus, for the acceptance of timed strings it only matters which region is reached, not the exact valuation within a region. The number of regions of a TA is finite but exponential, the number is at
most \( k! \times 4^k \cdot \prod_{x \in X} (n_x + 1) \). The regions are used to construct a new automaton, known as the \textit{region automaton}. This is a DFA that contains a unique state for every combination of a state and a region of the TA. The transitions between these states (regions) are equivalent to the normal transitions of the TA plus transitions for time increases between regions. Because all valuations within one region have the same behavior, this DFA is behaviorally equivalent to the original TA.

The problem with region automata is that the explosion of states is exponential in the number of clocks and constants in clock guards. A more efficient (but still exponential) representation combines regions symbolically (based on identical behavior) into so-called \textit{zones}. A zone is the maximal set of clock valuations satisfying a clock constraint. These sets can be efficiently represented and stored in \textit{difference bound matrices} (DBMs) (Alur 1999). A lot of timed automata based model checking methods (tools) are based on DBMs.

\section*{Structured timed automata}

A different timed DES model that we call the \textit{structured timed generator} (STG) is mentioned in (Cassandras and Lafortune 2008). This model is a generator in which each event is associated with a decreasing clock. Such a decreasing clock associated with an event \( e \) is an indicator for the time until the next occurrence of \( e \). Because of this we call these clocks \textit{event predicting clocks}. In an STG there is a difference between an event that is active and an event that actually occurs. An event is \textit{active} when it is feasible in the current state of the automaton. An event actually \textit{occurs} when its clock runs down to zero. Because of this difference an STG makes use of a \( \Gamma \)-function. The properties of an event predicting clock are given in the following definition:

\begin{definition}
(\textit{event predicting clock}) An event predicting clock is an object with the following properties:

- it decreases over time, synchronously with all other clocks;
- it can be reset to any positive real valued number \( n \in \mathbb{R}_+ \), after a clock has been reset it will immediately start decreasing;
- it can never go below the value 0, when it reaches 0 the clock will stop;
- it can be valuated.

The occurrence of an event in an STG forces a state transition. In addition to this state transition some events are activated and deactivated, determined by the new state of the STG. When an event becomes \textit{activated} in an STG, its clock is reset to the event lifetime. An event \( e \) will usually remain active for the duration of its lifetime, but sometimes it is \textit{deactivated} by another event occurring which makes \( e \) infeasible. When an event occurs it is reactivated if it is feasible in the new automaton state. The way in which an STG determines the next occurring event is summarized by the following rules:

- To determine the next event, compare clock values of all events feasible at the current state and select the smallest one. Let this be event \( e \).
Clock structure:

- start: 3.0 ; 3.5 ; 0.5 ; 4.5 ; ...
- stop: 0.25 ; 0.1 ; 0.1 ; 0.25 ; ...
- dark: 12.0 ; 12.0 ; 12.0 ; 12.0 ; ...
- light: 12.0 ; 12.0 ; 12.0 ; 12.0 ; ...

Figure 2.10: A clock structure for the lifetimes of events for a day at work for a bike rider.

- Event $e$ is activated when:
  - $e$ has just occurred and it remains feasible in the new state, or
  - a different event has just occurred while $e$ was not feasible, causing a transition to a new state where $e$ is feasible.
- Event $e$ is deactivated when a different event occurs causing a transition to a new state where $e$ is not feasible.

What the new lifetime value of an event should be when it is activated is determined by a fixed sequence of time values. These time values are maintained in a set called a clock structure. Such a clock structure is given as input for the computation of an STG.

**Definition 2.32.** (clock structure) A clock structure associated with a set of symbols $\Sigma$ is an ordered finite set $C = (c_e : e \in \Sigma)$ of (possibly infinite) time value (lifetime) sequences $c_e = t_{e,1}, t_{e,2}, \ldots$.

**Example 2.8.** Figure 2.10 shows a clock structure for the lifetimes of events for a day at work for a bike rider. The day starts at 5:30 in the morning. The bike is used to: ride to work, ride to lunch, ride back from lunch, and ride back from work. In the ride back home it will get dark and the bike light should be turned on. When the structure of the automaton in Figure 2.4 is followed, the constructed timed string is: $(\text{start}, 3.0)(\text{stop}, 3.25)(\text{start}, 6.75)(\text{stop}, 6.85)(\text{start}, 7.35)(\text{stop}, 7.45)(\text{start}, 11.95)(\text{dark}, 12.00)(\text{stop}, 12.20) \ldots$.

In a computation of an STG the decreasing clock of each feasible event $e$ is set to $t_{e,1}$. In order to determine which value in this sequence should next be given to a clock, a value called the clock score is maintained for each event.

**Definition 2.33.** (clock score) The clock score of an event $e$ at time $t$ is the number of times that $e$ has been activated in the interval $[t_0, t]$, where $t_0$ is the starting time of the computation.

This value keeps track of how often the event has been activated and is a pointer to a time value of the lifetime sequence. For example when an event $e$ has already been activated twice and is again activated by an event occurrence, the clock of $e$ is reset to the the third value of the lifetime sequence of $e$. By using clock scores, an STG can be used to generate a timed string from a clock structure.
2.3.3 Probabilistic Automata

In a real-world applications of DESs one often has to deal with the problem of uncertainty. In these cases, the exact state of a DES is often unknown. Usually, however, the probability of each possible state is known. These probabilities can for example be derived from sensor data. The most common way to add these probabilities to an automaton model, and the one which we will describe in this section, is to add probability values to the state transitions. This results in an automaton that largely resembles an NFA (see Section 2.3.1), known as a probabilistic automaton (PA). Formally a probabilistic automaton is defined as follows:

**Definition 2.34. (PA)** A probabilistic automaton \( A \) is a 5-tuple \( A = (Q, \Sigma, \delta, q_0, F) \) where \( Q \) is a finite set of states, \( \Sigma \) is a finite set of events, \( \delta \) is a mapping from \( Q \times Q \times \Sigma \) into \( \mathbb{R} \) (the transition probability), \( q_0 \in Q \) is the start state, \( F \subseteq Q \) is a set of final states.

Note that the model in this definition does not contain \( \epsilon \)-transitions. These can be added but they only complicate the computation of probabilities. The transition function \( \delta \) can be used to define a notion of computation that assigns probabilities to strings. Sometimes a PA contains a probability mass function over start states, instead of a fixed start state. This probability function contains for each state the probability of starting a computation in that state. Also, states sometimes have a final probability. This is the probability that a computation ends in that state, instead of taking a transition to another state.

It is possible to define a notion of computation of a PA that accepts or generates pairs of strings and probabilities. However, we believe it to be more intuitive to think of a computation of a PA as a process that assigns probabilities to strings. Therefore our notion of computation of a PA takes a string as its input and produces a probability value as output.

**Definition 2.35. (PA computation)** A computation of a PA \( A \) over a string \( s = e_1 \ldots e_n \) is a pair consisting of a finite sequence of states and transitions

\[
q_0 \xrightarrow{e_0} q_1 \xrightarrow{e_1} q_2 \ldots q_{n-1} \xrightarrow{e_{n-1}} q_n
\]

and a probability value \( p = \prod_{0 \leq i \leq n} \delta(q_i, q_{i+1}, e_i) \), where \( q_i \in Q \) and \( e_i \in \Sigma \) for all \( 0 \leq i \leq n \). A finite computation of a PA is called valid when \( q_n \in F \) and \( p > 0 \).

This definition of a computation requires a special notion of a valid string-value pair (which we call a probabilistic string) in a PA. A probabilistic string \((s, p)\) is valid in a PA \( A \) when the sum of all probabilities of valid computations of \( A \) over \( s \) equals \( p \). A PA \( A \) is called deterministic (DPA) if for any string \( s \) there exists at most one computation of \( A \) over \( s \). The language of a PA \( A \) is the set of all valid probabilistic strings in \( A \).

**Example 2.9.** Figure 2.11 shows a PA that models the bike light controller that can be broken from Figure 2.5. In the PA model, it has a probability of being broken and fixed. The other transitions also have probabilities, for each state the sum of the probabilities of all outgoing transitions equals 1. The final states have final probabilities of 1 minus the sum of all outgoing probabilities. For example the probability that, once broken, the bike/controller stays broken is \( 1 - (0.7 + 0.1) = 0.2 \).
During a computation, a PA computes a probability value \( p \). When designing a probabilistic automaton one of the main questions is what kind of probability is needed, i.e. which values need to sum to one. In practice there are three common methods for doing this:

1. In each state, given an event \( e \), the sum of all probabilities of outgoing transitions labeled with \( e \) sum to one: \( \sum_{q_n \in Q} \delta(q_p, q_n, e) = 1 \), for all \( q_p \in Q \) and \( e \in \Sigma \). This type of PA models the probability of choosing a specific computation path given an input string in an NFA. This models the probability \( p_q \) that the PA currently is in state \( q \), the sum of these probabilities over all states sum to one. In other words, it models a probability distribution over states.

2. In each state the probabilities of all outgoing transitions over all events \( e \) sum to one: \( \sum_{q_n \in Q} \sum_{e \in E} \delta(q_p, q_n, e) = 1 \), for all \( q_p \in Q \). The probability assigned to a string \( \tau \) is the product of the probabilities of the transitions it fires during its computation. The probabilities of different possible computations are summed up in the case of non-determinism. These probabilities model distributions over strings of the same length (sometimes denoted \( \Sigma^n \)).

3. In each state the probabilities of all outgoing transitions and the final probability sum to one: \( p_q + \sum_{q_n \in Q} \sum_{e \in E} \delta(q_p, q_n, e) = 1 \), for all \( q_p \in Q \), \( p_q \) is the final probability of \( q \). In this case, the sum of all probabilities of all strings sum to one. Hence this PA models a probability distribution over strings, i.e., over \( \Sigma^* \).

The models that use the first method are useful for dealing with uncertainty. Even if we know the exact string \( s \) that has been produced by a DES \( A \), we sometimes we are not sure of the exact state that \( A \) is in. Using the first model we can determine a probability distribution over the states of \( A \) given \( s \). Models that use the second method, are mainly used for modeling continuous processes. At every point in time, we can use the model to determine the probability of the next event given an observed history \( s \). The third method results in a model for a
probabilistic language. The probabilities of all strings in this language sum to one. Given a string $s$, and such a model $A$, we can determine the probability that $A$ generated $s$.

The PA model can be extended with a cutpoint $\delta$ on the valid probabilistic strings. This cutpoint defines a lower bound on the allowed probabilities of marked paths: A finite computation of a PA is called valid with cutpoint $\delta$ when $q_n \in F$ and $p \geq \delta$. A PA with a cutpoint can for example be used to generate or accept strings that are not highly unlikely to occur in practice.

Another way to represent uncertainty in the input data is to just add real numbers to transitions, without the restriction of it being a probability. This results in weighted automata. In weighted automata, the certainty values do not have to sum to one. Sometimes, this results in a more natural model of uncertainty.

In the remainder of this section we discuss several commonly used probabilistic models. All of these models are probabilistic generators. Usually these models are not used to model uncertainty, but to approximate the exact model. We will first discuss the (non-timed or discrete-timed) Markov chain. After that we discuss the continuous-timed Markov chain. We conclude with a probabilistic version of the timed generator.

Markov chain and hidden Markov models

A Markov chain (Ross 1997) is a stochastic process \( \{X_n \mid n = 0, 1, 2, \ldots \} \) that takes on a finite or countable number of possible values. If $X_n = i$, then the process is said to be in state $i$ at time $n$. Whenever a Markov chain is in state $i$ at time $n$, there is a fixed probability $P_{ij}$ that it will be in state $j$ next. This is an important property known as the Markov property: given the present state, the future is independent of the past (the process is memoryless).

When such a memoryless process can only take on a finite number of possible values, it can be modeled by a special kind of PA, called a Markov chain. A Markov chain only models the probability of being in a certain state after a certain amount of time/steps. Thus, only the states are labeled, the transitions between states are not. For example, the PA of Figure 2.11 can be transformed into a Markov chain by removing the input values (start, stop, dark, light), and keeping the transition probabilities.

In language learning applications, a commonly used Markov chain is the N-gram model. This model is an approximation of the actual underlying automaton (or grammar) of the language. An N-gram model consists of states that all denote a finite sequence of past symbols of length $N$. For example a trigram model consists of all possible sequences of length three encoded in states, with transition probabilities between these states. These probabilities encode the probability of what the next symbol will be. For example from state $abc$ to state $bcd$ there can be a non-zero probability $P(d|abc)$, which is the probability that the next symbol will be a $d$ given that the last three symbols were $abc$.

A more general type of Markov chain that is widely used in practice is the Hidden Markov Model (HMM) (Rabiner 1989). An HMM is a statistical model where the system being modeled is assumed to be a Markov chain with unknown parameters. This means that when an HMM is in a particular state an observation
can be generated. This observation is generated according to a probability distribution over possible events (one for every state of the HMM), which is independent from the state transition probabilities. Only this observation, not the actual state, is visible to an external observer. The states of an HMM are said to be hidden to the outside (hence the name). Although the transitions of an HMM are unlabeled, HMMs are very similar to PAs. In fact the probability distributions they create are identical to the ones created by PAs (Dupont, Denis and Esposito 2005).

**Continuous-time Markov chains**

In the real world there are many examples of probabilistic systems that behave in real time. Such systems can be modeled in a way similar to stochastic clock structures. This model consists of a Markov chain with probability distributions over the amount of time it spends in each state. Such a Markov chain is called a *continuous-time Markov chain* (CTMC) (Ross 1997). Like the discrete-time (normal) Markov chain the CTMC has the Markov property. This property requires, in addition to the future states being independent of the past, that the future time spent in states is independent from past. In other words, the probability distributions over the amount of time spent in states have to be memoryless. Since the only memoryless probability distribution is the exponential distribution, the random variable that denotes the amount of time spent in a state has to be exponentially distributed. When we drop this requirement we obtain a *semi-Markov process*. In this process, the time spent in a state is allowed to have any probability distribution. In essence a CTMC is a stochastic process which has the properties that each time it enters state $i$:

- The amount of time $T_i$ it spends in state $i$ before making a transition into another state $j$ is exponentially distributed.

- When the process leaves state $i$, it next enters state $j$ with some fixed probability $P_{ij}$ (independent from $T_i$). The transition probabilities must satisfy two properties: they sum to one ($\sum_j P_{ij} = 1$ for all $i$) and transitions to the same state are impossible ($P_{ii} = 0$ for all $i$).

CTMCs are widely used to model real-time systems and to model their performance and reliability. For example a CTMC of a software system can be used to determine the average failure time, or to find performance bottlenecks.

**Stochastic clock structures**

In a structured timed generator (STG, see Section 2.3.2) the event lifetimes are predetermined in a clock structure, which contains fixed sequences of real numbers. However, this is unrealistic for systems that operate in uncertain environments. In order to develop realistic DES techniques in the presence of uncertainty, a more refined model of the clock structure is required. In this refined model the sequences of real numbers are specified as stochastic sequences. This means that for each event $i$ we no longer have a sequence of real numbers at our disposal, but a distribution function $G_i$ that describes the *random clock sequence* $c_i$ (Cassandras and Lafortune 2008). Formally:
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Definition 2.36. (stochastic clock structure) A stochastic clock structure associated with an event set $\Sigma$ is a set of distribution functions $G = \{G_i : i \in \Sigma\}$. Each $G_i$, where $i \in \Sigma$, characterizes a random clock value (lifetime) sequence $c_i = t_{i,1}, t_{i,2}, \ldots$.

The random clock value sequences are often assumed to be iid (independent and identically distributed). There are, however, several ways in which a clock structure can be extended to include situations where elements of a sequence $c_i$ are correlated, or two clock value sequences are dependent on each other.

In addition to a stochastic clock structure a probabilistic structured timed automaton (PSTA) is equipped with two additional probabilistic features: a probability mass function of the start state and a transition probability for each transition. A PSTA basically is the probabilistic version of a STA.

The output of a PSTA is a stochastic process known as a generalized semi-Markov process (GSMP). A GSMP is a semi-Markov process where the distribution over the time spent in a state is not given beforehand. This distribution depends on the distribution functions in the probabilistic clock structure, and the clock and score updating mechanisms (which are identical to those in an STA). PSTAs are often used for simulation purposes, since they generate the possible output of a probabilistic DES.

2.4 Language identification

In this section we describe several well-known learning algorithms for the untimed and probabilistic automata described in Section 2.3. The problem of learning a model from data is known as system identification. Our problem is therefore known as automaton identification, which is also known as grammatical inference. The data that is used for the learning process comes from observations of an operational system. This setting occurs when we do not know how a system works internally, yet we can use sensors to monitor it.

We are mainly interested in learning the structure of automata. In practice, people often try to learn the parameters of a given structure. Examples are the learning of conditional probabilities in a Bayesian network or weight values in a neural network. The structure of the model needs to be generated from expert knowledge before the learning algorithm starts. The benefit of this approach is that the learning problem is relatively easy. The drawback of this approach is that we do not gain knowledge about how a system operates. If we want to answer questions regarding the operation of an unknown system, identifying the structure is necessary.

The problem of learning the structure of an unknown automaton is to find a (non-unique) smallest automaton that can generate (is consistent with) some given input data. This DFA has to be as small as possible because of an important principle in learning theory (or philosophy of science), known as Occam's razor. This states that the simplest possible explanation is the best possible. A smaller automaton is simpler, and therefore a better explanation for the observed examples.
Unfortunately, finding such a smallest DFA can be very difficult. It is the optimization variant of the problem of finding a DFA of fixed size, which has been shown to be NP-hard when the data contains both positive and negative data (Gold 1978). Even more troublesome is the result that this optimization problem cannot be approximated within any polynomial (Pitt and Warmuth 1989). When the data contains only positive examples, it is impossible to provably learn the correct DFA (Gold 1967). However, it is possible to use a probabilistic automaton (PA) in order to learn the distribution of the data. Unfortunately, this problem is again difficult: the problem of approximating a PA distribution cannot be solved efficiently unless \( \text{NP} = \text{RP} \) (Abe and Warmuth 1990).

In spite of these hardness results, quite a few DFA learning algorithms exist. In this section, we discuss two important algorithms for this problem: state-merging and query learning of DFA. The state-merging method is the most common method for learning the structure of automata from both positive and negative data. Essentially, state-merging is a heuristic method that tries to find a good local optimum. In the limit, however, the algorithm is guaranteed to efficiently converge to the correct DFA, i.e., to the global optimum. We describe this method in Section 2.4.1.

Query learning of DFA is an elegant and efficient algorithm that shows the power of learning from queries. It is difficult to apply this algorithm to a real-world problem, since it requires equivalence queries. However, we know that we can easily construct a PAC learning algorithm that uses just membership queries by creating approximations of the equivalence queries. The algorithm is described in Section 2.4.2.

State-merging can also be applied to probabilistic automata. In this case there is no need for negative examples. This is useful in many applications since positive data is easy to come by: just use sensors to monitor the system. Pure negative data, is a lot harder to obtain. It is possible to use data obtained by monitoring other systems as negative data. But usually, there exists no system that generates exactly the inverted language. The state-merging method for probabilistic automata is explained in Section 2.4.3.

When the system is a continuous process that produces data non-stop, the positive data consists of a single (very long) generated string. The state-merging algorithm for identifying DFAs requires a set of strings as input. We show how and why a simple pre-processing of the single string is sufficient to apply state-merging in this setting in Section 2.4.4.

We end this section with some pointers to algorithms for the identification of timed automata in Section 2.5. All of these timed automata identification algorithms are based on the algorithms for the identification of untimed automata.

### 2.4.1 State-merging

An automaton identification process tries to find an automaton \( \mathcal{A} \) such that its language \( L(\mathcal{A}) \) is equal to the target language \( L_t \). The identification process should get some form of data as input from that it can identify \( L_t \). We assume it is given a pair of finite sets of positive sample strings \( S_+ \subseteq L_t \) and negative sample strings \( S_- \subseteq L_t^C \), called the input sample. The goal is to find the smallest DFA that is consistent with \( S = \{ S_+, S_- \} \), i.e., accepting all positive and rejecting all negative
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Figure 2.12: An augmented prefix tree acceptor for \( S = (S_+ = \{a, abaa, bb\}, S_- = \{abb, b\}) \).

Algorithm 2.4 Construct the APTA: \texttt{apta}

\textbf{Require:} an input sample \( S = \{S_+, S_-\} \)

\textbf{Ensure:} \( \mathcal{A} \) is the APTA for \( S \)

\( \mathcal{A} \) is a DFA containing only a start state \( q_0 \)

\textbf{for} each sample strings \( \sigma = a_1, \ldots, a_n \) from \( S \) \textbf{do}

\textbf{state} \( q' = q, \) integer \( i = 1 \)

\textbf{while} \( i \leq n \) \textbf{do}

\textbf{if} \( \mathcal{A} \) contains no transition \( \delta \) with \( q' \) as source and \( a_i \) as symbol \textbf{then}

Add a new state \( q'' \) to \( \mathcal{A} \).

Add such a transition \( \delta \) to \( \mathcal{A} \), set its target to be \( q'' \).

\textbf{end if}

\( q' = \) the target of \( \delta, \) \( i = i + 1 \)

\textbf{end while}

\textbf{if} \( \sigma \in S_+ \) \textbf{then}

Set \( q' \) to be an accepting state.

\textbf{else}

Set \( q' \) to be a rejecting state.

\textbf{end if}

\textbf{end for}

\textbf{Return} \( \mathcal{A} \)

The idea of a state-merging algorithm is to first construct a tree-shaped DFA \( \mathcal{A} \) from this input, and then to merge the states of \( \mathcal{A} \). This DFA \( \mathcal{A} \) is called an augmented prefix tree acceptor (APTAs), see Figure 2.12. Algorithm 2.4 shows its construction routine \texttt{apta}. An APTA \( \mathcal{A} \) is a DFA that is consistent with the input sample \( S \). Moreover, it is such that there exists only one path from the start state to any other state. This implies that the computations of two strings \( s \) and \( s' \) reach the same state \( q \) if and only if they share the same prefix until they reach \( q \), hence the name prefix tree. An APTA is called augmented because it contains (is augmented with) states that are neither accepting nor rejecting. No execution of any sample string from \( S \) ends in such a state. Therefore, it is unknown whether these should be accepting or rejecting. This is determined by merging the states of this APTA and trying to find a DFA that is as small as possible.

A merge (see Figure 2.13 and Algorithm 2.5) of two states \( q \) and \( q' \) combines the states into one: it creates a new state \( q'' \) that has the incoming and outgoing transitions of both \( q \) and \( q' \). Such a merge is only allowed if the states are consistent.
Figure 2.13: A merge of two states from the APTA of Figure 2.12. On the left the original part of the automaton is shown, the states that are to be merged are surrounded by a dashed ellipse. On the right the result of the merge is shown. This resulting automaton still has to be determinized.

tent, i.e., it is not the case that \( q \) is accepting while \( q' \) is rejecting or vice versa. When a merge introduces a non-deterministic choice, i.e., \( q'' \) is the source of two transitions with the same symbol, the target states of these transitions are merged as well. This is called the determination process (the while loop in Algorithm 2.5), and is continued until there are no non-deterministic choices left. The result of a merge is a new DFA that is smaller than before, and still consistent with the input sample \( S \). A state-merging algorithm continually applies the state-merging process until no more consistent merges are possible.

**Algorithm 2.5** Merging two states: `merge`

```
Require: an augmented DFA \( \mathcal{A} \) and two states \( q, q' \) from \( \mathcal{A} \)
Ensure: if \( q \) and \( q' \) are consistent, then \( q \) and \( q' \) are merged, \( \mathcal{A} \) is updated accordingly, and \( \text{true} \) is returned, \( \text{false} \) is returned otherwise

if \( q \) is accepting and \( q' \) is rejecting or vice versa then
    Return false
end if

Add a new state \( q'' \) to \( \mathcal{A} \) that is neither accepting nor rejecting.

if \( q \) or \( q' \) is an accepting state then
    Set \( q'' \) to be an accepting state.
end if

if \( q \) or \( q' \) is a rejecting state then
    Set \( q'' \) to be a rejecting state.
end if

for each occurrence of \( q \) or \( q' \) as source or target of transitions \( \mathcal{A} \) do
    Replace the occurrence of \( q \) or \( q' \) by \( q'' \).
end for

while \( \mathcal{A} \) contains a non-deterministic choice of transitions with target states \( q_n \) and \( q'_n \) do
    boolean \( b = \text{merge}(\mathcal{A}, q_n, q'_n) \)
    if \( b \) equals \( \text{false} \) then
        Undo the merge of \( q \) with \( q'' \) and return \( \text{false} \).
    end if
end if
Return \text{true}
```
Algorithm 2.6 State-merging in the red-blue framework

Require: an input sample $S$
Ensure: $A$ is a small DFA that is consistent with $S$

$A = \text{apta}(S)$

Color the start state $q$ of $A$ red and all the children of $q$ blue

while $A$ contains blue nodes do
  if $A$ contains a red state $r$ and a blue state $b$ such that $\text{merge}(A, r, b)$ equals true then
    Perform the merge
  else
    Change the color of a blue state in $A$ to red
  end if

Change the color all uncolored children of red states in $A$ to blue

end while

Return $A$

The red-blue framework follows the state-merging algorithm just described, but in addition maintains a core of red states with a fringe of blue states (see Figure 2.14 and Algorithm 2.6). A red-blue algorithm performs merges only between blue and red states. The new states resulting from these merges are colored red. During a merge, the determinization process can only merge uncolored states with any other state $q$. The new states resulting from these merges take the color of $q$. If no red-blue merge is possible the algorithm changes the color of a blue state into red; we call this changing of color a color operation. The algorithm is guaranteed not to change any of the transitions between red states. The red core of the DFA can be viewed as a part of the DFA that is assumed to be correctly identified.

Note that when one looks at just the red nodes in the red-blue framework, the state-merging algorithm is equivalent to an algorithm that starts with a single state automaton, and that adds transitions (possibly to new states) until a solution is found.

A red-blue state-merging algorithm is capable of producing any DFA that is consistent with the input sample and smaller than the original APTA. The main goal of a DFA identification algorithm is to find one of the smallest such DFAs. Currently, the most successful method to find such a DFA is evidence driven state-
merging (EDSM) (Lang, Pearlutter and Price 1998). In EDSM each possible merge is given a score based on the amount of evidence in the merges that are performed by the merge and determinization processes. A possible merge gets an evidence score equal to the number of accepting states merged with accepting states plus the number of rejecting states merged with rejecting states. At each iteration of the EDSM algorithm, the merge with the highest evidence value is performed.

The evidence measure that is used by EDSM is based on the idea that bad merges can often be avoided by performing merges that have passed the most tests, and are hence most likely to be correct. Using this evidence measure EDSM participated in and won (in a tie with the SAGE algorithm) the Abbadingo DFA learning competition in 1997 (Lang et al. 1998). The data set in this competition consisted of sparse data-sets. In the competition EDSM was capable of approximately (with 99% accuracy) learning a DFA with 500 states and an alphabet of size $2^6$ from a training set consisting of 60,000 strings.

Theoretically, there exist polynomial characteristic sets (see Section 2.2.5) that force the state-merging algorithm (with some minor changes) to return the correct DFA. Originally, this was shown using a different algorithm called RPNI (Oncina and Garcia 1992). However, it is quite straightforward to see that RPNI is a special kind of state-merging algorithm. Hence, state-merging (with some minor changes) converges efficiently in the limit to the correct DFA. The problem is still hard however (as mentioned in the introduction) and it is therefore often beneficial to use some form of search procedure around the basic state-merging algorithm. Some results of the state-merging algorithm with different search procedures can be found in (Bugalho and Oliveira 2005).

### 2.4.2 Query learning of DFA

Most DFA learning algorithms (such as state-merging) are passive learning algorithms. These algorithms have no information besides the finite input sample. In some real-world applications, however, one can have more information than just an input sample. For example, information can be available in the form of the knowledge of a domain expert. This kind of information can be modeled in the form of a teacher in the query learning framework (see Section 2.2.2). In this framework a polynomial time DFA learning algorithm exists that exactly learns the target DFA. This is not very surprising since DFAs are learnable in polynomial time given a characteristic set, and there is a close relation between the answers from a teacher and characteristic sets (Parekh and Honavar 2000). In order to show the power of query learning we discuss a DFA learning algorithm known as Angluin's algorithm (Angluin 1987). The description below is from (Kearns and Vazirani 1994).

Angluin’s algorithm uses two types of queries: membership queries and equivalence queries. The idea of the algorithm is to continuously discover new states of the target DFA. A new state is a state that exhibits behavior that is demonstrably different from the states discovered so far. The algorithm consists of one main loop. In this loop the algorithm performs the following actions:

- Construct a hypothesis DFA whose states are the currently discovered states.
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- Ask the teacher an equivalence query.
- Use the counterexample from this query to discover a new state by using membership queries.

When all the states of the target DFA have been discovered, the equivalence query will have yes as its answer, and the algorithm stops. In order to discover information about the states of a DFA $A$, the algorithm maintains a set $C$ of access strings and a set $D$ of distinguishing strings:

- The computation of each access string $c \in C$ in $A$ leads to a different state of $A$; we denote this state by $A[c]$.

- For each pair of strings $c, c' \in C$ such that $c \neq c'$, there is a distinguishing string $d \in D$ such that the computation of one of the strings $cd$ and $c'd$ reaches a final state of $A$ and the other does not.

The goal of the algorithm is to discover all the states of $A$, by finding $\text{size}(A)$ access strings $C$, together with a set of distinguishing strings $D$ (one for every pair of access strings). The sets $C$ and $D$ are maintained in a structure known as a binary classification tree. In this tree each internal node is labeled by a string from $D$, and each leaf is labeled by a string from $C$. This tree is constructed in the following way:

- The root contains an arbitrary distinguishing string $d \in D$.

- All strings $c \in C$ such that $cd$ is rejected by $A$ are placed in the left subtree of the root.

- All strings $c \in C$ such that $cd$ is accepted by $A$ are placed in the right subtree of the root.

- Recurse at each subtree (pick another distinguishing string $d \in D$, etc.) until each string in $C$ has its own leaf.

In the algorithm the binary classification tree is constructed in such a way that the distinguishing string of the root is always the empty string $\epsilon$. This ensures that all the access strings to accepting states lie in the right subtree and the access strings to rejecting states in the left subtree. In addition, $\epsilon$ is always one of the access strings. This allows us to access the start state of the DFA. Figure 2.15 shows an example of a DFA and a corresponding binary classification tree.

The classification tree is used in two simple subroutines of the algorithm. The first one, called sifting down the classification tree (denoted sft()), simulates a computation of the target DFA. This simulation partitions the states of the target DFA into several equivalence classes. These equivalence classes are the leaves of the classification tree. The second subroutine constructs the hypothesis DFA (denoted create_hypo()). We give a short description of both subroutines:

- Sifting down the classification tree: Given a string $s$, starting at the root of the classification tree, get the label $d \in D$ of the internal node, and make a membership query on the string $sd$ and go left on reject and right on accept. Continue until a leaf node is reached, return the label $c \in C$ as result.
Figure 2.15: An automaton that accepts string for which the number of 1's in the input equals 3 modulo 4. To the right side of the automaton is a classification tree for this automaton. The state reachable by the string 1101 is a final state, so it is placed on the right-hand side. The automaton does not accept the string 110, but does accept the string 1101. Therefore an access string 110 is placed left of the distinguishing string $\epsilon$, and right of the distinguishing string 1.

- **Constructing the hypothesis DFA**: For each $c \in C$ create a state with label $c$. For each state with label $s_i$ and each symbol from the alphabet $a \in \Sigma$, create a transition labeled with $a$ from the state labeled with $c$, to the state labeled with the result of sift $s_i$ down the classification tree.

When the algorithm asks an equivalence query of the hypothesis DFA, the answer will either be a counterexample, or an answer that the hypothesis DFA is correct. Given the counterexample $s$ and the two subroutines sift() and create_hypo() it is easy to discover a new state of the DFA. The idea is to simulate the behavior of both the target DFA and the hypothesis DFA on the string $s$. This simulation is possible because of the way the classification tree is constructed. The fact that $\epsilon$ is one of the access strings guarantees that the start states of the hypothesis DFA and the target DFA will always coincide. The fact that $\epsilon$ is the distinguishing string of the root node guarantees that $\epsilon$ is used as distinguishing string during the sift procedure for every access string. Because of this, no equivalence class contains both a final and a non-final state. This implies that the simulation of both automata on $s$ starts in the same equivalence class, and since $s$ is a counterexample they will end up in different equivalence classes.

Knowing this we can use the counterexample to update the classification tree, i.e., to discover a new state of the DFA. Let $s[i]$ denote the prefix of $s$ of length $i$. Let $p$ be the first index such that the equivalence classes of both automata on $s[p]$ are different. We know that the last symbol of $s[p]$ caused transitions from the same equivalence class $c_1$ to different equivalence classes $c_2$ and $c_3$. Since the transition is caused by the same symbol, the equivalence class $c_1$ has to be a class consisting of at least two states. Every time this occurs the algorithm splits the leaf node of $c_1$, creating one new leaf node $c_4$ with $s[i-1]$ as its access string. If $d$ is the distinguishing string between $c_2$ and $c_3$, then the correct distinguishing string between $c_1$ and $c_4$ is $s[i]d$. We denote this operation of updating the classification tree by update_tree().

Now that we know how to use a counterexample, all the algorithm needs is a loop that continuously calls for counterexamples until the DFA is correct. Algorithm 2.7 shows this main loop of Angluin’s algorithm. Figure 2.16 shows an execution trace of this algorithm. The algorithm is correct since, as long as the
Algorithm 2.7: Angluin’s algorithm for query learning a DFA

Require: A teacher for membership $\text{mem}()$ and equivalence $\text{eq}()$ queries.
Ensure: $A$ is the DFA that the teacher wants us to learn.

Call $\text{mem}(\epsilon)$ to determine whether the start state is accepting or rejecting.

Construct a hypothesis DFA $A$ consisting of this single state.

Call $s := \text{eq}(A)$.

Initialize the classification tree $T$ to have a root labeled $\epsilon$ and two leaf nodes with access strings $\epsilon$ and $s$.

while true do
    $A = \text{construct\_hypo}(T)$.
    Call $s := \text{eq}(A)$.
    if $s \neq \top$ ($A$ is correct) then
        return
    end if
    update_tree($T, A, s$)
end while

If the number of leaves of the classification tree is smaller than the size of the target DFA, the hypothesis automaton has to be different. Therefore an equivalence query will return a counterexample that is used to update the classification tree. Eventually the classification tree will have a number of leaves equal to the size of the target DFA; the DFA corresponding to this classification tree is necessarily the target DFA. The algorithm uses a polynomial amount of queries and runs in polynomial time (see (Kearns and Vazirani 1994) for a complete analysis).

2.4.3 Stare-merging probabilistic automata

The problem of learning probabilistic automata (PAs) is somewhat different from the problem of learning DFAs. The difference lies in that there is no real need for negative examples. In the problem of learning DFAs, negative examples are imperative, since otherwise there is no real reason for excluding the possibility that the language we are trying to learn does not consist of all possible words ($\Sigma^*$). In fact, it has been known for a long time that regular languages are not identifiable in the limit from only positive examples (Gold 1967).

In PAs, however, the problem consists of learning a distribution over strings. Such a distribution can be learned from just positive examples. For example, suppose we are given a positive sample of size $n$, and we observe that some word occurs $t$ times. Then we must try to find a PA that distributes over strings in such a way that the probability of that word occurring equals $\frac{t}{n}$. Naturally this has to hold for every word in the input sample. Because a larger PA is capable of producing more possible distributions, and because we believe that the simplest explanation is the best, the problem is to find the smallest PA that could have produced (with sufficient confidence) the distribution found in the sample. This distribution is known as the sample distribution, and is defined as:

$$
\psi(s) = \frac{\text{count}(s)}{\sum_t \text{count}(t)}
$$
Figure 2.16: An execution of Angluin's algorithm on the automaton from Figure 2.15. The left hand side shows the hypotheses used in equivalence queries. On the right hand side the evolution of the binary classification tree is shown. Every equivalence query is answered with the same counterexample \((1101, \text{true})\), until the hypothesis is correct.

Here \(s\) and \(t\) are strings, \(\psi(s)\) is the probability that string \(s\) is generated, and \(\text{count}\) is a function which returns the number of times a word occurs in the input sample. Like the DFA induction algorithms, most of the induction algorithms for PAs are based on the state-merging technique. The PA state-merging algorithms start with a \textit{probabilistic prefix tree acceptor} (PPTA), that represents the sample distribution. A PPTA is the probabilistic equivalent of a PTA. The method that is used to construct a PPTA is similar to the method for construction a PTA. The only difference is that now each arc needs some probability value. Given a state \(q\) and a symbol \(a\), the probability of firing the transition from \(q\) with symbol \(a\) is computed by just taking the amount of examples that fire this transition (denoted \(\text{count}(q, a)\)) divided by the total amount of examples that leave \(q\) (denoted \(\text{count}(q)\)). The resulting PPTA produces exactly the sample distribution. Also, the merge operation of two states in a PA is similar to the method for merging two states in a DFA. The only difference being that the probability values need to be updated.

The main difference between DFA and PA state-merging algorithms is the check for compatibility. In DFA state-merging they are compatible if there is no inconsistency. In PA state-merging they are compatible if some statistical
Figure 2.17: A probabilistic merge. The final states contain numbers denoting the final probabilities. The left automaton is a PPTA constructed from the input sample: $S_+ = \{a, aa, b, b, b\}$. The two states surrounded by a dashed line are merged. The right automaton is the PA resulting from the merge of these states.

criterion is satisfied. For example the ALERGIA algorithm uses a compatibility measure derived from the Hoeffding bound (Carrasco and Oncina 1994). Using this criterium two states $q$ and $q'$ are $\mu$-compatible if the following two conditions hold for all $a \in \Sigma$:

1. $\left| \frac{\text{count}(q, a)}{\text{count}(q)} - \frac{\text{count}(q', a)}{\text{count}(q')} \right| < \sqrt{\frac{1}{2} \ln \left( \frac{2}{\mu} \right)} \left( \frac{1}{\sqrt{\text{count}(q)}} + \frac{1}{\sqrt{\text{count}(q')}} \right)$

2. $\delta(q, a)$ and $\delta(q', a)$ are $\mu$-compatible

The first condition defines the compatibility using some precision parameter $\mu$. The second condition requires that the compatibility is satisfied in every pair of children of $q$ and $q'$. Another difference is in the stopping condition of the merging algorithms. A DFA state-merging algorithm stops when all possible merges are inconsistent. A PA merging algorithm can have a statistical stopping criterion. The ALERGIA algorithm stops when all possible merges are not $\mu$-compatible. It can be shown that the ALERGIA algorithm identifies PAs in the limit with probability one.

There are also approaches to learning PAs other than state-merging, such as successive state splitting (Takami and Sagayama 1992). The idea of this method is to start with a small PA (possibly a single state), and then to split states based on the training data. The algorithm uses split operations to maximize the expected maximum likelihood. When the likelihood gain falls below a certain threshold the algorithm stops. Due to the way in which the split operations are defined, this method can only be used to learn PAs without any cycles (unless these cycles were already defined in the original PA). There are also methods that use parameter estimation to learn the structure of a PA. The MAP learning approach (Brand 1999), for example, starts with a large initial PA, and then uses parameter estimation to drive irrelevant parameters to zero. Simple statistical tests can then be used to prune transitions and states from the PA, while increasing the posterior probability. Techniques based on parameter estimation are often used to learn $N$-gram models.

In addition, there exists many other techniques similar to ALERGIA. For example, there is one that learn PAs under a slightly modified PAC criterion (Clark and Thollard 2004). A modification is required because it has been shown that PAs cannot be approximated efficiently under the original criterion (and some cryptographic assumptions) (Kearns, Mansour, Ron, Rubinfeld, Shapire and Sellie 1994).
This algorithm for learning PAs uses a setup similar to ALERGIA, but it uses different tests in order to determine whether two states are the same. In addition, it comes with a lower bound on the amount of data that is required to satisfy the modified PAC criterion. Hence, this algorithm has stronger learning properties than ALERGIA (ALERGIA converges only in the limit). A problem of this algorithm is that it requires a huge amount of examples and many user-specified parameters before it satisfies the PAC criterion. Recently, an attempt has been made to modify the algorithm in order to resolve these issues (Castro and Gavaldà 2008).

2.4.4 Computational mechanics

We just described how to identify a DFA from only positive data. In many real-world applications, such as modeling reactive systems, it is often the case that the system never stops producing events. Such systems (or processes) are called *continuous*. They produce an infinite sequence of events. We can only observe a finite part of this infinite sequence. In other words, we need to learn from a single positive string. In this section, we show how to adapt the algorithms from the previous section to this setting.

The method and theory that can be used to adapt state-merging to the problem of identifying continuous processes comes from the field of *mechanics*. Mechanics is the branch of physics concerned with the behavior of physical bodies and their environment when subjected to forces or displacements. In the physical world, many processes exist that exhibit patterns in their behavior. In (Shalizi and Crutchfield 2001), a thorough study is performed on how information theory can be used to predict the future behavior of such processes. What they call *computational mechanics* is a way of modelling a physical process by using a computational method. The thing that makes their approach different from traditional statistical mechanics is that they do not only want to recognize or predict these patterns, but they also want to find the causal structure of the process that actually generated these patterns. Learning this structure should lead to genuine understanding of the underlying physical process.

Computational mechanics models a physical process as a bi-infinite sequence of random variables \( \vec{X} = \ldots X_{-2}X_{-1}X_0X_1X_2 \ldots \). These variables can take any value from a countable set, which in our case is the set of events \( \Sigma \). Thus, we are interested in modeling a system that is capable of generating a bi-infinite sequence of events:

\[
\vec{\sigma} = \ldots e_{-2}e_{-1}e_0e_1e_2 \ldots
\]

Naturally, one can never observe a complete bi-infinite sequence \( \vec{\sigma} \). When observing a system producing \( \vec{\sigma} \), one will only see a snapshot (finite consecutive subsequence) of \( \vec{\sigma} \) of length \( l \) up to or starting at some point in time \( t \):

\[
\vec{\sigma}_l^t = e_{t-l}e_{t-l+1} \ldots e_{t-2}e_{t-1} \text{ or } \vec{\sigma}_l^t = e_t e_{t+1} \ldots e_{t+l-2}e_{t+l-1}
\]

Given such a snapshot we want to determine the (behavior of the) system that produced it. In computational mechanics, these systems (processes) are assumed to be stationary, i.e., the probability of a certain snapshot is time-translation
invariant: \( P(X_t = e_1 \ldots e_n) = P(X_u = e_1 \ldots e_n) \) and \( P(X_t = e_1 \ldots e_m) = P(X_u = e_1 \ldots e_m) \) for all \( t, u \in \mathbb{Z}, m, n \in \mathbb{N}, \) and \( e_i \in \Sigma \). Hence, we can safely drop the subscript \( t \) from the snapshots. The goal of computational mechanics is to predict the future \( F = X \) of a process based only on the observed finite history \( h = e^n = e_1 \ldots e_n \) and nothing else.

In prediction, there is always some uncertainty regarding the future. Information theory captures this uncertainty in the notion of entropy. The entropy \( H[X] \) of a random variable \( X \) taking values in a countable set \( E \) is:

\[
H[X] = - \sum_{e \in E} P(X = e) \log_2 P(X = e)
\]

In this equation, \( P(X = e) \) is the probability that \( X \) takes the value \( e \). Intuitively, the entropy of \( X \) is the expected number of bits that are needed to represent the value of \( X \) in a binary string. For a good introduction to information theory, see (Cover and Thomas 2006).

**Example 2.10.** Suppose \( X \) is distributed such that \( P(X = e_1) = \frac{1}{3}, \) \( P(X = e_2) = \frac{1}{3}, \) and \( P(X = e_3) = \frac{1}{3}. \) Then the entropy of \( X \) is: \( H(X) = -\frac{1}{3} \log \frac{1}{3} - \frac{1}{3} \log \frac{1}{3} - \frac{1}{3} \log \frac{1}{3} \approx 1.58 \) bits. When these probabilities are less evenly distributed, often occurring values can be encoded using few bits and rarely occurring values using many bits. Hence, in this case less bits will be required on average. For example, suppose \( X \) is distributed such that \( P(X = e_1) = \frac{3}{8}, \) \( P(X = e_2) = \frac{3}{8}, \) and \( P(X = e_3) = \frac{1}{8}. \) Then the entropy of \( X \) is: \( H(X) = -\frac{3}{8} \log \frac{3}{8} - \frac{1}{8} \log \frac{1}{8} - \frac{1}{8} \log \frac{1}{8} \approx 1.06 \) bits.

A prediction method \( m \) is a mapping from finite histories to probability distributions of futures. With slight abuse of notation, we use \( m(h) = P(F \mid m, h) \) to denote these distributions. Such a method uses patterns that were observed in the past in order to reduce the uncertainty about the future \( H[F \mid m, h] \). However, because the past contains all information, mapping the past to patterns can only result in a loss of information. Therefore, \( m \) can never do better than an optimal method for prediction that uses the entire infinite history \( e^n = \ldots e_2 e_1 \) of the process in order to predict the future, i.e., for any \( m \) and \( h \):

\[
H[F \mid m, h] \geq H[F \mid e^n]
\]

In other words, conditioning on the entire past reduces the uncertainty about the future as much as possible. A prediction method tries to remember patterns (i.e., relevant bits of information) from finite histories in order to achieve this bound on the uncertainty. When a prediction method achieves this bound it is called **prescient.**

Given a process \( \tilde{X} \) and a prediction method \( m \), a partitioning of the histories of \( \tilde{X} \) can be made based on whether these histories result in identical predictions. The set of effective states \( Q \) of a process under \( m \) is a partitioning of all possible histories such that each state \( q \in Q \) is a set that contains a history \( h \) if and only if \( m(h) = m(h') \) for every other history \( h' \in q \). The goal of a learning algorithm should be to find a predictor \( m \) such that:
The effective states $Q$ under $m$ are prescient, i.e., $H[F \mid Q] = H[F \mid e]$. Prescient states are sufficient statistics for the process's future, and therefore they implement the optimal prediction strategy.

- The effective states $Q$ under $m$ should be as simple as possible, i.e., for any other set of prescient states $Q'$ it holds that $H[Q] \leq H[Q']$. This implements Occam's razor: all other things being equal (there are several optimal predictors), the simplest solution is to be preferred.

The causal states $S$ of a process are defined as prescient states of minimal complexity. Moreover, causal states are the unique combination of these two properties.

**Definition 2.37.** (causal states) The causal states $S$ of a process are the effective states of an optimal prediction method $\epsilon$ that uses infinite histories in order to predict the future, i.e., they are sets $s \in S$ of infinite histories such that $\overline{e} \in s$ if and only if for all $e' \in s : \epsilon(\overline{e}) = \epsilon(e')$, where $\epsilon(\overline{e}) = P(F \mid e)$.

Given a process's causal states it is straightforward to define the transitions between these states:

**Definition 2.38.** The causal transitions $T$ of a process $\overrightarrow{X}$ are labeled transition probabilities between the causal states $C$ of $\overrightarrow{X}$. Each transition $t \in T$ is a quadruple $(c, c', e, p)$ consisting of a source state $c \in C$, a target state $c' \in C$, an event $e \in E$, and a transition probability $p \in [0, 1] \subset \mathbb{R}$. The transition probability $p = P(\overline{ea} \in c', a = e \mid a \in E, \overline{e} \in c)$ is the probability that the next state is $c'$ and the next event is $e$ given that the current state is $c$.

The combination of causal states and transitions is called an $\epsilon$-machine. From the construction of the causal states and the causal transitions it is fairly straightforward to prove that the causal states form a Markov process and the $\epsilon$-machine is deterministic. In other words, the structure of an $\epsilon$-machine is that of a probabilistic deterministic finite state automaton (PDA). Thus, the optimal predictor of minimal complexity for a process $\overrightarrow{X}$ is a deterministic automaton.

Intuitively, we try to identify a model that determines the current state of the system, given some finite past observation. Of course, it can be the case that this past observation is not sufficient information to determine the current state.

**Example 2.11.** Suppose we want to identify the left system (process) depicted in Figure 2.18. For this process, an occurrence of an $a$ event is not sufficient
to determine whether the current state of the system is \( q_0 \) or \( q_1 \). However, an occurrence of \( ab \) is sufficient. Hence, the actual model we want to identify is the right DFA in Figure 2.18. This is the \( \epsilon \)-machine (containing the causal states) of the left DFA.

As a consequence, we can use the state-merging algorithm in order to find this optimal predictor.

## 2.5 Timed automaton identification

The problem of identifying a DFA from a data set is a well-studied problem in learning theory (de la Higuera 2005). There are, however, very few studies on the identification of a TA from data. Closely related work deals with the problem of learning event recording automata (ERAs), which is a restricted but still powerful class of TAs (Grinchtein et al. 2006). That work proposes an algorithm for learning these TAs from a timed teacher using membership and equivalence queries. It is possible to adapt a query learning algorithm to the setting of learning from a data set by simulating the queries using the data set (Goldman and Mathias 1996). Therefore, it should also be possible to adapt the ERA query learning algorithm to the problem of learning an ERA from a data set. However, since the ERA learning algorithm requires an exponential amount of queries, this simulation would require a very large amount of data.

Other approaches to the problem of learning a timed system mainly deal with the inference of probabilistic timed models. Timed PAs can be learned from positive data with the state-merging method, similar to ALERGIA. It has, for example, been used to learn continuous time Markov chains (CTMCs) (Sen et al. 2004). Since a CTMC uses two probability values, the definition of the compatibility condition is split into two parts. For the transition probabilities the same condition is used as in the ALERGIA algorithm. For the amount of time spent in a state a condition based on the Chebyshev inequality is used. Apart from this difference the algorithm is identical to the ALERGIA merging algorithm.

Note, however, that in Markov chains there are no final states. This means that the words produced by a CTMC are of infinite length. In the CTMC learning algorithm, this is solved by generating a sample from a finitary CTMC. This is a CTMC that has a non-zero stopping probability in any state. This sample can be generated by taking the CTMC, picking a state, and each time it reaches this state making the generated string stop with some probability. The learning algorithm is then given this stopping probability in addition to the learning sample. It can be shown that, when a learning algorithm correctly identifies a finitary CTMC from this sample, then the CTMC underlying the identified finitary CTMC is identical to the target CTMC. A technical detail of the algorithm is that the CTMC models that are used in the algorithm have labels on their edges, in addition to labels on their states. Only the labels on the edges are used in the learning process.

One may observe that TAs are somewhat similar to continuous time Markov models: the difference being (except the transition probabilities) that these Markov models use a distribution over the execution times of events instead of time constraints. It may be the case that a probabilistic variant of an TA can be used
to define exactly the same timed probabilistic languages as some continuous-time hidden semi-Markov model. This is the case for regular probabilistic DFAs and hidden Markov models (Dupont et al. 2005).

For (hidden) semi-Markov models several inference methods exists (see e.g., (Guédon 2003)). However, these methods deal with the problem of optimizing the parameters of known models as to maximize the likelihood. Since in the context of the current setting, we do not know the structure of the model to be identified, we are interested in methods that identify the structure in addition to the parameters.

In timed automata research, the model identification problem has not received a lot of attention. However, there are several related problems that can benefit from a good model identification method. For instance, the problem of testing timed automata (Springintveld, Vaandrager and D'Argenio 2001) deals with a similar setting. Given access to a black-box system, the problem is to determine whether the system acts conform its specification. This problem is usually solved by finding a (preferably small) test set of labeled examples such that the system acts conform its specification if and only if it gives the correct labels to each of the examples. Given a model identification method and a set of labeled historic data, this problem can be solved in a different manner, without requiring the specification. The idea is to first identify a model from the historic data and then subsequently test this model either by hand (visually) or using a model verification tool, such as UPPAAL (Larsen et al. 1997).

Another related problem is the problem of controller synthesis for timed automata (Pnueli, Asarin, Maler and Sifakis 1998). Here the idea is to find a controller, that restricts the transitions a given TA is allowed to take, such that the behavior of the combined system satisfies certain properties. With the help of a model identification method, it becomes possible to synthesize controllers for unknown or black-box systems. This can be of importance in for example agent-based systems, where the internal structure of agents should remain unknown to other agents, but the behavior of the complete agent system should satisfy some properties, such as deadlock-freeness.

Closely related research comes from the temporal data-mining field (Roddick and Spiliopoulou 2002). In temporal data-mining, the objective is to discover previously unknown rules from time-series data. Moreover, these rules should be easy to understand and to validate. This is very much like the identification problem we are interested in. Identifying a TA model to discover unknown rules looks similar to one that is used to mine a hierarchy of temporal patterns from (multivariate) time-series data (Mörlchen and Ultsch 2004). It is different, however, in that this approach (and most other approaches in temporal data mining) focuses on finding simple patterns or correlations in the data, and not on finding a more complex model for the actual system that generated this data.

To sum up, there is little research on the identification of TAs. Some work has been done on identifying other timed models, but these identification methods usually focus on other problems than identifying the structure of the model. In the cases that the identification methods do try to identify the model structure, either the models are much less expressive, or the identification method is inefficient. Thus, there is currently a lack of an efficient algorithm for the identification of an expressive class of TAs. In addition, there currently exist no theoretical studies
regarding the efficiency of identifying TAs. In this thesis, we perform such a study in order to discover what classes of TAs can be identified efficiently. We then use the results of this study to construct an algorithm that identifies these TAs efficiently both from labeled data and from unlabeled data.
CHAPTER 3

The complexity of identifying timed automata

This chapter is based on work published in Grammatical Inference: Algorithms and Applications (Verwer, de Weerdt and Witteveen 2008b), Language and Automata Theory and Applications (Verwer, de Weerdt and Witteveen 2009).

3.1 Introduction

The main goal of this thesis is to develop efficient algorithms for the identification (learning) of timed automata (TAs) from data. Before designing these algorithms, we first have to analyze the complexity (difficulty) of identifying TAs. Such an analysis is important because it tells us whether there actually exists an efficient algorithm that solves this identification problem. If the problem turns out to be too difficult to solve efficiently, we have to find a suitable subclass of TAs that can be identified efficiently. This is the topic of this chapter.

In contrast to deterministic finite state automata (DFAs) and hidden Markov models (HMMs) (see Sections 2.3.1 and 2.3.3), until now the identification problem for TAs has not received a lot of attention from the research community. We are only aware of studies on the related problem of the identification of event-recording automata (ERAs) (Alur et al. 1999). It has for example been shown that ERAs are identifiable in the query learning framework (Grinstein et al. 2006). However, the proposed query learning algorithm requires an exponential amount of queries, and hence is data inefficient. We would like our identification process to be efficient. This is difficult because the identification problem for DFAs is NP-complete (Gold 1978). This property easily generalizes to the problem of
identifying a TA (by setting all time values to 0). Thus, unless $P = NP$, a TA
cannot be identified efficiently. Even more troublesome is the fact that the DFA
identification problem cannot even be approximated within any polynomial (Pitt
and Warmuth 1989). Hence (since this also generalizes), the TA identification
problem is also inapproximable.

These two facts make the prospects of finding an efficient identification process
for TAs look very bleak. However, both of these results rely on there being a fixed
input for the identification problem (encoding a hard problem). While in normal
decision problems this is very natural, in an identification problem the amount of
input data is somewhat arbitrary: more data can be sampled if necessary.
Therefore, it makes sense to study the behavior of an identification process when it is
given more and more data (no longer encoding the hard problem). The framework
that studies this behavior is identification in the limit (see Section 2.2.2).

The class of all DFAs has been shown to be efficiently identifiable in the limit
using a state merging method (Oncina and Garcia 1992). Also, it has been shown
that the class of non-deterministic finite automata (NFAs) are not efficiently iden-
tifiable in the limit (de la Higuera 1997). This again generalizes to the problem of
identifying a non-deterministic TA (by setting all time values to 0). Therefore, we
only consider the identification problem for deterministic timed automata (DTAs).
Our goal is to determine exactly when and how DTAs are efficiently identifiable
in the limit. In this chapter, we prove many interesting results in order to achieve
this goal. Our main results are:

1. Polynomial distinguishability (Definition 3.7) is a necessary condition for
efficient identification in the limit (Lemma 3.9).

2. DTAs with two or more clocks are not polynomially distinguishable, and
thus not efficiently identifiable (Theorem 1 and Corollary 3.10).

3. DTAs with one clock (1-DTAs) are polynomially distinguishable (Theo-
rem 4).

4. 1-DTAs are efficiently identifiable using our ID_1-DTA algorithm (Algo-
rithm 3.1 and Theorem 5).

5. 1-DTAs and n-DTAs (DTAs with n clocks) are language equivalent (Theo-
rem 6).

We prove the first three results in Section 3.2. These results lay the theoretical
foundation necessary for identifying DTAs efficiently. In addition, the fact
that 1-DTAs are polynomially distinguishable has interesting consequences for the
modeling power of DTAs and 1-DTAs. These consequences are interesting outside
the scope of the DTA identification problem. For instance, it proves membership
in NP and coNP for the reachability and equivalence problems for 1-DTAs (Corol-
laries 3.23 and 3.24), respectively. In addition, it has consequences for the power
of clocks in general. We give an overview of these consequences in Section 3.5.

Our algorithm for identifying 1-DTAs efficiently is described in Section 3.3.1.
In Section 3.3.2, we use the results of Section 3.2 in order to prove our fourth main
result. The fact that 1-DTAs can be identified efficiently is surprising because the
standard method of transforming a DTA into a DFA (by region construction, see Section 2.3.2) results in a DFA that is exponentially larger than the original 1-DTA. This blow-up is due to the fact that time is represented in binary in a 1-DTA, and in unary (using states) in a DFA. In other words, 1-DTAs are exponentially more compact than DFAs, but still efficiently identifiable.

In addition, our results show that for the purpose of identifying a timed system, 1-DTAs are more preferred models than n-DTAs because they are more efficient to identify. Our fifth main result (Section 3.4.2) strengthens this preference: it shows that any n-DTA can be modeled using a 1-DTA. Thus, even when other factors (for instance expert knowledge) give preference to an n-DTA model, one could consider learning a 1-DTA model instead. Furthermore, we sketch how our algorithm can be adapted in order to identify n-DTAs instead of 1-DTAs, albeit inefficiently.

We end this chapter with a summary and discussion regarding the obtained results (Section 3.6). Before providing our results and proofs, we first recap timed automata (see Section 2.3.2) and efficient identification in the limit (see 2.2.5) for the setting of DTA identification. In addition, we introduce some additional notation that makes our proofs easier to read.

3.1.1 Deterministic timed automata

A timed automaton (see Section 2.3.2) is an automaton that accepts (or generates) strings of symbols paired with time values, known as timed strings. In the setting of TA identification, we always measure time using finite precision, e.g., milliseconds. Therefore, we define a finite timed string $\tau$ over a finite set of symbols $\Sigma$ as a sequence $(a_1,t_1)(a_2,t_2)\ldots(a_n,t_n)$ of symbol-time value pairs $(a_i,t_i) \in \Sigma \times \mathbb{N}$ (instead of $\mathbb{R}$). We use $\tau_i$ to denote the length $i$ prefix of $\tau$, i.e., $\tau_i = (a_1,t_1)\ldots(a_i,t_i)$. A time value $t_i$ in $\tau$ represents the time until the occurrence of symbol $a_i$ as measured from the occurrence of the previous symbol $a_{i-1}$. We define the length of a timed string $\tau$, denoted $|\tau|$, as the number symbol occurrences in $\tau$, i.e., $|\tau| = n$.\footnote{Thus, the length of a timed string is defined as the length in \textit{bits}, not the length in \textit{time}. This makes sense because our main goal is to obtain an efficient identification algorithm for TAs. Such an algorithm should be efficient in the size of an efficient encoding of the input, i.e., using binary notation for time values.}

In TAs, timing conditions are added using a finite set $X$ of clocks and one clock guard on every transition. These clocks may have different valuations, but all move at the same speed. A valuation $v$ is a mapping from $X$ to $\mathbb{N}$, returning the value of a clock $x \in X$. We can add or subtract constants or other valuations to or from a valuation: if $v = v' + t$ then $\forall x \in X : v(x) = v'(x) + t$, and if $v = v' + v''$ then $\forall x \in X : v(x) = v'(x) + v''(x)$. Every transition $\delta$ in a TA is associated with a set of clocks $R$, called the clock resets. When a transition $\delta$ occurs (or fires), the values of all the clocks in $R$ are set to 0, i.e., $\forall x \in R : v(x) := 0$. The values of all other clocks remain the same. We say that $\delta$ resets $x$ if $x \in R$. In this way, clocks are used to record the time since the occurrence of some specific event. Clock guards are then used to change the behavior of the TA depending on the value of clocks. A clock guard $g$ is a boolean constraint defined by the grammar
Example 3.1. In the TA of Figure 3.1, the clock guard of the transition to state $q_3$ from state $q_2$: the value of $x$ is greater or equal to the value of $y$ and the guard requires it to be less then the value of $y$. The fact that TAs can model such behavior is the main reason why identifying TAs can be very difficult.

Definition 3.1. (TA) A timed automaton (TA) is a 6-tuple $A = (Q, X, \Sigma, \Delta, q_0, F)$, where $Q$ is a finite set of states, $X$ is a finite set of clocks, $\Sigma$ is a finite set of symbols, $\Delta$ is a finite set of transitions, $q_0$ is the start state, and $F \subseteq Q$ is a set of final states.

A transition $\delta \in \Delta$ is a tuple $\langle q, q^\prime, a, g, R \rangle$, where $q, q^\prime \in Q$ are the source and target states, $a \in \Sigma$ is a symbol called the transition label, $g$ is a clock guard, and $R \subseteq X$ is the set of clock resets.

Example 3.1. In the TA of Figure 3.1, the clock guard of the transition to state $q_4$ cannot be satisfied directly after entering state $q_3$ from state $q_2$: the value of $x$ is greater or equal to the value of $y$ and the guard requires it to be less then the value of $y$. The fact that TAs can model such behavior is the main reason why identifying TAs can be very difficult.

Definition 3.2. (TA computation) A finite computation of a TA $A = (Q, X, \Sigma, \Delta, q_0, F)$ over a (finite) timed string $\tau = (a_1, t_1) \ldots (a_n, t_n)$ is a finite sequence

$$
(q_0, v_0) \xrightarrow{t_1} (q_0, v_0 + t_1) \xrightarrow{a_1} (q_1, v_1) \xrightarrow{t_2} \ldots \\
\ldots \xrightarrow{a_{n-1}} (q_{n-1}, v_{n-1}) \xrightarrow{t_n} (q_{n-1}, v_{n-1} + t_n) \xrightarrow{a_n} (q_n, v_n)
$$

such that for all $1 \leq i \leq n : q_i \in Q$, a transition $\delta = \langle q_{i-1}, q_i, a_i, g, R \rangle \in \Delta$ exists such that $v_{i-1} + t_i \in g$, and for all $x \in X : v_0(x) = 0$, and $v_i(x) := 0$ if $x \in R$, $v_i(x) := v_{i-1}(x) + t_i$ otherwise.

We call a pair $(q, v)$ of a state and a valuation a timed state. In a computation the subsequence $(q_i, v_i + t) \xrightarrow{a_{i+1}} (q_{i+1}, v_{i+1})$ represents a state transition analogous to a transition in a conventional non-timed automaton. In addition to these, a TA performs time transitions represented by $(q_i, v_i) \xrightarrow{t_{i+1}} (q_i, v_i + t_{i+1})$. A time transition of $t$ time units increases the value of all clocks of the TA by $t$.

---

2 Since we use the natural numbers to represent time, open ($x < c$) and closed ($x \leq c$) timed automata are equivalent.
One can view such a transition as moving from one timed state \((q, v)\) to another timed state \((q, v + t)\) while remaining in the same untimed state \(q\). We say that a timed string \(\tau\) reaches a timed state \((q, v)\) in a TA \(A\) if there exist two time values \(t \leq t'\) such that \((q, v') \xrightarrow{t'} (q, v' + t)\) occurs somewhere in the computation of \(A\) over \(\tau\) and \(v = v' + t\). If a timed string reaches a timed state \((q, v)\) in \(A\) for some valuation \(v\), it also reaches the untimed state \(q\) in \(A\). A timed string ends in the last (timed) state it reaches, i.e., \((q_n, v_n)\) (or \(q_n\)). A timed string \(\tau\) is accepted by a TA \(A\) if \(\tau\) ends in a final state \(q_f \in F\). The set of all strings \(\tau\) that are accepted by \(A\) is called the language \(L(A)\) of \(A\).

In this chapter we only consider deterministic timed automata. A TA \(A\) is called deterministic (DTA) if for each possible timed string \(\tau\) there exists at most one computation of \(A\) over \(\tau\). We only consider DTAs because the class of non-timed non-deterministic automata are already not efficiently identifiable in the limit (de la Higuera 1997). In addition, without loss of generality, we assume these DTAs to be complete, i.e., for every state \(q\), every symbol \(a\), and every valuation \(v\), there exists a transition \(\delta = (q, q', a, g, R)\) such that \(g\) is satisfied by \(v\). Any non-complete DTA can be transformed into a complete DTA by adding a garbage state.

### 3.1.2 Efficient identification in the limit

An identification process tries to find (learn) a model that explains a set of observations (data). The ultimate goal of such a process is to find a model equivalent to the actual language that was used to produce the observations, called the target language. In our case, we try to find a DTA model \(A\) that is equivalent to a timed target language \(L_t\), i.e., \(L(A) = L_t\). If this is the case, we say that \(L_t\) is identified correctly. We try to find this model using labeled data (also called supervised learning): an input sample \(S\) is a pair of finite sets of positive examples \(S_+ \subseteq L_t\) and negative examples \(S_- \subseteq L_{t}^C = \{\tau \mid \tau \notin L_t\}\). With slight abuse of notation, we modify the non-strict set inclusion operators for input samples such that they operate on the positive and negative examples separately, for example if \(S = (S_+, S_-)\) and \(S' = (S'_+, S'_-)\) then \(S \subseteq S'\) means \(S_+ \subseteq S'_+\) and \(S_- \subseteq S'_-\).

In the identification in the limit framework (see Section 2.2.2), an identification process is given more and more data. The identification is considered to be successful if the identification process at some point (in the limit) converges to the target language \(L_t\). If there exists such a process (algorithm) \(A\), \(C\) is said to be identifiable in the limit. If a polynomial amount of examples in the size of the smallest model for \(L_t\) is sufficient for convergence of \(A\), \(C\) is said to be identifiable in the limit from polynomial data. If \(A\) requires time polynomial in the size of the input sample \(S\), \(C\) is said to be identifiable in the limit in polynomial time. If both these statements hold, then \(C\) is said to be identifiable in the limit from polynomial time and data, or simply efficiently identifiable in the limit. Efficient identifiability in the limit can be shown by proving the existence of polynomial characteristic sets (see Section 2.2.5). In the case of DTAs:

**Definition 3.3.** (characteristic sets for DTAs) A characteristic set \(S_{cs}\) of a target DTA language \(L_t\) for an identification algorithm \(A\) is an input sample \(\{S_+ \in L_t, S_- \in L_t^C\}\) such that:

[Note: The rest of the document contains more detailed content, including formal definitions and proofs, which are not transcribed here.]
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1. given \( S_{cs} \) as input, algorithm \( A \) identifies \( L_t \) correctly, i.e., \( A \) returns a DTA \( A \) such that \( L(A) = L_t \);

2. given any input sample \( S' \supseteq S_{cs} \) as input, algorithm \( A \) still identifies \( L_t \) correctly.

Definition 3.4. (efficient identification in the limit of DTAs) A class DTAs \( C \) is efficiently identifiable in the limit (or simply efficiently identifiable) if there exist two polynomials \( p \) and \( q \) and an algorithm \( A \) such that:

1. given an input sample of size \( n \), \( A \) runs in time bounded by \( p(n) \);

2. for every target language \( L_t = L(A) \), \( A \in C \), there exists a characteristic set \( S_{cs} \) of \( L_t \) for \( A \) of size bounded by \( q(|A|) \).

We also say that algorithm \( A \) identifies \( C \) efficiently in the limit. We now show that, in general, the class of DTAs cannot be identified efficiently in the limit. The reason for this is that there exists no polynomial \( q \) that bounds the size of a characteristic set for every DTA language.

3.2 Polynomial distinguishability of DTAs

In this section, we prove many results regarding the length of timed strings in DTA languages. In particular, we focus on the properties of polynomial reachability (Definition 3.5) and polynomial distinguishability (Definition 3.7). These two properties are of key importance to identification problems because they can be used to determine whether there exist polynomial bounds on the lengths of the strings that are necessary to converge to a correct model.

3.2.1 Not all DTAs are efficiently identifiable in the limit

The class of DTAs is not efficiently identifiable in the limit from labeled data. The reason is that in order to reach some parts of a DTA, one may need a timed string of exponential length. We give an example of this in Figure 3.2. Formally, this example can be used to show that in general DTAs are not polynomially reachable:

Figure 3.2: In order to reach state \( q_3 \), we require a string of exponential length \( (2^n) \). However, due to the binary encoding of clock guards, the DTA is of size polynomial in \( n \).
3.2. Polynomial distinguishability of DTAs

Definition 3.5. (polynomial reachability) We call a class of automata $C$ polynomially reachable if there exists a polynomial function $p$, such that for any reachable state $q$ from any automaton $A \in C$, there exists a string $\tau$, with $|\tau| \leq p(|A|)$, such that $\tau$ reaches $q$ in $A$.

Proposition 3.6. The class of DTAs is not polynomially reachable.

Proof. Let $C^* = \{A_n \mid n \geq 1\}$ denote the (infinite) class of DTAs defined by Fig. 3.2. In any DTA $A_n \in C^*$, state $q_3$ can be reached only if both $x \geq 2^n$ and $y \leq 1$ are satisfied. Moreover, $x \leq 1$ is satisfied when $y$ is reset for the first time, and later $y$ can be reset only if $y \leq 1$ is satisfied. Therefore, in order to satisfy both $y \leq 1$ and $x \geq 2^n$, $y$ has to be reset $2^n$ times. Hence, the shortest string $\tau$ that reaches state $q_3$ is of length $2^n$. However, since the clock guards are encoded in binary, the size of $A_n$ is only polynomial in $n$. Thus, there exists no polynomial function $p$ such that $\tau \leq p(|A_n|)$. Since every $A_n \in C^*$ is a DTA, DTAs are not polynomially reachable.

The non-polynomial reachability of DTAs implies non-polynomial distinguishability of DTAs:

Definition 3.7. (polynomial distinguishability) We call a class of automata $C$ polynomially distinguishable if there exists a polynomial function $p$, such that for any two automata $A, A' \in C$ such that $L(A) \neq L(A')$, there exists a string $\tau \in L(A) \triangle L(A')$, such that $|\tau| \leq p(|A| + |A'|)$.

Proposition 3.8. The class of DTAs is not polynomially distinguishable.

Proof. DTAs are not polynomially reachable, hence there exists no polynomial function $p$ such that for every state $q$ of any DTA $A$, the length of a shortest timed string $\tau$ that reaches $q$ in $A$ is bounded by $p(|A|)$. Thus, there is a DTA $A$ with a state $q$ for which the length of $\tau$ cannot be polynomially bounded by $p(|A|)$. Given this DTA $A = \langle Q, X, \Sigma, \Delta, q_0, F \rangle$, construct two DTAs $A_1 = \langle Q, X, \Sigma, \Delta, q_0, \{q\} \rangle$ and $A_2 = \langle Q, X, \Sigma, \Delta, q_0, \emptyset \rangle$. By construction, $\tau$ is the shortest string in $L(A_1)$, and $A_2$ accepts the empty language. Therefore, $\tau$ is the shortest string such that $\tau \in L(A_1) \triangle L(A_2)$. Since $|A_1| + |A_2| \leq 2 \times |A|$, there exists no polynomial function $p$ such that the length of $\tau$ is bounded by $p(|A_1| + |A_2|)$. Hence the class of DTAs is not polynomially distinguishable.

It is fairly straightforward to show that polynomial distinguishability is a necessary requirement for efficient identifiability:

Lemma 3.9. If a class of automata $C$ is efficiently identifiable, then $C$ is polynomially distinguishable.

Proof. Suppose a class of automata $C$ is efficiently identifiable, but not polynomially distinguishable. Thus, there exists no polynomial function $p$ such that for any two automata $A, A' \in C$ (with $L(A) \neq L(A')$) the length of the shortest timed string $\tau \in L(A) \triangle L(A')$ is bounded by $p(|A| + |A'|)$. Let $A$ and $A'$ be two automata for which such a function $p$ does not exist and let $S_{cs}$ and $S'_{cs}$ be their polynomial characteristic sets. Let $S = S_{cs} \cup S'_{cs}$ be the input sample for the identification algorithm $A$ for $C$ from Definition 3.4. Since $C$ is not polynomially
distinguishable, neither $S_{cs}$ nor $S'_{cs}$ contains a timed string $\tau$ such that $\tau \in L(A)$ and $\tau \not\in L(A')$, or vice versa (because no distinguishing string is of polynomial length). Hence, $S = (S_+, S_-)$ is such that $S_+ \subseteq L(A)$, $S_- \subseteq L(A)^c$, and $S_- \subseteq L(A')^c$. The second requirement of Definition 3.3 now requires that $A$ returns both $A$ and $A'$, a contradiction.

Thus, in order to efficiently identify a DTA, we need to be able to distinguish it from every other DTA or vice versa, using a timed string of polynomial length. Combining this with the fact that DTAs are not polynomially distinguishable leads to the main result of this section:

**Theorem 1.** The class of DTAs cannot be identified efficiently.

**Proof.** By Proposition 3.8 and Lemma 3.9. □

Or more specifically:

**Corollary 3.10.** The class of DTAs with two or more clocks cannot be identified efficiently.

**Proof.** The corollary follows from the fact that the argument of Proposition 3.6 requires a DTA with at least two clocks. □

An interesting alternative way of proving a slightly weaker non-efficient identifiability result for DTAs is by linking the efficient identifiability property to the equivalence problem for automata:

**Definition 3.11.** (equivalence problem) The equivalence problem for a class of automata $C$ is to find the answer to the following question: Given two automata $\mathcal{A}, \mathcal{A}' \in C$, is it the case that $L(\mathcal{A}) = L(\mathcal{A}')$?

**Lemma 3.12.** If a class of automata $C$ is identifiable from polynomial data, and if membership of a $C$-language is decidable in polynomial time, then the equivalence problem for $C$ is in $\text{coNP}$.

**Proof.** The proof follows from the definition of polynomial distinguishability. Suppose that $C$ is polynomially distinguishable. Thus, there exists a polynomial function $p$ such that for any two automata $\mathcal{A}, \mathcal{A}' \in C$ (with $L(\mathcal{A}) \neq L(\mathcal{A}')$) the length of a shortest timed string $\tau \in L(\mathcal{A}) \triangle L(\mathcal{A}')$ is bounded by $p(|\mathcal{A}| + |\mathcal{A}'|)$. This example $\tau$ can be used as a certificate for a polynomial time falsification algorithm for the equivalence problem: On input $((\mathcal{A}, \mathcal{A}'))$:

1. Guess a certificate $\tau$ such that $|\tau| \leq p(|\mathcal{A}| + |\mathcal{A}'|)$.
2. Test whether $\tau$ is a positive example of $\mathcal{A}$.
3. Test whether $\tau$ is a positive example of $\mathcal{A}'$.
4. If the tests return different values, return reject.

The algorithm rejects if there exists a polynomial length certificate $\tau \in L(\mathcal{A}) \triangle L(\mathcal{A}')$. Since $C$ is polynomially distinguishable, this implies that the equivalence problem for $C$ is in $\text{coNP}$. □
The equivalence problem has been well-studied for many systems, including DTAs. For DTAs it has been proven to be PSPACE-complete (Alur and Dill 1994), hence:

**Theorem 2.** If coNP $\neq$ PSPACE, then DTAs cannot be identified efficiently.

**Proof.** By Lemma 3.12 and the fact that equivalence is PSPACE-complete for DTAs (Alur and Dill 1994).

Using a similar argument we can also show a link with the reachability problem:

**Definition 3.13.** (reachability problem) The reachability problem for a class of automata $C$ is to find the answer to the following question: Given an automaton $A \in C$ and a state $q$ of $A$, does there exist a string that reaches $q$ in $A$?

**Lemma 3.14.** If a class of models $C$ is identifiable from polynomial data then the reachability problem for $C$ is in NP.

**Proof.** Similar to the proof of Lemma 3.12. But now we know that for each state there has to be an example of polynomial length in the size of the target automaton. This example can be used as a certificate by a polynomial-time algorithm for the reachability problem.

**Theorem 3.** If NP $\neq$ PSPACE, then DTAs cannot be identified efficiently.

**Proof.** By Lemma 3.14 and the fact that reachability is PSPACE-complete for DTAs (Alur and Dill 1994).

These results seem to shatter all hope of ever finding an efficient algorithm for identifying DTAs. Instead of identifying general DTAs, we therefore focus on subclasses of DTAs that are efficiently identifiable.

### 3.2.2 DTAs with a single clock are polynomially distinguishable

In the previous section we showed DTAs not to be efficiently identifiable in general. The proof for this is based on the fact that DTAs are not polynomially distinguishable. Since polynomial distinguishability is a necessary requirement for efficient identifiability, we are interested in classes of DTAs that are polynomially distinguishable. In this section, we show that DTAs with a single clock are polynomially distinguishable.

A one-clock DTA (1-DTA) is a DTA that contains exactly one clock, i.e., $|X| = 1$. Our proof that 1-DTAs are polynomially distinguishable is based on the following observation:

- If a timed string $\tau$ reaches some timed state $(q, v)$ in a 1-DTA $A$, then for all $v'$ such that $v'(x) \geq v(x)$, the timed state $(q, v')$ can be reached in $A$.

This holds because when a timed string reaches $(q, v)$ it could have made a larger time transition to reach all larger valuations. This property is specific to 1-DTAs: a DTA with multiple clocks can wait in $q$, but only bigger valuations can be reached
where the difference between the clocks remains the same. It is this property of 1-DTAs that allows us to polynomially bound the length of a timed string that distinguishes between two 1-DTAs. We first use this property to show that 1-DTAs are polynomially reachable. We then use a similar argument to show the polynomial distinguishability of 1-DTAs.

**Proposition 3.15.** 1-DTAs are polynomially reachable.

*Proof.* Given a 1-DTA $A = (Q, \{x\}, \Sigma, \Delta, q_0, F)$, let $\tau = (a_1, t_1) \ldots (a_n, t_n)$ be a shortest timed string such that $\tau$ reaches some state $q_n \in Q$. Suppose that some prefix $\tau_i = (a_1, t_1) \ldots (a_i, t_i)$ of $\tau$ ends in some timed state $(q, v)$. Then for any $j > i$, $\tau_j$ cannot end in $(q, v')$ if $v(x) \leq v'(x)$. If this were the case, $\tau_i$ instead of $\tau_j$ could be used to reach $(q, v')$, and hence a shorter timed string could be used to reach $q_n$, resulting in a contradiction. Thus, for some index $j > i$, if $\tau_j$ also ends in $q$, then there exists some index $i < k \leq j$ and a state $q' \neq q$ such that $\tau_k$ ends in $(q', v_0)$, where $v_0(x) = 0$. In other words, $x$ has to be reset between index $i$ and $j$ in $\tau$. In particular, if $x$ is reset at index $i$ ($\tau_i$ ends in $(q, v_0)$), there cannot exist any index $j > i$ such that $\tau_j$ ends in $q$. Hence:

- For every state $q \in Q$, the number of prefixes of $\tau$ that end in $q$ is bounded by the amount of times $x$ is reset by $\tau$.

- For every state $q' \in Q$, there exists at most one index $i$ such that $\tau_i$ ends in $(q', v_0)$. In other words, $x$ is reset by $\tau$ at most $|Q|$ times.

Consequently, each state is visited at most $|Q|$ times by the computation of $A$ on $\tau$. Thus, the length of $\tau$ is bounded by $|Q| \cdot |Q|$, which is polynomial in the size of $A$. \qed

Given that 1-DTAs are polynomially reachable, one would guess that it should be easy to prove the polynomial distinguishability of 1-DTAs. But this turns out to be a lot more complicated. The main problem is that when considering the difference between two 1-DTAs, we effectively have access to two clocks instead of one. Note that, although we have access to two clocks, there are no clock guards that bound both clock values. Because of this, we cannot construct DTAs such as the one in Figure 3.2. Our proof for the polynomial distinguishability of 1-DTAs follows the same line of reasoning as our proof of Proposition 3.15, although it is much more complicated to bound the amount of times that $x$ is reset. We have split the proof of this bound into several proofs of smaller propositions and lemmas, the main theorem follows from combining these.

For the remainder of this section, let $A_1 = (Q_1, \{x_1\}, \Sigma_1, \Delta_1, q_{1,0}, F_1)$ and $A_2 = (Q_2, \{x_2\}, \Sigma_2, \Delta_2, q_{2,0}, F_2)$ be two 1-DTAs. Let $\tau = (a_1, t_1) \ldots (a_n, t_n)$ be a shortest string that distinguishes between these 1-DTAs, formally:

**Definition 3.16.** *(shortest distinguishing string)* A shortest distinguishing string $\tau$ of two DTAs $A_1$ and $A_2$ is a minimal length timed string such that $\tau \in L(A_1)$ and $\tau \not\in L(A_2)$, or vice versa.

We combine the computations of $A_1$ and $A_2$ on this string $\tau$ into a single computation sequence:
Definition 3.17. (combined computation) The combined computation of \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) over \( \tau \) is the sequence:

\[
\langle q_{1,0}, q_{2,0}, v_0 \rangle \xrightarrow{t_1} \langle q_{1,0}, q_{2,0}, v_0 + t_1 \rangle \ldots
\]

\[
\ldots \langle q_{1,n-1}, q_{2,n-1}, v_{n-1} + t_n \rangle \xrightarrow{a_n} \langle q_{1,n}, q_{2,n}, v_n \rangle
\]

where for all \( 0 \leq i \leq n \), \( v_i \) is a valuation function for both \( x_1 \) and \( x_2 \), and

\[
(q_{1,0}, v_0) \xrightarrow{t_1} (q_{1,0}, v_0 + t_1) \ldots (q_{1,n-1}, v_{n-1} + t_n) \xrightarrow{a_n} (q_{1,n}, v_n)
\]

is the computation of \( \mathcal{A}_1 \) over \( \tau \), and

\[
(q_{2,0}, v_0) \xrightarrow{t_1} (q_{2,0}, v_0 + t_1) \ldots (q_{2,n-1}, v_{n-1} + t_n) \xrightarrow{a_n} (q_{2,n}, v_n)
\]

is the computation of \( \mathcal{A}_2 \) over \( \tau \).

All the definitions of properties of computations are easily adapted to properties of combined computations. For instance, \( (q_1, q_2) \) is called a combined state and \( \langle q_1, q_2, v \rangle \) is called a combined timed state. By using the properties of \( \tau \) its combined computation, we now show the following:

Proposition 3.18. The length of \( \tau \) is bounded by a polynomial in the size of \( \mathcal{A}_1 \), the size of \( \mathcal{A}_2 \), and the sum of the amount of times \( x_1 \) and \( x_2 \) are reset by \( \tau \).

Proof. Suppose that for some index \( 1 \leq i \leq n \), \( \tau_i \) ends in \( \langle q_1, q_2, v \rangle \). Using the same argument used in the proof of Proposition 3.15, one can show that for every \( j > i \) and for some \( v' \), if \( \tau_j \) ends in \( \langle q_1, q_2, v' \rangle \), then there exists an index \( i < k \leq j \) such that \( \tau_k \) ends in \( \langle q_1, v_0 \rangle \) in \( \mathcal{A}_1 \) for some \( q'_1 \in Q_1 \), or in \( \langle q'_2, v_0 \rangle \) in \( \mathcal{A}_2 \) for some \( q'_2 \in Q_2 \). Thus, for every combined state \( (q_1, q_2) \in Q_1 \times Q_2 \), the number of prefixes of \( \tau \) that end in \( (q_1, q_2) \) is bounded by the sum of the amount of times \( r \) that \( x_1 \) or \( x_2 \) has been reset by \( \tau \). Hence the length of \( \tau \) is bounded by \( |Q_1| \times |Q_2| \times \tau \), which is polynomial in \( r \) and in the sizes of \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \).

We want to bound the number of clock resets in the combined computation of a shortest distinguishing string \( \tau \). In order to do so, we first prove a restriction on the possible clock valuations in a combined state \( (q_1, q_2) \) that is reached directly after one clock \( x_1 \) has been reset. In Proposition 3.15, there was exactly one possible valuation, namely \( v(x) = 0 \). But since we now have an additional clock \( x_2 \), this restriction no longer holds. We can show, however, that after the second time \( (q_1, q_2) \) is reached by \( \tau \) directly after resetting \( x_1 \), the valuation of \( x_2 \) has to be smaller than the previous times \( \tau \) reached \( (q_1, q_2) \):

Lemma 3.19. If there exist (at least) three indexes \( 1 \leq i < j < k \leq n \) such that \( \tau_i \), \( \tau_j \), and \( \tau_k \) all end in \( (q_1, q_2) \) directly after a reset of \( x_1 \) \( (v_i(x_1) = v_j(x_1) = v_k(x_1) = v_0(x_1)) \), then the valuation of \( x_2 \) at index \( k \) has to be smaller than the previous valuations of \( x_2 \) at indexes \( i \) and \( j \), i.e., \( v_i(x_2) > v_k(x_2) \) and \( v_j(x_2) > v_k(x_2) \).

Proof. Without loss of generality we assume that \( \tau \in L(\mathcal{A}_1) \), and consequently \( \tau \not\in L(\mathcal{A}_2) \). Let \( \tau_{-k} = (a_{k+2}, t_{k+2}) \ldots (a_n, t_n) \) denote the suffix of \( \tau \) starting at index \( k + 2 \). Let \( a = a_{k+1} \) and \( t = t_{k+1} \). Thus, \( \tau = \tau_k(a, t)\tau_{-k} \).
We prove the lemma by contradiction. Assume that the valuations \( v_i, v_j, \) and \( v_k \) are such that \( v_i(x_2) < v_j(x_2) < v_k(x_2) \). The argument below can be repeated for the case when \( v_j(x_2) < v_i(x_2) < v_k(x_2) \). Let \( d_1 \) and \( d_2 \) denote the differences in clock values of \( x_2 \) between the first and second, and second and third time that \((q_1, q_2)\) is reached by \( \tau \), i.e., \( d_1 = v_j(x_2) - v_i(x_2) \) and \( d_2 = v_k(x_2) - v_j(x_2) \).

We are now going to make some observations about the acceptance property of the computations of \( A_1 \) and \( A_2 \) over \( \tau \). However, instead of following the path specified by \( \tau \), we are going to perform a time transition in \((q_1, q_2)\) and then only compute the final part \( \tau - k \) of \( \tau \). Because we assume that \((q_1, q_2)\) is reached (at least) three times, and each time the valuation of \( x_2 \) is larger, we can in this way reach the timed state \((q_2, v_k)\) in \( A_2 \). Because we reach the same timed state \((q_2, v_k)\) as \( \tau \), and because the subsequent timed string \( \tau - k \) is identical, the acceptance property has to remain the same. We know that \( \tau = \tau_k(a, t) \tau_{-k} \notin L(A_2) \). Hence, it has to hold that \( \tau_j(a, t + d_2) \tau_{-k} \notin L(A_2) \) and that \( \tau_i(a, t + d_1 + d_2) \tau_{-k} \notin L(A_2) \). Similarly, since \( \tau \in L(A_1) \), and since \( \tau_i, \tau_j, \) and \( \tau_k \) all end in the same timed state \((q_1, v_0)\) in \( A_1 \), it holds that \( \tau_i(a, t) \tau_{-k} \in L(A_1) \) and that \( \tau_j(a, t) \tau_{-k} \in L(A_1) \). Let us put this type of information in a table (+ denotes true, and - denotes false):

<table>
<thead>
<tr>
<th>value of ( d )</th>
<th>0</th>
<th>( d_1 )</th>
<th>( d_2 )</th>
<th>( (d_1 + d_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_i(a, t + d) \tau_{-k} \in L(A_1) )</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_j(a, t + d) \tau_{-k} \in L(A_1) )</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_i(a, t + d) \tau_{-k} \in L(A_2) )</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_j(a, t + d) \tau_{-k} \in L(A_2) )</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Since \( \tau \) is a shortest distinguishing string, it cannot be the case that both \( \tau_i(a, t + d) \tau_{-k} \in L(A_1) \) and \( \tau_i(a, t + d) \tau_{-k} \notin L(A_2) \) (or vice versa) hold for any \( d \in \mathbb{N} \). Otherwise, \( \tau_i(a, t + d) \tau_{-k} \) would be a shorter distinguishing string for \( A_1 \) and \( A_2 \). This also holds if we replace \( i \) by \( j \), resulting in the following table:

<table>
<thead>
<tr>
<th>value of ( d )</th>
<th>0</th>
<th>( d_1 )</th>
<th>( d_2 )</th>
<th>( (d_1 + d_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_i(a, t + d) \tau_{-k} \in L(A_1) )</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_j(a, t + d) \tau_{-k} \in L(A_1) )</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_i(a, t + d) \tau_{-k} \in L(A_2) )</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_j(a, t + d) \tau_{-k} \in L(A_2) )</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Furthermore, since \( \tau_i \) ends in the same timed state as \( \tau_j \) in \( A_1 \) (directly after a reset of \( x_1 \)), it holds that for all \( d \in \mathbb{N} \): \( \tau_i(a, t + d) \tau_{-k} \in L(A_1) \) if and only if \( \tau_j(a, t + d) \tau_{-k} \in L(A_1) \). The table thus becomes:

<table>
<thead>
<tr>
<th>value of ( d )</th>
<th>0</th>
<th>( d_1 )</th>
<th>( d_2 )</th>
<th>( (d_1 + d_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_i(a, t + d) \tau_{-k} \in L(A_1) )</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_j(a, t + d) \tau_{-k} \in L(A_1) )</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_i(a, t + d) \tau_{-k} \in L(A_2) )</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_j(a, t + d) \tau_{-k} \in L(A_2) )</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

By performing the previous step again, we obtain:
3.2. Polynomial distinguishability of DTAs

<table>
<thead>
<tr>
<th>value of $d$</th>
<th>0</th>
<th>$d_1$</th>
<th>$d_2$</th>
<th>$(d_1 + d_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_i(a, t + d)\tau_{-k} \in L(A_1)$</td>
<td>$+$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td>$\tau_j(a, t + d)\tau_{-k} \in L(A_1)$</td>
<td>$+$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td>$\tau_i(a, t + d)\tau_{-k} \in L(A_2)$</td>
<td>$+$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td>$\tau_j(a, t + d)\tau_{-k} \in L(A_2)$</td>
<td>$+$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
</tbody>
</table>

Now, since $\tau_i(a, t + d_1)$ ends in the same timed state as $\tau_j(a, t)$ in $A_2$, it holds that $\tau_i(a, t + d_1)\tau_{-k} \in L(A_2)$ if and only if $\tau_j(a, t)\tau_{-k} \in L(A_2)$ (since they reach the same timed state and their subsequent computations are identical). Combining this with the previous steps results in:

<table>
<thead>
<tr>
<th>value of $d$</th>
<th>0</th>
<th>$d_1$</th>
<th>$d_2$</th>
<th>$(d_1 + d_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_i(a, t + d)\tau_{-k} \in L(A_1)$</td>
<td>$+$</td>
<td>$+$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td>$\tau_j(a, t + d)\tau_{-k} \in L(A_1)$</td>
<td>$+$</td>
<td>$+$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td>$\tau_i(a, t + d)\tau_{-k} \in L(A_2)$</td>
<td>$+$</td>
<td>$+$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td>$\tau_j(a, t + d)\tau_{-k} \in L(A_2)$</td>
<td>$+$</td>
<td>$+$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
</tbody>
</table>

More generally, it holds that for any time value $d \in \mathbb{N}$, $\tau_i(a, t + d_1 + d)\tau_{-k} \in L(A_2)$ if and only if $\tau_j(a, t + d)\tau_{-k} \in L(A_2)$. Hence, we can extend the table in the following way:

<table>
<thead>
<tr>
<th>value of $d$</th>
<th>...</th>
<th>$(d_1 + d_2)$</th>
<th>$2d_1$</th>
<th>$(2d_1 + d_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_i(a, t + d)\tau_{-k} \in L(A_1)$</td>
<td>...</td>
<td>$-$</td>
<td>$+$</td>
<td>$-$</td>
</tr>
<tr>
<td>$\tau_j(a, t + d)\tau_{-k} \in L(A_1)$</td>
<td>...</td>
<td>$-$</td>
<td>$+$</td>
<td>$-$</td>
</tr>
<tr>
<td>$\tau_i(a, t + d)\tau_{-k} \in L(A_2)$</td>
<td>...</td>
<td>$-$</td>
<td>$+$</td>
<td>$-$</td>
</tr>
<tr>
<td>$\tau_j(a, t + d)\tau_{-k} \in L(A_2)$</td>
<td>...</td>
<td>$-$</td>
<td>$+$</td>
<td>$-$</td>
</tr>
</tbody>
</table>

This extension can be continued infinitely. Thus, for any value $m \in \mathbb{N}$ it holds that $\tau_i(a, t + m \ast d_1)\tau_{-k} \in L(A_1)$ and $\tau_i(a, t + m \ast d_1 + d_2)\tau_{-k} \notin L(A_2)$. This can only be the case if a different transition is fired for each of these $|\mathbb{N}|$ different values for $m$. Consequently, $A_2$ should contain an infinite amount of transitions, and hence $A_2$ is not a 1-DTA, a contradiction.

We obtain the same proof for the case where $\tau \in L(A_2)$ by flipping all + symbols to − symbols in the tables and vice versa. The proof for the case where $v_j(x_2) < v_i(x_2) < v_k(x_2)$ can be constructed by modifying the definitions of $d_1$ and $d_2$, i.e., $d_1 = v_i(x_2) - v_j(x_2)$ and $d_2 = v_k(x_2) - v_i(x_2)$.

We have just shown that if $\tau$ reaches some combined state $(q_1, q_2)$ twice directly after a reset of $x_1$, then the valuation of $x_2$ has to be decreasing with respect to the previous time it reached $(q_1, q_2)$. Without loss of generality we can assume that $x_1$ has already been reset at least twice at previous indexes just before reaching $(q_1, q_2)$.$^3$ This observation can be used to show that if $\tau$ reaches $(q_1, q_2)$ again then:

- $x_2$ is reset before again reaching $(q_1, q_2)$ and resetting $x_1$, and
- on the path from $(q_1, q_2)$ to $(q_1, q_2)$, there has to exist at least one transition that cannot be satisfied by a valuation smaller than the one reached by $\tau$.

$^3$Reaching every combined state two times extra does of course not influence the polynomial complexity.
The first statement follows from the observation that the valuation of $x_2$ has to be decreasing. The second statement holds because if there is no such transition, then a timed string $\tau'$ exists that reaches a smaller valuation of $x_2$ than $\tau$ when it reaches $(q_1, q_2)$ again. By the argument of Lemma 3.19, it cannot be the case that a non-shortest distinguishing string reaches a smaller valuation than $\tau$. Hence this either leads to a contradiction or $\tau'$ is a shortest distinguishing string. In this case the statement holds for the shortest distinguishing string $\tau'$. Formally:

**Corollary 3.20.** If for some index $i$, $\tau_i$ ends in $(q_1, q_2)$ directly after a reset of $x_1$, and if there exists another index $j > i$ such that $\tau_j$ ends in $(q_1, q_2)$ directly after a reset of $x_1$, then there exists an index $i < k < j$ such that $\tau_k$ ends in $(q_2, k, v_{2,0})$ in $A_2$.

**Proof.** By Lemma 3.19, it has to hold that $v_{2,i}(x_2) > v_{2,j}(x_2)$. The value of $x_2$ can only decrease if it has been reset. Hence there has to exist an index $i < k < j$ at which $x_2$ is reset. □

**Corollary 3.21.** If for some index $i$, $\tau_i$ ends in $(q_1, q_2)$ directly after a reset of $x_1$, and if there exists another index $j > i$ such that $\tau_j$ ends in $(q_1, q_2)$ directly after a reset of $x_1$, then there exists an index $i < l < j$ such that $\tau_l$ in $(q_1, q_1, v_1)$, where either $v_1(x_1)$ or $v_1(x_2)$ is the lower bound of the clock guard of the last transition fired by $\tau_i$ in $A_1$ or $A_2$, respectively.

**Proof.** Suppose there exists no such index $l$. In this case, we can subtract 1 from a time value occurring in $\tau_j$ to create a timed string $\tau'_j$ that follows the same path as $\tau_j$, but ends in $\langle q_1, q_2, v'_j \rangle$, where $v'_j(x_1) = 0$ and $v'_j(x_2) = v_j(x_2) - 1$. Without loss of generality $\tau'_j$ is not the prefix of a shortest distinguishing string (otherwise the corollary holds for $\tau'_j$ instead of $\tau_j$). We know that $\tau'_j$ reaches a smaller valuation than $\tau_l$, i.e., it holds that $v_j(x_2) < v_j(x_2)$. Hence, $\tau'_j$ can be used to reach a contradiction using the argument of Lemma 3.19. □

We now use these two properties of $\tau$ to polynomially bound the number of different ways in which $x_2$ can be reset by $\tau$ before reaching $(q_1, q_2)$. By Corollary 3.20, this also polynomially bounds the amount of resets of $x_1$. In combination with Proposition 3.18 this proves that 1-DTAs are polynomially distinguishable.

**Lemma 3.22.** The number of times $x_2$ is reset by $\tau$ before reaching a combined state $(q_1, q_2)$ directly after a reset of $x_1$ is bounded by a polynomial in the sizes of $A_1$ and $A_2$.

**Proof.** Suppose $x_1$ is reset at index $1 \leq i \leq n$ just before reaching $(q_1, q_2)$, i.e., $\tau_i$ ends in $(q_1, q_2, v_i)$, with $v_i(x_1) = 0$. Thus, by Lemma 3.19, $v_i(x_2)$ is decreasing with respect to previous indexes. By Corollary 3.20, we know that $x_2$ has reset before index $i$. Let $k < i$ be the largest index before $i$ where $x_2$ is reset. Let $(q'_1, q'_2)$ be the combined state that is reached directly after this reset. By Lemma 3.19, we know that $v_k(x_1)$ is decreasing with respect to previous indexes. We also know, by Corollary 3.21, that there exists an index $l$ such that the last transition that is fired $\tau_l$ in either $A_1$ or $A_2$ has a clock guard $g_1$ or $g_2$ with a lower bound equal to $v_l(x_1)$ or $v_l(x_2)$, respectively. This situation is depicted in Figure 3.3. Let us consider these two cases.
Figure 3.3: Bounding the number of resets of $x_2$ before a reset of $x_1$. The left and right figure represent loops followed by $\tau$ in $A_1$ and $A_2$ from the combined state $(q_1, q_2)$ to the combined state $(q'_1, q'_2)$ and back again. Clock $x_1$ is reset at index $i$, directly before entering $(q_1, q_2)$. Clock $x_2$ is reset at index $k < i$, directly before entering $(q'_1, q'_2)$. Because of this, there exists a clock guard $g_1$ or $g_2$ on the computation path from $(q'_1, q'_2)$ to $(q_1, q_2)$ that cannot be satisfied if this loop is performed again (the proof for the path from $(q_1, q_2)$ to $(q'_1, q'_2)$ follows by symmetry).

Suppose $v_l(x_1)$ is the lower bound of $g_1$. Since $v_k(x_1)$ is decreasing, and since $x_1$ is not reset between index $k$ and $l$, it has to be the case that $v_l(x_1)$ is decreasing. Hence, if at later indexes $i < k' < l'$, it again occurs that $x_1$ is reset at index $l'$ just before reaching $(q_1, q_2)$, $k'$ is the largest index before $l'$ where $x_2$ is reset, and $\tau_{k'}$ ends in the same combined state as $\tau_k$, then there can be no index $l''$ such that $v_{l''}$ satisfies $g_1$. Thus, if the same combined state $(q'_1, q'_2)$ is used to reset $x_2$ before later reaching the same combined state $(q_1, q_2)$ to reset $x_1$, there exists at least one transition in $A_1$ that can no longer be fired on the path from $(q'_1, q'_2)$ to $(q_1, q_2)$. Hence, there are at most $|Q_1| * |Q_2| * |\Delta_1|$ ways in which this can occur in $\tau$.

Alternatively, suppose $v_l(x_2)$ is the lower bound of $g_2$. Since $v_i(x_2)$ is decreasing, and since $x_2$ is not reset between index $l$ and $i$, it has to be the case that $v_l(x_2)$ is decreasing. Hence if at some later index $i < i'$ it occurs again that $x_1$ is reset at index $i'$ just before reaching $(q_1, q_2)$, then there can be no index $l'$ such that $v_{l'}$ satisfies $g_2$. Hence, there are at most $|\Delta_2|$ ways in which this can occur.

In conclusion, the number of times that $x_2$ can be reset by $\tau$ before reaching $(q_1, q_2)$ directly after a reset of $x_1$ is bounded by $|Q_1| * |Q_2| * |\Delta_1| + |\Delta_2|$, which is polynomial in the sizes of $A_1$ and $A_2$.

We are now ready to show the main result of this section:

**Theorem 4.** 1-DTAs are polynomially distinguishable.

**Proof.** By Lemma 3.19, after the second time a combined state $(q_1, q_2)$ is reached by $\tau$ directly after resetting $x_1$, it can only be reached again if $x_2$ is reset. By Lemma 3.22, the total number of different ways in which $x_2$ can be reset before
reaching \((q_1, q_2)\) and resetting \(x_1\) is bounded by a polynomial \(p\) in \(|A_1| + |A_2|\). Hence the total number of times a combined state \((q_1, q_2)\) can be reached by \(\tau\) directly after resetting \(x_1\) is bounded by \(|Q_1| * |Q_2| * p(|A_1| + |A_2|)\). This is polynomial in \(|A_1|\) and \(|A_2|\). By symmetry, this also holds for combined states that are reached directly after resetting \(x_2\). Hence, the total number of resets of \(x_1\) and \(x_2\) by \(\tau\) is bounded by a polynomial in \(|A_1| + |A_2|\). Since, by Proposition 3.18, the length of \(\tau\) is bounded by this number, 1-DTAs are polynomially distinguishable.

As a bonus we get the following corollaries:

**Corollary 3.23.** The equivalence problem for 1-DTAs is in coNP.

*Proof.* By Theorem 4 and the same argument as Lemma 3.12.

**Corollary 3.24.** The reachability problem for 1-DTAs is in NP.

*Proof.* By Proposition 3.15 and the same argument as Lemma 3.14.

### 3.3 DTAs with a single clock are efficiently identifiable

In the preceding section, we proved that DTAs in general cannot be identified efficiently because they are not polynomially distinguishable. In addition, we showed that 1-DTAs are polynomially distinguishable, and hence that they might be efficiently identifiable. In this section we show this indeed to be the case: 1-DTAs are efficiently identifiable. We prove this by showing an algorithm that identifies 1-DTAs efficiently in the limit. In other words, we describe a polynomial time algorithm \(\text{ID}_1\text{-DTA}\) (Algorithm 3.1) for the identification of 1-DTAs and we show that there exists polynomial characteristic sets (Lemma 3.26 and Proposition 3.27) for this algorithm. In order to bound the length of these timed strings (and the size of \(S_{cs}\)) we make use of the facts that 1-DTAs are both polynomially reachable (Proposition 3.15) and polynomially distinguishable (Theorem 4). The combination of these results satisfies all the constraints required for efficient identification in the limit (Definition 3.4), and hence shows that 1-DTAs are efficiently identifiable (Theorem 5).

#### 3.3.1 An algorithm for identifying 1-DTAs efficiently

In this section, we describe our \(\text{ID}_1\text{-DTA}\) algorithm for identifying 1-DTAs from an input sample \(S\). The main value of this algorithm is that:

- given any input sample \(S\), \(\text{ID}_1\text{-DTA}\) returns in polynomial time a 1-DTA \(\mathcal{A}\) that is consistent with \(S\), i.e., such that \(S_+ \subseteq L(\mathcal{A})\) and \(S_- \subseteq L(\mathcal{A})^c\),

- and if \(S\) contains a characteristic subsample \(S_{cs}\) for some target language \(L_\ell\), then \(\text{ID}_1\text{-DTA}\) returns a correct 1-DTA \(\mathcal{A}\), i.e., such that \(L(\mathcal{A}) = L_\ell\).
In other words, ID_1-DTA identifies 1-DTAs efficiently in the limit. Note that, in a 1-DTA identification problem, the size of the 1-DTA is not predetermined. Hence, our algorithm has to identify the complete structure of a 1-DTA, including states, transitions, clock guards, and resets. Our algorithm identifies this structure one transition at a time: it starts with an empty 1-DTA \( \mathcal{A} \), and whenever an identified transition requires more states or additional transitions, these will be added to \( \mathcal{A} \). In this way, ID_1-DTA builds the structure of \( \mathcal{A} \) piece by piece. Since we claim that ID_1-DTA identifies 1-DTAs efficiently, i.e., from polynomial time and data, we require that, for any input sample \( S \) for any target language \( L_t \), the following four properties hold for this identification process:

**Property 1.** Identifying a single transition \( \delta \) requires time polynomial in the size of \( S \) (polynomial time per \( \delta \)).

**Property 2.** The number of such transitions is polynomial in the size of \( S \) (convergence in polynomial time).

**Property 3.** For every transition \( \delta \), there exists an input sample \( S_{cs} \) of size polynomial in the size of the smallest 1-DTA for \( L_t \) such that when included in \( S \), \( S_{cs} \) guarantees that \( \delta \) is identified correctly (polynomial data per \( \delta \)).

**Property 4.** The number of such correct transition identifications that are required to return a 1-DTA \( \mathcal{A} \) with \( L(\mathcal{A}) = L_t \) is polynomial in the size of the smallest 1-DTA for \( L_t \) (convergence from polynomial data).

With these four properties in mind, we develop our ID_1-DTA algorithm for the efficient identification of 1-DTAs. This algorithm is shown in Algorithm 3.1. In this section, we use an illustrative example to show how this algorithm identifies a single transition, and to give some intuition why the algorithm satisfies these four properties. In the next section, we prove that our algorithm indeed satisfies these four properties and thus prove that it identifies 1-DTAs efficiently in the limit.

**Example 3.2.** Suppose that after having identified a few transitions, our algorithm has constructed the (incomplete) 1-DTA \( \mathcal{A} \) from Figure 3.4. Furthermore, suppose that \( S \) contains the following timed strings: \( \{(a,4)(a,6),(a,5)(b,6),(b,3)(a,2),(a,4)(a,1)(a,3),(a,4)(a,2)(a,2)(b,3)\} \subseteq S_+ \) and \( \{(a,3)(a,10),(a,4)(a,2)(a,2),(a,4)(a,3)(a,2)(b,3),(a,5)(a,3)\} \subseteq S_- \). Our algorithm has to identify a new transition \( \delta \) of \( \mathcal{A} \) using information from \( S \). There are a few possible identifiable transitions: state \( q_1 \) does not yet contain any transitions for \( b \), or for \( a \) and valuations smaller than 9, and state \( q_2 \) does not yet contain any transitions at all. Our algorithm first chooses which transition to identify, i.e., it selects the source state, label, and valuations for a new transition. Then our algorithm actually identifies the transition, i.e., it uses \( S \) in order to determine the target state, clock guard, and reset of the transition.

As can be seen from the example, the first problem our algorithm has to deal with is to determine which transition to identify. Our algorithm makes this decision using a fixed predetermined order (independent of the input sample). The order used by our algorithm is very straightforward: first a state \( q \) is selected in the order of identification (first identified first), second a transition label \( l \) is selected...
Algorithm 3.1 Efficiently learning 1-DTAs from polynomial data: ID_1-DTA

Require: An input sample $S = (S_+, S_-)$ for a language $L_t$, with alphabet $\Sigma$

Ensure: $\mathcal{A}$ is a 1-DTA consistent with $S$, i.e., $S_+ \subseteq L(\mathcal{A})$ and $S_- \subseteq L(\mathcal{A})^\circ$, in addition,

if it holds that $S_{cs} \subseteq S$, then $L(\mathcal{A}) = L_t$

$\mathcal{A} := \langle Q = \{q_0\}, x, \Sigma, \Delta = \emptyset, q_0, F = \emptyset \rangle$

if $S_+$ contains the empty timed string $\lambda$ then set $F := \{q_0\}$

while there exist a reachable timed state $(q, v)$ and a symbol $a$ for which there exists no transition $(q, q', a, g, r) \in \Delta$ such that $v$ satisfies $g$ do

for all states $q \in Q$ and symbols $a \in \Sigma$ do

$v_{\text{min}} := \min \{v \mid (q, v) \text{ is reachable} \}$

$c' := \max \{v \mid \neg \exists (q, q', a, g, r) \in \Delta \text{ such that } v \text{ satisfies } g \}$

while $v_{\text{min}} \leq c'$ do

create a new transition $\delta := \langle q, q' := 0, a, g := v_{\text{min}} \leq x \leq c', r \rangle$, add $\delta$ to $\Delta$

$V := \{v \mid \exists \tau \in S : \tau \text{ fires } \delta \text{ with valuation } v\}$

$r := \text{true}$ and $c_1 := \text{lower-bound}(\delta, V \cup \{v_{\text{min}}\}, \mathcal{A}, S)$

$r := \text{false}$ and $c_2 := \text{lower-bound}(\delta, V \cup \{v_{\text{min}}\}, \mathcal{A}, S)$

if $c_1 \leq c_2$ then set $r := \text{true}$ and $g := c_1 \leq x \leq c'$

else set $r := \text{false}$ and $g := c_2 \leq x \leq c'$

for every state $q'' \in Q$ (first identified first) do

$q' := q''$

if consistent$(\mathcal{A}, S)$ is true then break else $q' := 0$

end for

if $q' = 0$ then

create a new state $q''$, set $q' := q''$, and add $q'$ to $Q$

if $\exists \tau \in S_+$ such that $\tau$ ends in $q'$ then set $F := F \cup \{q'\}$

end if

$c' := \min \{v \mid v \text{ satisfies } g\} - 1$

end while

end for

end while

according to an alphabetic order, and third the highest possible upper bound $c'$ for a clock guard in this state-label combination is chosen. This fixed order makes it easier to prove the existence of characteristic sets (satisfying property 3). In our example, our algorithm will try to identify a transition $\delta = \langle q, q', l, c \leq x \leq c', r \rangle$, where $q = q_1$, $l = a$, and $c' = 9$ (since there exists a transition with a clock guard that is satisfied by a valuation $v = 10$) are all fixed. Thus, our algorithm only needs to identify: (i) the target state $q'$, (ii) the lower bound of the clock guard $c$, and (iii) the clock reset $r$.

Note that fixing $q$, $a$, and $c'$ in this way does not influence which transitions will be identified by our algorithm. Since we need to identify a transition with these values anyway, it only influences the order in which these transitions are identified. We now show how our algorithm identifies $c$, $r$, and $q'$.

The lower bound $c$. Our algorithm first identifies the lower bound $c$ of the clock guard $g$ of $\delta$. The smallest possible lower bound for $g$ is the smallest reachable valuation $v_{\text{min}}$ in $q$ ($q_1$ in the example). This valuation $v_{\text{min}}$ is equal to the smallest lower bound of a transition with $q$ as target. In the example, $v_{\text{min}}$ is 4. Thus, the
Figure 3.4: A partially identified 1-DTA. The transitions from state \( q_0 \) have been completely identified. State \( q_1 \) only has one outgoing transition. State \( q_2 \) has none.

**Algorithm 3.2** Checking for consistency: consistent

Require: An 1-DTA \( \mathcal{A} \) and an input sample \( S \)

Ensure: Returns true if \( \mathcal{A} \) is consistent with \( S \)

for every positive example \( \tau = (a_1, t_1) \ldots (a_n, t_n) \) from \( S_+ \) and every negative example \( \tau' = (a'_1, t'_1) \ldots (a'_m, t'_m) \) from \( S_- \) and every pair of indices \( 1 \leq i \leq n \) and \( 1 \leq j \leq m \) do

if \( \tau_i \) ends in \( (q,v) \) and \( \tau'_j \) ends in \( (q,v') \) and \( \tau_{i+1} = \tau_i(a,t) \), \( \tau'_j+1 = \tau'_j(a,t + v - v') \) and \( (a_{i+2}, t_{i+2}) \ldots (a_n, t_n) \) equals \( (a'_{j+2}, t'_{j+2}) \) then

Return false

end if

end for

Return true
Whether \( A \) is consistent with \( S \) is checked by testing whether there exist no two timed strings \( \tau \in S_+ \) and \( \tau' \in S_- \) that reach the same timed state (possibly after making a partial time transition) and afterwards their suffixes are identical. The algorithm for checking this is shown in Algorithm 3.2. This check can clearly be done in polynomial time (satisfying property 1). Our algorithm finds the smallest consistent lower bound by trying every possible lower bound \( c \in V \cup \{v_{\text{min}}\} \), and testing whether the result is consistent. This lower_bound routine is shown in Algorithm 3.3. This routine ensures that at least one timed string from \( S \) will reach \( \delta \), and hence that our algorithm only identifies a polynomial amount of transitions (satisfying property 2). In our example, setting \( c \) to 5 makes \( A \) inconsistent since now both \((a,4)(a,1)(a,3)\) and \((a,4)(a,2)(a,2)\) reach \((q',6)\), where \( q' \) is any possible target for \( \delta \), and afterwards they have the same suffix \((a,2)\). However, setting \( c \) to 6 does not make \( A \) inconsistent. Since 6 is the smallest value in \( V \cup \{v_{\text{min}}\} \) greater than 5, \( c = 6 \) is the smallest consistent lower bound for \( g \).

**Algorithm 3.3** Obtaining the lower bound: lower_bound

```plaintext
Require: A new transition \( \delta = (q,q',a,g,R) \)
Require: A set of possible lower bounds \( V \cup \{v_{\text{min}}\} \) for the clock guard of a transition \( \delta = (q,q',a,g = v_{\text{min}} \leq x \leq c',r) \), and a 1-DTA \( A \) that is consistent with an input sample \( S \)
Ensure: Returns the smallest consistent lower bound \( v \geq v_{\text{min}} \) for \( \delta \)

\[
v := c' \\
\text{for all valuations } v' \in V \cup \{v_{\text{min}}\} \text{ do} \\
\quad g := v' \leq x \leq c' \\
\quad \text{if } \text{consistent}(A,S) \text{ is true and } v' < v \text{ then set } v := v'
\text{end for}
\text{Set } g \text{ to its original value.}
\text{Return } v
```

Our main reason for selecting the smallest consistent lower bound for \( g \) is that this selection can be used to force our algorithm to make the correct identification (required by property 3). Suppose that if our algorithm identifies \( c^* \), and if all other identifications are correct, then the result \( A \) will be such that \( L(A) = L_t \). Hence, our algorithm should identify \( c^* \). In this case, there always exist examples that result in an inconsistency when our algorithm selects any valuation smaller than \( c^* \). The reason is that an example that fires \( \delta \) with valuation \( c^* - 1 \) should actually fire a different transition, to a different state, or with a different reset value. Hence, the languages after firing these transitions are different. Therefore, there would exist two timed strings \( \tau \in L_t \) and \( \tau' \in L_t^c \) (that can be included in \( S \)) that have identical suffixes after firing \( \delta \) with valuations \( c^* \) and \( c^* - 1 \) respectively. Moreover, any pair of string that fire \( \delta \) with valuations greater or equal to \( c^* \) cannot lead to an inconsistency since their languages after firing \( \delta \) are the same.

The reset \( r \). After having identified the lower bound \( c \) of the clock guard \( g \) of \( \delta \), our algorithm needs to identify the reset \( r \) of \( \delta \). One may notice that the identification of \( g \) depends on whether \( \delta \) contains a clock reset or not: the value of \( r \) determines the valuations that are reached by timed strings after firing \( \delta \) (the clock
can be reset to 0), hence this value determines whether \( A \) is consistent after trying a particular lower bound for \( g \). In our example, \((a, 4)(a, 1)(a, 3)\) and \((a, 4)(a, 1)(a, 2)\) reach \((q', 1)\) and \((q', 0)\) respectively before their suffixes are identical if \( r = \text{true} \). Because of this, our algorithm identifies the clock reset \( r \) of \( \delta \) at the same time it identifies the clock guard \( g \). The method it uses to identify \( r \) is very simple: first set \( r = \text{true} \) and then find the smallest consistent lower bound \( c_1 \) for \( g \), then set \( r = \text{false} \) and find another such lower bound \( c_2 \) for \( g \). The value of \( r \) is set to \( \text{true} \) if and only if the lower bound found with this setting is smaller than the other one, i.e., \( c_1 \leq c_2 \). There always exist timed strings that ensure that the smallest consistent lower bound for \( g \) such that when the clock reset is set incorrectly, it is larger than when it is set correctly (satisfying property 3). In our example the timed strings that ensure this are \((a, 4)(a, 2)(a, 2)(b, 3) \in S_+ \) and \((a, 4)(a, 3)(a, 2)(b, 3) \in S_- \). Because these examples reach the same valuations in state \( q' \) only if the clock is reset, they create an inconsistency when \( r \) is set to \( \text{true} \). In general, such strings always exists since the difference of 1 time value is sufficient for such an inconsistency: a difference of 1 time value can always be the difference between later satisfying and not satisfying some clock guard.\footnote{This holds unless the clock guard can only be satisfied by a unique valuation, i.e., unless \( g = c \leq x \leq c \). However, in this case any setting for \( r \) is correct since both can lead to results such that \( L(A) = L_1 \).}

**The target state \( q' \).** Having identified both the clock guard and the reset of \( \delta \), our algorithm still needs to identify the target state \( q' \) of \( \delta \). Since we need to make sure that our algorithm is capable of identifying any possible transition (required by property 3), we need to try all possible settings for \( q' \), and in order to make it easier to prove the existence of a characteristic set (required by property 3), we do so in a fixed order. The order our algorithm uses is the order in which our algorithm identified the states, i.e., first \( q_0 \), then the first additional identified state, then the second, and so on. The target state for \( \delta \) is set to be the first consistent target state in this order. In our example, we just try state \( q_0 \), then state \( q_1 \), and finally state \( q_3 \). When none of the currently identified states result in a consistent 1-DTA \( A \), the target is set to be a new state. This new state is set to be a final state only if there exists a timed string in \( S_+ \) that ends in it. It should be clear that since the languages after reaching different states are different, there always exist timed strings that ensure that our algorithm identifies the correct target (satisfying property 3). In our example, there exist no timed strings that make \( A \) inconsistent when our algorithm tries the first state (state \( q_0 \)), and hence our algorithm identifies a transition \( \langle q_1, q_0, a, 6 \leq x \leq 9, \text{false} \rangle \).

This completes the identification of \( \delta \) and (possibly) \( q' \). This identification of a single transition \( \delta \) essentially describes the main part of our algorithm (see Algorithm 3.1). However, we still have to explain how our algorithm iterates over the transitions it identifies. The algorithm consists of a main loop that iterates in a fixed order over the possible source states and labels for new transitions. For every combination of a source state \( q \) and a label \( a \), our algorithm first sets two values: \( v_{\min} \) and \( c' \). The first is the smallest reachable valuation in \( q \). The second is the fixed upper bound of the delay guard of a new transition. Because our model is
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deterministic, this is set to be the largest reachable valuation for which there exists no transition with \( q \) as source state and \( a \) as label. After identifying a transition \( \delta \) with these values, our algorithm updates \( c' \) to be one less than the lower bound of the clock guard of \( \delta \). If \( c \) is still greater than \( v_{\text{min}} \), there are still transitions to identify for state \( q \) and label \( a \). Thus, our algorithm iterates and continues this iteration until \( c' \) is strictly less than \( v_{\text{min}} \). Our main reason for adding this additional iteration is that it makes it easier to prove the convergence of our algorithm (property 4). The main loop of our algorithm continuously identifies new transitions and possibly new target states until there are no more new transitions to identify, i.e., until there exists a transition for every reachable timed state in \( \mathcal{A} \). This is necessary because identifying a transition \( \delta \) can create new identifiable transitions. This happens when the smallest reachable valuation \( v_{\text{min}} \) in some state is decreased, or when a new state is identified, by the identification of \( \delta \).

3.3.2 Polynomial characteristic sets for 1-DTAs

We described a polynomial-time algorithm for the identification of 1-DTAs. The algorithm is consistent, i.e., given an input sample \( S = (S_+, S_-) \), it always returns a 1-DTA \( \mathcal{A} \) such that \( S_+ \subseteq L(\mathcal{A}) \) and \( S_- \subseteq L(\mathcal{A})^c \). But is this result also desired? There are infinitely many consistent 1-DTAs. Given an input sample obtained from a 1-DTA language \( L_t \) (the target language), the desired result is a 1-DTA \( \mathcal{A} \) such that \( L(\mathcal{A}) = L_t \). In this section, we show that our algorithm returns the desired result in the limit. Moreover, it does so efficiently, i.e., it only requires a polynomial amount of examples in the size of the smallest 1-DTA model for the target language \( L_t \). These are the two properties required for efficient identification in the limit of 1-DTAs and we prove this by showing the existence of polynomial characteristic sets (Definition 3.3). We show this by proving that the four properties mentioned in the previous section hold for our algorithm:

- First, we prove that the \( \text{ID}_1\text{-DTA} \) algorithm is a polynomial-time algorithm. This satisfies properties 1 and 2.
- Second, we prove that in every iteration of the \( \text{ID}_1\text{-DTA} \) algorithm, there exists a polynomial amount of timed strings that can force our algorithm to identify the correct \( \delta \) (Lemma 3.26). The union of all of these timed strings form a characteristic set \( S_{cs} \) for the \( \text{ID}_1\text{-DTA} \) algorithm.
- Third, we prove that the \( \text{ID}_1\text{-DTA} \) algorithm converges efficiently, i.e., that only a polynomial amount of (correctly identified) transitions are required to construct a 1-DTA \( \mathcal{A} \) such that \( L(\mathcal{A}) = L_t \) (Proposition 3.27).

In order to bound the length of the timed strings in \( S_{cs} \) (and hence the size of \( S_{cs} \)) we make use of the facts that 1-DTAs are both polynomially reachable (Proposition 3.15) and polynomially distinguishable (Theorem 4). The combination of these results satisfies all the constraints required for efficient identification in the limit (Definition 3.4), and hence shows that 1-DTAs are efficiently identifiable (Theorem 5).

**Proposition 3.25.** \( \text{ID}_1\text{-DTA} \) is a polynomial-time algorithm (properties 1 and 2).
Proof. In Algorithm 3.1, the main loop stops when the inner while loop cannot iterate anymore. Therefore, the running time of Algorithm 3.1 is bounded by the running time of the iterations on the inner while loop (plus a constant factor for determining $v_{\text{min}}$ and $c'$). We have to show that the running time of the inner while loop can be bounded by a polynomial in the size of the input sample $S$.

In every iteration of the inner while loop of Algorithm 3.1, the algorithm identifies (constructs) one new transition. In the lower bound subroutine, this transition is identified using a set $V$ of valuations that is constructed using timed strings from $S$. It can be the case that $V$ is empty but this case can be neglected since it occurs rarely and does not cause any additional iterations of the inner while loop. Since $V$ is non-empty, the new transition is fired by at least one timed string $\tau$ from the input sample $S$. Every timed string fires a number of transitions equal to or less than its length. Hence, every example $\tau \in S$ can create at most $|\tau|$ iterations of the inner while loop in the worst case. Thus, in total there are at most $\sum_{\tau \in S} |\tau|$ iterations of the inner while loop. This is polynomial in the input size.

The lower bound subroutine iterates $|V|$ times, which is bounded by $|S|$, and hence is bounded by a polynomial of the input size. Constructing $V$ boils down to checking for every prefix $\tau_i$ of every timed string $\tau \in S$, whether $\tau_i$ fires $\delta$. Thus, we need to make $|S|$ checks. These checks can be performed by running $A$ over $\tau_i$ while increasing the value of $i$. This way, we can perform each check in $O(1)$ time. Constructing $V$ thus requires $O(|S|)$ running time.

The loop for identifying the target state iterates $|Q|$ times. Since the algorithm can in the worst case identify a new state in every iteration of the inner while loop, this number is also bounded by a polynomially of the input size. The consistency check (consistent) can be implemented by trying all combinations of indexes of positive and negative examples. Therefore its worst-case complexity is $\sum_{\tau \in S_+, \tau' \in S_-} |\tau| * |\tau'|$, which is polynomially bounded in the input size $|S|$.

Since polynomials are closed under composition, the running time of the inner while loop can be bounded by a polynomial in the size of the input sample. Hence, Algorithm 3.1 is a polynomial-time algorithm. \hfill $\square$

The above proposition shows that our algorithm is time-efficient. More specifically, given any input sample $S$, $\text{ID}_1$-DTA returns in polynomial time a 1-DTA $A$ that is consistent with $S$, i.e., such that $S_+ \subseteq L(A)$ and $S_- \subseteq L(A)^c$. We now show that the $\text{ID}_1$-DTA algorithm is also data-efficient. We first show that it requires a polynomial amount of data for a single transitions. Then we show that it converges after a polynomial amount of transitions.

**Lemma 3.26.** There exist polynomial characteristic sets of the transitions of 1-DTAs for $\text{ID}_1$-DTA (property 3).

Proof. First, our algorithm identifies whether $q_0$ is a final state. The example that ensures correct identification is the empty timed string $\lambda$: $\lambda \in S_+$ if $q_0 \in F$ and $\lambda \in S_-$ otherwise. Including this example in $S$ makes our algorithm identify $q_0$ as a final state only when it should in fact be a final state. In a similar way, we now show that there exists a polynomial amount of polynomial-sized timed strings that ensure the correct identification of the transitions of $A$. We prove this by showing that there exists a polynomial characteristic set for every transition $\delta$ such that
our algorithm will identify the lower bound $c$, the reset $r$, and the target state $q'$ of $\delta$ correctly.

The lower bound $c$. We need to ensure that our algorithm identifies the correct lower bound $c$. The lower bound subroutine selects a valuation $v$ that is the smallest valuation from $V$ that leads to a consistent 1-DTA $A$. Thus, we need to find examples that guarantee that the correct valuation is an element of $V$, that $A$ is consistent when this valuation is selected as a lower bound, and that $A$ is inconsistent when any smaller valuation is selected.

We can guarantee the correct valuation to be an element of $V$ using a single example $\tau(a,c - v_{\text{min}})$, where $\tau$ is a timed string that ends in $(q,v_{\text{min}})$. Since $(q,v_{\text{min}})$ is reachable, this example is guaranteed to exist. Moreover, when the algorithm constructs $V$, this example will end in $(q,c)$. This ensures that $c$ is an element of $V$. Naturally, it should be the case that $\tau(a,c - v_{\text{min}}) \in S_+$ if and only if $\tau(a,c - v_{\text{min}}) \in L_t$.

In order to ensure that $A$ is consistent when $c$ is selected we do not require any examples. This consistency is guaranteed by definition since our algorithm should identify $c$, and since the initial target of $\delta$ is a new state. Since this new state can be reached by no transition other than $\delta$, the fact that $S$ is an input sample for $L_t$ guarantees that there can be no pair of timed strings in $S$ that lead to an inconsistency when the correct lower bound $c$ is selected.

Both a positive and a negative example are required to ensure that $A$ is inconsistent when any smaller valuation is selected. These examples $\tau \in L_t$ and $\tau' \notin L_t$ should be such that if a smaller valuation is selected, then after some prefixes $\tau_i$ and $\tau'_i$ of $\tau$ and $\tau'$, they both reach the same timed state, and their subsequent computations are identical. The valuations of the timed states in which $\tau_j$ and $\tau'_j$ end (after firing $\delta$) depend on whether $\delta$ contains a reset or not. We later show the existence of examples which ensure that $\delta$ contains a reset only if $\delta_0$ contains a reset. Now, we therefore only need to show the examples that are required, depending on whether $r = \text{true}$ or $r = \text{false}$.

In the case that $r = \text{true}$, the two examples we require are $\tau(a,c - v_{\text{min}})\tau'$, and $\tau(a,c - v_{\text{min}} - 1)\tau'$, where $\tau$ is a timed string that ends in $(q,v_{\text{min}})$, and $\tau'$ is a timed string such that $\tau(a,c - v_{\text{min}})\tau' \in L_t$ and $\tau(a,c - v_{\text{min}} - 1)\tau' \notin L_t$, or vice versa. Because $(q,v_{\text{min}})$ is reachable, and because our algorithm should select $c$, these examples are guaranteed to exist. Essentially, $\tau'$ is a string that distinguishes between the two languages $L_1 = \{\tau_1 \mid \tau(a,c - v_{\text{min}})\tau_1 \in L_t\}$ and $L_2 = \{\tau_2 \mid \tau(a,c - v_{\text{min}} - 1)\tau_2 \in L_t\}$. Since our algorithm should select $c$, it holds that $L_1 \neq L_2$. Otherwise, our algorithm might as well select $c - 1$, if all other identifications are performed correctly the result will still be such that $L(A) = L_t$. This would contradict the fact that our algorithm should select $c$.

In the case that $r = \text{false}$, the two examples are $\tau(a,c - v_{\text{min}})(b,t)\tau'$ and $\tau(a,c - v_{\text{min}} - 1)(b,t+1)\tau'$, where $\tau$ is a timed string, $b$ is a symbol, $t$ is a time value, and $\tau'$ is a timed string, such that $\tau$ ends in $(q,v_{\text{min}})$ and $\tau(a,c - v_{\text{min}})(b,t)\tau' \in L_t$ and $\tau(a,c - v_{\text{min}} - 1)(b,t+1)\tau' \notin L_t$, or vice versa. These examples are similar to the ones we require when $r = \text{true}$. The only difference being that in order to reach the same valuation in $q'$ (and hence being capable of creating an inconsistency), the second example has to wait one additional time value. The examples are
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guaranteed to exist because our algorithm should select \( c \).

**The reset \( r \).** The correct identification of the clock reset \( r \) of \( \delta \) is ensured by similar examples. In the case that \( r = \text{false} \), the two examples we require are: \( \tau(a,c-v_{\text{min}})\tau' \) and \( \tau(a,c-v_{\text{min}}+1)\tau' \). In the case that \( r = \text{true} \), we require: \( \tau(a,c-v_{\text{min}})(b,t)\tau' \) and \( \tau(a,c-v_{\text{min}}+1)(b,t-1)\tau' \). Because these examples reach the same valuations in \( q' \) only if \( x \) is reset while it should not be (or the other way around), these examples can be used to create a inconsistency. The difference of 1 time value is sufficient for such an inconsistency since 1 time value can always be the difference between satisfying and not satisfying a clock guard. Hence, these inconsistencies are guaranteed to exist.

In the case that \( r \) is set incorrectly, the timed strings that guarantee the correct identification of \( r \) ensure that there is an inconsistency when our algorithm selects the correct lower bound \( c \). Hence, these examples ensure that setting \( r \) incorrectly results in a higher lower bound than setting \( r \) correctly. Thus, with these examples our algorithm is guaranteed to identify the correct reset.

**The target state \( q' \).** We still need to ensure the identification of the correct target state \( q' \) of \( \delta \). This is achieved by ensuring inconsistencies for every incorrect target state \( q'' \neq q' \): \( \tau(a,c-v_{\text{min}})(b,t)\tau' \) and \( \tau''(b,t')\tau' \), where \( \tau'' \) ends in \( q'' \), and \( t \) and \( t' \) are such that \( \tau(a,c-v_{\text{min}})(b,t) \) and \( \tau''(b,t') \) both end in the same valuation (but not the same state). Naturally, these examples are guaranteed to exist, otherwise \( q' \) is identical to \( q'' \).

The states \( Q \) of \( A \) are identified correctly since our algorithm only adds new states when none of the old ones is a consistent target. We ensure the correct identification of the final states \( F \) by requiring for every state an example that ends in it when the state is identified. This completes the specification of all the examples we require for the correct identification of \( \delta \) by our algorithm.

The amount of examples required for one transition is clearly polynomial. Moreover, since all of the examples consist of a prefix that reaches some specific timed state and a suffix that is a distinguishing string, the fact that 1-DTAs are polynomially distinguishable guarantees that all of the examples are of polynomial length. Moreover, because the order in which our algorithm identifies transitions is independent of \( S \), it is impossible to add additional examples to \( S \) such that our algorithm no longer returns \( A \). This proves the lemma.

We have just shown that our algorithm is capable of returning a correct transition efficiently. We still have to show that it in fact will return a correct 1-DTA efficiently, i.e., that it converges after identifying a polynomial amount of transitions.

**Lemma 3.27.** ID_1-DTA converges after identifying a polynomial amount of transitions (property 4).

**Proof.** By the previous lemma, our algorithm is capable of making only correct identifications. Notice that, since a 1-DTA is a finite model, only a finite number of such identifications are necessary to make until our algorithm converge to
the correct 1-DTA. We have to show that the number of these identifications is polynomial in the size of the correct 1-DTA.

Let $A_t = (Q, x, \Sigma, \Delta, q_0, F)$ be a 1-DTA such that $L_t = L(A_t)$. Clearly, only the reachable parts of $A_t$ matter for the acceptance of timed strings. Since 1-DTAs are polynomially distinguishable, there exists some polynomial $p$ such that these parts can be reached by timed strings of length $p(|A_t|)$. In a single complete run (over all states and symbols) of the main loop, our algorithm identifies new transitions for every newly reachable valuation in any timed state. Hence, the main loop is run at most $p(|A_t|)$ times before the smallest reachable valuation in any state of $A_t$ can be identified by our algorithm. In one iteration of the main loop, if all transitions are identified correctly so far, then at most $|\Delta|$ new correct transitions can be identified. Hence, in total at most $p(|A_t|) \cdot |\Delta|$ transitions are identified before the transition for the smallest reachable valuation can be identified in any state of $A_t$. This is clearly polynomial in $|A_t|$. Once the transitions for the smallest reachable valuation can be identified in every state, every transition can be identified. Hence, by the previous proposition, every transition can be identified correctly. Thus, our algorithm can return a 1-DTA $A$ such that $L(A) = L_t$ by identifying a number of transitions polynomial in $|A_t|$.

The two lemmas above show that our algorithm converges from polynomial data. In other words, if $S$ contains a characteristic subsample $S_{cs}$ for some target language $L_t$, then ID_1-DTA returns a correct 1-DTA $A$, i.e., such that $L(A) = L_t$. Combined with the time efficiency, this is sufficient to prove the efficient identifiability of 1-DTAs:

**Theorem 5.** 1-DTAs are efficiently identifiable in the limit.

***Proof.*** By Proposition 3.25 and Lemma 3.27, if all the examples from Lemma 3.26 are included in $S$, our algorithm returns a 1-DTA $A$ such that $L(A) = L_t$ in polynomial time and from polynomial data. We conclude that Algorithm 3.1 identifies 1-DTAs efficiently in the limit.

### 3.4 Identifying multi-clock DTAs

In the preceding sections, we have proven several results regarding the complexity of identifying DTAs from labeled data. These results have important consequences for anyone who is interested in identifying timed automata. In general, our results show that for the purpose of identifying a timed system, 1-DTAs are more preferred models than multi-clock DTAs (n-DTAs) because they are more efficient to identify. For identifying n-DTAs, we need a huge (exponential) amount of data before we can guarantee convergence, and hence any n-DTA identification algorithm is inefficient by definition.

This is unfortunate, but it does not justify completely rejecting the possibility of identifying an n-DTA instead of a 1-DTA. We could still write an algorithm for identifying n-DTAs and test its performance on some data sets. In fact, in this section we show that by making some straightforward adaptations to the ID_1-DTA algorithm (Algorithm 3.1), we can construct a nearly polynomial-time algorithm for identifying n-DTAs (Section 3.4.1). The resulting algorithm is only
exponential in the number of clocks, which will be small in practice. However, while the algorithm runs in near polynomial time, it still requires a huge amount of data in order to identify n-DTAs.

In many practical settings, we do not have access to such amounts of data.\(^5\) Hence, in practice, we will not be able to give correctness guarantees for an n-DTA identification algorithm. Our results show that for a 1-DTA identification algorithm we should in practice be able to give guarantees regarding its correctness. We therefore claim that, in practice, identifying a 1-DTA is better than identifying an n-DTA.

To strengthen this claim, we show that it is possible to identify a 1-DTA that accepts a language that is equivalent to an actual n-DTA language (Section 3.4.2). In other words, we never actually need an n-DTA in order to identify an n-DTA language correctly, a 1-DTA always suffices. Essentially, identifying 1-DTAs instead of n-DTAs reduces the search space (the amount of possible models). The benefit of this is that it now becomes possible to learn a specific type of models (1-DTAs) efficiently. On the downside, identifying n-DTAs can lead to (exponentially) smaller models for the same languages. But this is a small price to pay since identifying these smaller models requires a huge amount of data.

In this section, we first give our algorithm for identifying n-DTAs, and then prove that n-DTAs and 1-DTAs are language equivalent. We conclude with a small discussion regarding the consequences of our results on existing work on the identification of event-recording automata (ERAs) (defined in Section 2.3.2). ERAs are a special class of n-DTAs, and hence they cannot be identified efficiently.

### 3.4.1 An n-DTA identification algorithm

Although n-DTAs cannot be identified efficiently, it is possible to write a nearly polynomial-time algorithm for the identification of n-DTAs. Very roughly, this algorithm can be constructed by adapting Algorithm 3.1 in the following way:

- Instead of only trying to reset clock \(x\), try to reset every possible combination of clocks from the set of clocks \(X\). Like the ID_1-DTA algorithm, reset the combination that achieves the smallest lower bound.

- Restrict the identification of clock guards to reachable valuations. This ensures that we cannot identify a transition for a valuation that cannot be reached by any timed string (this would lead to incorrect behavior). The reachable valuations can be represented using a so-called clock-zone (see e.g., (Alur and Dill 1994)). Figure 3.5 shows a clock zone.

- When choosing a lower bound for a clock guard, use a total order over the space of valuations. Using this, the algorithm can always select the smallest valuation, even if the valuations are incomparable with respect to the standard order, i.e., if for two valuations \(v\) and \(v'\) there exist two clocks \(x, y \in X\) such that \(v(x) > v'(x)\) and \(v(y) < v'(y)\).

---

\(^5\)If we do have access, parsing the data will already take too long for most practical purposes.
Figure 3.5: A clock zone represents the set of reachable valuations in a state $q$. The guard $g = 2 \leq y \leq 7 \land 3 \leq x \leq 15$ is the guard of an incoming transition for $q$. Every valuation that satisfies $g$ can be reached in $q$. In addition, a DTA can perform time transitions, increasing the value of every clock by the same amount. Thus, all the valuations represented by the area $z$ are also reachable.

**Proposition 3.28.** The adapted algorithm runs in time polynomial in the size of the input, and exponential in the amount of clocks.

**Proof.** By Proposition 3.25, the $ID_1$-DTA algorithm is a polynomial-time algorithm. Since constructing and using a clock zone and a total order is easy (definitely polynomial), only the first adaptation influences the time complexity of the algorithm. In the step proposed in the first adaptation, the algorithm tries all possible $2^{|X|}$ combinations of clock resets, which is exponential in the amount of clocks. Since this amount is not part of the input sample, this step takes constant time in the size of the input. Hence, the adapted algorithm requires exponential time, but only in the amount of clocks. 

Ensuring the convergence of this adapted algorithm can be done using characteristic sets similar to the ones we used to show the convergence of the original algorithm. However, since DTAs are not polynomially distinguishable (Proposition 3.8), these sets are not of size polynomial in the size of the smallest n-DTA for the target language.

### 3.4.2 1-DTAs and n-DTAs are language equivalent

In practice, should we use an n-DTA or a 1-DTA identification algorithm? We think it is best to identify 1-DTAs since these can be identified efficiently. Moreover, we show in this section that, besides resulting in smaller models, an n-DTA identification algorithm does not add anything: any n-DTA language can be represented using an identified 1-DTA. More generally, n-DTAs and 1-DTAs are **language equivalent** (also called **notational variants**): 

**Definition 3.29.** (language equivalence) Two classes of automata $C_1$ and $C_2$ are language equivalent if for any $A_1 \in C_1$, there exists an $A_2 \in C_2$ such that $L(A_1) = L(A_2)$ and vice versa.

We show the language equivalence of 1-DTAs and n-DTAs by transforming any n-DTA to a 1-DTA by applying a modified region construction method (see
Section 2.3.2) to all but 1 of the clocks of the n-DTA. In every state of the 1-DTA, the values of the removed clocks can be represented using constant deviations from the value of the remaining clock. This transformation is such that the accepted languages remain the same.

**Theorem 6.** The classes of n-DTAs and 1-DTAs are language equivalent.

**Proof.** Let $A_1 = \langle Q, \Sigma, X = \{x_1, \ldots, x_n\}, \Delta, q_0, F \rangle$ be an n-DTA, and let $c \in \mathbb{N}$ be the largest constant occurring in any clock guard of $A_1$. We define the following 1-DTA $A_2 = \langle Q^*, \Sigma, \{x_1\}, \Delta^*, q_0^*, F^* \rangle$, where

- $Q^* = \{\langle q, t_2, \ldots, t_n \rangle | q \in Q$ and $t_i \in [-c+1, c+1]$ for $2 \leq i \leq n \}$
- $\Delta^* = \{\langle \langle q, t_2, \ldots, t_n \rangle, \langle q', t'_2, \ldots, t'_n \rangle, a, x_1 \leq t_1 \land x_1 \geq t_1, R^* \rangle |$
  
  
  
  \begin{align*}
  - t_1 & \in [0, c+1] \\
  - t'_i & = \begin{cases} 
  t_1 + t_i & \text{if } x_1 \in R \text{ and } x_i \not\in R \\
  -t_1 & \text{if } x_1 \not\in R \text{ and } x_i \in R \\
  0 & \text{if } x_1 \in R \text{ and } x_i \in R \\
  t_i & \text{otherwise}
  \end{cases} \\
  - R^* & = \begin{cases} 
  \{x_1\} & \text{if } x_1 \in R \\
  \emptyset & \text{otherwise}
  \end{cases}
  \end{align*}

  - and there exists a transition $\langle q, q', a, g, R \rangle \in \Delta$ such that $g$ is satisfied by a valuation $v$, where $v(x_1) = t_1$ and $v(x_i) = t_1 + t_i$ for $2 \leq i \leq n$}

- $q_0^* = \langle q_0, 0, \ldots, 0 \rangle$, and
- $F^* = \{\langle q, t_2, \ldots, t_n \rangle | \langle q, t_2, \ldots, t_n \rangle \in Q^* \text{ and } q \in F \}$.

We now claim that for every timed string $\tau \in \Sigma \times \mathbb{N}$ it holds that $\tau \in L(A_1)$ if and only if $\tau \in L(A_2)$. We prove this by showing that the following invariant holds for any prefix of $\tau$: if $\tau_i$ ends in $(q, v)$ in $A_1$, then $\tau_i$ ends in $(\langle q, v(x_2) - v(x_1), \ldots, v(x_n) - v(x_1) \rangle, v^*)$ in $A_2$, where $v^*(x_1) = v(x_1)$.

For the initial case, $A_1$ and $A_2$ start in $(q_0, v_0)$ and $(q_0^* = \langle q_0, 0, \ldots, 0 \rangle, v_0^*)$, respectively, where $v_0^*(x_1) = 0$. Thus, if $\tau_0 = \lambda$ ends in $(q = q_0, v = v_0)$ in $A_1$, then $\tau_0$ ends in $(\langle q = q_0, v(x_2) - v(x_1) = 0 - 0 = 0, \ldots, v(x_n) - v(x_1) = 0 \rangle, v^*)$ in $A_2$, where $v^*(x_1) = v(x_1) = 0$.

For the arbitrary case, let $(a, t)$ be the $i$th symbol-time value pair of $\tau$, i.e., $\tau_i = \tau_{i-1} \cup (a, t)$. We assume without loss of generality that there exists a computation of $A_1$ over $\tau$. Thus, $\tau_{i-1}$ ends in some timed state $(q, v)$ in $A_1$, and there exists a transition $\delta = \langle q, q', a, g, R \rangle \in \Delta$ such that $g$ is satisfied by $v + t$. Hence, by definition of $A_2$, there exists a transition $\delta^* = \langle q^*, q', t'_2, \ldots, t'_n \rangle, a, x_1 \leq t_1 \land x_1 \geq t_1, R^* \rangle \in \Delta^*$, where $t_1 = v(x_1) + t$, $R^* = \{x_1\}$ if and only if $x_1 \in R$,

\[
q^* = \langle q, (v(x_2) + t) - t_1, \ldots, v'(x_n) - t_1 \rangle = \langle q, v(x_2) + t - (v(x_1) + t), \ldots, v(x_n) + t - (v(x_1) + t) \rangle = \langle q, v(x_2) - v(x_1), \ldots, v(x_n) - v(x_1) \rangle,
\]
and

\[
\begin{aligned}
t'_i &= \begin{cases} 
  t_1 + t_i = v(x_1) + t + v(x_i) - v(x_1) &= t + v(x_i) & \text{if } x_1 \in R \text{ and } x_i \notin R \\
  -t_1 = -v(x_1) - t &= v(x_1) & \text{if } x_1 \notin R \text{ and } x_i \in R \\
  0 &= 0 & \text{if } x_1 \in R \text{ and } x_i \in R \\
  t_i = v(x_i) - v(x_1) &= v(x_i) - v(x_1) & \text{otherwise}.
\end{cases}
\end{aligned}
\]

Due to the existence of \( \delta \), and the fact that \( \tau_{i-1} \) ends in some timed state \((q, v)\) in \( A_1 \), we know that \( \tau_i \) ends in \((q', v')\) in \( A_1 \), where

\[
v'(x) = \begin{cases} 
v(x) + t & \text{if } x \notin R \\
0 & \text{if } x \in R.
\end{cases}
\]

Suppose for the sake of induction that \( \tau_{i-1} \) ends in \(( (q, v(x_2) - v(x_1), \ldots, v(x_n) - v(x_1)) , v^* )\) in \( A_2 \), where \( v^*(x_1) = v(x_1) \). Due to the existence of \( \delta^* \), this implies that \( \tau_i \) ends in \(( (q', t'_2, \ldots, t'_n), v^* )\) in \( A_2 \), where

\[
v^*(x_1) = \begin{cases} 
v(x_1) + t = v'(x_1) & \text{if } x \notin R^*, \text{ hence if } x_1 \notin R \\
0 = v'(x_1) & \text{if } x \in R^*, \text{ hence if } x_1 \in R.
\end{cases}
\]

and

\[
v'_i = \begin{cases} 
t + v(x_i) = v'(x_i) - 0 = v'(x_i) - v'(x_1) & \text{if } x_1 \in R \text{ and } x_i \notin R \\
-v(x_1) - t = 0 - v'(x_1) = v'(x_i) - v'(x_1) & \text{if } x_1 \notin R \text{ and } x_i \in R \\
0 - 0 = v'(x_i) - v'(x_1) & \text{if } x_1 \in R \text{ and } x_i \in R \\
v(x_i) - v(x_1) = (v'(x_i) - t) - (v'(x_1) - t) = v'(x_i) - v'(x_1) & \text{otherwise}.
\end{cases}
\]

By induction, we conclude that holds that if \( \tau_i \) ends in \((q, v)\) in \( A_1 \), then \( \tau_i \) ends in \(( (q, v(x_2) - v(x_1), \ldots, v(x_n) - v(x_1)) , v^* )\) in \( A_2 \). We are now ready to prove that \( \tau \in L(A_1) \) if and only if \( \tau \in L(A_2) \):

\((\Rightarrow)\) If \( \tau \in L(A_1) \), then \( \tau \) ends in some final state \( q \in F \) in \( A_1 \). Therefore, \( \tau \) ends in \((q, v(x_2) - v(x_1), \ldots, v(x_n) - v(x_1)) \in F^* \) in \( A_2 \), and hence \( \tau \in L(A_2) \).

\((\Leftarrow)\) If \( \tau \notin L(A_1) \), then \( \tau \) ends in some non-final state \( q \notin F \) in \( A_1 \). Therefore, \( \tau \) ends in \((q, v(x_2) - v(x_1), \ldots, v(x_n) - v(x_1)) \notin F^* \) in \( A_2 \), and hence \( \tau \notin L(A_2) \). \(\square\)

Theorem 6 tells us that we can represent any n-DTA language using an (exponentially larger) 1-DTA or, more tailored to the problem of identifying n-DTAs:

**Corollary 3.30.** Given an n-DTA target language \( L_t \), there exists a 1-DTA \( A \) such that \( L(A) = L_t \).

**Proof.** The statement follows directly from Theorem 6. \(\square\)

Hence, we never actually need an n-DTA in order to identify an n-DTA language correctly, a 1-DTA always suffices. Because 1-DTAs can be identified efficiently, and n-DTAs cannot, this supports our claim that it is better to identify 1-DTAs in practice.
3.4.3 Identifying other classes of DTAs

In related work, a query learning algorithm is described for identifying event recording automata (ERAs) (Grinchtein et al. 2006). An ERA is a TA where each symbol from the alphabet $\alpha$ is associated with exactly one clock $x_\alpha$. Each transition of an ERA resets only the clock its label is associated with. Thus during a computation of an ERA, the value of a clock $x_\alpha$ is always equal to the time since the last time a transition with label $\alpha$ was fired.

An important property of ERAs is that they are determinizable (Alur et al. 1999). A class of automata $C$ is determinizable if for every non-deterministic automaton $A \in C$ it is possible to construct a deterministic automaton $A' \in C$, such that they accept the same language, i.e., $L(A) = L(A')$. This is important for identification because the language inclusion problem is decidable for classes of determinizable TAs. For TAs in general, the language inclusion problem is undecidable, and hence it is difficult (if not impossible) to bound the amount of data required to distinguish one TA from another TA. Since the problem of identifying an automaton is basically the same as distinguishing automata (from each other) based on some data, this seems to indicate that deterministic ERAs (DERAs) form a class of automata that are well-suited for identification. However, a class of automata can only be identified efficiently from queries if it is also efficiently identifiable in the limit from labeled data (Parekh and Honavar 2000). Thus, our results show that DERAs can never be identified efficiently since an ERA has access to multiple clocks (an ERA can be used to prove Proposition 3.8).

We believe it would be interesting, and very valuable for real-world applications, to adapt the timed query learning algorithm to the class of 1-DTAs. Our results indicate that this may result in an efficient query learning algorithm for timed systems. However, in (Grinchtein et al. 2006), it is shown that the timed query learning algorithm only requires an amount of queries polynomial in the length of the shortest counterexample (i.e., distinguishing string). If it can be shown that this counterexample is of length polynomial in the size of the smallest 1-DTA for the same language, then this algorithm already query-learns 1-DTAs efficiently while representing them using DERAs.

3.5 The expressive power of one-clock and multi-clock DTAs

In general, our lemmas and theorems are statements about the expressive power of one-clock DTAs (1-DTAs) and multi-clock DTAs (n-DTAs). These statements are important by themselves, i.e., not necessarily restricted to just the identification problem. We believe that there can be other problems (such as reachability analysis) that may benefit from our results. In this section we give an overview of the consequences of our results in general.

First of all, Theorem 4 tells us that:

The length of the shortest string in the symmetric difference $L(A_1) \triangle L(A_2)$ between the languages of any two 1-DTAs $A_1$ and $A_2$ is of length bounded by a polynomial $p$ in the sizes of $A_1$ and $A_2$. 

In the timed automata (formal methods) field, it is well-known that there exists a language-preserving transformation from any DTA with \( n \) clocks to \( n \) 1-DTAs (Asarin, Caspi and Maler 2001). In fact, this transformation is quite straightforward: given an \( n \)-DTA, create a 1-DTA copy for every clock and set all occurrences of different clocks in clock guard to \textit{true}. The intersection of the languages of these \( n \) 1-DTAs is (with some additional transformations) equal to the language of the original DTA. An example of two such 1-DTAs is shown in Figure 3.6. Figure 3.2 is the intersected \( n \)-DTA version of Figure 3.6.

The combination of this fact with Proposition 3.8 tells us that:

The shortest string in the \textit{intersection} \( L(A_1) \cap L(A_2) \) between the languages of two 1-DTAs \( A_1 \) and \( A_2 \) cannot be bounded by a polynomial \( p \) in the sizes of \( A_1 \) and \( A_2 \).

The two statements above tell us something important regarding the expressive power of 1-DTAs and \( n \)-DTAs. We also know that the complement \( L(A)^C \) of the language of a 1-DTA \( A \) can be easily computed (polynomially) by changing the final and non-final states of \( A \). Since 1-DTA are polynomially reachable (Proposition 3.15), this implies that:

The shortest string in the (non-symmetric) \textit{difference} \( L(A_1) \setminus L(A_2) = L(A_1) \cap L(A_2)^C \) between the languages of any two 1-DTAs \( A_1 \) and \( A_2 \) cannot be bounded by a polynomial \( p \) in the sizes of \( A_1 \) and \( A_2 \).

In fact, using the basic set operations, the above statements, and some algebra, we can show many of such statements. These statements are summarized in Figure 3.7. In general, they tell us that the intersection of the languages of two 1-DTAs is strictly more expressive than either of these 1-DTAs: by Theorem 6 it can be represented using a 1-DTA, but at the cost of exponential blowup. Since this
3.6 Discussion

In this chapter we have shown the following main results:

1. Polynomial distinguishability (Definition 3.7) is a necessary condition for efficient identification in the limit (Lemma 3.9).

2. DTAs with two or more clocks are not polynomially distinguishable, and thus not efficiently identifiable (Theorem 1 and Corollary 3.10).

3. DTAs with one clock (1-DTAs) are polynomially distinguishable (Theorem 4).

4. 1-DTAs are efficiently identifiable using our ID_1-DTA algorithm (Algorithm 3.1 and Theorem 5).

5. 1-DTAs and n-DTAs (DTAs with n clocks) are language equivalent (Theorem 6).

In addition, we described roughly how the ID_1-DTA algorithm could be adapted in order to identify n-DTAs, albeit inefficiently (Section 3.4.1).
Since DFAs can be identified efficiently (Oncina and Garcia 1992), the reason for our inefficiency results has to be due to the explicit representation of time (using numbers) that is used in DTAs. We know that for any DTA, there exists a DFA that models the exact same language (is language equivalent) but with an implicit representation of time (using states). The standard method of creating such a DFA is the region construction (see Section 2.3.2). This construction results in a DFA of size exponential in both the binary encoding of time values used in the DTA and the amount of clocks of the DTA. Therefore, it is not unexpected that DTAs cannot be identified efficiently. In fact, a straightforward way to identify a DTA is to first transform the input to make it suitable for an implicit representation of time. This can be done using for example a sampling method: every timed symbol \((a, t)\) is replaced by \(a \bigcirc \ldots \bigcirc\), where \(\bigcirc\) is a special symbol denoting a time increase and \(|\bigcirc \ldots \bigcirc| = t\). From a transformed input a DFA can be identified that models a language that is equivalent to the language of any DTA that could be identified from the original input. However, since both the transformed input and the resulting DFA are exponentially larger than their timed counterparts, such a method is highly inefficient.

It comes as a surprise that 1-DTAs can be identified efficiently. This is surprising since the region construction still results in an exponentially larger DFA when applied to a 1-DTA: time is still represented in binary (instead of unary). The main reason that 1-DTAs can be identified efficiently is an important lemma regarding their modeling power (Lemma 3.19). This lemma states a restriction on the shortest timed strings in the symmetric difference of two 1-DTA languages. This restriction is then used to prove that 1-DTAs can be distinguished using a timed string of polynomial length. We believe however, that this restriction and the results that come from this restriction have consequences that are of importance outside the scope of the DTA identification problem (see Section 3.5).

Our results and algorithm are of importance for anyone interested in identifying timed systems (and DTAs in particular). Most importantly, the efficiency results tell us that identifying a 1-DTA from timed data is more efficient than identifying an equivalent DFA. Furthermore, the results show that anyone who needs to identify a DTA with two or more clocks should either be satisfied with sometimes requiring an exponential amount of data, or he or she has to find some other method to deal with this problem, for instance by identifying a subclass of DTAs (such as 1-DTAs).
CHAPTER 4

Identifying deterministic real-time automata

This chapter is based on work published in Proceedings of the Belgium-Dutch Conference on Artificial Intelligence (Verwer, de Weerdt and Witteveen 2005) and Proceedings of the Annual Machine Learning Conference of Belgium and the Netherlands (Verwer, de Weerdt and Witteveen 2007).

4.1 Introduction

In this chapter, we present a novel method for the automatic identification (learning) of a real-time system from positive and negative data. This data consists of sequences that could have been generated by a real-time system. A positive sequence characterizes the (correct) behavior of the system, and a negative sequence does not (or characterizes faulty behavior). In order to obtain such data, the data collected from observations will need to be labeled, i.e., an expert will need to decide for some data sequences whether the sequence is an example of the system’s behavior or not. From such data, we try to find a model that agrees with all the positive examples, and none of the negative ones. Moreover, this model is preferably smallest amongst all possible models that are consistent with the data. The identified model can be used to determine whether new event sequences should be classified as being generated by the real-time system.

A well-known automaton model for characterizing systems is the deterministic finite automaton (DFA, see Section 2.3.1). A DFA is a language model. Hence, its identification (or inference) problem has been well studied in the grammatical inference field (de la Higuera 2005). Knowing this, we want to take an established method to learn a DFA and apply it to our event sequences. However, when observing a real-time system, there often is more information than just the sequence of symbols: the time at which these symbols occur is also available. By itself, the
DFA model is too limited to handle this timed information. A straightforward way to make use of this timed information is to sample the timed data. For instance, a symbol that occurs 3 seconds after the previous event can be modeled as 3 special time tick symbols followed by the symbol. A disadvantage of this approach is that it results in an exponential blowup of both the input data and the resulting automaton size. In this chapter, we propose a new algorithm that uses the time information directly in order to produce a timed model, i.e., a timed automaton (TA, see Section 2.3.2).

Unfortunately, we showed in the previous chapter that, because TAs can model combinations of time constraints between any two events, regular TAs are very difficult to identify from data. In particular, we showed that TAs cannot be identified efficiently in the limit from labeled data (Theorem 1). This means that we require at least an exponential amount of data before we can ensure the convergence of a TA identification algorithm. In many practical settings, however, we do not have access to such amounts of data, and even if we do have access, parsing this data will already take too long for most practical purposes. Hence, in practice, we will not be able to guarantee the correctness of a TA identification algorithm. This makes it difficult to apply a TA identification algorithm.

Fortunately, in the same chapter, we also showed that if we restrict ourselves to deterministic TAs with at most one clock (1-DTAs), then we can identify these efficiently in the limit (Theorem 5). Hence, in practice, we will be able to guarantee the correctness of a 1-DTA identification algorithm. In this chapter, we focus on identifying a simple type of 1-DTA, known as a deterministic real-time automaton (DRTA, see Section 4.2). A DRTA models only the time constraints between two consecutive events, instead of between two arbitrary events. We restrict ourselves to DRTAs and not to the full class of 1-DTAs because they are expressive enough for many interesting applications, including for instance modeling truck driver behavior (see Figure 4.1), which is the motivating example application of our techniques (see Chapter 6). Furthermore, since DFA identification already is a difficult problem, it makes sense to first focus on simple extensions of DFAs.

We provide an algorithm for identifying DRTAs from labeled data-sets (Section 4.3). We call this algorithm RTI, which stands for real-time identification. The RTI algorithm is based on the currently best-performing algorithm for the identification of DFAs, called evidence-driven state-merging (EDSM, see Section 2.4.1). The only difference between DFAs and DRTAs are the time constraints. Although this seems a small difference, the problem of identifying a DRTA is much more difficult than the problem of identifying a DFA: we show the problem of identifying only the time constraints of a DRTA to be already NP-complete (Section 4.3.1). More specifically, we show that identifying the correct time constraints is as difficult as solving the satisfiability problem. In spite of the complexity of this additional problem, RTI is a polynomial-time, correct, and complete algorithm that converges efficiently to the correct DRTA in the limit (Section 4.3.4).

A big difference between EDSM and RTI is that RTI has to deal with timed data. Therefore, RTI requires a different evidence measure than the one used by EDSM, which is based on non-timed data. We provide a few measures for timed data that can be used in RTI (Section 4.4). We then experimentally compare each of these different evidence measures for RTI and a sampling approach (Section 4.5).
The sampling approach first replaces the time values in timed strings by special time tick symbols, and then runs EDSM to obtain a DFA representation of a DRTA. We perform the experiments on a large set of artificial data-sets generated from a randomly generated DRTA. The main conclusion of these experiments in that RTI significantly outperforms the sampling approach.

In this chapter, we thus show the following:

- We show that it is possible to efficiently identify DRTAs from labeled data: RTI identifies DRTAs efficiently in the limit.
- We show that it is useful to identify a DRTA: by identifying a DRTA we obtain a better performance than identifying a DFA from sampled data.

We conclude this chapter with a summary and a discussion of the RTI algorithm, including possible applications and ideas for future work (Section 4.6).

4.2 Real-time automata

In a real-time system, each occurrence of a symbol (event) is associated with a time value, i.e., its time of occurrence. As before, we model these time values using the natural numbers \( \mathbb{N} \). This is sufficient because in practice we always deal with a finite precision of time, e.g. milliseconds. Timed automata (see Section 2.3.2) can be used to accept or generate a sequence \( \tau = (a_1, t_1)(a_2, t_2)(a_3, t_3) \ldots (a_n, t_n) \) of symbols \( a_i \in \Sigma \) paired with time values \( t_i \in \mathbb{N} \), called a timed string. Every time value \( t_i \) in a timed string represents the time (delay) until the occurrence of symbol \( a_i \) since the occurrence of the previous symbol \( a_{i-1} \).

In timed automata, timing conditions are added using a finite number of clocks and a clock guard for each transition. In this section, we describe the class of timed automata that we use in this chapter, known as real-time automata (RTAs) (Dima 2001). An RTA has only one clock that represents the time delay between two consecutive events. The clock guards for the transitions are then constraints on this time delay. When trying to identify an RTA from a timed input sample \( S \), one can always determine an upper bound on the possible time delays by taking the maximum observed delay from \( S \). Therefore, we represent a delay guard (constraint) \( [n, n'] \) by a closed interval in \( \mathbb{N} \). We say that \( [n, n'] \) is satisfied by a time value \( t \in \mathbb{N} \) if \( t \in [n, n'] \). An RTA is defined as follows:

**Definition 4.1.** (RTA) A real-time automaton (RTA) is a 5-tuple \( A = \langle Q, \Sigma, \Delta, q_0, F \rangle \), where \( Q \) is a finite set of states, \( \Sigma \) is a finite set of symbols, \( \Delta \) is a finite set of transitions, \( q_0 \) is the start state, and \( F \subseteq Q \) is a set of accepting states.

A transition \( \delta \in \Delta \) in an RTA is a tuple \( \langle q, q', a, [n, n'] \rangle \), where \( q, q' \in Q \) are the source and target states, \( a \in \Sigma \) is a symbol, and \( [n, n'] \) is a delay guard.

Due to the complexity of learning non-deterministic (timed) automata (see Section 3.1.1), we only consider deterministic RTAs (DRTAs). An RTA \( A \) is called deterministic if \( A \) does not contain two transitions with the same symbol, the same source state, and overlapping delay guards. Like timed automata, in DRTAs, it is possible to make time transitions in addition to the normal state transitions used in deterministic finite state automata (DFAs). In other words,
Figure 4.1: The harmonica driving behavior modeled as a DRTA. The numbers used in the delay guards are amounts of tenths of a second.

during its execution a DRTA can remain in the same state for a while before it generates the next symbol. The time it spends in every state is represented by the time values of a timed string. In a DRTA, a state transition is possible (can fire) only if its delay guard is satisfied by the time spent in the previous state. A transition \( \langle q, q', a, [n, n'] \rangle \) of a DRTA is thus interpreted as follows: whenever the automaton is in state \( q \), reading a timed symbol \((a, t)\) such that \( t \in [n, n']\), then the DRTA will move to the next state \( q' \).

**Example 4.1.** Figure 4.1 shows an example DRTA that models a specific driving behavior known as ‘harmonica driving’. This often occurs when a truck is driving at a somewhat higher speed than the vehicle directly in front of it. The driver slows down a bit, waits until there is enough distance between him and the vehicle in front, and then speeds up again, closing in on the vehicle. This whole process often repeats itself a couple of times before the driver finally adjusts the speed of the truck to match the vehicle in front of him. The result of this whole process is unnecessary fuel consumption.

The complete behavior of a DRTA is defined by the computation of a DRTA:

**Definition 4.2.** (DRTA computation) A finite computation of a DRTA \( \mathcal{A} = \langle Q, \Sigma, \Delta, q_0, F \rangle \) over a (finite) timed string \( \tau = (a_1, t_1) \ldots (a_n, t_n) \) is a finite sequence \( q_0 \xrightarrow{(a_1, t_1)} q_1 \xrightarrow{} q_{n-1} \xrightarrow{(a_n, t_n)} q_n \) such that for all \( 1 \leq i \leq n, \langle q_{i-1}, q_i, a_i, [n_i, n'_i] \rangle \in \Delta \), where \( t_i \in [n_i, n'_i] \). A computation of a DRTA is called accepting if \( q_n \in F \).

We say that a timed string \( \tau \) ends in a DRTA \( \mathcal{A} \) in the last state occurring in the computation of \( \mathcal{A} \) over \( \tau \), i.e., \( \tau \) ends in \( q_n \). A DRTA \( \mathcal{A} \) accepts a timed string \( \tau \) if \( \tau \) ends in a final state, i.e., if \( q_n \in F \). The language of a DRTA \( \mathcal{A} \), denoted \( L(\mathcal{A}) \), is the set of timed strings \( \tau \) that the computation of \( \mathcal{A} \) over \( \tau \) is accepting.

Since DRTAs can be modeled using one-clock deterministic timed automata (1-DTAs), Theorem 5 implies that DRTAs are efficiently identifiable in the limit. Moreover, we could use \textit{ID-1-DTA} (Algorithm 3.1) to identify them efficiently. This algorithm, however, is mainly useful for proving this efficiency result. In practice, it will often fail to identify the correct DRTA because it relies on there being a specific set of timed strings (a characteristic set). This set of timed strings is not very likely to occur in practice, and thus it is usually better to use some
form of heuristic evidence to guide the identification process. In the next section, we describe an evidence-driven approach for the identification of DRTAs.

4.3 Identifying real-time automata

Given a timed input sample $S = (S_+, S_-)$ (a pair of sets of positive and negative timed strings), we want to identify the smallest DRTA $A$ that is consistent with $S$, i.e., the smallest DRTA $A$ such that $S_+ \subseteq L(A)$ and $S_- \subseteq L(A)^c$. This problem adds a difficult subproblem to the DFA identification problem: in addition to identifying the correct DFA structure, the algorithm needs to identify the correct delay guards. Preferably, we would like an algorithm that solves this subproblem optimally. It should then be possible to use this algorithm as a subroutine of a DFA identification algorithm in order to identify DRTAs. Unfortunately, we start this section by proving that identifying only these timed properties of a DRTA is already NP-complete. Thus, we will not be able to solve this subproblem efficiently unless $P = NP$ (Section 4.3.1).

Therefore, instead of treating the identification of delay guards as a subproblem, we provide a new algorithm that identifies delay guards in a way similar to the way it identifies states and transitions. We call this algorithm RTI (Algorithm 4.5), which stands for real-time identification. The RTI algorithm is based on the evidence-driven state-merging (EDSM) algorithm, which is one of the most successful algorithms for identifying DFAs (see Section 2.4.1). RTI can perform all of the traditional state-merging routines (Algorithms 4.1 and 4.3). In addition, our DRTA identification algorithm is capable of identifying delay guards by splitting transitions into two (Algorithm 4.2).

Both the transition-splitting and the modified state-merging routines are explained in Section 4.3.2. Afterwards, we present the RTI algorithm for identifying DRTAs in Section 4.3.3. In Section 4.3.4, we end this chapter by proving that RTI runs in polynomial time, is correct, is complete (Propositions 4.3 to 4.5), and that it converges efficiently to the correct DRTA (Proposition 4.6).

4.3.1 Identifying delay guards of a DRTA is NP-complete

Identifying the correct delay guards is a hard problem. In fact, in the very favorable circumstance where the correct non-deterministic finite state automaton (NFA) structure is already given, the problem of identifying the correct delay guards is still NP-complete:

**Theorem 7.** Given a timed input sample $S$ and an NFA $A = \langle Q, \Sigma, \Delta, q_0, F \rangle$, the problem of finding for every transition $\delta = \langle q, q', a \rangle \in \Delta$ a delay guard $[n,n']$ such that $\langle Q, \Sigma, \{(q, q', a, [n,n']) | \langle q, q', a \rangle \in \Delta, n, n' \in \mathbb{N}\}, q_0, F \rangle$ is a DRTA consistent with $S$ is NP-complete.

**Proof.** Our proof is by reduction from 3-SAT (for a definition see e.g. (Sipser 1997)). We first give the intuition behind this reduction, then we give the formal proof.
Figure 4.2: The incomplete DRTA (without delay guards) resulting from the reduction in the proof of Theorem. The alphabet $\Sigma$ consists of the variables $V$ of the 3-SAT instance.

The reduction consists of two parts: constructing the NFA $A$, and constructing the input sample $S$. The NFA $A$ has a structure that is mostly independent of the 3-SAT instance; only the alphabet $\Sigma$ contains one symbol $a$ for every variable $a \in V$ in the 3-SAT instance. This structure is depicted in Figure 4.2. The main idea of this structure is that the accepting state $q_4$ can only be reached on an even index. For every clause $c$ in the 3-SAT instance, a positive timed string $\tau$ of length 6 is constructed. Hence, every such string $\tau$ has 3 opportunities to reach state $q_4$, once for each literal $l$ in $c$. Whether they reach state $q_4$ in one such opportunity depends on the delay guards $[n_1, n_2]$ and $[n_3, n_4]$ of the transitions that have as label the atom $a$ of $l$:

- if the sign of $l$ is positive, then $\tau$ reaches $q_4$ if $1 \in [n_1, n_2]$ and $1 \in [n_3, n_4]$;
- if the sign of $l$ is negative, then $\tau$ reaches $q_4$ if $0 \in [n_1, n_2]$ and $0 \in [n_3, n_4]$.

The negative timed strings $\tau' \in S_-$ are strings of length 2 that reach state $q_4$ on if for all labels $a \in \Sigma$, the delay guards $[n_1, n_2]$ and $[n_3, n_4]$ of the transitions with label $a$ contain both 0 and 1. Thus, the identification of the guards of this NFA $A$ such that all positive examples reach $q_4$, and none of the negative reach $q_4$, represents an assignment of truth values to the variables of that 3-SAT instance that satisfies all clauses. We now present the formal proof.

Let $I = (V = \{v_1, \ldots, v_n\}, C = \{c_1, \ldots, c_m\})$ be a 3-SAT instance. We construct the following instance of our delay guard identification problem $(S = (S_+, S_-), A = (Q, \Sigma, \Delta, q_0, F))$ ($A$ is depicted in ), where:

- $S_+$ contains a timed string $\tau_c = (a_1, t_1)(a_1, t_1)(a_2, t_2)(a_2, t_2)(a_3, t_3)(a_3, t_3)$ for every clause $c = \{l_1, l_2, l_3\} \in C$, where for all $1 \leq i \leq 3$, $a_i$ is the atom variable of literal $l_i$, and $t_i = 1$ if $l_i$ is a positive literal, $t_i = 0$ otherwise;
- $S_-$ contains two timed strings $\tau_v = (a, 0)(a, 1)$ and $\tau'_v = (a, 1)(a, 0)$ for every variable $a \in V$;
- $Q = \{q_0, q_1, q_2, q_3, q_4\}$;
- $\Sigma = V$;
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\[ \Delta = \bigcup_{a \in V} \{ \langle q_0, q_1, a \rangle, \langle q_1, q_0, a \rangle, \langle q_0, q_2, a \rangle, \langle q_2, q_3, a \rangle, \langle q_2, q_4, a \rangle, \langle q_3, q_3, a \rangle, \langle q_4, q_4, a \rangle \}; \]

\[ F = \{ q_4 \}. \]

We now claim that there exists a delay guard for every transition \( \delta \in \Delta \) such that the resulting DRTA is consistent with \( S \) if and only if the original 3-SAT instance is satisfiable.

\((\Rightarrow)\) Let \( m : V \rightarrow \{ \text{true}, \text{false} \} \) be a certificate for the 3-SAT instance \( I \), i.e., setting all variables \( v \in V \) to \( m(v) \) makes \( I \) satisfied. Using \( m \) we create the following delay guards for the transitions of \( \mathcal{A} \):

- for all \( \langle q_0, q_1, a \rangle \in \Delta \) and all \( \langle q_2, q_3, a \rangle \in \Delta \) create a guard \([t, t]\), where \( t = 1 \) if \( m(a) = \text{true} \), \( t = 0 \) otherwise;
- for all \( \langle q_1, q_0, a \rangle \in \Delta \), all \( \langle q_3, q_3, a \rangle \in \Delta \), and all \( \langle q_4, q_4, a \rangle \in \Delta \) create a guard \([0, 1]\);
- for all \( \langle q_0, q_2, a \rangle \in \Delta \) and all \( \langle q_2, q_4, a \rangle \in \Delta \) create a guard \([t', t']\), where \( t' = 1 \) if \( m(a) = \text{true} \), \( t' = 0 \) otherwise.

All the transitions that directly lead to \( q_4 \) from the start state \( q_0 \) in the DRTA we just constructed have the same delay guard. Because of this, no negative example \( \tau_v \in S_- \) can end in the final state \( q_4 \). Instead, they end in the non-final state \( q_3 \).

For every positive example \( \tau_c \in S_+ \), there are two transitions \( \tau_c \) can fire at the start of the computation of \( \mathcal{A}' \): a transition \( \langle q_0, q_1, a \rangle \) to \( q_1 \), or a transition \( \langle q_0, q_2, a \rangle \) to \( q_2 \). It fires a transition to state \( q_2 \) if either \( m(a) = \text{true} \) and the first literal in \( c \) is \( a \), or \( m(a) = \text{false} \) and the first literal in \( c \) is \( \neg a \). Otherwise \( \tau \) fires a transition to state \( q_1 \).

Suppose the fired transition is to state \( q_2 \). Because the delay guard created for all transitions \( \langle q_2, q_4, a \rangle \) to state \( q_4 \) is equal to the guards created for the transitions \( \langle q_0, q_2, a \rangle \), the construction of \( \tau_c \) guarantees that the next transition it fires is to state \( q_4 \). After reaching state \( q_4 \), the transitions \( \langle q_4, q_4, a \rangle \) with delay guard \([0, 1]\) guarantee that it ends in \( q_4 \).

Suppose the fired transition is to state \( q_1 \). The next transition it fires is a transition \( \langle q_1, q_0, a \rangle \) with delay guard \([0, 1]\) back to \( q_0 \). From \( q_0 \) it again fires a transition to either \( q_1 \) or \( q_2 \) depending on the value of \( m(a) \) and whether the next literal is positive or not. Since there exists at least one literal in \( c \) that is satisfied by \( m \), \( \tau \) will at some point fire the transition to \( q_2 \). Thus, it will at some point end in \( q_4 \). Hence, all positive examples \( \tau_c \in S_+ \) end in \( q_4 \). Consequently, it holds that \( S_+ \subseteq L(\mathcal{A}') \) and \( S_- \subseteq L(\mathcal{A})^c \).

\((\Leftarrow)\) Let \( \mathcal{A}' \) be a DRTA constructed from \( \mathcal{A} \) by adding delay guards to transitions such that \( S_+ \subseteq L(\mathcal{A}') \) and \( S_- \subseteq L(\mathcal{A})^c \). Because \( \mathcal{A} \) accepts all of the positive examples and none of the negative examples, the transitions \( \langle q_0, q_2, a, [n_1, n_2] \rangle \) and \( \langle q_2, q_4, a, [n_3, n_4] \rangle \) in \( \mathcal{A}' \) (with the same label) are such that \( 0 \in [n_1, n_2] \cup [n_3, n_4] \) or \( 1 \in [n_1, n_2] \cup [n_3, n_4] \), but not \( \{0, 1\} \in [n_1, n_2] \cup [n_3, n_4] \). We construct the following solution for the 3-SAT problem: for all \( a \in V \), set \( m(a) = \text{true} \) if \( 1 \in [n_1, n_2] \cup [n_3, n_4] \), set \( m(a) = \text{false} \) if \( 0 \in [n_1, n_2] \cup [n_3, n_4] \). By construction of \( S_+ \), and since it holds that \( S_+ \subseteq L(\mathcal{A}') \), \( m \) is a mapping that satisfies at least one
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Figure 4.3: A timed APTA for the timed input sample: \((S_+ = \{(a, 1), (a, 1)(b, 2)(b, 1), (b, 2)(b, 1)\}, S_- = \{(a, 1)(b, 1)(a, 1), (b, 2), (b, 1)(b, 1)\})\). The minimum delay \(t_{\text{min}}\) in the sample is 1, the maximum delay \(t_{\text{max}}\) is 2.

The reduction function is clearly polynomial. Checking whether a DRTA is consistent can clearly be done in polynomial time by running the DRTA on every example from the input set. Hence the problem is a member of NP. This completes the proof.

Despite the above theorem, we still want to identify both the delay guards and the structure of a DRTA. We will not be able to do so efficiently, but we might be able to converge efficiently to the correct DRTA when given more and more data, i.e., in the limit. In fact, we know we are able to do so by Theorem 5. In the following, we describe our algorithm for identifying a DRTA. The algorithm identifies a small DRTA in polynomial time from a timed input sample, and converges efficiently to the correct DRTA in the limit.

4.3.2 Timed state-merging and transition-splitting

Our DRTA identification algorithm, called RTI, is an EDSM algorithm that uses the red-blue framework (see Section 2.4.1). Most of the conventional state-merging routines are modified in order to deal with timed data and DRTAs. Moreover, the algorithm now contains a new routine, called transition-splitting, that enables it to identify the delay guards of a DRTA. This routine identifies time constraints by first assuming them to contain every time value, and then splitting these constraints into two new non-overlapping constraints for two new transitions. In the previous chapter, we described a one-clock deterministic timed automaton identification algorithm ID_1-DTA (Algorithm 3.1) that identifies clock guards by simply selecting the smallest consistent one. We use this splitting routine instead of this smallest first order because this routine makes it possible to use an evidence measure similar to the one used in the original EDSM algorithm. In fact, it is difficult to define a suitable evidence measure for the identification methods in the ID_1-DTA algorithm. In the following we discuss all of the changes we made to the original EDSM algorithm.
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A timed APTA Like the conventional state-merging algorithm, RTI starts with an augmented prefix tree acceptor (APT A) \((A, R)\), i.e., a prefix tree DRTA \(A\), augmented with a set of rejecting states \(R\). In the conventional APTA, two strings end in the same state only if they are identical. Two timed strings are identical if at every index both their symbols and their time values are the same. It rarely occurs that an input sample \(S\) contains (prefixes of) timed strings that have exactly the same time values. Hence, were we to construct an APTA in the conventional way, we would with high probability obtain an automaton such that every state will be reached by only a single timed string from \(S\). Starting from such an automaton, the conventional state-merging algorithm could be used to merge the delay guards of transitions into larger delay guards. In other words, we could identify the delay guards in a bottom-up way. However, like our ID_1-DTA algorithm, it is very difficult to come up with a good evidence value for such a bottom-up method. The conventional evidence value clearly fails since the determinization routine (see Section 2.4.1) will only combine states that are reached using the same symbol and the same time value(s). In other words, it will usually merge no states at all. Consequently, the evidence value is usually either 1 or 0, and hence it contains little information.

A bottom-up approach for identifying states and transitions of the conventional state-merging algorithm clearly creates some problems for identifying delay guards. Because of this, we identify the delay guards using a top-down approach, i.e., by initially setting them to be as general (large) as possible and specializing them (making them smaller) if necessary. The states and transitions are still identified using the conventional state-merging approach.

In our timed APTA (see Figure 4.3), two timed strings end in the same state if their untimed strings (the strings obtained by disregarding the time values) are identical. We set the initial values of the lower and upper bounds of all delay guards of the timed APTA to be the minimum \(t_{\text{min}}\) and maximum \(t_{\text{max}}\) time values from the input sample \(S\), respectively. This timed APTA is identical to the conventional APTA constructed from the untimed versions of the timed strings from \(S\). We show a timed version of the APTA construction in Algorithm 4.1.

Our timed APTA construction allows for the possibility of inconsistent states. These are created when the untimed versions of a positive and a negative example are identical. For example, in Figure 4.3, string \(bb\) is the untimed version of \((b, 2)(b, 1) \in S_+\) and \((b, 1)(b, 1) \in S_-\). Our algorithm can get rid of the aforementioned inconsistencies by splitting (specializing) a transition at some time value \(t \in [t_{\text{min}}, t_{\text{max}} - 1]\).

Splitting a transition A split with time value \(t\) of a transition \(\delta\) divides the part of the DRTA pointed to by transition \(\delta\) into two parts. The first part is reached by the timed strings that fire \(\delta\) with a delay value less or equal to \(t\). The second part is reached by timed strings for which this value is greater than \(t\). An example split is depicted in Figure 4.4.

The exact result of a split depends on which timed strings from the input sample fire \(\delta\). Every such string can be written as \(\tau(a, t')\tau'\), where \(\tau\) is the prefix before firing transition \(\delta\), \((a, t')\) is a pair containing the symbol \(a\) of \(\delta\) and a time value \(t\) that satisfies the delay guard \([n, n']\) of \(\delta\), and \(\tau'\) is the suffix after firing \(\delta\). We call
the timed string $\tau^\delta = (a, t')\tau'$ the tail of $\tau(a, t')\tau'$ for $\delta$. Such a tail is said to be positive (negative) if $\tau\tau^\delta$ is positive (negative). We use $S^\delta$ to denote the subsample of all tails from $S$ for $\delta$, i.e., $S^\delta = (S^\delta_+ = \{\tau^\delta \mid \tau \in S_+\}, S^\delta_- = \{\tau^\delta \mid \tau \in S_-\})$. In a split the two divided parts of the DR TA are reconstructed using these tails. Because we use the red-blue framework, RT1 can only split transitions that have blue states as their target. The splitting algorithm is shown in Algorithm 4.2.

Let $\delta$ be a transition to a blue node. Suppose $S^\delta$ contains two tails $\tau^\delta_1$ and $\tau^\delta_2$ that are equal if we disregard their time values. Initially, these two tails end in the same state due to the timed APTA construction. After a split of $\delta$, however, it is possible that $S^\delta_1$ contains $\tau^\delta_1$ while $S^\delta_2$ contains $\tau^\delta_2$ (or vice versa). In other words, $\tau^\delta_1$ and $\tau^\delta_2$ no longer end in the same state. In this way, a split can remove both consistent and inconsistent states from a DR TA. Our algorithm decides where to split a transition based on the amounts of removed consistent and inconsistent states. This is explained further in Section 4.4.

### Algorithm 4.1 Construct the timed APTA: tapta

**Require:** an input sample $S = \{S_+, S_-\}$ with alphabet $\Sigma$ and minimum and maximum delay values $t_{\min}$ and $t_{\max}$

**Ensure:** $(A, R)$ is the timed APTA for $S$ (a DR TA $A$ augmented with a set of rejecting states $R$)

Set $A := (Q = \{q_0\}, \Sigma, \Delta = \emptyset, q_0, F = \emptyset)$

Set $R := \emptyset$

for each timed string $\tau = (a_1, t_1), \ldots, (a_n, t_n)$ from $S$

Set state $q := q_0$

for every index $0 < i \leq n$ of $\tau$

if there exist no $(q, q', a_i, [n, n']) \in \Delta$ for any $q'$ and $[n, n']$ then

Add a new state $q'$ to $A$

Add a new transition $(q, q', a_i, [t_{\min}, t_{\max}])$ to $A$

end if

Set $q := q'$

end for

if $\tau \in S_+$ then set $F = F \cup \{q\}$

if $\tau \in S_-$ then set $R = R \cup \{q\}$

end for

Return $(A, R)$

### Algorithm 4.2 Splitting a transition: split

**Require:** an augmented DR TA $(A = (Q, \Sigma, \Delta, q_0, F), R)$, a transition $\delta = (q, q', a, [n, n'])$, a time value $t \in [n, n']$, and an input sample $S$

**Ensure:** $\delta$ is split at time $t$ and $A$ is changed accordingly

Remove $\delta$ from $A$

Remove the part of the APTA with $q'$ as root from $A$

Add two new states $q_1$ and $q_2$ to $A$.

Add a new transition $\delta_1 := (q, q_1, a, [n, t])$ to $A$.

Add a new transition $\delta_2 := (q, q_2, a, [t + 1, n])$ to $A$.

Set $q_1$ to be the start state of $A_1 := \text{tapta}(S^\delta_1)$

Set $q_2$ to be the start state of $A_2 := \text{tapta}(S^\delta_2)$
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Figure 4.4: A split of a part of the APTA from Figure 4.3. On the left, the original DRTA is shown. The guard and target node that are to be split are surrounded by a dashed ellipse. On the right, the result of the split is shown. The split is called using time value $t = 1$.

Figure 4.5: A merge of a part of the APTA from Figure 4.3 after the split from Figure 4.4. On the left, the original DRTA is shown. The states that are to be merged are surrounded by a dashed ellipse. On the right, the result of the merge is shown.

**Merging states in a DRTA** Besides the timed APTA construction and the split operation, our DRTA identification algorithm is still somewhat different from a conventional state-merging algorithm: the merge operation is modified in order to deal with the delay guards of a DRTA. Suppose that RTI wants to merge a blue state $q$ and a red state $q'$. In the conventional state-merging algorithm, a new red state $q''$ will be created that has all the incoming and outgoing transitions of both $q$ and $q'$. In the DRTA case, however, we cannot just use the outgoing transitions of both $q$ and $q'$ as the outgoing transitions for $q''$ because their guards can be partially overlapping. For example, suppose that a DRTA $\mathcal{A}$ contains the following transitions: $\langle q, q_1, a, [0, 10] \rangle$, $\langle q', q_2, a, [0, 4] \rangle$, and $\langle q', q_3, a, [5, 10] \rangle$, depicted in Figure 4.6. If RTI merges $q$ and $q'$ into a new state $q''$, the transitions of $q''$ will be: $\langle q'', q_1, a, [0, 10] \rangle$, $\langle q'', q_2, a, [0, 4] \rangle$, and $\langle q'', q_3, a, [5, 10] \rangle$. Thus, there is a non-deterministic choice for a delay value in $[0, 4]$, with targets $q_1$ and $q_2$, and there is a different non-deterministic choice for a delay value in $[5, 10]$, with targets $q_1$ and $q_3$. In fact, because the guard of the transition to $q_1$ overlaps with both of the other transitions, a call to the determinization routine will merge all three of the states $q_1$, $q_2$, and $q_3$ into one single state. In other words, the determinization
Figure 4.6: When merging two states $q$ and $q'$, first the outgoing transitions are split in order to resolve non-deterministic choices that are due to differences in delay guards.

The routine also merges the deterministic choice with targets $q_2$ and $q_3$. We solve this issue by splitting $\langle q, q_1, a, [0, 10] \rangle$ into $\langle q, q_s, a, [0, 4] \rangle$ and $\langle q, q'_s, a, [5, 10] \rangle$ before merging $q$ with $q'$. The guards of the outgoing transitions of $q$ and $q'$ are now identical and we can simply merge the two states. The determinization routine resolves the resulting non-determinism in the normal way.

**Example 4.2.** Figure 4.5 shows an example of a merge that includes a split operation before determinization. The second transition fired by $(a, 1)(b, 2)(b, 1)$ and $(a, 1)(b, 1)(a, 1)$ (labeled with $b$) is split first before starting the merge procedure. Notice that the accepting state gets merged with the bottom path (reached by the transition with guard $[2, 2]$) because it is reached by $(a, 1)(b, 2)(b, 1)$. The rejecting state gets merged with the top path because it is reached by $(a, 1)(b, 1)(a, 1)$.

In the red-blue framework, we can only merge a blue state with a red state. Consequently, the determinization routine only merges uncolored states with other states. Since we only split the outgoing transitions of red states, in any merge, all of the outgoing transitions of one of the two states is guaranteed to have the initial delay guard $([t_{\min}, t_{\max}])$. Hence, we can always solve the determinization issue by simply splitting these outgoing transitions at the values of the delay guards of the other state. Algorithm 4.3 shows the merge and determinization routines that include these splits.

### 4.3.3 The RTI algorithm for identifying DRTAs

In the previous section, we constructed routines for timed state-merging and transition-splitting. These routines can be inserted into the EDSM algorithm within the red-blue framework in order to construct an algorithm for identifying DRTAs. We call this algorithm RTI, which stands for Real-Time Identification. Algorithm 4.5 shows this algorithm. This algorithm tries all possible merges, splits, and colorings, in every iteration. It computes an evidence value (described in Section 4.4) for every possible action. The algorithm then performs the action that scores highest, but only if the result is not permanently inconsistent (Algorithm 4.4). An augmented DRTA is permanently inconsistent if either an inconsistency occurs in the red states, or if there exist an identical pair of a pos-
**Algorithm 4.3** Merging two states: merge

**Require:** an augmented DRTA \((A = (Q, \Sigma, \Delta, q_0, F), R)\), two states \(q, q'\) from \(A\) such that \(q'\) is not red, and an input sample \(S\)

**Ensure:** \(q\) and \(q'\) are merged, \(A\) is updated accordingly, and true is returned, false is returned otherwise.

Add a new state \(q''\) to \(A\) that is neither accepting nor rejecting

if it holds that \(q \in F\) or \(q' \in F\), then set \(F = F \cup \{q''\}\)

if it holds that \(q \in R\) or \(q' \in R\), then set \(R = R \cup \{q''\}\)

for all outgoing transitions \(\delta = (q', q^*, a, [n, n']) \in \Delta\) from \(q'\) do

if it holds that \(n' \neq t_{\max}\) then call split((\(A, R\), \(\delta, n', S\))

end for

for all transitions \(\delta = (q_1, q_2, a, [n, n']) \in \Delta\) do

if it holds that \(q_1 = q\) or \(q_1 = q'\) then set \(q := q''\)

if it holds that \(q_2 = q\) or \(q_2 = q'\) then set \(q := q''\)

end for

while \(\Delta\) contains two non-deterministic transitions \((q'', q_1, a, [n, n'])\) and \((q'', q_2, a, [n, n'])\) such that \(q_2\) is not red do

Boolean \(b = \text{merge}((A, R), q_1, q_2, S)\)

if \(b\) equals \(false\) then

Undo the merge of \(q\) with \(q'\) and return \(false\)

end if

end while

**Algorithm 4.4** Checking permanent inconsistency: inconsistent

**Require:** A timed input sample \(S\) and an augmented DRTA \((A = (Q, \Sigma, \Delta, q_0, \cdot), R)\)

**Ensure:** Returns true if \((A, R)\) can still be made consistent with \(S\)

for all red states \(q\) of \(Q\) do

if it holds that \(q \in F\) and \(q \in R\) then return \(false\)

for all transitions \((q, q', a, [n, n'])\) such that \(q'\) is not red do

Let \(S_\delta = (S_\delta^+ , S_\delta^- )\) be the set of tails of \(S\) for \(\delta\)

if \(S_\delta^+ \cap S_\delta^- \neq \emptyset\) then return \(false\)

end for

end for

Return \(true\)

...
the correct split if this split is incorrect. Note that incorrect splits can still be resolved by correct merges in subsequent iterations of RTI.

### 4.3.4 Properties of RTI

We now prove the following important properties of this algorithm: it is efficient, it is correct (sound), and it is complete. In addition, we show that under an appropriate evidence measure, the algorithm is a special case of the ID_1-DTA algorithm, and hence converges efficiently to the correct DRTA.

**Algorithm 4.5 Identifying DRTAs: RTI**

**Require:** A timed input sample $S$, with alphabet $\Sigma$, and minimum and maximum time values $t_{\text{min}}$ and $t_{\text{max}}$

**Ensure:** $\mathcal{A}$ is a small DRTA that is consistent with $S$

Set $(\mathcal{A}, R) = (\langle Q, \Sigma, \Delta, q_0, F \rangle, R) = \text{tpta}(S, \Sigma, t_{\text{min}}, t_{\text{max}})$

Color the start state $q_0$ of $\mathcal{A}$ red

while $\mathcal{A}$ contains non-red states do

for all transitions $\langle q_r, q', a, [n, n'] \rangle \in \Delta$ such that $q_r$ is red and $q'$ is not do

Color $q'$ blue

end for

for all transitions $\delta = \langle a, q_b, [n, n'] \rangle \in \Delta$ such that $q_b$ is blue do

for all red states $q_r$ in $Q$ do

Call merge$(\mathcal{A}, R, q_r, q_b, S)$

if inconsistent$(\mathcal{A}, R))$ is false then

Calculate the evidence value $v_m$

end if

Undo the merge of $q_r$ and $q_b$

end for

Let $S^\delta$ be the set of tails for $\delta$

for all tails $\tau^\delta = (a, t) \tau' \in S^\delta$ do

Call split$(\mathcal{A}, R, \delta, t, S)$

Calculate the evidence value $v_s$

Undo the split of $\delta$

end for

Color $q_b$ red

if inconsistent$(\mathcal{A}, R))$ is false then

Calculate the evidence value $v_c$

end if

Color $q_b$ blue

end for

if A merge has the highest evidence value $v_m$ then redo the merge

else if A split has the highest evidence $v_s$ then redo the split

else redo the coloring with the highest evidence value $v_c$

end while

Return $\mathcal{A}$

**Proposition 4.3.** *RTI is time efficient, i.e., it requires runtime polynomial in the size of the input sample $S$.*

**Proof.** RTI starts with the construction of a timed APTA $\mathcal{A}$. This construction
(and the resulting APTA) is clearly polynomial in the size of the input. Then, in every iteration of RTI, either a transition is split, two states are merged, or a state is colored red in $\mathcal{A}$. The split operation requires three sets of timed strings $S^\delta$, $S^\delta_1$, and $S^\delta_2$, which can all be constructed (or maintained in an efficient way using binary search trees) in polynomial time by running $\mathcal{A}$ on the input sample. The split operation uses two calls of the polynomial-time APTA construction in order to compute its result. The merge operation (including determinization) combines an amount of states that is bounded by the current size of $\mathcal{A}$. In doing so, it sometimes calls the polynomial split operation. Hence, the merge operation is also polynomial in the size of the input sample. Coloring a state only requires $O(1)$ time. This proves that each individual operation requires no more than polynomial time. What remains is to show that a single iteration of RTI requires no more than a polynomial amount of iterations.

RTI only performs splits that separate the paths of two timed strings from the input sample. Hence, the amount of possible splits is polynomial in the size of the input sample, i.e., this amount is bounded by $|S| \times |S|$, where $|S| = \sum_{\tau \in S} |\tau|$. The amount of possible merges is bounded by the amount of possible pairs of states of the APTA, i.e., this amount is also bounded by $|S| \times |S|$. The number of times RTI colors a state red is bounded by the amount of possible states, i.e., it is bounded by $|S|$. Thus, in a single iteration, RTI can in the worst case try $2|S| \times |S| + |S|$ possible polynomial operations before deciding which action to take.

Once a state is colored red, a pair of states has been merged, or two timed strings have been split, the same action cannot occur again. Since one of these actions is performed in every iteration, this bounds the amount of possible iterations of RTI by $2|S| \times |S| + |S|$. The proposition follows.

**Proposition 4.4.** RTI is correct (sound), i.e., given any input sample $S = (S_+, S_-)$, it returns a DRTA $\mathcal{A}$ that is consistent with $S$ (such that $S_+ \in L(\mathcal{A})$ and $S_- \in L(\mathcal{A}^C)$).

**Proof.** By definition $S$ is such that $S_+ \cap S_- = \emptyset$. Thus, although initially it is possible that $\mathcal{A}$ is inconsistent with $S$, it is not permanently inconsistent. RTI can make $\mathcal{A}$ consistent with $S$ by splitting transitions at the appropriate time values. In addition, a color or merge operation is only performed if $\mathcal{A}$ is not permanently inconsistent afterwards. Hence, during the execution of RTI, $\mathcal{A}$ is never permanently inconsistent. More specifically, there exists no red state $q_r$ such that $q_r \in F$ and $q_r \in R$. The timed APTA construction ensures that every timed string $\tau \in S_+$ ends in a state $q \in F$, and that every timed string $\tau \in S_-$ ends in a state $q \in R$.

RTI terminates only if all states are colored red. Hence, when it terminates, every timed string $\tau \in S_+$ ends in a red state $q_r \in F$, every timed string $\tau \in S_-$ ends in a red state $q_r \in R$, and there exists no red state $q_r$ such that $q_r \in F$ and $q_r \in R$. In other words, when it terminates, $\mathcal{A}$ is consistent with $S$. Because the algorithm terminates after a polynomial number of iterations (Proposition 4.3), the proposition follows.

**Proposition 4.5.** RTI is complete, i.e., for any DRTA languages $L_t$, there exists a data sample $S$ such that RTI returns a DRTA $\mathcal{A}$ with $L(\mathcal{A}) = L_t$. 
Proof. For any DRTA language $L_t$, there exists a DRTA $A_t$ such that $L_t = L(A_t)$. We show that RTI is correct by proving that it performs actions such that the following invariant holds: the red states and the transitions between them are correct, i.e., $A_t$ contains all of the red states and transitions.

For the initial case, the start state $q_0$ of the timed APTA $A$ is colored red. $A$ also contains a start state. For the arbitrary case, assume for the sake of induction that at the start of the current iteration $A_t$ contains all the red states in $A$ as well as all the transitions between them. We distinguish three cases:

Case 1. One of the outgoing transitions of a red state in $A_t$ has a different delay guard in $A$; 

Case 2. The first case does not hold and there exists a transition between two of those red states in $A_t$, but not between the red states in $A$; 

Case 3. None of the above holds.

In case 1, RTI should identify a delay guard for this transition $\delta$. Note that, when some delay guard is incorrect, there always exists at least one transition such that only the upper bound is incorrect. We assume without loss of generality that the upper bound of the delay guard of $\delta$ is correct. Since $\delta$ is a reachable transition, there exist timed strings that fire $\delta = \langle q, q', a, [n, n'] \rangle$ in $A$. Moreover, there exist timed strings that fire the transition $\delta' = \langle q, q'', a, [n' + 1, n''] \rangle$ in $A$. Since all the red states in $A$ are correct so far, all of these timed strings currently fire a transition to a blue state $\delta'' = \langle q, q''', a, [n, n'] \rangle$ in $A$. Within the set of timed strings that can fire $\delta''$ in $A$, there exist two that are of the form: $\tau(a, n')\tau'$ and $\tau''(a, n' + 1)\tau'''$. When these two strings are included in the input sample $S$, RTI will try to split the transition $\delta''$ with time value $n'$, resulting in the correct delay guard for $\delta$. We left the precise definition of the evidence value open, but clearly there exist timed strings such that the evidence value is highest when the correct guard is identified. These timed strings can be included in $S$ in order to force the correct identification. These correct identifications can be iterated (a finite number of times) until every outgoing transition of a red state has the correct delay guard.

In case 2, RTI should identify a new transition $\delta = \langle q, q', a, [n, n'] \rangle$ between two red states. It does so by merging a blue state with a red state. Like before, there exist timed strings that fire $\delta' = \langle q, q'', a, [n, n'] \rangle$ in $A$, where $q''$ is a blue state. Because RTI tries all possible merges, there exists an evidence value such that this blue state $q''$ will be merged correctly with the red state $q'$. Moreover, there exist no timed strings that create a permanent inconsistency if this merge is performed since this merge creates a transition that is a part of the correct DRTA $A_t$.

In case 3, RTI should color a blue node red. Because the previous two cases do not hold, any coloring of a blue state that does not result in a permanent inconsistency is a correct identification of a transition and a red state.

We conclude that if all red states and the transitions between them are correct, then it is possible that, given the right data, after an iteration of RTI, the red states and transitions between them are still correct. By induction, all the red states and transitions between them can remain correct during the entire execution of RTI. Since RTI has to identify a finite number of correct delay guards, transitions, and
states, and RTI can identify one of these in every iteration, RTI ends after a finite number of iterations. States are added to the set of final states if there exists a positive example that ends in that state. Clearly, for every final state there exists some example that ends in it. Hence, given the right data, the final states are also identified correctly. In conclusion, the result $A$ of RTI is such that $L(A) = L_t$ after a finite number of iterations. This proves the proposition.

**Proposition 4.6.** RTI converges efficiently in the limit to a correct DRTA $A_t$.

*Proof.* RTI is efficient (Proposition 4.3) and complete (Proposition 4.5). Thus, we only need to show that there exists an evidence value and polynomial characteristic sets that force the algorithm to converge to the correct DRTA. We prove this defining an evidence value that makes RTI simulate ID_1-DTA Algorithm 3.1 in the case that the target language is a DRTA language.

Our evidence value is such that it gives a higher score to operations that are first in the order of the ID_1-DTA algorithm. More specifically, it gives highest values to first merge, then color, then split operations. In addition, higher values are given to operations on transitions to blue states that are reachable by smaller (by length and alphabet) timed strings.

Using such an evidence value, splits are considered only if the transition to a blue state that RTI is currently trying to identify cannot be merged or colored. Since we want RTI to simulate ID_1-DTA, the evidence value should give the highest score to the smallest consistent split, where consistent is defined in terms of ID_1-DTA. More specifically, the evidence value gives preference to splits that result in a new blue state that can be merged or colored. In addition, since ID_1-DTA identifies transitions with larger constants in the clock guards first, the highest value is given to the split such that this blue state is the target of the newly created transition with the highest constants in its clock guard.

The merge and color operations of RTI correspond to the identification of the target state in ID_1-DTA. In both algorithms, these operations are only performed if the result is not permanently inconsistent.

Using the evidence value we just described, RTI identifies the exact same transitions as ID_1-DTA in the case that the clock of the 1-DTA should be reset at every transition. Moreover, they do so in the exact same order. Thus, when the correct 1-DTA is a DRTA, then the two algorithms result in the exact same DR-TAs. Since ID_1-DTA identifies the full class of 1-DTAs efficiently in the limit, this proves that RTI converges efficiently to the correct DRTA (given the right evidence value).

In conclusion, RTI, which is a timed version of EDSM, runs in polynomial-time, is a correct and complete algorithm, and converges efficiently to the correct DRTA in the limit. A big difference between EDSM and RTI is that RTI deals with timed data. As a consequence, RTI requires a different evidence measure than the one used by EDSM, which is based on non-timed data. In the next section, we provide a few of these measures.
4.4 Heuristics for RTI

Our algorithm uses an evidence (score) value (measure) in order to determine which action to take. The action that results in the highest evidence value, i.e., the one that agrees most with the input sample, is selected to be performed. Thus, the evidence value can be thought of as a heuristic that guides RTI.\footnote{In contrast, in the proof of Proposition 4.6 we constructed a fixed order evidence value. Such an evidence value makes it easy to prove theoretical results, but in practice it will not perform well. In practice, there can be a lot more evidence than permanent inconsistencies. Moreover, permanent inconsistencies are created by very specific pairs of timed strings. These strings will only occur in very large input samples.} Since RTI stops when it has reached a local optimum, i.e., when it cannot perform any actions, RTI can be thought of as a greedy procedure. The result is a small, hopefully the smallest, DRTA that is consistent with the input sample.

In this section, we describe the four heuristics that we use in our experiments. In addition, we explain a simple search variant of RTI. This search procedure uses the size of the DRTA resulting from an entire run of RTI as an evidence value. We compared the performance of this search variant in our experiments in order to give some insight into the effects of searching for a smaller solution.

4.4.1 Four evidence values

Since RTI is based on the EDSM algorithm for the identification of DFAs, we also based all of our heuristics on the EDSM evidence value. The intuition behind the EDSM evidence value is that the labels of the states that are combined during the determinization procedure of a merge can be seen as statistical tests for testing whether the merge is good or bad. A good merge is one where the states are instances of the same state in the target DFA, in a bad merge they are instances of different states. In the case of a good merge, none of the labels of the states that are merged by the determinization procedure can result in an inconsistency. In the case of a bad merge, some of these labels can result in an inconsistency. Thus, the greater the number of merged labeled states, the more confident we are that the merge is a good merge.

In addition to the normal non-timed (EDSM) evidence, RTI has access to information in the form of time values. Naturally, we would like RTI to make use of this timed information. Moreover, we would like to show that using this additional information leads to improved performance.

We created four heuristics that make use of the EDSM evidence value and the additional time information in different ways. We now first explain the two simple ones that do not make use of time information, then one that does make use of time information by giving more power to tails that are closer together, and finally one that tries to penalize the evidence value based on the amount of splits necessary in order to remove all inconsistencies.

**Pure EDSM** In order to give more insight into whether it is beneficial to make use of the time information in the input sample, we included the exact score value used by EDSM in our experiments. The evidence value used by EDSM is defined
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as:

\[ \text{pure} = \#\text{merge}(\text{pos}, \text{pos}) + \#\text{merge}(\text{neg}, \text{neg}) \]

where \#\text{merge}(\text{pos}, \text{pos}) (or \#\text{merge}(\text{neg}, \text{neg})) is the number of merges of pairs of positive (or negative) states performed by the determinization procedure.

**Consistent EDSM** A big difference between EDSM and our DRTA identification algorithm is that in our case, we allow for the possibility of inconsistent states. The split operation can be used to remove such inconsistencies. Intuitively, these inconsistencies should of course have some negative influence on the evidence value. We included a variant of EDSM that uses the inconsistencies in a very simple way: it simply subtracts the number of inconsistent merges from the number of consistent ones. It is defined as:

\[ \text{consistent} = \#\text{merge}(\text{pos}, \text{pos}) + \#\text{merge}(\text{neg}, \text{neg}) - \#\text{merge}(\text{pos}, \text{neg}) \]

When using this evidence measure it is possible that a color operation gets the highest score. This occurs when all possible splits and merges score negatively. This is different from conventional EDSM within the red-blue framework where a color operation is only applied when no merge is possible. Our algorithm simply picks the highest scoring operation, including color operations. If some operations score equally, we give preference to first merge, then split, and finally color operations.

**Impact EDSM** The first timed measure we use is based on the idea that tails that lie far away from each other are more likely to be pulled apart by a future split operation than tails that lie close to each other. For example, suppose that RTI merges two states in a DRTA, each containing just one tail (each state is reached by just one timed string). Let these tails starting from these two states be something like: \((a,1)(b,3)(c,5)\) and \((a,2)(b,3)(c,4)\). These tails lie close to each other in time and should intuitively get a higher impact on the score than say: \((a,1)(b,3)(c,5)\) and \((a,5)(b,6)(c,7)\).

We calculate this impact value using the distance in time between every pair of tails \(\tau\) and \(\tau'\) that are identical if we disregard their time values, i.e., if \(\text{untime}(\tau) = \text{untime}(\tau')\). These two tails currently end in the same state in the augmented DRTA \(\mathcal{A} = (Q, \Sigma, \Delta, q_0, F, R)\). We define the impact of \(\tau\) and \(\tau'\) as the probability that \(\tau\) and \(\tau'\) still end in the same state if we were to choose a split point uniformly at random in every non-red transition. Since RTI cannot split transitions between two red states, these transitions are excluded from this definition. The impact of two tails is calculated using Algorithm 4.6. The evidence value we use is computed as the sum over all timed strings from \(S\) of the maximum impact with any other consistent timed string minus the maximum impact with any other inconsistent timed string. All pairs of timed strings that end in a red state get an impact of 1.0 because they can never be separated by any split. Let \(Q_r\) denote the red states of \(Q\), and let \(\Delta_b\) denote the transitions to blue states of \(\Delta\). \(S^\delta\) denotes the sample of tails (suffixes) of timed strings from \(S\) that fire \(\delta\). Using these sets, the evidence value is:
Algorithm 4.6 The probability of not separating two timed strings: IMPACT

Require: Two tails \( \tau \) and \( \tau' \) for a transition to a blue state \( \delta \), and the minimum and maximum time value \( t_{\text{min}} \) and \( t_{\text{max}} \)
Ensure: Returns the probability that \( \tau \) and \( \tau' \) end in the same state if we split all non-red transitions uniformly at random
Set probability \( p := 1.0 \)
for all integers \( 1 \leq i \leq |\tau| \) do
Let \( t_1 \) and \( t_2 \) be the \( i \)th time values in \( \tau \) and \( \tau' \) respectively
Set \( p := p \times (1.0 - \frac{|t_1-t_2|}{t_{\text{max}}-t_{\text{min}}}) \)
end for
Return \( p \)

impact = \[ \sum_{q \in Q, \text{pure}} \text{impact}(q) - \sum_{\delta \in \Delta_b} \max\{\text{impact}(\tau,\tau') \mid \tau \in S^+_\delta \text{ and } \tau' \in S^-_\delta \} \]
\[ + \sum_{\delta \in \Delta_b} \max\{\text{impact}(\tau,\tau') \mid \tau \neq \tau', \tau \in S^+_\delta \text{ and } \tau' \in S^+_\delta \} \]
\[ + \sum_{\delta \in \Delta_b} \max\{\text{impact}(\tau,\tau') \mid \tau \neq \tau', \tau \in S^-_\delta \text{ and } \tau' \in S^-_\delta \} \]

Splits EDSM Like our second evidence value, our last evidence measure tries to include the inconsistencies in an EDSM-like score. However, it tries to do so in a way that is a bit more sophisticated than simply subtracting the amount of inconsistencies. The main idea is that, since the EDSM evidence value does not include inconsistencies, we should first get rid of all inconsistencies, and then use the EDSM evidence measure on the DRTA without inconsistencies. We remove these inconsistencies by splitting the transitions of the timed APTA.

The size of the resulting consistent APTA, and hence the resulting EDSM score, is determined by which and how many splits the algorithm performs. Hence, we would like to determine where to split the APTA in an optimal way. Unfortunately, the hardness proof for determining the correct delay guards (the proof of Theorem 7) can easily be adapted to show that this problem is NP-hard. Thus, we cannot hope to solve this problem optimally every time we need to compute an evidence value. Instead, we use a simple approximation of this problem using Algorithm 4.7. This algorithm computes the minimum amount of times we have to split a single transition in order to make one node of the APTA consistent. We use this algorithm to compute the following recursion for every state \( q \):

\[
\#\text{splits}(q, S) = \begin{cases} 
\max(\#\text{splits}(q, S, A), \#\text{splits}(q', S)) & \text{if } q \text{ is not red} \\
0 & \text{otherwise}
\end{cases}
\]

where \( q' \) is the source state of the transition to \( q \), i.e., \( q' \) is such that there exists a transition \( \langle q', q, a, [n, n] \rangle \) in \( A \). The recursion computes the number of splits required to make a state consistent for every state of an APTA. Intuitively, we want this measure to reflect how many states a state \( q' \) will be split into if we
Algorithm 4.7 Making a state consistent with splits: splits

Require: A state non-red \( q \) of a colored DRTA \( \mathcal{A} \) and a timed input sample \( S \)
Ensure: Returns an approximation of the minimum amount of times we need to split a transition in order to make \( q \) consistent

Let \( \delta \) be transition to the root of the APTA that contains \( q \)
Let \( S^\delta = (S^\delta_+, S^\delta_-) \) denote the subsample of \( S^\delta \) of tails for \( \delta \) that end in \( q \)
for all integers \( 1 \leq i \leq n \), where \( n \) is the length of the tails of \( S^\delta \) do
  Let \( T_+ \) denote the set of \( i \)th time values in tails from \( S^\delta_+ \)
  Let \( T_- \) denote the set of \( i \)th time values in tails from \( S^\delta_- \)
  if \( T_+ \cap T_- = \emptyset \) then
    Set \( s := 0 \)
  for all time values \( t \in T_+ \) do
    If \( \min(\{t' \in T_- \mid t' > t\}) < \min(\{t' \in T_+ \mid t' > t\}) \) then set \( s := s + 1 \)
  end for
  for all time values \( t \in T_- \) do
    If \( \min(\{t' \in T_+ \mid t' > t\}) < \min(\{t' \in T_- \mid t' > t\}) \) then set \( s := s + 1 \)
  end for
end if
end for
Return the minimum value for \( s \)

were to remove all inconsistencies from \( \mathcal{A} \). If the parent state \( q \) of \( q' \) requires more splits than \( q' \), we assume that \( q' \) will also be split into the number of states \( q \) will be split in. This is why we define this measure as the maximum of \( \text{splits}(q', S) \) and \( \#\text{split}(q, S) \). A red state requires no splits and will also not be split as the consequence of any other split we need to perform. Thus, the measure is 0 for red states.

Given the amount \( \text{splits}(q, S, \mathcal{A}) \) of states that \( q' \) will be split into, it is straightforward to compute the number of remaining merges of pairs of positive and negative states, i.e., the amount of remaining consistent merges: simply subtract \( \text{splits}(q, S, \mathcal{A}) \) from the original amount of consistent merges of states. Because the number of inconsistent merges in \( q \) can be greater than the number of consistent ones, the resulting value can become less than 0. However, the number of remaining consistent merges can of course never become less than 0. Therefore, we use 0 as the minimum value. For the complete augmented DRTA \( \mathcal{A} = \langle Q, \Sigma, \Delta, q_0, F \rangle, R \rangle \), with input sample \( S_+ \), the evidence value then becomes:

\[
\text{splits} = \sum_{q \in Q} \max(\text{pure}(q) - \#\text{split}(q, S, \mathcal{A}), 0)
\]

where \( \text{pure}(q) \) is the pure evidence value for state \( q \). This split evidence value does not compute the actual EDSM evidence that remains if we were to split our DRTA in an optimal way, but it tries to approximate this value (from above).

4.4.2 A simple search procedure

In addition to these four heuristics, we tested a simple search process that we wrapped around RTI in order to test how much we can increase the performance
Figure 4.7: The search tree of our simple search process depicted as a triangle, the search depth increases from left to right. From the current node of the search tree, the search procedure computes a complete execution of RTI for every possible action, and chooses the action that results in the smallest DRTA (size = 40).

by searching. Our search process uses an evidence measures in an indirect way (see Figure 4.7):

- For every possible action (split/merge), the search procedure first computes a complete (greedy) execution of RTI with an evidence measure. The result is a DRTA $A$.

- The search process then chooses the action that results in the smallest DRTA, i.e., such that the number of transitions in $A$ is smallest.

The intuition behind this process is that actions taken by RTI that lead to a small DRTA are more likely to be correct. More specifically, although an evidence measure $m$ assigns a small value to a specific action $a$, if $a$ is in fact a good (correct) action, then the result of performing $a$ and then using $m$ to determine the subsequent actions can still lead to a better result than an action with a high value. In other words, the action that scores highest using $m$ is not always the action that leads to the best result after a complete greedy run using $m$. Like our original algorithm, once the algorithm has chosen an action, it cannot be changed by subsequent iterations. The main benefits of this simple search procedure compared to a search procedure that uses an evidence value directly are:

- The procedure is an anytime algorithm. We can remember the smallest resulting DRTA and return it if the process is interrupted.

- The procedure produces results that are at least as good as the non-search (greedy) algorithm.

- The procedure requires only polynomial time in the size of the input sample: There are at most a polynomial amount of possible actions and the non-search algorithm is a polynomial time algorithm.

- The procedure ends without having to search through all possible DRTAs smaller than the result, i.e., it is incomplete but efficient.
Although our search procedure is a polynomial time algorithm, it takes a lot more time than the execution of our original algorithm since it can call this original algorithm tens of thousands of times as a subroutine.

4.5 Experiments

In this section, we experimentally compare each of the different evidence measures (including the search procedure) for RTI described in the previous section. In addition, we compare all of these implementations of RTI with a sampling approach that first samples the timed data and then runs EDSM to obtain a DFA representation of a DRTA. We perform the experiments on a large set of artificial data-sets generated from a randomly generated DRTA. In order to give insight into which method performs best in which setting, we generated these DRTAs with different number of states, transitions, delay guards, time values, etc. We provide plots of the performance of RTI and the sampling approach for each of these settings.

This section is structured as follows. We first describe the sampling approach in Section 4.5.1. Then, we explain the experimental setup and provide the algorithms we used to produce the artificial data-sets in Section 4.5.2. We list our expectations with respect to these experiments in Section 4.5.3. Finally, we show, describe, and explain our results in Section 4.5.4.

4.5.1 Sampled finite automata

As mentioned in the introduction, it is possible to sample timed data into an equivalent untimed format. Suppose we have a timed string $\tau = (a_1, t_1) \ldots (a_n, t_n)$. The equivalent untimed format for this timed string is a string $s_1 a_1 \ldots s_n a_n$, where $s_i \equiv \cdots \equiv \cdots$ is a string consisting of special time tick symbols $\bigcirc$ of length $t_i$.

Similarly, there also exists an equivalent DFA representation for any DRTA language. In fact, there exists a DFA representation for any DTA language. Given a DTA, a DFA representation can be constructed using the region construction method (see Section 2.3.2). Essentially, this method creates additional states for every possible combination of a state and a time value. The same state with a higher time value can be reached by a series of transitions labeled with the time tick symbol $\bigcirc$. In Figure 4.8, we give the DFA that results from the region construction when applied to the DRTA of Figure 4.1.

Using the region construction it is always possible to construct a DFA that accepts exactly the same language as a DRTA. Hence, it is never really necessary to identify a DRTA, there always exists a DFA that recognizes exactly the same language. The downside to trying to identify this DFA is that it is exponentially larger in the size of the DRTA. More specifically, since all constants of a DRTA are written down in binary, the number of states is exponential in the size of these constants. If we want the DFA returned by a DFA identification algorithm to be correct, we naturally require that every state in this DFA is reached by at least one string from the input data. Hence, using a DFA identification algorithm in order to identify a DRTA language is inefficient since it requires an exponential amount of data in order to return the correct result. In other words, it requires exponential time and space in order to converge. In contrast, by Proposition 4.6,
it is possible to converge to the correct DR T A using only a polynomial amount of data.

In theory, identifying a DR T A model for a DR T A language seems to be a better idea than identifying a DFA model for a sampled DR T A language. However, in practice one may argue that it makes no sense to sample the timed data using single time ticks. If the timed data has millisecond precision, it probably does not hurt to sample the timed data every 100 or even 1000 time ticks. Hence, in practice, the sampling transformation will usually contain an additional argument \( r \) that denotes the sampling rate. The result of sampling a timed string \( \tau = (a_1, t_1)(a_2, t_2)(a_3, t_3) \ldots (a_n, t_n) \) with rate \( r \) is a string \( s_1 a_1 s_2 a_2 s_3 a_3 \ldots s_n a_n \), where \( s_i = \circ \circ \ldots \circ \) is a string of length \( \lfloor \frac{t_i}{r} + 0.5 \rfloor \). Using such a sampling rate, it is of course possible that the region construction no longer works. In other words, it is possible that there exists no equivalent DFA for a DR T A when the timed strings are sampled with rate \( r \). However, the blowup in automaton size is not so great when this rate \( r \) is used (the blowup is exponential in \( \frac{1}{r} \)). In practice, it is not a big problem that the resulting DFA is not equivalent to the actual DR T A. We are usually satisfied when it only approximates (in terms of a high percentage of overlap in accepted timed strings) the actual DR T A.

In the next section, we describe how we compare the RTI algorithm with the approach of first sampling the timed data using some fixed frequency and then using a DFA learning algorithm.

### 4.5.2 Experimental setup

In order to test our DR T A identification algorithms, we generate data using the process shown in Algorithms 4.8 and 4.9. We first generate a DR T A uniformly at random (Algorithm 4.8) and then we use this DR T A to generate timed strings uniformly at random (Algorithm 4.9). The length of these timed strings follows an exponential distribution with an average length of 10.

We generate random DR T As with 4, 8, 16, and 32 states and alphabets of sizes 2, 4, and 8. To each of these DR T As, we apply the split routine 4, 8, 16, and 32 times at random time values in order to create clock guards. The minimum time value of the clock guards is set to 0. The maximum time values of the clock guards is either 100 or 1000. Every state of the DR T A has a chance of 0.5 to be

![Figure 4.8: A DFA equivalent to the harmonica DR T A of Figure 4.1.](image-url)
Algorithm 4.8 Generating a random DRTA: rand_drta

\textbf{Require}: Values for the amount of states $n$, splits $m$, possible time values $o$, and the size of the alphabet $p$.

\textbf{Ensure}: $A$ is a random DRTA for the specified parameters.

$Q := \{q_0, q_1, \ldots, q_{n-1}\}, q_n$ is a garbage state.

$\Sigma := \{a_1, a_2, \ldots, a_p\}$.

$\Delta := \bigcup_{0 \leq i < n} \bigcup_{1 \leq j \leq n} \{\langle q_i, q_n, a_j, 0 \leq x \leq o \rangle\}$.

$F := \emptyset$.

\begin{algorithmic}
\For{$1 \leq i \leq m$}
\State $\delta \in \Delta$ is a transition chosen uniformly at random.
\State $t \in [0, o]$ is a time value chosen uniformly at random.
\State Call split($\delta, t$).
\EndFor
\For{every transition $\delta = \langle q, q_n, a, g \rangle \in \Delta$}
\State $q' \in Q$ is a state chosen uniformly at random.
\State Set $\delta = \langle q, q', a, g \rangle$.
\EndFor
\While{$F = \emptyset$ or $F = Q$}
\For{every state $q \in Q$}
\State Set $F := F \cup \{q\}$ with probability 0.5.
\EndFor
\EndWhile
\EndFor
\Return $A = \langle Q, \Sigma, \Delta, q_0, F \rangle$
\end{algorithmic}

an accepting state. We disallow the case that all or none of the states were chosen to be accepting.

From these DRTAs, we randomly generate input samples consisting of either 1000 or 2000 timed strings. These input samples are used as data-sets for our algorithms. We also generate test-sets consisting of 50000 newly generated timed strings. Each of these timed strings has a probability of 0.1 to stop in each state it visits. Whether a string is positive or negative was determined by the state it ended in.

For every unique combination of the parameters of the DRTA generating algorithm (Algorithm 4.8), we generated 10 different DRTAs. This resulted in $4 \times 3 \times 4 \times 2 \times 2 \times 10 = 1920$ data- and test-sets. In order to compare RTI with a sampling approach, we sampled these data- and test-sets using a fixed sampling size of 10. We replaced every symbol-time value pair $(a, t)$ with an $a$ symbol and $\frac{t}{10}$ special time increase symbols. Rounding was used to get rid of fractions. We used a sampling size of 10 for both the 100 and 1000 maximum values of the clock guards.

We run RTI on the constructed data-sets, and used the test-set to evaluate its performance. For the search process, we used the consistent EDSM measure because it is simple to compute, and because it turned out to perform not (much) worse than the timed evidence measures. The algorithm we use for identifying a DFA from the sampled data is the red-blue algorithm, which we downloaded from the Abbadingo web-site.\footnote{Abbadingo One: DFA Learning Competition: http://abbadingo.cs.unm.edu/} In the following, we first present the expected results,
Algorithm 4.9 Generating an input sample

**Require:** Values for the amount of states $n$, splits $m$, possible time values $o$, stopping probability $s$, and the sizes of the alphabet $p$ and the input sample $v$.

**Ensure:** $S$ is an input sample of size $v$ for the identification problem of a random DRTA for the specified parameters.

Call $\mathcal{A} = \langle Q, \Sigma, \Delta, q_0, F \rangle = \text{RAND}\_\text{DRTA}(n, m, o, p)$.

$S := (S_+ = \emptyset, S_- = \emptyset)$

for $1 \leq i \leq v$ do
    $q := q_0$.
    $\tau := \lambda$.
    while true do
        break with probability $s$.
        $a \in \Sigma$ is a symbol chosen uniformly at random.
        $t \in [0, o]$ is a time value chosen uniformly at random.
        $\delta = \langle q, q', a, g \rangle \in \Delta$ such that $g$ is satisfied by $t$.
        $q := q'$.
        $\tau := \tau(a, t)$.
    end while
    if $q \in F$ then
        $S_+ := S_+ \cup \tau$.
    else
        $S_- := S_- \cup \tau$.
    end if
end for

Return $S$

then we provide and discuss the actual results of these algorithms.

4.5.3 Expectations

The main goal of the experimental setup described in the previous section, is to determine whether RTI performs better than the sampling approach. Because sampling results in a blow-up in both the amount of data and the size of the resulting automaton, we expect that RTI will perform better. In addition, the sampling transformation results in a small loss of information (otherwise there would be an even greater blow-up). However, since the sampling approach is a straightforward application of the current state-of-the-art in DFA identification, we expect that this approach also performs reasonably well.

With respect to the four different evidence values, we expect that both the splits and impact EDSM values will perform best because they make use of the time values of timed strings. The pure and consistent values do not consider these values. Between the two of them, we expect the consistent value to perform better because it also uses the inconsistent merges as information. We do not know what to expect regarding the performance difference of the impact and splits values. The splits value is more similar to the traditional EDSM measure. The impact value uses a distance measure between timed strings to determine their impact on the score. Timed strings (with identical symbols) that are closer together in time have a higher probability of ending in the same state. Both values make sense, we
leave it to the experiments to show which one is superior.

When increasing the amount of delay guards (splits) of the original DRTA that was used to produce the data-sets, we expect the decrease in performance of the timed evidence values to be less than the non-timed evidence values. This makes sense because additional splits cause more differences in behavior between timed strings with the same symbols, but different time values. Similarly, when increasing the amount of states, we expect the non-timed evidence values to decrease more slowly than the timed ones, because the behavior is then not influenced by differences in time values. The same holds for additional symbols in the alphabet.

We expect that all methods perform better when more data is available, and that all perform worse when more time points are used. The search version of RTI should perform best, since this one runs a greedy version of RTI many times in order to decide between a single merge or split. We hope that, using the search procedure, we will be able to identify DRTAs that are sufficiently large enough for practical applications.

4.5.4 Results

We run RTI on all of the 1920 data-sets using each of the different evidence values. In addition, we run the sampled and the search approaches on these data-sets. We use two indicators for the performance of the DRTAs (or DFAs in case of the sampling method) resulting from these runs. The first is the size, measured in number of transitions of the DRTA (DFA), which we like to be as small as possible. The second is the percentage of correctly classified timed strings of the test-set, which we like to be as large as possible. In Figure 4.9, we show both of these performance indicators for every method over all data-sets as boxplots. The plots show the lower quartile, median, and upper quartile as a box. This box covers the entire inter-quartile range, i.e., the middle fifty percent of all data values. In addition, the whiskers (dashed lines) extend to the largest and smallest values that have a distance of at most 1.5 of the inter-quartile range from the edges of the box. Any values outside of these whiskers are considered outliers and are plotted using dots. Around the median of each boxplot, there is a small triangular cut in the box, called a notch. This notch depicts (roughly) the 95% confidence interval of the median. Thus, if the median of another boxplot is outside of this range, then the median of these two plots differ significantly. All of the plots in this section were made using the R statistical package.\footnote{See \url{http://www.r-project.org/}.}

From Figure 4.9, it is clear that the sampling method performs much worse (in both performance measures) than our DRTA identification algorithm. In addition, the search procedure does help to increase the performance of RTI (again in both measures). Furthermore, the consistent evidence value results in smaller DRTAs on average than any of the other values. We used a paired t-test for independence to test the significance of this difference between the consistent and splits evidence values. The result of this test is a p-value of less than $2.2 \times 10^{-16}$, which is the minimum p-value used in the R package. Thus, this difference is significant. On average, the consistent evidence value finds DRTAs that contain 36 transitions less than the splits evidence value.
Figure 4.9: Boxplots of the sizes and scores of every method over all data-sets.

It seems that the score of the consistent value is smaller on average than the score of the splits value, but this score difference is not significant: a paired t-test applied to these score values results in a p-value of about 0.666. The pure and impact values clearly perform the worst of the four evidence values. The score of the impact value is even worse than the very simple pure evidence value. Thus, unfortunately, we can conclude that the impact value does not use the time information in a very good way.

Figure 4.10 shows the difference in score between the consistent value, the splits value, the sampling approach, and the search procedure in more detail. In this figure, the score of the method using the consistent value is plotted against each of the other methods. Each individual dot in this plot represents a single data-set. The x- and y-values of a dot are the scores of the respective methods on this data-set. In the first plot, we can see clearly that the sampling approach usually scores a lot worse than the consistent value: there are just a few cases in which the sampling approach is better than the consistent value, however the other way around there are many. From the second plot, it is more difficult to draw a good conclusion. There are some cases in which one clearly outperforms the other, but about an equal amount in both ways. The third plot clearly shows the value of searching: although sometimes the score becomes slightly worse, usually it either remains the same or becomes a lot better.

When looking at the boxplots in Figure 4.9 a question that comes to mind is whether it is better to return smaller DRTAs. The results of the search method seem to indicate this (also from Figure 4.10): searching for smaller solutions only performs a little worse in a few cases, but in much more cases it performs a lot better. More specifically, searching performs worse in 440 of all 1920 cases. The average decrease in score of these 440 cases is 0.01. However, in the 1480 remaining cases the average score increase is 0.05. To give more insight into the relation between score increase and size decrease, we created Figure 4.11. Figure 4.11 shows
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Figure 4.10: The score of the consistent measure plotted against the sampling method, the splits measure, and the search procedure.

the decrease in size when searching plotted against the score increase. Again, each individual dot in this plot represents a single data-set. From this plot we conclude that finding smaller DRTAs helps a lot, but only if the size decrease is more than approximately 25 transitions.

In the remainder of this section, we show plots of the performance of every method on different settings of each individual parameter that was used to generate the data-sets. This can help to give insight into which method should be used in which setting. It is especially interesting to find out with what settings the splits value outperforms the consistent value and the other way around. In addition, these results show how each of the parameters influences the difficulty of the identification problem.

Different sized alphabets Figure 4.12 shows the performance of each of the individual methods on data-sets with the same alphabet size. In these plots, we can clearly see a large performance decrease when the size of the alphabet is increased. Furthermore, we can see that on alphabets of size 2, the splits value outperforms the consistent value both on the resulting size and the score values. On alphabets of size 8, this is the other way around. This suggest that the splits value performs better on the smaller problems and the consistent value performs better on the larger problems. All methods perform bad on the size 8 alphabet problems. Even the search procedure has a median score value just above 0.6. Considering that a score value of 0.5 can be achieved by random guessing, this is not very high.

Different number of states Figure 4.13 shows the performance of each of the individual methods on data-sets with the same number of states in the original DRTA that was used to generate the data-set. In these plots, we again see that all methods perform bad on the large problems. Furthermore, the consistent value produces consistently smaller results than the splits value. However, there is almost no difference in scores between these two methods. The search procedure
Figure 4.11: The size decrease plotted against the score increase when searching. The plot on the right shows a zoomed-in version of the left plot.

again performs very good on the small problems. It is almost as bad as the consistent value (algorithm without search) on the large problems. As expected, the sampling method performs the worst overall.

Different number of splits Figure 4.14 shows the performance of each of the individual methods on data-sets with the same number of splits in the original DRTA that was used to generate the data-set. Hence, this should really show the difficulty of identifying the correct splits. Intuitively, when the number of splits is high, the evidence value that make use of time information should perform better than those that do not. This is exactly what we observe. With few splits, the scores of both the splits and the impact values score are lower than the score of the consistent value. With increasing amounts of splits, however, the difference in score becomes less. At 16 splits, the splits value already outperforms the consistent value. At 32 splits, even the impact value starts to outperform the consistent value. In fact, this is the only plot we have where the impact value outperforms any of the other values. Note, however, that the sizes of the solutions found by the consistent value are still smaller than the sizes of the solutions found by the splits value. Another interesting observation is that the first two plots show a very large variance in score values. However, this is not that surprising since these include problems with large alphabets and many states. Moreover, a large alphabet creates much larger problems if the amount of states is larger. That is why we do not see this large variance in the different number of states plots. Another consequence of this is that all methods perform better in the case of many splits, than in the case of many states.

Different number of time values and data-set sizes Figure 4.15 shows the performance of each of the individual methods on data-sets while varying the amount of examples, and the amount of time values. From these plots we draw
two important conclusions:

- More data leads to larger DRTAs, but the score of these DRTAs is significantly larger. This also holds for the sampling approach.

- An increase in the number of time points does not affect the results of the DRTA identification algorithms much, but the performance of the sampling approach decreases significantly.

The first conclusion is very interesting since it seems to contradict the expectation that smaller DRTAs lead to better performance. However, as we can see from the plots, searching still helps, i.e., it decreases the size and increases the score. Thus, there seems to be a dependence on the sizes of DRTAs that perform well and the size of the data sample. Actually, this is not that surprising because the availability of more data makes it possible to infer more transitions correctly, even (or especially) in larger DRTAs. But this does not explain why RTI produces larger DRTAs when more data is available. We believe that the reason this occurs is that more data also creates more possible inconsistencies (a positive example that ends in the same state as a negative example). To solve these inconsistencies, RTI requires larger DRTAs. This especially holds if RTI makes a (small) mistake, i.e., it performs an incorrect merge or split. In this case, when there is more data, more timed strings will end up in wrong states. Hence, more possible inconsistencies are
Figure 4.13: Boxplots of the sizes and scores of every method on different number of states of the original DRTA.
Figure 4.14: Boxplots of the sizes and scores of every method on different number of splits of the original DRTA.
Figure 4.15: Boxplots of the sizes and scores of every method when varying the amount of possible time values and the size of the data-sets.
created. Note that this phenomenon is not the same as the overtraining problem in machine learning, see e.g. (Mitchell 1997). Overtraining occurs when a large number of parameters (states/splits) are fitted too closely to the data-set. In such a case, the performance on the test-set decreases. In our case, this performance increases.

The second conclusion is also interesting. However, the fact that the sampling method performs worse is not very surprising. The sampling method uses a fixed sampling rate (of length 10). Thus, when there are more time points, the blowup in the length of the examples will be bigger. In this case, it is ten times bigger. Longer strings contain less useful data (it can create less inconsistencies) for the DFA identification algorithm, and hence the performance decreases. More interesting is the fact that it does not seem to matter much for our DRTA identification algorithm. In the DRTA case, an increase in the number of time points will make more splits possible, and hence results in a larger search space. When the amount of possible splits is larger, it makes sense that the chance that RTI chooses an incorrect split increases, and hence that the score decreases. Fortunately, in the boxplots of Figure 4.15, this seems not to occur.

Different sized DRTAs Figure 4.16 to 4.18 show the performance of each of the individual methods on data-sets with same sized original DRTAs. For every combination of alphabet size, states, and splits the figures show boxplots of both the size and the score of each method. The figures mostly show some of the conclusions we already obtained from the previous figures:

- The sampling method performs consistently worse than RTI, this is independent of the used heuristic.
- Among the four evidence values, the consistent measure results in the smallest DRTAs.
- The splits value obtains better scores than the consistent measure when there are many splits.
- The impact value does not perform well.
- The search procedure performs best.

In addition we can draw the following conclusions from Figures 4.16 to 4.18:
- For the smallest size DRTAs, the search procedure solves the problems almost optimally.
- The number of splits has a big influence on the difficulty of a problem, especially in the case of small DRTAs.
- The search procedure scores sufficiently good for real-world problems (about 80% accuracy) for DRTAs with up to 16 states, 16 splits, and alphabet of size 2.
- The search procedure scores sufficiently good for DRTAs with up to 16 states, 8 splits, and alphabet of size 4.
Figure 4.16: Boxplots of the sizes and scores of every method on the data-sets with an alphabet size of 2 and when varying the amount of states and splits of the original DRTA.
Figure 4.17: Boxplots of the sizes and scores of every method on the data-sets with an alphabet size of 4 and when varying the amount of states and splits of the original DRTA.
Figure 4.18: Boxplots of the sizes and scores of every method on the data-sets with an alphabet size of 8 and when varying the amount of states and splits of the original DRTA.
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- The search procedure scores sufficiently good for DRTAs with up to 4 states, 8 splits, and alphabet of size 8.
- For the larger DRTAs, the search procedure does not significantly improve the performance of RTI.

These conclusions show that RTI performs sufficiently good for real-world problems when either the alphabet, or the number of states is small. In addition, the second conclusion shows that identifying the timed properties of a DRTA is indeed a difficult problem.

**Timing** We did not perform any time measurements of our experiments. However, the consistent value can be computed very quickly. Running RTI with the consistent value over all of the 1920 problems took a few hours. Running RTI with the splits value took twice as long. The sampling approach took even longer. It took about 5 days in order to compute the results. Naturally, the search procedure took the longest, which required about 3 weeks. However, searching the smaller DRTAs (alphabet 4 and 8 states) usually finished in one or two minutes. We performed the experiments on a 1.8 GHz PowerPC G5 computer.

4.6 Discussion

We have constructed a novel identification algorithm for deterministic real-time automata (DRTAs). These automata can be used to model systems for which the time between consecutive events is important for the system's behavior. We adapted the state-merging algorithm for the identification of deterministic finite automata to the setting of real-time automata. To the best of our knowledge, ours is the first algorithm that can identify a timed automaton model from a timed input sample. Our results show that learning a DRTA returns a model of higher accuracy than a straightforward adaptation of a state-of-the-art state-merging method by using sampling.

We believe that the main reason why RTI outperforms the sampling method is that RTI uses a heuristic to determine the values of the delay guards. In the sampling case, these values are fixed and lead to an exponential blowup. Intuitively, the use of a heuristic to avoid this blowup seems a good idea.

For many applications, a big problem of RTI is that it requires labeled data. In many settings, it is very difficult to obtain labeled data: we can use sensors to observe systems, but not to label their behavior. Because we also want to apply RTI to such a setting, we will extend the RTI algorithm to the setting of unlabeled (only positive) data in the next chapter.
CHAPTER 5

Identifying deterministic probabilistic real-time automata

This chapter is based on work published in Proceedings of Induction of Process Models at ECML PKDD (Verwer, de Weerdt and Witteveen 2008a).

5.1 Introduction

In Chapter 4, we described the RTI algorithm (Algorithm 4.5) for identifying deterministic real-time automata (DRTAs) from labeled data, i.e., from an input sample \( S = (S_+, S_-) \). Although this algorithm is efficient in both run-time and convergence (see Section 4.3.4), in practice it can sometimes be difficult to apply this algorithm, the reason being that data can often only be obtained from observations of the process to be modeled. In these cases, we have access to a system that continuously produces event-time value pairs. We can observe such a system, for example using sensors. From such observations we only obtain timed strings that have actually been generated by the system. In other words, we only have access to the positive data \( S_+ \), also known as unlabeled data.

In this chapter, we adapt the RTI algorithm to this setting. A straightforward way to do this is to make the model probabilistic, and to check for consistency using statistics. This has been done many times, and in different ways, for the problem of identifying DFAs (see Section 2.4.3). As far as we know, this is the first time such an approach is applied to the problem of identifying DRTAs.

We start this chapter by defining a probabilistic DRTA (PDTA, Section 5.2). In addition to a DRTA structure, a PDTA contains parameters that model the probabilities of events in the DRTA structure. In order to identify a PDTA,
we thus need to solve two different identification problems: the first problem is to identify the correct DRTA structure, and the second is to set the probabilistic parameters of this model correctly. This type of identification is also known as *model selection*, see, e.g., (Grünwald 2007). However, because a PDRTA is a deterministic model, we can simply set these parameters to the normalized frequency counts of events in the input sample $S_+$.\footnote{In the case of a non-deterministic model, setting the model parameters is a lot harder. In fact, it can be as difficult as identifying the model itself.} This is very easy to compute and it is the unique correct setting of the parameters. We therefore focus on identifying the DRTA structure of a PDRTA.

We introduce several statistical tests that can be used to solve this identification problem (Section 5.3). These tests are based on the commonly used $\chi^2$, likelihood-ratio, and Kolmogorov-Smirnov tests (Sections 5.3.1, 5.3.2, 5.3.3). Intuitively, the tests we introduce test the null-hypothesis that the suffixes of strings that can occur after two different states have been reached follow the same PDRTA distribution, i.e., whether these two states can be modeled using a single state in a PDRTA. If this null-hypothesis is rejected with sufficient confidence, then this is considered to be evidence that these two states should not be merged. Equivalently, if these two states result from a split of a transition, then this is evidence that this transition should be split. In this way, the *statistical evidence* resulting from these tests replace the evidence value in the original RTI algorithm. In addition, we require methods in order to deal with small frequencies in the data (Section 5.3.4). The result is the RTI+ algorithm (Section 5.3.5), which stands for *real-time identification from positive data*. The RTI+ algorithm is a polynomial time algorithm that converges efficiently to the correct PDRTA in the limit with probability 1.

The statistical tests used by the RTI+ algorithm are designed specifically for the purpose of identifying a PDRTA from unlabeled data. Although many algorithms like RTI+ exist for the problem of identifying probabilistic DFAs (PDFAs, see Section 2.4.3), none of these algorithms uses the non-timed version of a test that we introduced for RTI+. These tests can however be modified in order to identify PDFAs. Hence, they also contribute to the current state-of-the-art in PDFA identification. As such, this chapter is somewhat different from the previous chapter: instead of applying and extending results and algorithms for the problem of DFA identification to the problem of DRTA identification, we develop new techniques that can also be used in DFA identification.

We evaluate the performance of the RTI+ algorithm with different statistical tests experimentally on artificially generated data (Section 5.4). For these tests, we use the same experimental setup as the previous chapter (see Section 4.5.2), the only difference is that we only generate positive data (Section 5.4.1). Unfortunately, unlike models that are identified from labeled data, it is difficult to measure the quality of models that are identified from unlabeled data. A commonly-used quality measure for natural language identification tasks is *test set perplexity* (see, e.g., (Jurafsky and Martin 2000)). This measures the predictive quality of identified models on unseen data. Although test set perplexity does reflect how good the identified models represent the actual distribution of the data, we argue that it is unsuitable for our model selection problem (Section 5.4.2). The reason is that we
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are only interested in identifying the correct DRTA model of a PDRTA, and not in setting the parameters of this model correctly. Another performance measure we could use is the Akaike Information Criterion (AIC) (Section 5.4.3). The AIC is a well-known model selection criterion from statistics, see, e.g., (Grünwald 2007). Unfortunately, the AIC does not measure how well the identified models perform on unseen data, i.e., how good the identified models represent the actual distribution of the data.

Since we are only interested in identifying the correct PDRTA model, but not its parameters, we therefore propose the following approach for testing the performance of the RTI+ algorithm: first identify a PDRTA model from a data set, then set the parameters of the model using the test set, and finally compute the resulting perplexity and AIC using the test set (Section 5.4.4). We call this the test-set-tuned perplexity and AIC, respectively. Both measures give sensible results. Therefore, we use both of them to test the performance of the RTI+ algorithm (Section 5.4.5). An interesting conclusion of these experiments and the differences from the previously discussed measures is that in terms of data-requirements it is often easier to identify a model than to set its parameters correctly. In addition, the results show that the RTI+ algorithm is capable of identifying sufficiently large PDRTAs in order to be used in practice.

We end this chapter with some conclusions and pointers for future work regarding the algorithm, statistics, and the new performance measures (Section 5.5).

5.2 Probabilistic DRTAs

In order to identify a DRTA from positive data $S_+$, we need to model a probability distribution for timed strings using a DRTA structure. This is done by adding probability distributions for the symbols and time values of timed events to every state of a DRTA. Learning a DRTA then consists of fitting these distributions and the model structure to the data available in $S_+$. We want to adapt the RTI of the previous chapter to identify these probabilistic DRTAs (PDRTAs). Since they have the same structure as DRTAs, we only need to decide how to represent the probability of observing a certain timed event $(a, t)$ given the current state $q$ of the PDRTA, i.e., $Pr(O = (a, t) \mid q)$. In order to determine the probability distribution of this random variable $O$, we require two distributions for every state $q$ of the DRTA: one for the possible symbols $Pr(S = a \mid q)$, and one for the possible time values $Pr(T = t \mid q)$. The probability of the next state $Pr(X = q' \mid q)$ is determined by these two distributions because the PDRTA model is deterministic.

The distribution over events $Pr(S = a \mid q)$ that we use is the standard generalization of the Bernoulli distribution, i.e., every symbol $a$ has some probability $Pr(S = a \mid q)$ given the current state $q$, and it holds that $\sum_{a \in \Sigma} Pr(S = a \mid q) = 1$ (also known as the categorical distribution). This is the most straightforward choice for a distribution function and it is used in many probabilistic models, such as Markov chains, hidden Markov models, and probabilistic automata (see Section 2.3.3). A consequence of modeling the event distributions in this way is that

\footnote{In probabilistic automata there sometimes exists for every state $q$ an additional probability $Pr(end \mid q)$ that the process ends in $q$, given that the current state is $q$. We choose not to model}
the resulting PDRTA model is Markovian with respect to the events:

**Definition 5.1.** (Markovian events) A probability distribution \( \Pr(S = a) \) of the next symbol \( a \) in an automaton model is called Markovian if it depends only on the current state \( q_i \) of the PDRTA and not on the past states \( q_1, \ldots, q_{i-1} \) or observations \( o_1, \ldots, o_{i-1} \), i.e., if \( \Pr(S = a | q_i) = \Pr(S = a | q_1, \ldots, q_i, o_1, \ldots, o_{i-1}) \).

The choice of which distribution over time \( \Pr(T = t | q) \) to use is more difficult. A commonly used distribution is the exponential distribution. This distribution is used for example in continuous time Markov chains (see Section 2.3.3). A nice property of this distribution is that it is Markovian: the amount of time spent in \( q \) is independent of the amount of time already spent in \( q \). A problem, however, of using such a distribution is that the time distribution is fixed to be of a specific form. Hence, this poses strict requirements on the type of model that our algorithm can identify. More specifically, if the actual time distribution does not follow this form, then a model that uses the exponential distribution will not be able to model the process very well. We like our algorithm to be able to identify a wider range of models.

The most straightforward way to approximate an unknown distribution is to use a histogram. A histogram divides the domain of the distribution (in our case time) into a fixed number of bins \( H \). Every bin \([v, v'] \in H \) is an interval in \( \mathbb{N} \). The distributions inside the bins are modeled uniformly, i.e., for all \([v, v'] \in H \) and all \( t, t' \in [v, v'] \), \( \Pr(T = t | q) = \Pr(T = t' | q) \). Naturally, it has to hold that all these probabilities sum to one: \( \sum_{t \in \mathbb{N}} \Pr(T = t | q) = 1 \). Usually, we use the probability of a bin \( \Pr([v, v'] | q) = \sum_{t \in [v, v']} \Pr(T = t | q) \) directly instead of the probability of a time value. Using a histogram to model the time distribution might look simple, but it is very effective. In fact, it is a common way to model time in hidden semi-Markov models, see, e.g., (Guédon 2003). As a consequence of using a histogram, the time distributions in the PDRTA model are semi-Markovian:

**Definition 5.2.** (semi-Markovian time values) A probability distribution \( \Pr(T = t) \) of the next time values \( t \) in an automaton is called semi-Markovian if \( \Pr(T = t) \) is Markovian (with respect to past states and observations), but depends on the time already spent in the current state, i.e., if \( \exists t, t' : \Pr(T = t | q) \neq \Pr(T = t + t' | T > t', q) \).

The price of using a histogram to model time is that we need to specify the amount, and the sizes (division points) \([v, v'] \) of the histogram bins.\(^3\) Choosing these values boils down to making a tradeoff between the model complexity and the amount of data required to identify the model. More bins lead to a more complex model that is capable of modeling the time distribution more accurately, but it requires more data in order to do so. It seems to make sense to let the amount and the sizes of the bins depend on the amount (and perhaps the shape) of the

---

\(^3\)Note that the RTI+ algorithm can still split transitions on any possible time-value. The histogram bins only serve as a model for the time distribution in a PDRTA, they do not restrict the possible PDRTA structures in any way.
5.2. Probabilistic DRTAs

data that is available. To simplify matters, however, we assume that every time distribution has the same division points. More specifically, we do not assume that every state has the same time distribution, but that the PDRTA models uses the same set of bins to approximate all of these distributions. These bins are specified beforehand, for example by a domain expert, or by performing data analysis.

In addition to choosing how to model the time and symbol distributions, we need to decide whether to make these two distributions dependent or independent. It is common practice to make these distributions independent, see, e.g., (Guédon 2003). In this case, the time distribution represents a distribution over the waiting (or sojourn) time of every state. In some cases, however, it makes sense to let the time spent in a state depend on the generated symbol. By modeling this dependence, the model can deal with cases where some events are generated more quickly than others. Unfortunately, this dependence comes with a cost: the size of the model is increased by a polynomial factor (the product of the sizes of the distributions). Due to this blowup, we require a lot more data in order to identify a similar sized DRTA. This is our main reason for modeling these two distributions independently. Furthermore, we also do not have sufficient reasons to divert from common practice.\footnote{In future work it might be interesting to identify models with dependent time and symbol distributions using our algorithm. It is also possible to test for this dependence beforehand for every state, before deciding how to model it.}

This results in the following PDRTA model:

\textit{Definition 5.3. (PDRTA)} A probabilistic DRTA (PDRTA) $\mathcal{A}$ is a quadruple $\langle \mathcal{A}', H, S, T \rangle$, where $\mathcal{A}' = \langle Q, \Sigma, \Delta, q_0 \rangle$ is a DRTA without final states, $H$ is a finite set of bins (time intervals) $[v, v')$, $v, v' \in \mathbb{N}$, known as the histogram, $S = \{ p_{a,q} | a \in \Sigma, q \in Q \}$ is a finite set of symbol probabilities $p_{a,q} = Pr(S = a | q)$, and $T = \{ p_{h,q} | h \in H, q \in Q \}$ is a finite set of time-bin probabilities $p_{h,q} = Pr(T \in h | q)$. For every state $q \in Q$ it holds that $\sum_{a \in \Sigma} p_{a,q} = 1$ and $\sum_{h \in H} p_{h,q} = 1$.

The DRTA without final states specifies the structure of the PDRTA. The symbol- and time-probabilities $S$ and $T$ specify the probabilistic properties of a PDRTA. The probabilities in these sets are called the parameters of $\mathcal{A}$. However, in every set, the value of one of these parameters follows from the others because

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.1.png}
\caption{A probabilistic DRTA. Every state is associated with a probability distribution over events and over time. The distribution over time is modeled using histograms. The bin sizes of the histograms are predetermined but left out for clarity.}
\end{figure}
their values have to sum to 1. Hence, there are \(|S| - 1\) + \(|T| - 1\) parameters per state of our PDRTA model.

The probability \(p_{t,q}\) that the next time value equals \(t\) given that the current state is \(q\) is defined as \(p_{t,q} = Pr(T = t \mid q) = \frac{p_{h,q}}{v' - v + 1}\), where \(h = [v, v'] \in H\) is such that \(t \in [v, v']\). Thus, in every time-bin the probabilities of the individual time points are modeled uniformly. The probability of an observation \((a, t)\) given that the current state is \(q\) is defined as

\[
Pr(O = (a, t) \mid q) = p_{a,q} \times p_{t,q}
\]

This implies that the distributions over events and time are independent. The probability of the next state \(q'\) given that the current state is \(q\) is defined as

\[
Pr(X = q' \mid q) = \sum_{\langle q, q', a, t \rangle \in \Delta} p_{a,q} \times p_{t,q}
\]

Thus, the model is deterministic. The computation of a PDRTA is defined analogously to the computation of a DRTA. A PDRTA models a distribution over timed strings \(Pr(O^* = \tau)\). Let

\[
q_0 \xrightarrow{(a_1, t_1)} q_1 \cdots q_{n-1} \xrightarrow{(a_n, t_n)} q_n
\]

be the computation of a PDRTA \(A\) over the timed string \(\tau = (a_1, t_1) \cdots (a_n, t_n)\). The probability of \(\tau\) given \(A\) is:

\[
Pr(O^* = \tau \mid A) = \prod_{1 \leq i \leq n} Pr(O = (a_i, t_i) \mid q_{i-1})
\]

A PDRTA can be used as a predictor because it defines distributions over next timed events \((a, t)\) given a finite history \(\tau\):

\[
Pr(O = (a, t) \mid \tau, A) = \frac{Pr(\tau(a, t) \mid A)}{Pr(\tau \mid A)}
\]

Example 5.1. Figure 5.1 shows a PDRTA \(A\). Let \(H = \{[0, 2]; [3, 4]; [5, 6]; [7, 10]\}\) be the histogram. In every bin the distribution over time values is uniform. We can use \(A\) as a predictor of timed events. For example, the probability of \((a, 3)(b, 1)(a, 9)(b, 5)\) is \(Pr((a, 3)(b, 1)(a, 9)(b, 5)) = 0.5 \times \frac{0.2}{2} \times 0.5 \times \frac{0.3}{3} \times 0.8 \times \frac{0.25}{4} \times 0.5 \times \frac{0.4}{2} = 1.25 \times 10^{-5}\). The probability of observing \((b, 5)\) after seeing \((a, 3)(b, 1)(a, 9)\) (used for prediction) is \(Pr((b, 5) \mid (a, 3)(b, 1)(a, 9)) = \frac{1.25 \times 10^{-5}}{1.25 \times 10^{-4}} = 0.1 = 0.5 \times \frac{0.4}{2}\).

A consequence of computing the probability of a timed string \(\tau\) in this way is that the PDRTA model is output independent:

Definition 5.4. (output independence) An automaton is called output independent if the probability \(Pr(O = o_i \mid q_{i-1})\) of an observation \(o_i\) (timed event) given the current state \(q_{i-1}\) is independent of the previous observations \(o_1, \ldots, o_{i-1}\), i.e. \(P(O = o_i \mid q_{i-1}) = P(O = o_i \mid q_{i-1}, o_1, \ldots, o_{i-1})\).
In HMMs, output independence also holds and it has been said to be very restrictive and hence limit the possible applications of HMMs, see, e.g., (Rabiner 1989). In our case, however, this is not a big problem because we try to identify the structure of a PDRTA in addition to its parameters. Therefore, in the case that output independence does not hold for some state \( q \) of the actual system we are trying to identify, our algorithm will identify multiple states that represent \( q \), each of which is output independent. In other words, when trying to identify an output dependent system, our algorithm will identify a (sometimes much larger) output independent system that is language equivalent to the actual output dependent system. Hence, this does not influence the applicability of our algorithm.

A possible issue is that identifying multiple states that represent a single state in the actual system can lead to some blow-up in the size of the PDRTA model. If the actual system is highly output dependent (or non-stationary), such as a multi-clock DTA (see Section 3.4), this blow-up can be exponential. In such cases, it will be difficult to apply our algorithm because it will require huge amounts of data in order to identify the correct PDRTA. However, this is not a big issue since it is very likely impossible to identify such highly dependent systems efficiently, as is the case for multi-clock DTAs (see Section 3.2).

A PDRTA essentially models a certain type of distribution over timed strings. All of the mentioned assumptions are valid when the actual model can be modeled using this type of distribution (perhaps at the cost of some blow-up). An input sample \( S_+ \) can be seen as a sample drawn from such a distribution. The problem of identifying a PDRTA then consists of finding the distribution that generated this sample. We now describe how we adapt our DRTA identification algorithm in order to identify a PDRTA from such a sample.

5.3 Identifying PDRTAs from positive data

In this section, we adapt the RTI algorithm for the identification of DRTAs from labeled data of the previous chapter to the setting of unlabeled data. The result is the RTI+ algorithm, which stand for real-time identification from positive data. Given a set of observed timed strings \( S_+ \), the goal of RTI+ is to find a DRTA that describes (the behavior of) the real-time process that generated \( S_+ \). Note that, because RTI+ uses statistics to find this DRTA, and hence needs to count the occurrences of timed symbols, \( S_+ \) is a multi-set, i.e., \( S_+ \) can contain the same timed string multiple times.

Like before (see Section 4.3.2), RTI+ starts with an augmented prefix tree acceptor (APTA). However, since we only have positive data available, the APTA will not contain rejecting states. Moreover, since the points in time where the observations are stopped are arbitrary, it also does not contain accepting states. Thus, the initial DRTA simply is the prefix tree of \( S_+ \). An example prefix tree is shown in Figure 5.2.

Starting from a prefix tree, our original algorithm tries to merge states and split transitions using a red-blue framework (see Section 2.4.1). RTI+ uses exactly the same operations and framework. The only difference is the evidence value we use. Originally, the evidence was based on the number of positive and negative examples that end in the same state. For RTI+, we require an evidence value that
uses only positive examples, and that disregards which states these examples end in. The most straightforward evidence values for this type of setting are statistics that count the occurrences of timed events. Statistical tests on these counts can be used to measure the similarity between two states. This similarity measure can be used both as statistical evidence values and as a consistency check. Two states are inconsistent if their similarity goes below a prespecified bound.

We now show the different statistics we use (Sections 5.3.1 to 5.3.4) and how we fit them into RTI+ (Section 5.3.5). Each of these statistics are alternative implementations of the evidence value in RTI+. There exist of course many other possible statistics that can be used as evidence values. We chose the ones described here because they are the most straightforward implementations of the ideas in this chapter. We test every implementation in the results section (Section 5.4).

5.3.1 A likelihood ratio test for state-merging

The likelihood ratio test (see, e.g., (Hays 1994)) is a common way to test nested hypotheses. A hypothesis $H$ is called nested within another hypothesis $H'$ if the possible distributions under $H$ form a strict subset of the possible distributions under $H'$. Less formally, this means that $H$ can be created by constraining $H'$. Thus, by definition $H'$ has more unconstrained parameters (or degrees of freedom) than $H$. Given two hypotheses $H$ and $H'$ such that $H$ is nested in $H'$, and a data set $S_+$, the likelihood ratio test statistic is computed by

$$LR = \frac{\text{likelihood}(S_+, H)}{\text{likelihood}(S_+, H')}$$

where likelihood is a function that returns the maximized likelihood of a data set under a hypothesis, i.e., likelihood($S_+, H$) is the maximum probability (with optimized parameter settings) of observing $S_+$ under the assumption that $H$ was used to generate the data.

Let $H$ and $H'$ have $n$ and $n'$ parameters respectively. Since $H$ is nested in $H'$, the maximized likelihood of $S_+$ under $H'$ is always greater than the maximized likelihood under $H$. Hence, the likelihood ratio $LR$ is a value between 0 and 1. When the difference between $n$ and $n'$ grows, the likelihood under $H'$ can be optimized more and hence $LR$ will be closer to 0. Thus, we can increase the
likelihood of the data $S_+$ by using a different model (hypothesis) $H'$, but at the cost of using more parameters $n' - n$. The likelihood ratio test can be used to test whether this increase in likelihood is statistically significant. The test compares the value $-2\ln(LR)$ to a $\chi^2$ distribution with $n' - n$ degrees of freedom. The result of this comparison is what is called a $p$-value.

A $p$-value is the probability that a value (in our case a $\chi^2$ distribution with $n' - n$ degrees of freedom) would assume a value greater than or equal to the observed value (in our case $-2\ln(LR)$) strictly by chance. Thus, in our case, a high $p$-value indicates that $H$ is a better model since the probability that $n' - n$ extra parameters results in the observed increase in likelihood is high. Consequently, a low $p$-value indicates that $H'$ is a better model. When the $p$-value is less than 0.05, we are 95% certain that the observed increase in likelihood cannot have occurred strictly by chance.

Applying the likelihood ratio test to state-merging and transition-splitting is remarkably straightforward. Suppose that we want to test whether we should perform a merge of two states. Thus, we have to make a choice between two PDRTAs (models):

- the PDRTA $A$ resulting from the merge of these states;
- the PDRTA $A'$ before merging these states.

Clearly, $A$ is nested in $A'$. Thus all we need to do is compute the maximized likelihood of $S_+$ under $A$ and $A'$, and apply the likelihood ratio test. Since PDRTAs are deterministic, the maximized likelihood can be computed simply by setting all the probabilities in the PDRTAs to their normalized counts of occurrence in $S_+$.

We now show how to use this test in order to determine whether to perform a merge using an example.

**Example 5.2.** In this example, we disregard the time values of timed strings and the timed properties of PDRTAs. This greatly simplifies matters and the procedure can easily be extended to make use of the time values and timed properties. Suppose we want to test whether to merge the two root states of the prefix trees of Figure 5.3. These two prefix trees are parts of the PDRTA we are currently trying to identify. Hence only some strings from $S_+$ reach the top tree, and some reach the bottom tree.

Let $S = \{10 \times a, 10 \times aa, 20 \times ab, 10 \times b\}$ and $S' = \{20 \times aa, 20 \times bb\}$ be the suffixes of these strings starting from the point where they reach the root state of the top and bottom tree respectively, where $n \times \tau$ means that the (timed) string $\tau$ occurs $n$ times. We first set all the parameters of the top tree in such a way that the likelihood of $S$ is maximized: $p_{a,q_0} = \frac{4}{5}, p_{b,q_0} = \frac{1}{5}, p_{a,q_1} = \frac{1}{3}, p_{b,q_1} = \frac{2}{3}$ (this is easy because the model is deterministic). We do the same for the bottom tree and $S'$: $p_{a,q_0}' = \frac{1}{2}, p_{b,q_0}' = \frac{1}{2}, p_{a,q_1}' = 1, p_{b,q_2}' = 1$.

We can now compute the maximized likelihood\(^5\) of the relevant data set (of the parts that reach the states that we want to merge) by first computing the

\(^5\)This procedure can be simplified by computing the logarithms of these probabilities directly. This avoids the problem that the computed value becomes very small very quickly.
Figure 5.3: The likelihood ratio test. We test whether using the left model (two prefix trees) instead of the right model (a single prefix tree) results in a significant increase in the likelihood of the data with respect to the number of additional parameters (used to model the state distributions).

probability of \( S \) under the top tree:

\[
p_1 = \left( \frac{4}{5} \right)^{40} \times \left( \frac{1}{5} \right)^{10} \times \left( \frac{1}{3} \right)^{10} \times \left( \frac{2}{3} \right)^{20} \approx 6.932 \times 10^{-20}
\]

then the probability of \( S' \) under the bottom tree:

\[
p_2 = \left( \frac{1}{2} \right)^{20} \times \left( \frac{1}{2} \right)^{20} \approx 9.095 \times 10^{-13}
\]

Next, we set the parameter of the right tree to maximize the likelihood of \( S \cup S' \):

\( p_{a,q_0} = \frac{2}{3}, p_{b,q_0} = \frac{1}{3}, p_{a,q_1} = \frac{3}{5}, p_{b,q_1} = \frac{2}{5}, p_{b,q_2} = 1 \), and compute the likelihood of the data under the right (merged) tree:

\[
p_3 = \left( \frac{2}{3} \right)^{60} \times \left( \frac{1}{3} \right)^{30} \times \left( \frac{3}{5} \right)^{30} \times \left( \frac{2}{5} \right)^{20} \approx 3.211 \times 10^{-40}
\]

We multiply the top and bottom tree probabilities in order to get the likelihood of the data under the left (un-merged) tree, and use this to compute the likelihood ratio:

\[
LR = \frac{p_3}{p_1 \times p_2} \approx 5.093 \times 10^{-9}
\]

The \( \chi^2 \) value that we need to compare to a \( \chi^2 \) distribution then becomes \( \chi^2 \approx 38.19 \). Per state \(|\Sigma| - 1\) untimed parameters are used (\(|\Sigma| \times |H| - 2\) in the timed case). We subtract 1 because the value of the last parameter follows from the others since their sum has to be equal to 1. In the un-merged model, the number of (untimed) parameters is 5. In the merged model it is 3. The un-merged model
in general uses roughly twice as many parameters as the single tree model. A likelihood-ratio test using these values results in a p-value of $5.093 \times 10^{-9}$. Since this is a lot less than 0.05, we conclude that the merge results in a significantly worse model.

Testing whether to perform a split of a transition can be done in a similar way. When we want to decide whether to perform a split, we also have to make a choice between two PDRTAs: the PDRTA before splitting $\mathcal{A}$, and the PDRTA after splitting $\mathcal{A}'$. $\mathcal{A}$ is again nested in $\mathcal{A}'$, and hence we can perform the likelihood ratio test in the same way.

### 5.3.2 Fisher’s method of combining p-values

In the previous section, we described a maximum-likelihood method for obtaining a confidence value for whether two states represent the same distribution. The method is straightforward but it is very dependent on the number of parameters of the models we test. This causes some problems, which we discuss in Section 5.3.4. There are of course many alternatives to the likelihood ratio test. However, all of the commonly used tests from statistics operate on either binned or ordinal data. It is not possible to directly apply them to a prefix tree. We need some way to transform the data that is available in the prefix trees to the data these tests use. We do so using Fisher’s method (Fisher 1948).

Fisher’s method for combining p-values can be used to combine several p-values that come from independent tests of a single hypothesis into a single overall test for that hypothesis. The main idea of the method is that the p-values coming from these tests should follow some known distribution under the null-hypothesis. Given $n$ independent tests, let $v_i$ denote the p-value of the $i$th test. Fisher’s method relies on the fact that under the null-hypothesis

$$F = -2 \times \sum_{1 \leq i \leq n} \ln(v_i)$$

approximates a $\chi^2$ distribution with $2n$ degrees of freedom. Thus, we can compare $F$ to the critical values of this distribution in order to obtain a single overall p-value.

The main use of Fisher’s method is in cases where there are several tests that do not allow us to reject the null-hypothesis, for example because each of these tests is performed on an insufficient number of data samples. In such a scenario, Fisher’s method can be used to combine the results of these tests. Although each of the individual tests is based on an insufficient amount of data, the combination of these tests can lead to a rejection of the null-hypothesis.

In our case, we use Fisher’s method as an alternative to the likelihood ratio test. The idea is that we can use simple and well-known tests in order to test whether two states are the same locally, i.e., with respect to the binned distributions associated with those states. The overall test can then be computed by combining the p-values from several of these simple tests. In the case of a merge, we perform the simple tests for every pair of states that is merged by the determinization process, see Figure 5.4. In the case of a split, we perform these tests for every pair of states that would be merged if we were to undo the split.
The simple test we use is the $\chi^2$ test for independence (see, e.g., (Hays 1994)). In order to perform this test, we need to compute the value

$$\chi^2 = \sum_{1 \leq i \leq n} \frac{(O_i - E_i)^2}{E_i}$$

where for all $n$ events, $O_i$ is the observed frequency of event $i$, and $E_i$ is the expected frequency of event $i$. The observed frequencies can easily be determined from data. The expected frequency is determined by the null-hypothesis. In our case, we want to test whether two states $q$ and $q'$ are the same. Thus, the expected frequency $E_{i,q}$ of event $i$ in state $q$ is the frequency we expect if $q$ and $q'$ are merged. This is equal to the number of occurrences $O_q$ of state $q$ times the total fraction of $i$ events:

$$E_{i,q} = O_q \times \frac{O_i}{\sum_{1 \leq j \leq n} O_j}$$

In order to test whether $q$ and $q'$ are the same we compute:

$$\chi^2 = \sum_{1 \leq i \leq n} \frac{(O_{i,q} - E_{i,q})^2}{E_{i,q}} + \frac{(O_{i,q'} - E_{i,q'})^2}{E_{i,q'}}$$

where $O_{i,q}$ is the observed frequency of event $i$ in state $q$. The value $\chi^2$ can be compared with a $\chi^2$ distribution with $n - 1$ degrees of freedom. The result is a p-value that gives the significance of the difference between the observed and expected frequencies.
We perform an identical test for the bins of the time distribution of the two states. Thus we have two p-values for every pair of states we test. In theory, these tests that compute these p-values are all independent from each other. This follows from the assumptions in Section 5.2: the probability distribution over the next observation (both on its symbol and its time-value) depends only on the current state, not on any of the other distributions. Hence, the tests over these distributions are also independent from each other. Unfortunately, it is not clear whether this also holds in practice. It could very well be the case that the result of one of these tests influences the results of the other tests. In the case that these results are dependent, it is unclear how to combine them into a single overall value. Our solution is to assume that this independence holds and combine all of the p-values into a single p-value using Fisher’s method.

**Assumption 5.1.** A statistical test that tests whether a pair of states of a PDRTA have similar event distributions is independent of the result from the same test applied to another pair of states in the same PDRTA.

We now use the same example we used in the likelihood ratio test to show how this test is used to determine whether to merge two states.

**Example 5.3.** As before, we disregard the time values of timed strings and the timed properties of PDRTAs. We want to test whether to merge the two root states of the prefix trees of Figure 5.4. These two prefix trees are parts of the PDRTA we are currently trying to identify. Hence only some strings from $S_+ = \{10 \times a, 10 \times aa, 20 \times ab, 10 \times b\}$ reach the left tree $S_+ = \{20 \times aa, 20 \times bb\}$. We compute the $\chi^2$ test for the two pairs of states that would be merged if we merge the roots of the prefix trees (the pair of states 1 and 2 in Figure 5.4). For state $q_0$: $E_{a,q_0} = 50 \times \frac{60}{90} = \frac{100}{3}$, $E_{b,q_0} = 50 \times \frac{30}{90} = \frac{50}{3}$, $E_{a,q_0} = 40 \times \frac{60}{90} = \frac{80}{3}$, and $E_{b,q_0} = 40 \times \frac{30}{90} = \frac{40}{3}$. Thus,

$$\chi^2_{q_0} = \frac{(40 - \frac{100}{3})^2}{\frac{100}{3}} + \frac{(20 - \frac{80}{3})^2}{\frac{80}{3}} + \frac{(10 - \frac{50}{3})^2}{\frac{50}{3}} + \frac{(20 - \frac{40}{3})^2}{\frac{40}{3}} = 9$$

For state $q_1$: $E_{a,q_1} = 30 \times \frac{30}{50} = 16$, $E_{b,q_1} = 30 \times \frac{20}{50} = 12$, $E_{a,q_1} = 20 \times \frac{30}{50} = 12$, and $E_{b,q_1} = 20 \times \frac{20}{50} = 8$, thus:

$$\chi^2_{q_1} = \frac{(10 - 16)^2}{16} + \frac{(20 - 12)^2}{12} + \frac{(20 - 12)^2}{12} + \frac{(0 - 8)^2}{8} = 22 \frac{2}{9}$$

We compare these values to a $\chi^2$ distribution with 1 degrees of freedom. This results in the following p-values: $2.70 \times 10^{-3}$ and $2.43 \times 10^{-6}$. We apply Fisher’s method to these p-values:

$$F \approx -2 \times (\ln(2.70 \times 10^{-3}) + \ln(2.43 \times 10^{-6})) \approx 37.68$$

We compare this to a $\chi^2$ distribution with $2n = 4$ degrees of freedom, resulting in the following overall p-value: $1.304 \times 10^{-7}$. Because this is a lot less than 0.05, we conclude that the two data sets are significantly different and hence should not be merged.

Note that all of these tests are also performed on different pieces of the data set $S_+$, removing the need for correction due to multiple hypothesis testing.
Figure 5.5: The Kolmogorov-Smirnov test tests whether the distance \( D \) between two observed cumulative distribution functions is significantly greater than one would normally expect if the two distributions are the same.

### 5.3.3 A Kolmogorov-Smirnov test for time values

As said before, we do not want to fix the shape of the time distribution. Because of this, we use histograms to model the distribution of time values in states. A problem one may have with these histograms is that they are just a different way of fixing the time distributions. Like the exponential distribution, we only need to set a few parameters in order to determine the entire distribution function. These tests are therefore known as parametric tests. There also exist non-parametric tests. These tests use only the data and no model in order to determine whether the two distributions are similar. We also implemented a non-parametric test for RTI+. The test we use is the well-known Kolmogorov-Smirnov (KS) test.

The KS test operates on ordinal data. Given two sets of time values, of size \( n \) and \( n' \) respectively, the KS test first computes the cumulative distribution functions \( F \) and \( F' \) of the two sets. It then finds the maximum distance between these functions, see Figure 5.5:

\[
D = \sup_{x \in \mathbb{N}} |F(x) - F'(x)|
\]

The value \( K = \sqrt{\frac{n \times n'}{n + n'}} D \) converges to the Kolmogorov distribution under the null-hypothesis. Thus, we can use the probability of obtaining an observed \( K \) or something less likely from the Kolmogorov distribution as a p-value for a test whether two time distributions are similar. The KS test can be performed on the time distributions from every pair of states that is merged during the determinization procedure (or merged when a split is undone). The resulting p-values can then be combined with the p-values that result from the \( \chi^2 \) tests of the symbol distributions using Fisher’s method. The result is again a single overall p-value.

### 5.3.4 Dealing with small frequencies

It is well-known that all of the statistical methods we just described do not perform well when few data is available. In the likelihood ratio test, this leads to problems because many parameters that are available in the model will not be used (especially in the leaves of the prefix tree). This test tests whether an increase in the number of parameters leads to a significantly higher likelihood. Thus, if
there are many unused parameters, this increase will usually not be significant. Hence, there will be a tendency to accept null-hypotheses, i.e., to merge states.

In the $\chi^2$ test, it also leads to problems because the quality of the approximation of the $\chi^2$ distribution is bad when some of the possible outcomes occur less than five times. In our case, this leads to many problems because we are testing whether two states and their suffix trees (using the determinization process) are similar. In such a tree, the majority of the states (close to the leaf states) will contain very few data.

In the KS test, smaller frequencies also lead to worse approximations. Another problem with the $\chi^2$ tests is that it cannot handle 0 frequencies: we need to divide by $E_{i,q}$ to obtain the value of $\chi^2$. Thus, every expected frequency should be greater than 0.

We deal with the issue of small frequencies in all of the following ways:

- We do not compute anything if the total number of occurrences in both states is less than 10.
- We pool bins of the histogram and symbol distributions if the frequency of these bins in both states is less than 10.
- We apply Yates correction for continuity (Yates 1934) for the $\chi^2$ test if an expected frequency is less than 10.

In addition, as an alternative to Fisher's method we implemented a test that weights the individual tests by the amount of data used to perform these tests, known as the weighted Z-transform, see, e.g., (Whitlock 2005). We explain each of these in more detail.

**Stopping computation** Stopping the computation when the data is less than 10 in both states effectively stops the recursion of the determinization procedure before the point where it reaches the leaf states of the suffix trees. Hence, every test will be performed on sufficient data, but the overall test will be performed on less data. We do not compute the probabilities/frequencies of the parts of timed strings that reach states with less than 10 occurrences in total. However, the probabilities of the prefixes of such timed strings that reach more frequently occurring states are computed.

**Pooling data** Pooling is the process of combining the frequencies of two bins into a single bin. In other words, we treat two bins as though it were a single one. For example, suppose we have three bins, and their frequencies are 7, 14, and 5, respectively. Then we treat it as being two bins with frequencies 12 and 14. We perform pooling in both the $\chi^2$ and the likelihood ratio test. In the likelihood ratio test, this effectively reduces the amount of parameters of the tested models, see Figure 5.6. Theoretically, it can be objected that this changes the model using the data. However, if we do not pool data, we will obtain too many parameters for

---

7When the data is ordinal (such as time values), it is also possible to only pool consecutive bins. This maintains the order in the data, but sometimes merges low frequency bins with high frequency ones. It is unclear whether this is beneficial.

8Eric Cator, personal communication.
The states in which some bin occurrences are very unlikely. For instance, suppose we have a state in which 1000 symbols could occur, but in fact only 10 of them actually occur. Then according to theory, we should count this state as having 999 parameters. We count it as having only 9.

**Yates correction for continuity** Yates correction subtracts 0.5 from the difference between the expected and observed frequency before computing the $\chi^2$ value (Yates 1934). As a result, the $\chi^2$ value is reduced and the resulting p-value is increased. Hence, it reduces the probability of rejecting the null-hypothesis due to a bad approximation of the $\chi^2$ distribution in the case of small frequencies.

**Z-transform** As an alternative to Fisher’s method, we implemented a weighted Z-transform, see, e.g., (Whitlock 2005). This transform is similar to Fisher’s method but it gives more weight (power) to tests that are based on more data. It computes the following statistic from a set of p-values:

$$ Z = \frac{\sum_{1 \leq i \leq n} w_i z_i}{\sqrt{\sum_{1 \leq i \leq n} w_i}} $$

where $z_i$ is the $z$ value from the standard normal distribution corresponding to the $i$th p-value and $w_i$ is the weight of the $i$th test. As a weight we use the amount of examples used to compute the p-value. More specifically, since we always compare two states, and since the certainty of this comparison only increases if the number of examples in both states increases, we use the minimum amount of examples in either of these states as the weight of the test. The Z-statistic is compared to a normal distribution to obtain an overall p-value.

### 5.3.5 The algorithm

We have just described the tests we use to determine whether two states are similar. The null-hypothesis of all of these tests is that the two states are the same. When we obtain a p-value less than 0.05, we can reject this hypothesis with 95% certainty. When we obtain a p-value greater than 0.05, we cannot reject the possibility that the two states are the same. However, we do not want to test
whether two states are the same; we want to test whether to perform a merge or a split, and if so, which one. When we test a merge, a high p-value indicates that the merge is good. When we test a split, a low p-value indicates that the split is good. We implemented this statistical evidence in RTI+ in a very straightforward way:

- If there is a split that results in a p-value less than 0.05, perform the split with the lowest p-value.
- If there is a merge that results in a p-value greater than 0.05, perform the merge with the highest p-value.
- Otherwise, perform a color operation.

Thus, we merge two states unless we are very certain that the two states are different. In addition, we always perform the merge or split that leads to the most certain conclusions.

In every iteration, RTI+ selects the most visited transition from a red state to a blue state and determines whether to merge the blue state, split the transition, or color the blue state red. The main reason for trying out only the most visited transition is that it reduces the complexity of the algorithm. Trying every possible merge and split would take much longer. Additionally, the tests performed using the most visited transition will be based on the largest amount of data. Hence, we are more confident that these conclusions are correct. In state-merging it is very important to make the correct decisions, especially in the first few iterations. A complete overview of the RTI+ for identifying DRTAs from a single very long sequence of observations is shown in Algorithm 5.1.

We claim that RTI+ returns a PDRTA that is equal to the correct PDRTA $A_t$ in the limit. With equal we mean that these PDRTAs model the exact same probability distributions over timed strings. Because the data has been generated by $A_t$, and since a PDRTA can be used as a predictor, this means that RTI+ finds the optimal predictor in the limit.

**Proposition 5.5.** The result $A$ of RTI+ converges in the limit to the correct PDRTA $A'$ (with probability 1).

**Proof.** Besides the evidence measure, the algorithm is the same as Algorithm 4.5. Hence, by Proposition 4.5, the algorithm is complete, i.e., capable of returning any PDRTA $A$. Thus, we only have to show that with sufficient data all correct merges and splits are performed.

With increasing amounts of data, the p-value resulting from any of the tests we use converges to 0 if the two states are different. However, when the two states are the same, there is always a probability of 0.05 that the p-value is less than 0.05. Thus in the limit, RTI+ will perform all the necessary splits, and perhaps some more, and it will never perform an incorrect merge, but at times it will not perform a merge when it should. Not performing a merge or performing an extra split does not influence the language of the DRTA, or the distribution of the PDRTA. It only adds additional (unnecessary) states to the resulting PDRTA $A$. Thus, in the limit, the algorithm returns a PDRTA $A$ that is equivalent to the target PDRTA $A'$.  

Algorithm 5.1 Real-time identification from positive data: RTI+

Require: A multi-set of timed strings $S_+$ generated by a PDRTA $A_t$

Ensure: The result is a small DRTA $A$, in the limit $A = A_t$

Construct a timed prefix tree from $S_+$

Color the start state $q_0$ of $A$ red

while $A$ contains non-red states do

Color blue all non-red target states of transitions with red source states

Let $\delta = (q_r, q_b, a, g)$ be a transition from a red to a blue state that is visited by the largest number of timed strings from $S_+$, i.e., $\delta = \arg \max_{(q_r, q', a, g) \in \Delta} |\{ \tau \tau' \in S_+ \mid \tau \text{ ends in } q' \text{ and } q' \text{ is blue} \}|$

Evaluate all possible merges of $q_b$ with red states

Evaluate all possible splits of $\delta$

if the lowest p-value of a split is less than 0.05 then

preform this split

else

if the highest p-value of a merge is greater than 0.05 then

perform this merge

else

color $q_b$ red

end if

end if

end while

Return The constructed DRTA $A$

In addition, RTI+ returns the optimal predictor in polynomial time:

Proposition 5.6. RTI+ is a polynomial-time algorithm.

Proof. This follows from Proposition 4.3 and the fact that every statistic can be computed (up to sufficient accuracy) in polynomial time for every state. Since, at any time during a run of the algorithm, the number of states does not exceed the size of the input, the proposition follows. \qed

Thus, RTI+ identifies PDRTAs in polynomial time in the limit.

Remark We would also like to show that it only requires a polynomial amount of data in order to do so. This should be possible, because none of the statistics we use requires a large amount of data. Moreover, the fact that there exist polynomial characteristics sets for DRTAs (part of Theorem 4.6) should somehow extend to PDRTAs. Then some bounds from probability theory can be used to bound the number of examples that are required to form an unlabeled characteristic set. Constructing such a proof, however, is not easy and will take quite some time. It could be easier to prove efficient convergence in a framework different from identification in the limit, for instance PAC identification. Recently, a PAC identification algorithm has been shown to efficiently identify probabilistic DFAs using few examples (Castro and Galvà 2008). We believe that similar algorithms and proofs can be written for the class of PDRTAs since, like DFAs, DRTAs are efficiently identifiable in the limit (see Section 4.3.4).
5.4 Tests on artificial data

In order to discover which of the statistics discussed in the previous section work best in RTI+, we implement RTI+ with all of these different statistics and test it on artificially generated data. The data (and test) sets are generated using the same method we used in the results section of the previous chapter (see Section 4.5.2). The only difference is that we now only generate positive data. Because we can only use positive data, both in the data and test sets, we require a new measure to evaluate the results of these experiments. The accuracy (percentage of correctly classified test examples) is unknown and meaningless because we do not identify a classifier. The size of the solution is not an appropriate measure because this size can be arbitrarily large or small; the identification problem has no consistency constraints that restrict the size of the resulting PDRTA.\(^9\)

Instead, the goal of RTI+ is to find a PDRTA that is consistent with the data in the sense that it correctly represents the distribution of the events in the data. Such a PDRTA can be used to predict future events. Instead of measuring the size or the accuracy of this PDRTA, we can thus measure the predictive quality of this PDRTA. Intuitively, the predictive quality of a model measures how good the model is at predicting unseen (new) data: the more likely the new data is given the distribution of the model, the better the predictive quality of the model. In addition, because PDRTA identification is a model selection problem, another option is to measure the performance of the different statistics in RTI+ using a model selection criterion.

We start this section by describing our experimental setup (Section 5.4.1). We then provide the standard measure for measuring the predictive quality of models: perplexity (Section 5.4.2). We argue and show using our experimental results, that the perplexity measure is unsuitable for the identification of PDRTAs or automata in general. The reason is that we are interested in identifying the structure of a PDRTA, and not in setting the parameters optimally. The test set perplexity measure is influenced greatly by the parameter settings: a correct model will obtain a worse perplexity score than an incorrect model with better parameter settings. Unfortunately, setting the parameters of an identified model correctly can require a lot of data: in our experiments we observed that the actual DRTA that we used to generate the data almost always obtained a worse test set perplexity than a single state DRTA. This is clearly undesirable. We also discuss a standard model selection criterion from statistics: the Akaike information criterion (AIC) (Section 5.4.3). Although the AIC shows more sensible results in our experiments, it does not make use of the unseen data, and hence does not measure the predictive quality of a model. Unfortunately, if we were to calculate the AIC using the likelihood of the unseen data instead of the data sample, we get into the same problems as with the perplexity measure. We therefore propose an easy fix for both these measures: use the unseen data to optimize the parameter settings before computing them (Section 5.4.4). We call the resulting measure the test-set-tuned perplexity and AIC, respectively. Because these two measures

\(^9\)There are some possible consistency notions. For example, we can define a model to be consistent if it is Markovian (see Section 2.3.3) with respect to \(S_+\), i.e., if there exists no pair prefixes in \(S_+\) that end in the same state, and that have different suffix distributions in \(S_+\). Unfortunately, it is not clear how to implement this notion of consistency.
display sensible results in our experiments, we use them to evaluate the PDRTAs identified by RTI+ in our experiments (Section 5.4.5).

5.4.1 Experimental setup

The goal of our experiments is to discover which statistics work best in RTI+. In addition, we would like to know the size of the PDRTAs that RTI+ can identify in practice. Thus, we need to test RTI+ on many problem instances of different sizes. These problem instances are generated using the same algorithm we used for the identification of DRTAs (see Section 4.5.2). The only difference is that we now use a PDRTA model and that we generate the events using the distributions associated with this model. The original PDRTA models have varying numbers of states and splits. These are set to 4, 8, 16, or 32. The number of possible time values for strings is fixed at 100. The number of histogram bins used in the PDRTA is set to 10. Thus, there are individual probabilities for \([0, 9], [10, 19]\), etc. The probabilities of these bins and the symbol bins are generated by first assigning to each bin a value between 0 and 1, drawn from a uniform distribution. These values are then normalized such that both the histogram values and the symbol values summed to 1. The alphabet size is set to 2, 4, or 8. The number of examples in \(S_+\) is set to 1000 or 2000. The timed strings are generated using an exponential length distribution with an average length of 10. For each combination of these settings we generate 10 different data sets and test sets. The test sets contained 10000 examples that are generated in addition to the 1000 or 2000 data set examples. In total, we generate \(4 \times 4 \times 3 \times 2 \times 10 = 960\) problem instances.

5.4.2 Perplexity

In the grammatical inference and machine learning literature, several quality measures for predictive models exist. For language models, the most common predictive quality measure is the test set perplexity. Since RTI+ identifies (timed) language models, it therefore seems sensible to use this measure to evaluate the results of RTI+. The test set perplexity of a model is a value for how surprised (or perplexed) the model is on new data. Intuitively, it measures how sure the model is that the new data would have occurred. We give a small example.

Example 5.4. Suppose there are three possible events \(a, b,\) and \(c\), and suppose the model \(\mathcal{A}\) gives equal probability of \(\frac{1}{3}\) to each of these events. If in the new data an event \(a\) occurs, then the perplexity of \(\mathcal{A}\) on this data is equal to 3 because the model is as surprised that \(a\) occurred as arbitrarily choosing 1 out of 3 possible events. Now, suppose that the probabilities that \(\mathcal{A}\) gives to these events are as follows: \(Pr(a) = \frac{1}{2}\) and \(Pr(b) = Pr(c) = \frac{1}{4}\). In this case, the perplexity of \(\mathcal{A}\) on the new event \(a\) is 2 because the model is as surprised that \(a\) occurred as arbitrarily choosing 1 out of 2 possible events.

Perplexity is commonly used in natural language identification tasks, see, e.g., (Jurafsky and Martin 2000). In natural language identification, the data consists of a database of strings, also known as a corpus. The usual approach is to use only a part of this corpus as a data set for an identification algorithm. The
algorithm will construct a model from this data and the remaining part of the corpus is then used to measure the quality of this model. Basically, the better the model is at predicting the observations in this remaining test set, the higher the quality score of this model is. The perplexity of a model $A$ on a set of new observations $S'_+ = \{o_1, \ldots, o_n\}$ is computed as follows:

$$\text{perplexity} = 2^{-\frac{1}{n} \sum_{1 \leq i \leq n} \log_2(Pr(o_i | A))}$$

The probability of the $i$th observation $Pr(o_i | A)$ is computed using the model $A$. Part of the above equation $\sum_{1 \leq i \leq n} \log_2(Pr(o_i | A))$ is the log-likelihood of the test set $S'_+$ under the model $A$. If the likelihood of the test set increases, then perplexity of the test set decreases. Thus, as a quality measure, a smaller perplexity implies a better predictive model.

A simple upper bound for the perplexity measure can be determined using the uniform distribution, i.e., a distribution that assigns equal probability to every possible observation. It is easy to see that such a distribution always achieves a perplexity equal to the number of possible observations, no matter the actual observations. This distribution can be seen as a form of random-guessing. Every identified model should achieve at least this bound.

For the problem of identifying PDRTAs, every occurrence of a timed symbol is a new observation. Timed strings are sequences of observations. We compute the probability of a timed symbol given $A$ (and the previous occurrences) as discussed in Section 5.2. Because the perplexity measure is computed for every observation, and not for every (timed) string, this is sometimes called the per (timed) symbol perplexity.

Problems of perplexity

Perplexity measures how surprised an identified model is when observing unseen data. A model that is more surprised makes more mistakes when predicting new data. Hence, it seems a very good measure for the predictive quality of a model. Unfortunately, the perplexity measure has some problems when one wants to identify models instead of its parameters.

In our case, the RTI+ algorithm tries to identify the structure of the correct PDRTA from a data sample $S_+$. The parameters of an identified PDRTA are set in such a way that they maximize the likelihood of $S_+$. We then use the likelihood of the test set $S'_+$ in order to compute the perplexity measure.\(^\text{10}\) We compute the perplexity not per timed symbol, but per time histogram bin and symbol. For example, in the case that the alphabet size is 4, there are 40 possible time bin-symbol combinations since we used 10 histogram bins in the experiments. In this case, the uniform distribution over timed symbols (a very simple model) achieves a perplexity of 40. If we compute the perplexity per timed symbol instead, the perplexity of the uniform distribution will be 400 since we use 100 possible time values in the experiments. Our reason for computing the perplexity per time

\(^{10}\)In order to avoid a likelihood of 0, and hence a perplexity of $\infty$, we slightly modified the PDRTAs identified by RTI+: for every state-symbol pair for which there exists no outgoing transition, we created a transition with small probability to a garbage state. This can be seen as a very simple smoothing method.
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histogram bin instead of per timed symbol is that the data is generated using these bins. As such, this perplexity measure generalizes over time in the way that the timed strings are generated, and hence it gives a better overview of the performance of the identified models.

The perplexity results are shown in Figure 5.7. The figure shows box-plots of the test set perplexity of the different variations of RTI+. In addition, it shows the test set perplexity of the original PDRTA that we used to generate the data, and of a trivial PDRTA consisting of a single state (which is also the target of all transitions). The figure contains three plots: one with alphabet size 2, one with alphabet size 4, and one with alphabet size 8. We depict the results for different sized alphabets because the perplexity is highly dependent on the size of the alphabet.

From the perplexity results we can draw an interesting conclusion: test set perplexity does not (always) correctly test whether an identified model is similar to the model that generated the data. This can be seen by only looking at the first two boxes. The first box shows the results of the original PDRTAs, and the second shows the results of a trivial single state PDRTA. Especially in the case of large alphabets, the single state PDRTA significantly outperforms the actual PDRTAs (the smaller the perplexity the better). This seems counterintuitive, but it actually has a simple explanation. The reason is that we use the data set in order to tune the parameters of the PDRTAs. Because we want to compare the results of RTI+ in a fair way with the original PDRTAs, we also did this for the original PDRTAs. Especially with large alphabets, these PDRTAs have many parameters to tune. Consequently, this requires a lot of data. For instance, tuning a single parameter that determines the probability of heads when flipping a coin with two digits accuracy already requires more than 2000 coin flip examples. In our case, we try to tune many parameters (12, 14, or 18 per state), with many dependencies. However, the data sets we use only contain 1000 or 2000 examples. Since the average length of these examples is 10, we can hope to tune about 10 to 20 of these parameters accurately.

When the alphabet is small, and the number of states is small, this tuning should result in approximately the correct parameter settings. This can also be observed from the plots in Figure 5.7: with a size 2 alphabet, the original PDRTAs do sometimes (in about 65% of all cases) outperform the trivial PDRTA in terms of perplexity. In all other cases, however, it does not even come close. It outperforms the trivial method in only 6% of all cases with an alphabet of size 4, and never with an alphabet of size 8. In fact, the original PDRTA sometimes even performs worse than random guessing. Thus, a correct PDRTA, but with incorrect parameter settings, can result in a high perplexity. This is a serious problem of the perplexity measure and our main reason to look for other quality measures.

5.4.3 Akaike information criterion

Although perplexity does measure the predictive quality of models, it does not take the complexity of these models into account. Intuitively, a large model with many parameters should be able to achieve better predictions than a small model. However, if it uses a lot more parameters in order to achieve a small increase in
Figure 5.7: Boxplots of the test set perplexity of every implementation of RTI+ on all instances, for varying sized alphabets. From left to right, each plot contains the following boxes: the original PDRTA, the trivial one state PDRTA, the AIC method with 10 and 3 time bins, Fisher’s method with a $\chi^2$ test with 10 and 3 time bins, and a KS test, the likelihood ratio test with 10 and 3 time bins, and the weighted Z-transform with a $\chi^2$ test with 10 and 3 time bins, and a KS test.
predictive performance, then the smaller model is to be preferred. This is a simple implementation of Occam’s Razor (see Section 2.2). In statistics, model selection criteria are used to make a tradeoff between the complexity of the model and the quality of its predictions. A well-known model selection criterion is the Akaike information criterion (AIC), see, e.g., (Grünwald 2007). The AIC is of a model \( \mathcal{A} \) on a set of (new) observations \( S'_+ = \{o_1, \ldots, o_n\} \) is computed as follows:

\[
AIC = 2k - 2 \ln(\max_{\text{par}} \prod_{1 \leq i \leq n} (Pr(o_i | A_{\text{par}})))
\]

where \( k \) is the number of parameters of \( \mathcal{A} \), \( \text{par} \) denotes a parameter setting, and \( A_{\text{par}} \) is model \( \mathcal{A} \) with parameter setting \( \text{par} \). The term \( \max_{\text{par}} \prod_{1 \leq i \leq n} (Pr(o_i | A_{\text{par}})) \) is the maximized value of the likelihood of \( S'_+ \) under \( \mathcal{A} \). We use the AIC to measure the quality of a PDRTA identified by RTI+.

Given a set of models, the AIC can be used in order to determine which one is to be preferred. Hence, it can also be used as a heuristic in the RTI+ algorithm: simply compute the AIC for every alternative and then choose the one that minimizes this criterion. We test this implementation of RTI+ in addition to the different statistics.

**Problems of the AIC**

The AIC is a model selection criterion. As such, it can be used to decide, given the data set \( S'_+ \) and two or more models, which model is the most preferred one. In contrast to perplexity, this decision can be made without the use of a separate test set \( S'_+ \). One may think that this can lead to the problem that a model that simply reproduces the data set results in a high quality score. This is not true, however, because such a model will require many parameters. In the AIC, the discount factor for parameters will then weigh more heavily than the good predictive quality on the data set.

We computed the AIC for the PDRTAs identified by RTI+. The results are shown in Figure 5.8. The type of plots is similar to those in Figure 5.7. A big difference is that we only used the data sets to determine the AIC values. Consequently, we plot them for the different data set sizes because the AIC is highly dependent on the amount of data that is used to compute it. In contrast to the perplexity measure, the AIC does give the best score to the original PDRTA, and the worst score is given to the trivial PDRTA. In addition, the plots clearly show the difference in AIC performance of each of the individual methods. Therefore, this seems to be a good performance measure.

There is, however, a source of critique for the AIC difference measure: it does not make use of the test set \( S'_+ \). In other words, it does not test how good the identified PDRTAs are at predicting new data. In trying to resolve this issue, we also tried to compute the AIC values using the test set, instead of the data set. More specifically, we identified the PDRTAs, including all the parameters, from the data set, and then tested the quality of these PDRTAs by calculating the AIC based on the likelihood of the test set. Unfortunately, this showed the same behavior as the perplexity measure.
Figure 5.8: Boxplots of the AIC of every implementation of RTI+ on all instances, for varying sized alphabets, and varying data set sizes. See Figure 5.7 for a description of the individual boxes.
5.4.4 Test-set tuned performance measures

The problem of the test set perplexity and test set AIC measures is that there is simply not sufficient data to tune all the parameters of the identified PDRTAs correctly. As such, they over-evaluate smaller models. This can clearly be seen in our results because the single state PDRTA outperforms the actual PDRTA that we used to generate the data in these measures. Since we are interested in identifying the correct PDRTA structure, and not its parameters, this is a serious problem.

We propose a simple fix in order to resolve this: use the test set $S'_+$, instead of the data set $S_+$, to tune the parameters. More specifically, we identify the PDRTA models from the data set $S_+$, use the test set $S'_+$ to tune its parameters, and then calculated the perplexity and AIC of the identified PDRTA using the test set $S'_+$. We call the resulting performance measures the test-set-tuned perplexity and AIC. These measures effectively separate the problem of tuning the parameters from the problem of identifying the structure: the parameters are set in such a way that maximizes the performance given the identified PDRTA structure. Figure 5.9 shows the test-set-tuned AIC scores of our results. The test-set-tuned perplexity scores are shown in Figure 5.10. Both of these figures show results that are similar to the original AIC scores (Figure 5.8). Hence, they seem to be sensible performance indicators.

This is surprising because we do not know of any work that uses such a measure to evaluate the results of an identification algorithm. Tuning the parameters of an identified model using the test set almost seems like cheating because this maximizes the likelihood of the test set. In fact, a very large tree-like model with many states and splits will perform very good if the perplexity is computed in this way. This is another form of trivial model, and it should not perform well. The main reason why this perplexity measure does work for RTI+ is that we try to minimize the size of the resulting model. In other words, the resulting PDRTAs are as small as possible given the data set. They are local minima in the search space of all possible PDRTAs and the test-set-tuned perplexity measure can be used to compare these local minima. We do believe, however, that the test-set-tuned AIC is a better quality measure because it includes a discount for larger models. The downside of the AIC is that the resulting performance values are difficult to interpret. The perplexity has some meaning in terms of the predictive quality of the model.

A small final issue we have with the test-set-tuned AIC and perplexity measures is that they are highly dependent on the size of the alphabet. A larger alphabet increases the number of possibilities and hence influences the likelihood of the data. Since the original PDRTA always achieves the smallest test-set-tuned value, we can eliminate (most of) this dependence by subtracting the original values from the values of all other approaches. In other words, we pair every result with the optimal result and then calculate the difference. Figure 5.11 shows the results when using such a measure. These plots give a nice overall picture of the performance of each of the individual methods. In the following, we use these measures to

11 Since we now use the equally sized test sets to compute the AIC, we no longer need to provide different plots for different data sizes.
Figure 5.9: Boxplots of the test-set-tuned AIC of every implementation of RTI+ on all instances, for different sized alphabets. See Figure 5.7 for a description of the individual boxes.
Figure 5.10: Boxplots of the test-set-tuned perplexity of every implementation of \( \text{RTI}+ \) on all instances, for different sized alphabets. See Figure 5.7 for a description of the individual boxes.
evaluate our results.

5.4.5 Results

Like the experiments for our algorithm for identifying DRTAs from positive and negative data, we performed experiments on a large set of instances where we modified the size settings of the automaton generating the data and test sets. Here, we discuss the results obtained with different implementations of RTI+ from this set. We first discuss the overall results, and then zoom in on each of the individual settings in order to discover the size of PDRTAs that RTI+ can identify.

Overall The overall results are depicted in Figure 5.11. From the plots in Figure 5.11, we can conclude that the $\chi^2$ and likelihood ratio implementations significantly outperform every other method. This can be seen in the figures by looking at the notches (triangular cuts) in the box-plots. A notch depicts (roughly) the 95% confidence interval of the median. Thus, if the median of another boxplot is outside of this range, then the median of these two plots differ significantly. The other implementations include the AIC method, the $\chi^2$ combined with Kolmogorov-Smirnov tests, and the weighted Z-transform consensus test. Also, all implementations perform significantly better than the trivial PDRTA that consists of a single state.

The differences between the $\chi^2$ and likelihood ratio implementations are not large, but still significant: a paired t-test for independence applied to the results of $\chi^2$ and likelihood implementations with 10 bins results in a p-value of about 0.058 for test-set-tuned perplexity, and about 0.0036 for the test-set-tuned AIC. In both cases, the $\chi^2$ implementation performs a little bit better than the likelihood ratio implementation. The mean differences are about 0.032 for the test-set-tuned...
perplexity and 312 for the test-set-tuned AIC. The same test applied to the results of either the \( \chi^2 \) or the likelihood implementations with any of the other implementation result in very small (typically less than \( 1 \times 10^{-10} \)) p-values.

Interestingly, when we perform the same test to the results of \( \chi^2 \) and likelihood implementations with 3 bins, we obtain a different picture. The resulting p-values are 0.0011 for the test-set-tuned perplexity and 0.36 (not significant) for the test-set-tuned AIC. In this case, the likelihood ratio implementation performs slightly better with mean differences of 0.05 for the test-set-tuned perplexity and 91 for the test-set-tuned AIC. This seems to indicate that using a smaller number of histogram bins is beneficial for the likelihood ratio implementation. Indeed, when we perform a paired t-test applied to the results the likelihood ratio implementation using 3 and 10 bins we obtain p-values of about 0.000038 for test-set-tuned perplexity, and about 0.00068 for the test-set-tuned AIC. Hence these are significantly different. The same test applied to the \( \chi^2 \) implementation results in p-values of about 0.14 and 0.27, respectively. It is a little surprising that using 3 histogram bins yields better results for the likelihood ratio implementation since the data is generated using 10 bins. A possible reason for this is that the 10 bins implementation results in more pooling of the different bins, and hence there is some loss of information that is available in the 3 bin method. The differences however are again very small: the resulting mean differences are 302 for the test-set-tuned AIC, and 0.06 for the test-set-tuned perplexity.

**Different sized alphabets** Figure 5.12 shows the plots of the test-set-tuned AIC and perplexity for different sized alphabets. The main observation we make from these plots is that they show the same performance results as the overall plots for the smaller alphabet sizes 2 and 4. However, for an alphabet of size 8 the difference in performance between the different implementations of RTI+ is very small. Fortunately, they all still perform better than the trivial PDRTA. Another observation is that the variance of the performance measures increases with increasing alphabet size. This can easily be explained by observing that the range of these values also increases with increasing alphabet size.

**Different amounts of data** It is interesting to see the influence of more data on the performance of RTI+. Plots of different-sized data sets (1000 and 2000) are shown in Figure 5.13. From the plots, a clear performance increase can be seen when going from 1000 examples to 2000 examples. Of course, this is logical because the certainty that a merge or split is correct increases with more data.

**Different number of states** The results for the different settings for the number of states of the original PDRTA are shown in Figure 5.14. These plots show a clear difference between the results obtained with 4 and 8 states and those obtained with 16 and 32 states. For the larger number of states, there is a large variance and the difference between the different methods is very small. Also, the difference with the trivial method gets smaller as the size of the original PDRTA increases. For the results obtained with 4 states in the original PDRTA, this difference is quite large.
5.4. Tests on artificial data

![Boxplots of the difference of the test-set-tuned AIC and perplexity AIC of every implementation of RTI+ on all instances with the (optimal) original PDRTA, for varying sized alphabets. See Figure 5.7 for a description of the individual boxes.](image)
Figure 5.13: Boxplots of the difference of the test-set-tuned AIC and perplexity AIC of every implementation of RTI+ on all instances with the (optimal) original PDRTA, for varying sized data sets. See Figure 5.7 for a description of the individual boxes.
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Unfortunately, it is difficult to use these measures to determine how large the PDRTAs are that RTI+ can reliably identify from 1000 or 2000 example timed strings. The measures can only compare the different implementations with each other. However, the performance on a PDRTA of size 4 seems to be very good, especially for the $\chi^2$ and likelihood ratio implementations. We visually compared some of the results obtained on the smaller sizes with the original PDRTA. For the size 4 PDRTAs, in almost all cases, the only difference between these models is that some of the identified clock guards are slightly off. For the size 8 PDRTAs, this is still the case, but it occurs more often that incorrect transitions and additional or less states are identified. Figure 5.16 shows an example of an original and an identified PDRTA of size 8, with a size 4 alphabet. It is clear that in this example the most common mistake is the incorrect identification (or absence) of a clock guard. From such observations we can conclude that our method works well on these smaller DRTAs, and that correctly identifying the clock guards is difficult and requires a lot of data. In addition, we inspected some results on size 32 PDRTAs, and on these instances, almost always too few states are identified. From this we conclude that 2000 examples of average length 10 is too few data in order to identify a 32 state PDRTA correctly.

Different number of splits The other size value for PDRTAs is the number of splits we used in its construction. The results for varying numbers of splits are shown in Figure 5.15. The number of splits has less influence on the performance measure than the number of states. This makes sense since each additional state creates a new probability distribution over a timed symbol, but each additional split (transition) does not. In the plots of Figure 5.15, still the same performance results can be seen as the overall picture. The identification problem does become more difficult with increasing number of splits, but how much more difficult is hard to say. Even in the case of many splits, there is still a significant difference between the different implementations of RTI+.

Summary We presented the results of RTI+ using new performance measures. From the different plots in this section, and the additional paired t-tests we performed, we can conclude that the $\chi^2$ and the likelihood ratio implementations consistently (independent of the size of the problem) perform best and produce comparable results. The $\chi^2$ implementation uses a $\chi^2$ test on both the symbols and the time bins, and uses Fisher's method as a consensus test. Using either of these implementations, it should be possible to identify a PDRTA with 8 states and an alphabet of size 4. We show the results in this setting for 2000 example timed strings in Figure 5.17.

The plots in the figure show that the original PDRTA that we used to generate the data (the optimal PDRTA) achieves a median perplexity of about 25. The results of the RTI+ algorithm using the $\chi^2$ and the likelihood ratio statistics achieve a median perplexity a little under 26. This means that the optimal distribution and the results of RTI+ predict events as good as guessing 1 out of 25 and 26 events, respectively. Thus, our results only requires 1 additional event to guess from. In contrast the uniform distribution over timed events guesses 1 out of 40 events, and the trivial single state model guesses 1 out of 29 events.
Figure 5.14: Boxplots of the difference of the test-set-tuned AIC and perplexity AIC of every implementation of RTI+ on all instances with the (optimal) original PDRTA, for varying amounts of states in the original PDRTA. See Figure 5.7 for a description of the individual boxes.
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Figure 5.15: Boxplots of the difference of the test-set-tuned AIC and perplexity AIC of every implementation of RT1+ on all instances with the (optimal) original PDRTA, for varying amounts of splits in the original PDRTA. See Figure 5.7 for a description of the individual boxes.
Figure 5.16: An example of an original DRTA (top) and the DRTA identified by our algorithm using the likelihood ratio statistic (bottom). The dashed lines are (partially) incorrectly identified transitions. The solid states are correctly identified, including all outgoing transitions. Note that the incorrectly identified transitions often still lead to the correct behavior because a large part (or all) of the timed strings that fire such a transition reach the correct target state.
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Figure 5.17: Boxplots of the test-set-tuned AIC and perplexity AIC of every implementation of RTI+ on all instances with an alphabet of size 4, an original PDRTA with 8 states, and a data set of size 2000. In addition, the difference with the original PDRTA of the same values and instances. See Figure 5.7 for a description of the individual boxes.
However, it is difficult to draw precise conclusions from these results because the performance measures are relative measures. In other words, they can be used to compare the performance of different methods, but they do not assign an overall quality value to the results. In fact, we do not know of any overall quality value for PDRTAs or probabilistic automata in general. We believe RTI+ can infer these PDRTAs because RTI+ performs well on those data sets, and the resulting PDRTAs are visually similar (see for example Figure 5.16).

5.5 Discussion

In the previous chapter, we described the RTI algorithm (Algorithm 4.5) for identifying deterministic real-time automata (DRTAs) from labeled data. In this chapter, we showed how to adapt it to the setting of unlabeled data. The result is the RTI+ algorithm (Algorithm 5.1). The RTI+ algorithm is a polynomial time algorithm that converges efficiently to the correct PDRTA in the limit with probability 1. It uses statistical tests in order to determine which states to merge and which transitions to split. We introduced a couple of statistical tests for this purpose. Although these tests are designed specifically for the purpose of identifying a PDRTA from unlabeled data, they can be modified in order to identify probabilistic DFAs. Hence, they also contribute to the current state-of-the-art in probabilistic DFA identification.

We tested the performance of the RTI+ algorithm with different statistical tests on artificially generated data. For these tests, we proposed a different way to compute the perplexity and AIC quality measures: use the test set to tune the parameters of the identified models. We call the resulting measures test-set-tuned perplexity and test-set-tuned AIC. These measures effectively separate the problem of tuning the parameters from the problem of identifying the structure: the parameters are set in such a way that maximizes the performance given the identified PDRTA structure. Since we are only interested in identifying the correct PDRTA model, and not its parameters, we use these test-set-tuned measures in our experiments.

An interesting conclusion of these experiments is that in terms of data requirements it is often easier to identify a model than to set its parameters correctly. Because of this, the traditional test set perplexity measure over-evaluates smaller models. In our experiments, small trivial models outperform the actual model that generated the data when perplexity is computed in this way. We believe this to be the reason why a state-merging algorithm for the identification of probabilistic DFAs (state-merging) is often reported to be outperformed by simple N-gram models, see, e.g., (Kermorvant and Dupont 2002). It would be interesting to investigate what happens with this performance if our test-set-tuned perplexity or test-set-tuned AIC measure is used as a performance measure.

Our results also show which of the introduced statistics achieves the best performance. Both the $\chi^2$ and the likelihood ratio statistics perform significantly better than any of the other statistics. Between themselves they produce comparable results. The achieved performance using either of these two statistics is sufficient in order to apply RTI+ in practice. This application is the topic of the next chapter.
6.1 Introduction

The techniques we developed in the previous chapters have many potential practical applications. In this chapter, we explore one such application in order to give a proof of concept for their use: we apply it to the problem of identifying truck driving behavior monitoring system, i.e., the motivating example mentioned in the introduction (Chapter 1).

The data we have at our disposal to identify this process from consists of only positive data; assigning the correct labels to this data unfortunately is very difficult and time consuming. From this data, we want to identify a DRTA model that we can use to monitor the driving behavior in new data, i.e., to use it as a classifier. The data consists of unlabeled (positive) time-stamped event sequences (examples). Our approach is to first identify a PDRTA model using RTI+ (Algorithm 5.1) from this data, and then to use a small amount of labeled (positive and negative) examples to label some of the states of the identified model. The labels of these states can be used to classify the new data. This is a general method that can be used to learn from many unlabeled examples, and just a few labeled examples. The setting of many labeled and some unlabeled examples is known as semi-supervised learning, see, e.g., (Bishop 2006). Such a setting occurs in many practical applications because it is often too difficult and time consuming to assign labels to the observed examples.

In addition to there being only unlabeled data, there is an additional restrictive property in our application domain: the process under observation is continuous, i.e., it never stops producing events. We can only observe a finite part of the infinite sequence produced by this process. In other words, we need to identify a PDRTA from a single unlabeled time-stamped event sequence. This setting coincides with
the theory from *computational mechanics* (see Section 2.4.4). In (Shalizi and Shalizi 2004), this theory has been used to identify an HMM from such data. In a similar way, we show how this theory allows us to identify a PDRTA model for such a process using the RTI+ algorithm.

This chapter is structured as follows. We first describe the background of our application, its goals, and why we choose our approach in order to achieve these goals in Section 6.2. Afterwards, we explain the data that we collect in this application, and how we transform this (using computational mechanics) into a form suitable for this approach in Section 6.3. Due to the nature of this data, we make some small changes to the DRTA models that we try to identify. These changes are described in Section 6.4. In Section 6.5, we explain the main topic of this chapter, that is how to identify a model using only positive data, and still use it as a classifier for new data. We discuss some results obtained using a classifier we identified and implemented for the application in Section 6.6. We end this chapter with a summary and some pointers for future research in Section 6.7.

### 6.2 The Van der Luyt case

The Van der Luyt Transport company is a transport company located in Oegstgeest, the Netherlands. The company has considerable interest in technologies that lower the cost of transport by reducing the amount of fuel used by its trucks. The fuel usage has a close relation to the driving behavior of the driver, being the reason for Van der Luyt Transport to install sensors on some of its trucks. These sensors, the technology, and expertise required to receive and record accurate data are provided by the Squarell Technology and CD Systems companies, both located in Lisse, the Netherlands.

The sensors measure performance values of the truck, such as speed, engine temperature, break application, fuel level, etc. Figure 6.1 shows an example of the measured sensor values. The measured values make it possible to detect patterns in the driving behavior of the driver. This behavior has a direct influence on these values. Van der Luyt Transport wants to be able to detect patterns in real-time from these values in order to give feedback to the driver. The driver can then be notified when he or she is conducting behavior which is considered not appropriate.

An example of such non-appropriate behavior is the so-called *harmonica behavior*. In Chapter 4, we already showed that a DRTA model can give a concise and intuitive representation of this behavior, see Example 4.1. Moreover, because it is easy to compute the runs of a DRTA, such a model can be used to detect this behavior efficiently in real-time from the sensor values. We are interested in modeling driving behavior as DRTAs, detecting them in real-time, and giving feedback to the truck driver.

In order to model behavior as DRTAs, we first need to *discretize* the sensor values into basic events. These events include: driving on the highway, speeding up, slowing down, breaking, signaling, using cruise control, etc. We then need to construct models that use these events as symbols. However, due to the lack of sufficient expert knowledge required to construct these models by hand, we will try to identify these models automatically from data collected by the different sensors. In doing so we effectively identify a model that describes the language of a good
Figure 6.1: The values of three sensors installed on trucks at Van der Luyt. The first graph shows the fuel rate in liters per hour. The second shows the vehicle speed in kilometers per hour. The third shows the engine speed in rotations per minute.
or bad driver. This approach of identifying a language model in order to describe patterns in data is known as syntactic pattern recognition (Fu 1974). The main reason for using such a method is that we can use the identified models not only to find out whether a driver is driving well or badly, but also to give insight into the exact road behavior of good and bad drivers, i.e., to learn what feedback to give to drivers in order to reduce their fuel usage.

The reasons why we use a timed automaton instead of a regular automaton are twofold. First, the time between vehicle speedups and slowdowns is significant for classifying truck behavior. For instance, a sequence of fast changes from slowing down to speeding up and vice versa indicates driving in a city, while a sequence of slow changes indicates driving on a freeway. Second, there is timed information available and there is no reason not to use it directly. In the previous chapters we have shown that not using this data directly can result in more difficult (or less efficient) identification problems.

We now describe the data we obtained from the trucks at Van der Luyt, and how we transformed it into a form that can be used to identify real-time automata.

6.3 Transforming the sensor data

The data we obtained from the trucks were 15 complete round trips from the Netherlands to Switzerland or England and back. One round trip typically takes two full days. These trips were driven on different dates, with different weather conditions, and with different drivers. During these trips, a large amount of sensors measured many (around 50) different values. These measurements were recorded at a rate of one per second.

Identifying a model for all of these sensors is possible but unnecessarily complicated for our purpose. We only want to give a proof of concept for the techniques we developed in the previous chapters. Therefore, we focus our attention on three of the sensor values: speed, engine rotations per minute (RPM), and fuel usage. In this section, we describe the preprocessing transformations we applied to each of these three values.

6.3.1 Discretizing timed events

The data obtained from the trucks are recorded in numeric values. Since our method requires a finite alphabet, preferably of a small size, we have to encode these values using such an alphabet. This process is called discretization. Ideally, we would like the symbols of our alphabet to represent the actions of the system. In our case, we would like to have symbols that represent: speed-ups, slow-downs, a turn left/right, a bump in the road, etc. Unfortunately, the problem of finding patterns in the sensor values that are indicative of these kinds of events is not an easy one and solving it will require additional research. In (Roddick and Spiliopoulou 2002), different methods that could be used to learn and detect this kind of patterns are surveyed.

The method we use to discretize the data is much simpler: we divide the range of a sensor value into different regions, and whenever the value enters a region, we treat it as the occurrence of an event associated with that region. The time value
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed (km/hour)</td>
<td>5</td>
<td>30</td>
<td>50</td>
<td>80</td>
<td>90</td>
<td>∞</td>
</tr>
<tr>
<td>Engine (RPM)</td>
<td>1200</td>
<td>1400</td>
<td>1550</td>
<td>∞</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fuel (liters/hour)</td>
<td>3</td>
<td>10</td>
<td>20</td>
<td>50</td>
<td>80</td>
<td>∞</td>
</tr>
</tbody>
</table>

Figure 6.2: The regions of the discretization routine per sensor. The numbers are upper bounds of the respective symbols. The lower bounds are equal to the upper bound of the previous symbol plus one, except for the first symbol, in that case it is zero.

Figure 6.3: The discretization routine used by our algorithm. Whenever the sensor value exceeds one of the bounds of Figure 6.2, plus or minus a small additional region (in this case an additional 2 km/h), an event is generated corresponding to the region the value has entered. The time value of the event is the time that has elapsed since the previous event.

of the occurrence is the time that has elapsed since the previous event occurrence. We use expert knowledge from Squarell Technology to create an intuitive division of the sensor values into regions. Figure 6.2 shows these regions. The main benefit of using an intuitive division is that it makes the models that our method identifies easier to interpret. For instance, whenever a high-speed event (speed e) occurs, we know that the truck is driving on a highway. Thus, if we are interested in discovering the behavior of drivers on the highway, we only have to zoom in on the parts of the model where this event occurs.

In our discretization method, there is one additional modification we apply in order to ensure that the event occurrence does not change constantly when the sensor value is near a region boundary. For instance, when the truck is driving with an approximately constant speed of 30 km/h, it will sometimes drive 31 km/h, and sometimes 29 km/h. We do not want this to generate an alternating sequence of low-speed (speed b) and average-speed (speed c) events. Instead, we either generate a single low-speed or average-speed event, depending on the previous event. We achieve this by adding additional regions that surround the region boundaries. As long as the sensor value is within such an additional region, we do not treat it as an event occurrence, even if it crosses a boundary. The sensor value has to cross
this additional region before we treat it as the occurrence of an event. The whole discretization process is depicted in Figure 6.3.

### 6.3.2 Using computational mechanics

Using the discretization procedure, we obtain from every round-trip of a truck, and for every sensor, a very long sequence of timed symbols. We can still apply the RTI+ algorithm to this data by making use of the theory from computational mechanics (see Section 2.4.4). Computational mechanics models a process \( O = \ldots O_{-2}O_{-1}O_0O_1O_2 \ldots \) as a bi-infinite sequence of random variables (observations). These variables can take any value from a countable set, which in our case is the set of timed events. As before, we use \( \mathbb{N} \) to represent the time values of event occurrences. As a consequence, the set of possible observations is still countable. Thus, adding time values to the events does not influence the model of a process as used in computational mechanics.\(^1\)

The goal of computational mechanics is to predict the future of a process based only on an observed finite history \( \tau = (a_1,t_1) \ldots (a_n,t_n) \). We would like to identify a PDRTA using the RTI+ algorithm described in the previous chapter. This adapted algorithm requires a set of positive example strings \( S_+ \). We can create this set \( S_+ \) from the observed history \( \tau \) by selecting (random or all) subsequences of \( \tau \). A problem of these subsequences is that they are allowed to start and stop at arbitrary points in time. In order to generalize (identify/learn) over such arbitrary subsequences, we have to make the assumption that the process is stationary:

**Definition 6.1.** *(stationary process)* A process \( O = \ldots O_{-2}O_{-1}O_0O_1O_2 \ldots \) is stationary if it is time-translation invariant, i.e., if \( Pr(O_{i} \ldots O_{n+i} = (a_1,t_1) \ldots (a_n,t_{n+1})) = Pr(O_{j} \ldots O_{n+j} = (a_1,t_1) \ldots (a_n,t_{n+1})) \) for all \( i, j \in \mathbb{Z} \), \( a_i \in \Sigma \), and \( t_i, n \in \mathbb{N} \).

The assumption of stationarity seems restrictive. However, without this assumption it is very difficult to identify a model from some observed history. When a process is non-stationary, the exact (non-relative) time of occurrence of each event can matter to the future behavior of the process. The type of models we try to identify use only the relative times of occurrence as information. Of course, it is also possible to define a model that does use the exact times of occurrence of events as input. However, since there are many more possible exact occurrence times, identifying such a model from data is a much more difficult problem.

The timed strings in \( S_+ \) can be used to identify the so-called causal states of a stationary process. Essentially, the causal states form a DRTA \( \mathcal{A}' \) that represents behavior (a probability distribution over timed strings) identical to a non-deterministic version of the original DRTA \( \mathcal{A} \). This non-deterministic version has an identical structure as the original DRTA, but has the complete set of states as possible start states. We illustrate this concept for the problem of identifying a DRTA using an example.

**Example 6.1.** In Figure 6.4, a DRTA is depicted along with its causal states. The causal states also form a DRTA. The start state of this DRTA corresponds to

\(^1\)We are not sure what the consequences would be of using the real numbers (a non-countable set) to represent time.
all (or any) of the states of the original DRTA. In other words, we do not know whether the original DRTA is in state 1 (left) or state 2 (right). The occurrences of events can be used to determine the state of the original DRTA. For example, the occurrence of a b event ensures that the next state is state 2, since all transitions with b as label have state 2 as their target. Similarly, the occurrence of an a event with a time value greater than 5 ensures that the next state is state 1. When an a event occurs with a time value less than 4, we do not know whether 1 or 2 is the next state. Thus, in this case, the target state in the causal DRTA is the state that corresponds to both state 1 and 2, i.e., the start state.

The causal states are the deterministic equivalent of a non-deterministic automaton. Therefore, it is possible that the blow-up in the number of states is exponential. This is the price we have to pay for identifying the causal states instead of the original automaton. We have no choice, however, because identifying the original DRTA is only possible if the timed strings are guaranteed to start in the start state. In our application setting, we cannot obtain sufficient data of this form in order to identify a DRTA model. Together with the transitions between them, these causal states form the smallest optimal predictor for future events.

Combining all the data we have available, we obtain for the speed sensor about 50,000 symbol occurrences in total. For the engine and fuel sensor we obtain about twice this amount. From this data, we took 10,000 random subsequences of length 20. The reason for using only parts of the data is that more data makes the algorithm run slower. Since the algorithm is still in an experimental phase, we wanted to be able to run it multiple times and try out different settings. For instance, we first tried using a moving average as an alternative to the discretization routine described in the previous section. However, this turned out to give too much of a delay in the time values of events.

6.4 The modified PDRTA model

From the data we have to identify a model. Since we only have positive data available, this model is the PDRTA described in Section 5.2. However, before the RTI+ algorithm can be used to identify a PDRTA, we have to specify the bins of the histograms that model the time distributions in the PDRTAs. Because the timing of the events is different in the different sensors, we have to specify these
for every individual sensor. In addition, after initial trial runs of our algorithm, it turned out that a PDRTA is too powerful for the kind of data we are dealing with in our application; the algorithm identified too many clock guards, resulting in an unintuitive model. In the following we first discuss the choices of the histogram bins, and then the changes we made to the PDRTA model in order to make it less powerful.

6.4.1 Setting the histogram bins

In order to determine good histogram bins for the time distributions of the different sensors, we first plotted the density of the time values for every sensor using a histogram. These histograms are shown in Figure 6.5.

The speed histogram shows that most events are concentrated around 6 and 10 time ticks. We need to make histogram bins that can occur sufficiently often to detect (dis)similarities in the time distributions of states. For example, in the case of 4 bins, using the interquartile ranges (bounds at 25\%, 50\%, and 75\% of the data) seems to make sense. In addition, however, we should use our knowledge of these events to determine suitable values. For instance, a speed change within 5 seconds is extremely quick, and should be treated differently from the more common (and normal) speed change within 6 to 20 seconds. Combining these two sources of information, we came up with the following values for the histogram bins: $[0, 5], [6, 20], [20, 50], [51, \infty)$.

For both the RPM and the fuel sensor, the histograms show a little over one third of all events occur within one time tick. The reason for this is that the data was recorded using a sampling rate of one second. Both the RPM and fuel values change a lot within one second. In other words, both these signals are under-sampled. Therefore, we use small values for the histogram bin ranges: $[0, 1], [2, 4], [5, 9], [10, \infty)$. Although learning a PDRTA from this data is questionable because the time values are almost always less than 4, our algorithm can still be used to identify PDRTAs that are capable of classifying different types of behavior.

6.4.2 Bounding the amount of splits

In initial experiments, we discovered that the algorithm identified a PDRTA with too many clock guards. In fact, in some states, it identified a new clock guard, with a new transition to another state, for every time value. Upon closer inspection of the target states of these transitions, we noticed that the distributions generated by these states were all different. So, our algorithm was doing as it is supposed to: it splits transitions when the future distribution of the target states of the resulting transitions are different. However, the result was not as we had hoped. Intuitively, it should not matter whether an average-speed event occurs after 10, 11, 12, or 13 seconds. Why these future distributions are different need to be further investigated. Perhaps it is due to the simple discretization method we use. Or it could be that on some stretches of road it always takes exactly 12 seconds to speed-up, while on others it takes exactly 13. If this is the case, the future distribution will probably also be different.
6.4. The modified PDRTA model

Figure 6.5: Histograms (frequencies) of all the time values of events in the three sensors. There are $10,000 \times 19 = 190,000$ time values in total (19 because the first symbol always has time value 0). Thus, for both the fuel and engine sensors, a fraction of about $\frac{70,000}{190,000} \approx 0.37$ of all events occurred within one second.
In any case, the model we obtain is not suitable for our purposes. We do not want to distinguish between events that occur within 10, or 11, or 12, etc. seconds. We want there to be one, or maybe two bounds that represent deadlines for events. We believe that just two of such deadlines can be used to distinguish good driving behavior from bad driving behavior. For example, in some specific state an average-speed event within 10 seconds could be indicative of pulling up too quickly. After 11 seconds, it could indicate pulling up with a good speed. In addition, we could want another bound at 20 seconds. When the average-speed event exceeds this bound the pull-up behavior is slow.

In conclusion, we want to identify PDRTAs with at most three clock guards (at most two deadlines) per symbol per state. We make our algorithm return only such PDRTAs by simply disallowing it to split transitions when there already exist two other transitions from its source state with the same symbol.

6.4.3 Modifying the initial symbol and state

Because we use arbitrary subsequences as input for our algorithm, the initial symbol of a timed string should be treated differently from the others. More specifically, the time values of initial symbols have little meaning. In timed strings, these values represent the time that has elapsed since the previous symbol. For the initial symbol, there is no previous symbol. Therefore, all of the initial symbols of the subsequences have a time value of 0.

The consequence for our model is that the initial state has a special purpose, namely to distinguish subsequences based on their initial symbol, not on their time values. All the other states of our model distinguish timed strings based on their symbols and time values. Therefore, we disallow any of these states to be merged with the initial state. Usually, this results in their actually being $|\Sigma|$ (the size of the alphabet) different initial states, one for every initial symbol. However, when the future distributions are similar for some of these symbols, then these can be merged into a single state.

6.5 PDRTA classifiers

We can use the transformed data and modified models as described in the previous sections in our algorithm. The statistical test we use is the likelihood ratio test as described in Section 5.3.1. We use this test because it is intuitive and because it did not perform significantly worse than any of the other statistics on artificial data (see Section 5.4.5). The result of our algorithm is a PDRTA for every (in our case three) sensor value. In this section, we explain how we use all of these PDRTAs in order to classify the behavior displayed in new data. We first describe how to construct a classifier from a PDRTA using just a few labeled examples, then we show how we combine the classifications of the different sensors into a single overall classification.
6.5.1 Classifying using few labeled examples

The result of running our algorithm on an unlabeled data set is a PDRTA. This automaton does not contain any final states and hence can initially not be used to classify new data. However, the PDRTA model does describe the behavior that is displayed in the unlabeled data set. When identified correctly, two timed strings only reach the same states if their possible futures are the same. Intuitively, these two timed strings display the same behavior, and hence their labels should also be the same. Consequently, we can use the label of a single labeled string to label (make final) a state of the PDRTA. This process is depicted in Figure 6.6.

Essentially, this is the method we use to make a classifier out of a PDRTA. There is only a small issue because of the fact that we use arbitrary subsequences as input for our identification algorithm. Therefore, our algorithm identifies the causal states instead of the actual states of the PDRTA (see Section 6.3.2). We label the states of these causal states using a small sample of labeled timed strings in the following way.

Suppose we want to construct a classifier for two different types of behavior $b$ and $b'$, for instance good and bad driving. Let $Q_b$ and $Q_{b'}$ denote the sets of states that are reached by the timed strings that display behavior $b$ and $b'$ respectively. The sets of states $Q_b$ and $Q_{b'}$ can overlap, but they should differ in some states. We use these states to make a classifier from a PDRTA:

- assign the label $b$ to the states in $Q_b \setminus Q_{b'}$, i.e., the states reached by $b$ but not by $b'$;
- assign the label $b'$ to the states in $Q_{b'} \setminus Q_b$, i.e., the states reached by $b'$ but not by $b$.

When a new timed string reaches a state labeled with $b$, we conclude that it is displaying behavior $b$, and not $b'$. In addition to classifying new timed strings, the labels assigned to states can also be used to analyze the old unlabeled data set, for instance, in order to determine how often good or bad driving occurred.

In this way, our algorithm identifies one classifier for every sensor. These classifiers can assign a label to any new timed string. However, since our identification
method is based on the theory from computational mechanics, the identified PDR-TAs can be used to determine the current state for observed histories of any length. Thus, at any point in time, our classifiers can give many different classifications. Since we want to give a single classification, we require some method that combines these classifications into a single overall classification. There are many possible ways to do this. For instance returning a classification only if all classifiers agree on the label, or using a majority vote to determine the label. In the next section, we discuss some issues regarding this combination and give our solution to this problem.

6.5.2 Combining causal classifications

The fact that we model the causal states of the process makes it difficult to determine the precise classification label. The problem is that it is unclear what part of a new timed string to use in order to determine the classification. We could use the whole timed string, i.e., simply compute the complete run and determine the label at every index. But this only works if the identified model is completely correct. When we make some small identification error, then the run of the new timed string can diverge from its actual run and from that point on many classifications will be incorrect. We identified a model using timed strings of length $20$ (see Section 6.3.2). Similarly, we could use length $20$ subsequences to determine the classification labels. This can be done by computing for every index, the run of the length 20 subsequence up to that index and using the label of the state reached by this subsequence.

Using the subsequences of length 20 is possible, but it makes more sense to use shorter timed strings. For these shorter timed strings we have used future distributions in order to determine the states they reach in our identification algorithm. Unfortunately, it is unclear which length to use exactly. The run of a shorter sequence will be more correct since it is based on more data (larger future distributions) during identification. The run of a longer sequence will be less correct but better at distinguishing the different types of behavior. We decided to use all sequences of length 1 to 10 and to combine them in the same way we combine the classifications of the different sensors.

It is currently not yet clear how to combine the different labels assigned to these 10 timed strings. Therefore, we have not yet implemented any combination method. We simply return all labels, giving by all classifiers, and all lengths from 1 to 10. A human inspector then has to decide the label based on this information.

6.6 Results

We implemented the procedure for obtaining a classifier as discussed in the previous sections and applied it to the Van der Luyt data. From this, we obtained three PDRTA classifiers. In this section, we first discuss the quality of these models and their ability to classify new data in Section 6.6.1.

We implemented a simple detection mechanism for the identified classifiers and tested it first in a real-time test in Section 6.6.3. Unfortunately, it turned out to be difficult to establish the quality of our classifiers from this test. Therefore,
we also tested it on historical data in Section 6.6.4. In this test, it turned out to be surprisingly accurate. This result is a proof of concept for the use of our techniques.

### 6.6.1 Identifying PDRTA models

We applied the RTI+ algorithm to the discretized van der Luyt data (see Section 6.2). After some initial tests of our algorithm on this data, we modified the PDRTA model as described in Section 6.4. We then tried to identify one such model for each of the three sensors. The performance of each of these models is measured using their sizes and their AIC values (see Section 5.4.3). These AIC values were computed without a test set. We simply tuned the parameters of both the identified and the single state models using the data set and then used this to compute the AIC. In addition, we used the same histogram bins as described in Section 6.4.1 for the computing the AIC. The sizes and AIC scores of each of these models and a trivial single state model are displayed in Figure 6.7.

From the AIC results, we can conclude that the models perform a lot better than the trivial single state model. Unfortunately, the AIC scores by themselves do not say much about the quality of the identified PDRTA models. However, the sizes of the identified models allow us to draw some conclusions regarding this quality.

The identified models are quite large. From the results of the previous two chapters (Section 4.5 and Section 5.4.5), we know that our algorithm is capable of correctly inferring a PDRTA with about 8 states, 8 splits, and an alphabet of size 4, from a data set of size 2,000. The number of transitions of such a PDRTA is 40. From the Van der Luyt data, we obtained PDRTAs that are much bigger. Hence, it is very unlikely that the identified PDRTAs are completely correct. Of course, we did identify these PDRTAs using 10,000 instead of 2,000 examples. Thus, we should be able to identify larger PDRTAs, but this increase in data does not explain the large size of the identified models.

However, the first few states of the PDRTAs (in distance from the start state) are identified using a lot of data. Because of cycles in the transitions of the PDRTAs, most of these states are reached by around 5,000 timed strings. Since 2,000 timed strings is sufficient to correctly identify the start state of a size 40 PDRTA, these first few states are probably identified correctly.

<table>
<thead>
<tr>
<th></th>
<th>number of transitions</th>
<th>AIC</th>
<th>AIC single state model</th>
</tr>
</thead>
<tbody>
<tr>
<td>speed</td>
<td>2,305</td>
<td>871,550</td>
<td>1,472,840</td>
</tr>
<tr>
<td>fuel</td>
<td>960</td>
<td>842,536</td>
<td>1,102,270</td>
</tr>
<tr>
<td>engine</td>
<td>1,009</td>
<td>697,190</td>
<td>1,076,750</td>
</tr>
</tbody>
</table>

Figure 6.7: The sizes and AIC scores of the PDRTAs identified by our algorithm for every sensor.
6.6.2 Labeling states for classification

Although one can question the quality of the identified PDRTAs due to their sizes, it is still possible to use them as classifiers. The idea is that, although they can sometimes be wrong, the PDRTA models do combine the paths of timed strings only if their possible futures follow the same probability distribution. The future distributions of different classes of behavior are also different. Hence, we should be able to use the identified PDRTAs as classifiers.

Collecting a few examples

For the Van der Luyt case, we tried to classify a type of behavior that results in unnecessary fuel usage: pulling up too quickly from a traffic light, see Figure 6.8. Pulling up too fast requires a lot more fuel than slowly letting the truck gain speed, i.e., pulling up normally. In order to classify this behavior, we required a few labeled examples. These examples can then be used to create a classifier out of the identified PDRTAs as explained in Section 6.5. The labeled examples were obtained by driving a short lap around Oegstgeest, with many traffic light stops. After these stops, the truck driver pulled up too fast about half of the time, and the other half he pulled up normally. We labeled the timed strings that occurred while pulling up. The results for the speed sensor are shown in Figure 6.9.

All but one of the timed strings in Figure 6.9 start with an \(a\) symbol. This means that the truck came to a full stop (or at least a speed less than 5 km/hour). In one timed string the initial symbol is a \(c\) symbol. In this case, the driver actually did not slow down completely, but pulled up too fast from driving around
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<table>
<thead>
<tr>
<th>pulling up too fast</th>
<th>pulling up normally</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a, 42)(b, 80)(c, 12)(d, 10)(c, 7)</td>
<td>(a, 10)(b, 14)(c, 21)(b, 42)</td>
</tr>
<tr>
<td>(a, 13)(b, 65)(c, 6)(d, 8)</td>
<td>(a, 11)(b, 34)(c, 13)(b, 18)</td>
</tr>
<tr>
<td>(a, 6)(b, 39)(c, 10)(d, 10)</td>
<td>(a, 8)(b, 10)(c, 14)(b, 45)</td>
</tr>
<tr>
<td>(a, 7)(b, 15)(c, 8)(d, 7)</td>
<td>(a, 25)(b, 5)(c, 18)(b, 27)</td>
</tr>
<tr>
<td>(a, 7)(b, 2)(c, 7)(d, 7)</td>
<td>(a, 11)(b, 6)(c, 20)(b, 14)</td>
</tr>
<tr>
<td>(c, 22)(b, 4)(c, 12)(d, 7)(c, 8)</td>
<td>(a, 12)(b, 18)(c, 15)(b, 20)</td>
</tr>
<tr>
<td>(a, 7)(b, 11)(c, 6)(d, 7)(c, 16)</td>
<td>(a, 8)(b, 35)(c, 24)(b, 20)</td>
</tr>
<tr>
<td>(a, 8)(b, 29)(c, 7)(d, 8)(c, 8)</td>
<td>(a, 12)(b, 32)(c, 18)(d, 13)</td>
</tr>
<tr>
<td>(a, 11)(b, 28)(c, 7)(b, 12)</td>
<td>(a, 7)(b, 62)(c, 21)(b, 28)</td>
</tr>
<tr>
<td>(a, 10)(b, 320)(c, 12)(d, 7)(c, 34)</td>
<td>(a, 12)(b, 8)(c, 17)</td>
</tr>
<tr>
<td>(a, 10)(b, 8)(c, 8)(d, 8)(c, 31)</td>
<td>(a, 10)(b, 27)(c, 19)(d, 16)</td>
</tr>
<tr>
<td>(a, 8)(b, 24)(c, 9)(d, 8)(c, 12)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.9: The events obtained from the speed sensor during a test-lap in which the driver pulled-up too quickly (left) and normally (right).

20 km/hour (the next event is a b event). In every timed string, the second symbol is a b symbol, which indicates a speed-up of the truck. The time until this symbol occurs is the number of seconds the truck stood still at the traffic light. The third symbol is a c event, indicating a further speed-up. It should be possible to use the time value of this event in order to classify the two different pull-up behaviors: a small time value indicates a fast pull-up, a large value indicates a slow pull-up. This can be clearly seen in the examples. The next event of the examples is either a b or a d event, depending on whether the speed of the truck exceeds 50 km/hour or not. A small number combined with a d event indicates that the driver is pulling-up to quickly. A b event indicates that the driver is slowing down again, for instance in order to stop for the next traffic light. For some examples, there is a fifth event. This usually is a slow-down event after driving fast. We included these events if it occurred within the time span we used for labeling the pull-up behaviors.

We used the same time span in order to obtain examples for the fuel and engine sensors. However, because a lot more events occur within this time span in these sensors (around 15), we only show the first few (7) of these events, see Figures 6.10 and 6.11. The timed strings from the fuel and engine sensors are less intuitive than those from the speed sensor. This is mostly due to the fact that they are under-sampled (see Section 6.4.1), but also partially due to the fact that understanding them requires some knowledge of engines and the values that these sensors record. At the start of this section, we remarked that pulling up too fast is associated with more fuel usage. In the timed strings, this can be seen for example by comparing the number of d events (a lot of fuel usage) of the too fast and normal pulling-up behaviors. From Figure 6.10, it seems clear that more d events occur in the pulling-up too fast case (19 against 5).

Interestingly, there are no occurrences of e and f events (very high fuel usage) in the fuel sensor. Probably this is due to the fact that the truck was empty at the time of the test. In the case of pulling-up too fast, a pattern that can be observed in the fuel sensor events is a repetition of consecutive a and d events, with little
time between them. Such a sequence means that the truck first uses little fuel, then a lot of fuel, then little again, etc, all within a few seconds. This has to do with the shifting of gears. When a truck shifts gear, it uses little fuel, subsequently starting again in a higher gear requires a lot of fuel. This pattern is different if the truck pulls up normally. In this case, the truck also shifts its gear, but not with the same rapid succession. In these timed strings one thus sees more \( b \) or \( c \) events in between.

It is more difficult to draw such conclusions from the engine sensor. There should be different patterns for the different pull-up behaviors. But from the labeled timed strings it is not very clear what these patterns are. We only observe that more \( d \) events occur when the truck is pulling up too fast.
Figure 6.12: Parts of the identified PDRTA for the speed sensor that are reached by the timed strings from Figure 6.9. Left is the part reached by the normal pull-up behavior, right the too-fast pull-up behavior. States are labeled with their number. Transitions are labeled with their label, delay guard, and the number of examples strings that fire the transition.

**Constructing PDRTA classifiers**

Having collected these labeled examples, all we need to do is to run the identified PDRTAs on these examples, and discover which states are reached when pulling-up too quickly, and when pulling up normally. Figure 6.12 shows these states, and the traversed transitions, for the speed sensor examples. It seems to be a coincidence that the part of the identified PDRTA that is traversed by the too fast examples is larger than the one traversed by the normal examples. This does not occur in the other sensor PDRTAs.

We used the PDRTA parts of Figure 6.12 to identify some states that are only reached when the driver pulls up too quickly and some when he pulls up normally. In Figure 6.12, state 5 is reached by 8 of the 11 normal examples, and none of the 12 fast examples. An example of a state that is only reached by the fast examples
Figure 6.13: Parts of the identified PDRTA for the fuel sensor that are reached by the timed strings from Figure 6.10. States with a △ shape are labeled normal, states with a ▽ shape are labeled too fast.
Figure 6.14: Parts of the identified PDR TA for the engine sensor that are reached by the timed strings from Figure 6.11. States with a △ shape are labeled normal, states with a ▽ shape are labeled too fast.
is state 27; 6 of the fast examples reach this state. Note that the transition to this state has $c$ as symbol and $[0, 7]$ as clock guard. Thus, it is only reached by timed strings that contain a $c$ event within 7 seconds after the $b$ event of the pull-up behavior. A $c$ event with more than 7 seconds goes to state 2, which is also the state that is reached by all the normal pull-up examples. Thus, the identified PDRTA model for the speed sensor does distinguish between the two behaviors of pulling up too fast and pulling up normally, exactly in the way we expected, based on the timed strings of Figure 6.9.

This shows that our PDRTA identification algorithm can be used to distinguish different types of behavior, even if we beforehand do not know what behavior to distinguish (the PDRTAs are identified from unlabeled data). In this way, our algorithm can be used to give more insight into the different kinds of behavior of a system/process.

For both the normal PDRTA and the too-fast PDRTA, we identified and labeled all states that were reached by at least 4 example strings in one case, and in none the other. Thus, state 27 and 16 are labeled in the too-fast speed PDRTA, and state 5 is labeled in the normal speed PDRTA. We did the same for the fuel sensor and engine sensor PDRTAs. The result of this labeling is depicted in Figures 6.13 and 6.14. These figures only show the parts of the PDRTAs that are reached by at least 2 example strings. Although we labeled only a few states in the large PDRTAs for each of these sensors, these labels result in three classifiers that can be used to detect whether a driver is pulling up too fast or not.

6.6.3 A real-time test

We first implemented a simple real-time detection mechanism for our classifiers. This mechanism was tested by checking whether it was capable of correctly classifying the pull-up behavior of a driver in real-time. The detection mechanism reads the sensor data directly from the USB port. This port was connected to a central bus of the truck, known as a CAN-bus using technology from Squarell Technology. This enabled us to detect the behavior of a truck driver in real-time while he was actually driving a truck.

We performed this test using a different driver, a different truck, and under different weather conditions. In spite of these differences, our models were often able to detect when the driver was pulling up too fast. Unfortunately, it is difficult to precisely determine the quality of our classifier in this setting. Partially, this is due to the way we combine the information from the three classifiers. A computer printed the labels of reached states in all three of the models in real-time. We had to decide ourselves how many labels we needed before making a classification. For instance, it sometimes occurred that one normal and many too-fast labels were printed. In such a case we concluded that the driver was pulling-up too fast and indicated this to the driver. Figure 6.15 shows a typical example of the output during the first 10 seconds of a too-fast pull-up. Another part is due to the problem that we cannot simulate the driving behavior in a clean environment. We have to test it on the road. During the test drive we came across some obstacles (for instance vehicles blocking the road, or changes in weather) that influence the quality of the test itself.
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Figure 6.15: The first 10 seconds of output of a typical example of a too-fast pull-up. Some lines show the current speed of the truck. Others show the discretized symbols for the three different sensors. Whenever a symbol is read for a sensor, the line directly under it shows a list of the state numbers the timed strings of length 1 to 10 end in the classifier for that sensor. If such a state is labeled, this label is printed directly afterwards. Interestingly, the different length timed strings often end in the same states.
Unfortunately, we did not record a significant decrease in fuel usage during the test. The main reason is that we notified the driver when it in fact was already too late. It takes our models at least 3 seconds before drawing any conclusion about the pull-up behavior. We believe this to be fast, because it then only requires 2 or 3 events to draw a conclusion. Usually, such a conclusion was drawn using the fuel sensor. The engine sensor sometimes also indicated when the driver was pulling up too quickly, but only after 5 seconds.

6.6.4 Tests on historical data

Because the real-time test does not provide us with sufficient information to make an informed decision regarding the quality of our classifiers, we also tested them on the historical data that we have available. This is the same data that we initially identified the PDRTAs from, see Section 6.3. From this data, we extracted all pull-up instances and used this data to first determine the correlation of our classifiers with the truck speedup. The truck speedup is the speed increase between two consecutive measurements of the speed sensor.

In our tests, the correlation between these speedups and our classifiers turns out to be high only for the fuel sensor. Consequently, when determining the quality of the classifiers, we focus on the fuel classifier. Determining the quality values for this classifier is still difficult however, since we do not exactly know which of the extracted pull-up behaviors are too fast, and which are not. Instead of determining the exact values, we therefore use a simple method that is currently used by Squarell Technology to determine a driver's profile to approximate these values: count the number of speedups that are normal (less than 0.8 m/s²) and those that are too fast (greater than 1.2 m/s²). These two numbers give a good overview of a driver's profile. We show that the labels given by the fuel classifier are highly correlated with these two numbers. We use this correlation to determine a simple detection rule for too-fast pull-up behavior.

In the following, we first describe the data we used to test the quality of our classifiers, then we give our correlation results, and finally we give the quality results of the fuel classifier.

Data from truck pull-ups

We extracted pull-up instances from all the data we have available, i.e., the data described in Section 6.3. We extracted these instances by copying pieces consisting of 30 consecutive measurements (seconds) that satisfy the following rules:

- The initial speed measurement is less than 5 km/h.
- The second speed measurement is greater than 5 km/h.
- During the 30 measurements, the speedup does not drop below −0.1 m/s².

In total we obtained 1532 pull-up instances using these rules. The resulting data set is summarized in Figure 6.16. From this figure, it is clear that there are many different pull-up behaviors: some reach a speed of 80 km/h (a highway pull-up), while others do not go faster than 20 km/h.
Interestingly, there are two clear drops in the vehicle speedups: one after 6 measurements (seconds), and one after 11 measurements. These are likely the points in time where the truck shifts into a higher gear. A truck has more than three gears, but somehow these two gear shift points are more or less independent of the pull-up behavior.

The largest speedups clearly occur in the first few seconds of a pull-up. This can be problematic for our classifiers since they will often not be able to make good use of these initial measurements. These measurements will often result in just one or two timed symbols, and this is insufficient information to determine whether the pull-up is too fast or not.

**Correlation with speedups**

The first property of our classifiers we have to determine is their correlation with the truck speedups. Such correlation is important since we intend to use these classifiers to determine the type (normal or too fast) of the truck speedup. In the data, there is a single truck speedup value for every measurement. In order to determine the correlation with the labels given by our classifiers, we require a method that determines a classifier value for every such measurement. We test two straightforward methods to compute such a value:

- one using a *single* run of the classifier PDRTAs;
- one using a *combination* of runs as described in Section 6.5.2.

The first method is possible because a pull-up contains a clear starting point: the first time the truck obtains a speed greater than $5\text{km/h}$. We simply start the
Figure 6.17: Scatterplots of the average speedup against the classifier values of both the single and the combination classifiers of the engine and the fuel sensors.
run of our PDRTA’s with the first symbol that occurs after this point. The value of the classifier is then computed as the number of too-fast labels it reached minus the number of normal labels it reached so far:

\[
\text{value}(\tau) = \begin{cases} 
1 & \text{if } \text{label}(\tau_i) = \text{too fast} \\
-1 & \text{if } \text{label}(\tau_i) = \text{normal} \\
0 & \text{otherwise}
\end{cases}
\]

\[
single_i = \text{single}_{i-1} + \text{value}(\tau_i)
\]

where \(\text{label}(\tau_i)\) is a function that returns the label of the state that \(\tau_i\) ends in, \(\tau_i\) is the timed string that is constructed by the discretization of the sensor value from the first until the \(i\)th pull-up measurement, and \(\text{single}_0 = 0\). The second method can be seen as a sliding window technique. This method combines the classification values of all strings of length 1 to 10 seen so far:

\[
\text{combination}_i = \text{combination}_{i-1} + \sum_{0 \leq j \leq 10} \text{value}(\tau_{i-j,i})
\]

where \(\tau_{i-j,i}\) is the prefix of \(\tau_i\) starting at index \(i - j\), if \(i - j < 0\) then \(\tau_{i-j,i} = \epsilon\), and \(\text{combination}_0 = 0\).

Figures 6.17 shows scatterplots of the average speedup value over a complete speedup (30 seconds) and the resulting classifier values for the single and combination values for both the fuel and the engine classifiers. From this figure we make some interesting observations. First of all, both of the fuel classifier values seem to be correlated with the truck speedup: the higher fuel classifier values are associated with larger average speedups. In addition, the figure shows that both of the engine classifier values are not very correlated with the truck speedups: higher values are associated with higher speedups, but only very slightly. From this we can conclude that the engine classifier cannot be used as a classifier for pull-up behavior (or that it is not sufficiently trained).

**Quality of classification**

We would like to determine the accuracy of the fuel classifier using the speedups data. In order to do so, we compare it with the method that is currently used by Squarell Technology to determine a driver’s profile. More specifically, for each speedup, we simply count the number of speedups that are normal (less than \(0.8 \text{m/s}^2\)) and those that are too fast (greater than \(1.2 \text{m/s}^2\)) and correlate these counts with the fuel classifier values at the end of the speedup. The resulting correlations are plotted in Figure 6.18.

The plots in Figure 6.18 clearly show that the fuel combination classifier can be used to determine whether a driver is pulling-up too fast or in a normal way. The fuel single classifier does clearly not correlate as well as the fuel combination classifier. This is partially due to the fact that about half of the single runs still have a classification value of 0 at the end of a speedup. Most of these runs simply do not reach any labeled states. For the combination classifier, only a little over 10% of all combined runs obtain a value of 0 at the end of a speedup. Another reason might be that the PDRTA models are identified using timed strings that
Figure 6.18: Boxplots of the number of times the truck pulled up normally (less than $0.8m/s^2$) and too fast (greater than $1.2m/s^2$) against the classifier values of both the single and the combination classifiers of the fuel sensor. The classifier box values for the single classifier are: $(-\infty, -2] \rightarrow 1$, $[-1, -1] \rightarrow 2$, $[0, 0] \rightarrow 3$, $[1, 1] \rightarrow 4$, $[2, 2] \rightarrow 5$, $[3, \infty) \rightarrow 6$. For the combined classifier, they are as follows: $(-\infty, -20] \rightarrow 1$, $[-19, -10] \rightarrow 2$, $[-9, 0] \rightarrow 3$, $[1, 10] \rightarrow 4$, $[11, 20] \rightarrow 5$, $[21, \infty) \rightarrow 6$. 
could start at any index, i.e., based on computational mechanics (see Section 2.4.4). Consequently, the combination classifier uses the data in a way that seems more suited to these models.

The combined classifier plots of Figure 6.18 suggest a simple rule for classification of too fast speedup:

- if the value is greater or equal to 1, then label the pull-up as too fast;
- label it as normal otherwise.

We would like to discover the classification quality of this simple rule. Unfortunately, we still do not exactly know which of the extracted pull-up behaviors are too fast, and which are not. Based on the plots of Figure 6.18 we determine this using the following rule:

- if the number of speedups that are normal (less than \(0.8 \text{m/s}^2\)) is less or equal to 25, and the number of those that are too fast (greater than \(1.2 \text{m/s}^2\)) is greater or equal to 1, then the pull-up behavior is too fast;
- it is normal otherwise.

Of course, since this rule is based on Figure 6.18, it is a little biased towards our fuel classifier. The rule makes sense however, and we do get surprisingly high quality values (see, e.g., (Bishop 2006) for a description of these values):

\[
\text{Accuracy: } \frac{\text{true positives} + \text{true negatives}}{\text{total number of examples}} = \frac{920 + 289}{1532} \approx 0.789 \\
\text{Precision: } \frac{\text{true positives}}{\text{true positives} + \text{false positives}} = \frac{920}{920 + 262} \approx 0.887 \\
\text{Recall: } \frac{\text{true positives}}{\text{true positives} + \text{false negatives}} = \frac{920}{920 + 61} \approx 0.938
\]

These values are very high considering we only used 23 example strings to label only 4 states of the fuel PDRTA. Most importantly, however, they clearly serve as a proof of concept of our techniques.

In addition, about 60% of all truck pull-up instances are too fast under this rule. This clearly shows the need for techniques that are able to detect these pull-ups in real-time in order to give immediate feedback to the truck driver.

### 6.7 Discussion

We applied the techniques we developed in the previous chapters to the problem of detecting driver behavior. Although our identification algorithm resulted in large PDRTA models, these PDRTAs were able to classify the driving pattern of pulling-up too fast or normally. Hence, they clearly do represent different types of driving behavior, which shows that our techniques can work in this setting.

A nice property of the way we constructed the PDRTA classifiers is that it requires very little expert knowledge, and still is able to distinguish interesting driving behavior. We only used 11 examples of normal pull-ups, 12 examples of

\footnote{The rule is however not entirely biased towards our classifier because we can easily device other rules that achieve even better scores. For instance only using the number of normal pull-ups results in an accuracy of 0.867.}
too fast pull-ups, and a lot of unlabeled data in order to construct these classifiers. This method is therefore widely applicable since it is often very easy to obtain unlabeled data. All one needs is the ability to observe a process.

We used the identified PDRTAs to classify the pull-up behavior. We connected a laptop to the truck data bus and tried to detect the current behavior of the driver during a test drive in real-time. During this drive, we notified the driver in the cases that he was pulling-up too quickly. The results of this test are promising: we were able to detect pulling-up too fast and normal pull-up behavior using our classifiers within a few seconds.

Because this test is too preliminary to draw precise conclusions regarding the quality of the classifier, we also tested our classifiers on historical data. This test shows that especially the fuel sensor classifier achieves sufficient quality in order to be used in practice. The quality values are surprisingly high considering that we only used 23 example strings to label only 4 states of the fuel PDRTA. That our techniques are capable of achieving high quality values from such few data clearly serves as a proof of concept of our techniques.
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7.1 Overview

We started this thesis by giving an example application for our techniques, which is to construct a system that detects truck driving behavior in real-time. All of the techniques in this thesis have been developed with this application in mind, until we were finally able to test these techniques on this application in Chapter 6, where we used our techniques to automatically identify such a system from data. This identified system consists of deterministic timed automata (DTA) models.

We chose to model this system using DTAs because they form an intuitive description of the complex truck driving process. Hence, they can be visualized and inspected in order to provide insight into the different behaviors of this process. In addition, they can be used to perform different calculations, such as making predictions and model checking.

From the available data, we could also have opted to identify non-timed automata, such as deterministic finite state automata (DFAs). DTAs model time explicitly using time-recording object called clocks. These clocks record time in using numbers, i.e., in binary. In contract, DFAs can record time using additional states, i.e., in unary. Thus, DTAs are more succinct and thus more insightful than equivalent DFA models. As a consequence, also the time, space, and data required to identify DTAs can be exponentially smaller than the time, space, and data required to identify equivalent DFAs. In other words, DTAs can be identified more efficiently than equivalent DFAs.

Our approach to solve the problem of DTA identification is described succinctly by the following main contributions:

Chapter 3 We investigated which classes of DTAs can and cannot be identified
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We proved that DTAs with two or more clocks (n-DTAs) cannot be identified efficiently, and that DTAs with a single clock (1-DTAs) can be identified efficiently.

Chapter 4 We developed an efficient algorithm RTI for identifying an efficiently identifiable class of DTAs, called deterministic real-time automata (DRTAs). To the best of our knowledge, RTI is the first algorithm that can identify a timed automaton model from a timed input sample. The algorithm requires labeled data as input and is guaranteed to converge to the correct DRTA in the limit. We tested RTI on artificially generated data in order to compare it with existing techniques and to determine its performance characteristics.

Chapter 5 We adapted the RTI algorithm to the setting of unlabeled data. The resulting algorithm is called RTI+ and identifies probabilistic deterministic real-time automata (PDRTAs) instead of DRTAs. Similar to RTI, this algorithm converges efficiently in the limit, in this case to the correct PDRTA. We also investigated variants of RTI+ on artificially generated data.

Chapter 6 We finally applied the RTI+ algorithm to the problem of identifying truck driver behavior. The result is a classifier for a simple type of driving behavior: pulling up too quickly. Using this classifier we were able to achieve an accuracy of around 80%, calculated using the labels determined by a simple but sensible classification rule.

All of these steps were necessary because very little was known about the identification problem for DTAs. For instance, had we not performed our theoretical study, we would not have known the convergence properties of our algorithms. Hence, we would not have had a guarantee that our identification algorithm converges to a correct model, which is essential for many applications.

We believe that the theoretical work in this thesis greatly advances the current state of knowledge about the DTA identification problem. Most notably, we now know which classes of DTAs can be efficiently identified, and how to identify them efficiently. It comes as a surprise that 1-DTAs can be identified efficiently because the standard method of transforming a DTA into an equivalent DFA (the region construction) still results in an exponentially larger DFA when applied to a 1-DTA.

In general, our theoretical results tell us that identifying a 1-DTA from timed data is more efficient than identifying an equivalent DFA. Furthermore, the results show that anyone who needs to identify a DTA with two or more clocks should either be satisfied with sometimes requiring an exponential amount of data, or has to find some other method to deal with this problem, for instance by identifying a subclass of DTAs (such as 1-DTAs).

In addition, we showed experimentally that RTI significantly outperforms a straightforward sampling approach that uses existing identification methods. We believe that the main reason for this is that RTI uses a heuristic to determine the timed properties of a DRTA. In the sampling approach, these properties are fixed and lead to an exponential blowup. Intuitively, the use of a heuristic to overcome this blowup seems a good idea.

During the development of our techniques, we not only advanced the knowledge of DTA identification, but we also provided theorems, techniques, and ideas.
that are useful in many other domains. For instance, our efficiency proofs provide general results regarding the expressive power of clocks in DTAs that are useful in domains such as verification. In addition, we developed several new statistical techniques for use in RT1+ that advance the state-of-the-art in probabilistic deterministic finite state automaton (P DFA) identification. Furthermore, for our experiments on unlabeled data, we proposed a new measure for the quality of identified probabilistic models that values the identified model more highly than existing quality measures.

In the application of real-time detection of truck driver behavior, we presented a proof of concept for the use of our techniques. The result of 80% accuracy is remarkable considering we only used 23 example strings to label a handful of states in the PDR TAs. That our techniques are capable of achieving high quality values from such little data clearly serves as a proof of concept of our techniques.

We implemented these classifiers also in a system that detects pulling up to quickly in real-time and onboard of the truck. During test-drives these classifiers proved to be able to detect pulling-up to quickly, but it is difficult to assess their accuracy in these tests.

7.2 Future work

Overall, in trying to solve the problem of real-time classification of driving behavior, we believe we have made a significant number of contributions. However, the quality of our classifiers can still be increased. In addition, there are many interesting new directions for theoretical research and other possible applications that can be investigated. We now first give a few possibilities for future theoretical work, then we discuss some directions for future work that would increase the value of our techniques for potential applications.

7.2.1 Theory

We give three directions for future theoretical work: timed automaton identification theory, timed automaton identification algorithms, and probabilistic model evaluation. In the following, we discuss each of these directions in turn.

Timed automaton identification theory

Although our theoretical results and developed algorithm give a nice overview of the problem of identifying DTAs, there are still many interesting questions that should be answered in future work. A fundamental question is whether a n-DTA identification algorithm can be used to identify 1-DTAs efficiently, while representing them using n-DTAs. A similar result holds for DFAs and non-deterministic finite state automata (NFAs): while NFAs cannot be identified efficiently, an NFA identification algorithm can be used to identify DFAs efficiently (Yokomori 1993).\(^1\) This is possible because NFAs and DFAs are language equivalent. The other way

---

\(^1\)The proposed NFA identification algorithm is a query learning algorithm. However, any efficient query learning algorithm can be transformed into an algorithm that is efficient in the limit from labeled data (Goldman and Mathias 1996).
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around, we could also identify NFAs using a DFA identification algorithm, and then return the smallest NFA that is language equivalent to the identified DFA. Such an approach is not efficient however, because the finding this minimal NFA is a very difficult problem; it is PSPACE-complete (Jiang and Ravikumar 1993). Moreover, in order to converge to an NFA-language, a DFA identification algorithm requires an exponential amount of data. In contrast, the NFA identification algorithm identifies some of these NFA-languages more efficiently.

Whether this also holds for 1-DTAs and n-DTAs is an open problem. It is possible that the amount of data required to converge to a correct n-DTA can be bounded polynomially in the size of the smallest 1-DTA for the same language. The identification of target states and clock guards can certainly be bounded in this way. It is more difficult to come up with timed strings that ensure the identification of the correct clock resets.

Another interesting question is whether 1-DTAs are really the largest class of efficiently identifiable DTAs. To the best of our knowledge, the identification of DERAs in (Grinchtein et al. 2006) is the only other work that deals with the identification of (subclasses of) DTAs. It would be interesting to search for other subclasses of DTAs besides 1-DTAs that can be identified efficiently. A good first step in this search is to look for classes of DTAs for which the proof of Proposition 3.6 does not hold. An example of such DTAs are DTAs with the restriction that clock guards can only compare only the valuations of a single clock to constants. These are more expressive than 1-DTAs (1-DTAs are language equivalent but with exponential blowup), but they are not expressive enough to construct the DTA used in the proof of Proposition 3.6. It would be interesting to investigate whether this class of DTAs is efficiently identifiable.

Timed automaton identification algorithms

We gave algorithms for identifying 1-DTAs, DRTAs, and PDRTAs. In contrast to the last two, the 1-DTA identification algorithm is mainly useful for proving our efficiency results. In practice, it will often fail to identify the correct DRTA because it relies on there being a specific set of timed strings (a characteristic set) in the input data. Since 1-DTAs are more commonly used as models for timed systems than (P)DRTAs, it would be interesting to extend RTI and RTI+ to the class of 1-DTAs. This can be done for example by trying to reset clocks on the transitions to blue states, in addition to trying to perform merges and splits (see Section 4.3). The automaton changes because of this reset and hence we can compute some evidence for this reset. We then only reset a clock if there is sufficient evidence for it. Since timed automata with resets can be very complex, it is unclear what the performance of this algorithm will be.

In a similar way, the algorithm can be further extended to the full class of n-DTAs by trying to reset multiple clocks. We already discussed an approach for this in Section 3.4. Our theoretical results show that in order to identify such an n-DTA, we sometimes require an exponential amount of data. We therefore expect this algorithm to perform worse than the 1-DTA identification algorithm. It would be very interesting to test its performance experimentally.

A completely different approach that can be adopted to identify n-DTAs is
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Based on an observation regarding the power of one-clock and multi-clock DTAs (see Section 3.5). The idea is to identify a \( n \)-DTA by representing it using \( n \) 1-DTAs and taking their intersection. This can be viewed as a type of ensemble method (see, e.g., (Dietterich 2000)). Perhaps these 1-DTAs can all be learned efficiently, and perhaps some form of teamwork can then be used to give performance guarantees for the \( n \)-DTA identification problem. A similar idea (based on the nonclosure under union of sets identifiable from text) was one of the main motivations for team-learning (see Section 2.2.2). Investigating such an approach for the identification of \( n \)-DTAs is an interesting direction for future work.

Proportional model evaluation

In Chapter 5, we suggested test-set-tuned quality measures to determine the performance of identified probabilistic models. We suggested these measures because in our experiments it turned out that, in terms of data requirements, it is often easier to identify a model than to set its parameters correctly. Therefore, the traditional quality measures tend to over-evaluate smaller models. We believe this to be the main reason why a state-merging algorithm for the identification of probabilistic DFAs (state-merging) is often reported to be outperformed by simple N-gram models, see, e.g., (Kermorvant and Dupont 2002). Hence, it would be interesting to investigate the performance of DFA identification and simple N-grams in terms of our test-set-tuned measures.

Surprisingly, we have not encountered test-set-tuned performance measures anywhere else in the language identification literature. We believe the reason for this to be that in most studies non-deterministic models are identified, such as hidden Markov models (HMMs, see Section 2.3.3). In this case, tuning the parameters is almost as difficult as identifying the model itself. In contrast, tuning the parameters of a deterministic model is a very simple problem. Consequently, a non-deterministic model structure (without tuned parameters) means less because its behavior can change radically by modifying the model parameters. A related question is whether non-determinism also influences the AIC measure. Intuitively, a non-deterministic model is more compact than an equivalent deterministic model, and hence can represent more languages using fewer parameters. Since the AIC only takes the number of parameters into account, this does seem to influence the quality of this measure. As far as we know, nobody has investigated these issues.

7.2.2 Applications

The techniques we develop in this thesis have many possible practical applications (see Section 1.6). We now describe directions for future work that would increase the value of our techniques to improving truck driving behavior detection and to other potential applications.

Identifying behavior

In the real-time tests of Chapter 6, we did not observe a significant reduction in fuel usage. This can be a sign that PDRTA models are not well-suited to the detection of driving behavior. Indeed, we had to modify the PDRTA models a lot
during the identification phase in order to obtain sensible models (see Section 6.4). We believe, however, that a large part is due to the fact that the fuel and engine sensors were under-sampled. Furthermore, in order to significantly reduce the fuel usage of drivers, the PDRTA models should be able to notify the driver at the beginning of the pull-up, i.e., within about 1 second. Because our PDRTAs were identified using data that contained one measurement every second, this means that our models need to make this decision after observing a single symbol. This is of course impossible. Therefore, an interesting direction for future work is to use more frequently sampled unlabeled (positive) data in order to identify new PDRTA models. Also, more sophisticated discretization and classifier combination routines are perhaps required. Using this new data, we hopefully obtain sensible PDRTA models that do lead to a reduction in fuel usage.

**Insight by visualization**

One of the motivations for identifying an automaton model is that such a model is insightful, i.e., it can be interpreted by visualization. Unfortunately, in our application in Chapter 6, visualizing them did not provide us with a lot of insight. Partly, this is due to the large size of the identified models. Another important reason, however, is that we lack a good visualization tool. In our applications, we used the Dotty\(^2\) automatic graph layout program to generate figures of the identified PDRTAs. In these figures it is not possible to see how often which paths were traversed, nor to zoom in on specific parts of the PDRTAs using sensor data, nor to determine the value of the statistical evidence that was used to create states, etc. We believe that such a tool would be very beneficial for the insight that the identified PDRTA models can give. An interesting example of such a tool for simple automaton models can be seen in (Blaas, Botha, Grundy, Jones, Laramee and Post 2009).

**Identified model checking**

Another motivation for identifying automata is that they can be used to perform model checking. By first identifying a model and then running a model-checker, we can effectively perform this on unknown (black-box) systems. In this way, we can perform testing (see, e.g., (Springintveld et al. 2001)) of software systems without requiring a model for that system. All we need is the data (in terms of input-output or function calls) that is produced by this system, and our algorithms will identify a model for this system. This is a very interesting combination of techniques that has many potential applications in software engineering. For instance, using these two techniques we can determine whether an old legacy software system is dead-lock free.

Because our algorithms and methods are all based on sound principles from learning theory (efficient convergence in the limit), it should be possible to apply them in such settings.

\(^2\)http://www.graphviz.org/
7.3 Final conclusion

This thesis presents novel theoretical and practical work in the new field of timed automata identification. The main goal of this thesis is to develop efficient methods for the identification of timed automata that can also be used in practice. The main results are the construction of these methods and the theoretical results that prove their efficiency. We implemented and applied these methods to the application of identifying a monitoring system for truck driving behavior. Our results and methods are of interest to anyone that wants to identify models (or classifiers) for timed systems. In addition, they are useful in other areas such as non-timed automata identification and model checking.

You have just finished reading this thesis. We hope it was an enjoyable and inspiring experience.
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This thesis contains a study in a subfield of artificial intelligence, learning theory, machine learning, and statistics, known as system (or language) identification. System identification is concerned with constructing (mathematical) models from observations. Such a model is an intuitive description of a complex system. One of the main nice properties of models is that they can be visualized and inspected in order to provide insight into the different behaviors of a system. In addition, they can be used to perform different calculations, such as making predictions, analyzing properties, diagnosing errors, performing simulations, and many more. Models are therefore extremely useful tools for understanding, interpreting, and modifying different kinds of systems. Unfortunately, it can be very difficult to construct a model by hand. This thesis investigates the difficulty of automatically identifying models from observations.

Observations of some process and its environment are given. These observations form sequences of events. Using system identification, we try to discover the logical structure underlying these event sequences. A well-known model of such a logical structure is the deterministic finite state automaton (DFA). A DFA is a language model. Hence, its identification (or inference) problem has been well studied in the grammatical inference field. Knowing this, we want to take an established method to learn a DFA and apply it to our event sequences. However, when observing a system there often is more information than just the sequence of symbols (events): the time at which these symbols occur is also available. A DFA can be used to model this time information implicitly. A disadvantage of such an approach is that it can result in an exponential blowup of both the input data and the resulting size of the model. In this thesis, we propose a different method that uses the time information directly in order to produce a timed model.

We use a well-known DFA variant that includes the notion of time, called the timed automaton (TA). TAs are commonly used to model and reason about real-time systems. A TA models the timed information explicitly, i.e., using numbers. Because numbers use a binary representation of time, such an explicit representa-
tion can result in exponentially more compact models than an implicit representation. Therefore, also the time, space, and data required to identify TAs can be exponentially smaller than the time, space, and data required to identify DFAs. This efficiency argument is our main reason why we are interested in identifying TAs.

The work in this thesis makes four major contributions to the state-of-the-art on this topic:

1. It contains a thorough theoretical study of the complexity of identifying TAs from data.

2. It provides an algorithm for identifying a simple TA from labeled data, i.e., from event sequences for which it is known to which type of system behavior they belong.

3. It extends this algorithm to the setting of unlabeled data, i.e., from event sequences with unknown behaviors.

4. It shows how to apply this algorithm to the problem of identifying a real-time monitoring system.

We now discuss these four contributions in more detail.

Theory We study the problem of identifying a TA in the paradigm of identification in the limit. The focus of this study is on the efficiency of this identification procedure. The main contributions of this study are summarized in the following list:

- We prove that deterministic TAs with two or more timed elements are not efficiently identifiable;

- We prove that deterministic TAs with a single clock (1-DTAs) are efficiently identifiable;

- We provide an algorithm ID_1-DTA for identifying these 1-DTAs efficiently.

These contributions are of importance for anyone who is interested in identifying timed systems (and DTAs in particular). Most importantly, the efficiency results tell us that identifying a 1-DTA from timed data is more efficient than identifying an equivalent DFA. Furthermore, the results show that anyone who needs to identify a DTA with two or more clocks should be satisfied with sometimes being inefficient. In general, our results are statements regarding the expressive power of single-clock and multi-clock DTAs. These statements are important by themselves, we believe that there can be other problems (such as verification) that may benefit from our results.

Algorithms for labeled data Based on the theoretical results, we develop a novel identification algorithm RTI(real-time identification) for a simple type of 1-DTA, known as a deterministic real-time automaton (DRTA). These automata can be used to model systems for which the time between consecutive events is important for the system's behavior. RTI is based on the current state-of-the-art in
DFA identification, known as evidence-driven state-merging (EDSM). To the best of our knowledge, ours is the first algorithm that can identify a TA model from timed data. In addition, it does so efficiently in time and space, and it converges efficiently to the correct DRTA in the limit.

We evaluate the performance of RTI experimentally on artificially generated data. The results of these experiments show that RTI performs good when either the number of distinct events, or the number of states is small. In addition, the experimental results show that RTI significantly outperforms identifying an equivalent DFA using EDSM. Thus, the before-mentioned theoretical results are also show clearly in our experiments.

**Algorithms for unlabeled data** We adapt the RTI algorithm to the more frequently occurring setting of unlabeled data. This setting occurs more often in practice because manual labeling of event sequences takes a lot of time. The result of this adaptation is the RTI+ algorithm. This algorithm is still efficient, and it converges efficiently to the correct DRTA in the limit with probability 1. RTI+ uses statistical tests in order to identify DRTAs. Although these tests are designed specifically for the purpose of identifying a DRTA from unlabeled data, they can be modified in order to identify other models such as DFAs. Hence, they also contribute to the current state-of-the-art in DFA identification.

We test the performance of the RTI+ algorithm with different statistical tests on artificially generated data. An interesting conclusion of these experiments is that in terms of data requirements it is often easier to identify a model than to set its parameters (event probabilities) correctly. Because of this, we argue that the traditional quality measures for probabilistic models are unsuited for testing the quality of the identified models. Therefore, we propose a different way to compute the quality of an identified DRTA that separates the problem of tuning the parameters from the problem of identifying the model. The results with this measure shows which of the introduced statistics achieves the best performance. The achieved performance using this statistic is shown to be sufficient in order to apply RTI+ in practice.

**Applying the algorithms in practice** We apply our algorithms to the problem of identifying a real-time monitoring system for driver behavior. The data is recorded by trucks of the transport company Van der Luyt. From this data, we identify DRTA models using RTI+. Then we collect a small amount of examples of an interesting example driving pattern: pulling-up too fast or normally from a traffic light. We only use a few labeled examples to label some states of the identified DRTA models. The resulting models are shown to be useful for monitoring whether the driver is pulling-up too fast. This application serves as a proof of concept of our techniques.

Our techniques have many interesting applications such as gaining insight into a real-time process, recognizing different process behaviors, identifying process models, and analyzing black-box systems.
Dit proefschrift beschrijft een onderzoek naar systeemidentificatie. Systeemidentificatie is een kruising van de vakgebieden kunstmatige intelligentie, leertheorie, machineleren en statistiek. Het doel is het construeren van (mathematische) modellen op basis van observaties. Zo'n model vormt een intuitieve beschrijving van een complex proces. Een van de vele fijne eigenschappen van modellen is dat deze gevisualiseerd en geïnspecteerd kunnen worden om zo inzicht te verkrijgen tot het proces. Verder kunnen er verscheidene berekeningen gemaakt worden met behulp van modellen. Voorbeelden zijn het voorspellen van toekomstige gebeurtenissen, het analyseren van systeemeigenschappen, het diagnosticeren van fouten, en het doen van simulaties. Modellen zijn daarom handige tools voor het begrijpen, interpreteren en modificeren van verschillende soorten systemen. Jammer genoeg is het voor mensen vaak moeilijk om deze modellen te construeren. Dit proefschrift onderzocht hoe moeilijk het is om modellen automatisch te identificeren uit observaties.

Gegeven zijn observaties van een proces en zijn omgeving. Deze observaties vormen sequenties van gebeurtenissen. Door middel van systeemidentificatie willen we de logische structuur, die achter deze sequenties ligt, achterhalen. Een bekend voorbeeld van zo'n logische structuur is de deterministische eindige toestandsautomaat, of deterministic finite state automaton (DFA). Een DFA is een taalmodel, en het DFA identificatieprobleem is daarom een bekend probleem in het grammaticale inferentie vakgebied. Voor onze modelidentificatie kunnen we daarom een gevestigd DFA inferentiealgoritme nemen en toepassen op onze gebeurtenissequenties. DFA's kunnen echter alleen sequenties van symbolen modelleren. Wanneer men een proces observeert, is er echter meer informatie aanwezig, namelijk de tijdstippen waarop de verschillende gebeurtenissen (symbolen) plaatsvinden. Een DFA kan gebruikt worden om deze tijdsinformatie impliciet te representeren. Jammer genoeg resulteert dit in een exponentiële blow-up van zowel de modelgrootte als de benodigde grootte van de input data (aantal sequenties). In dit proefschrift stellen we een alternatief voor dat de tijdsinformatie direct gebruikt om een tijdsmodel
te identifieren.

We gebruiken hiervoor een bekende variant van de DFA die overweg kan met tijdsinformatie: de tijdsautomaat, of timed automaton (TA). TA’s worden vaak gebruikt om real-time systemen te modelleren en deze te analyseren. Een TA modellerd de tijdsinformatie expliciet, door gebruik te maken van getallen. Deze representatie is daarom binair, de DFA representatie is unair. De TA modellen zijn daarom exponentieel meer compact dan equivalent DFA representaties. Hierdoor kunnen ook de tijd-, ruimte-, en databenodigdheden voor een TA identificatie-algoritme exponentieel kleiner zijn dan een equivalent DFA identificatiealgoritme. Dit efficiency argument is de hoofdreden waarom we geïnteresseerd zijn in het identifieren van TA’s.

Dit proefschrift bevat vier grote bijdragen aan de staat van de wetenschap over dit onderwerp:

1. Het bevat een grondige theoretische studie naar de complexiteit (moeilijkheid) van het identifieren van TA’s.

2. Het omschrijft een algoritme om een eenvoudig type TA te leren van gelabelde data. Van elke sequentie in deze data is bekend tot welk gedrag van het proces behoren.

3. Het breidt dit algoritme uit met de mogelijkheid om toegepast te worden wanneer de data ongelabeld zijn, dus wanneer bovenstaande onbekend is.

4. Het laat door middel van een proof-of-concept zien hoe dit algoritme gebruikt kan worden om een real-time controle systeem te identifieren.

We behandelen nu elk van deze punten in meer detail.

Theorie In dit proefschrift bestuderen we het probleem om een TA te identifieren binnen het “identificatie in de limiet framework”. De nadruk van deze studie ligt op de efficiëntie van deze identificatie. De hoofdbijdragen van deze studie worden kort samengevat door de volgende lijst:

- Wij bewijzen dat deterministische TA’s met twee of meer tijdselementen, genaamd klokken, niet efficiënt geïdentificeerd kunnen worden.

- Wij bewijzen dat deterministische TA’s met slechts één klok (1-DTA’s) efficiënt identificeerbaar zijn.

- Wij ontwikkelen een algoritme om 1-DTA’s efficiënt te identifieren.

Deze bijdragen zijn van belang voor iedereen die geïnteresseerd is in het identifieren van real-time systemen. De belangrijkste conclusie van deze resultaten is dat een 1-DTA efficiënter geleerd kan worden dan een equivalent DFA. Verder laten deze bijdragen zien dat iedereen die toch een DTA met twee of meer klokken wil identifieren altijd een inefficiënt algoritme zal moeten gebruiken. In het algemeen hebben onze resultaten betrekking op de expressiviteit van TA’s. Deze resultaten zijn niet alleen nuttig voor het identificatieprobleem, maar ook voor andere problemen, zoals het verificatieprobleem.
Samenvatting

Gelabelde data Gebaseerd op onze theoretische resultaten ontwikkelen we een vernieuwend identificatie-algoritme RTI (real-time identificatie) voor een eenvoudig type 1-DTA, bekend als deterministic real-time automaton (DRTA). Deze automaten kunnen gebruikt worden om processen te modelleren waarin de tijdsduur tussen twee opeenvolgende gebeurtenissen van belang is voor het gedrag van het proces. Het RTI algoritme is gebaseerd op het state-of-the-art algoritme voor het identificeren van DFA’s, genaamd evidence-driven state-merging (EDSM). Voor zover wij weten, is dit het eerste algoritme dat een klasse van TA’s kan identificeren uit gebeurtenissequenties met tijdsinformatie. Het doet dit ook nog eens efficiënt in tijd en ruimte, en het convergeert efficiënt naar de juiste DRTA.

We doen een experimentele analyse van RTI op artificiële data. Deze resultaten laten zien dat RTI goed presteert als ofwel het aantal symbolen (gebeurtenissen) ofwel het aantal mogelijke toestanden in de DRTA klein is. Verder laten we zien dat RTI vele malen beter presteert dan het identificeren van een equivalent DFA met behulp van EDSM. Dus de hiervoor genoemde theoretische resultaten zijn ook in experimenten duidelijk zichtbaar.

Ongelabelde data We passen het RTI algoritme aan om ook overweg te kunnen met ongelabelde data. Dit komt vaker voor in de praktijk omdat het labelen van data vaak een enorm karwei is. Het resultaat is het RTI+ algoritme. Dit algoritme is nog steeds efficiënt in tijd en ruimte, en convergeert efficiënt naar de juiste DRTA met kans 1. RTI+ maakt gebruik van specialistische statistische toetsen om de toestanden van een DRTA te herkennen. Hoewel deze toetsen specifiek geschreven zijn voor het identificeren van DRTA’s, zijn ze ook toepasbaar voor het identificeren van andere modellen zoals DFA’s. Deze toetsen bouwen voort op de huidige state-of-the-art in DFA identificatie.

We evaluëren de performance van het RTI+ algoritme met verschillende statistische toetsen of artificiële data. Een interessante conclusie van deze experimenten is, dat het in termen van data vaak eenvoudiger is om een model te leren, dan om de parameters van dat model goed in te stellen. Op basis hiervan beargumenteren we dat de gebruikelijke maat om geïdentificeerde parameters te vergelijken niet zinvol is om de kwaliteit van geïdentificeerde modellen te bepalen. Wij kiezen dan ook een maat die de kwaliteit van de geïdentificeerde DRTA los koppelt van de kwaliteit van de geïdentificeerde parameters. De resultaten met deze maat laten zien welke statistische groothed het best in de praktijk gebruikt kan worden. Deze statistische grootheid presteert voldoende goed voor veel toepassingsgebieden.

De praktijk We passen het RTI+ algoritme toe op het probleem van het in realtime analyseren van het bestuurdersgedrag van vrachtwagenchauffeurs. De data zijn verzameld door trucks van transportbedrijf Van der Luyt. Uit deze data identificeren we DRTA-modellen met behulp van RTI+. Vervolgens gebruiken we deze modellen om een interessant en eenvoudig patroon te herkennen: te hard en normaal optrekken. Hierbij worden slechts een paar gelabelde sequenties gebruikt om toestanden in de DRTA-modellen van labels te voorzien. De resulterende modellen blijken “te hard” en “normaal” optrekken van elkaar te kunnen onderscheiden met voldoende zekerheid. Dit geldt als proof-of-concept van de door ons ontwikkelde methode.
Deze methode heeft vele interessante toepassingen waaronder inzicht verschaffen in real-time processen, het herkennen van verschillende gedragstypen, het identificeren van procesmodellen, en het analyseren van black-box systemen.
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