A rehomogenization-based approach to model spectral effects of local nuclide density changes in nodal calculations
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ABSTRACT

In reactor core nodal analysis, the dependence of few-group, homogenized cross sections on the local physical conditions (i.e., the thermal-hydraulic state and material composition) is commonly represented via multivariate interpolation in parameterized libraries. In this paper, we propose a novel approach to model the spectral effects of changes in the moderator density and in the concentrations of diluted boron and xenon. This method is based on the spectral rehomogenization technique developed at Framatome and TU Delft to account for neighbor effects on the nodal cross sections. We compute on the fly the variation in the infinite-medium energy-collapsing spectrum from a nominal state to a perturbed condition (i.e., with different values of the aforementioned state parameters). The dependence of the microscopic and macroscopic cross sections on these three variables is thus resolved without the standard multidimensional interpolation. This strategy reduces substantially the computational burden of the lattice calculation, the cross-section library memory requirements, and the run time of the on-line cross-section reconstruction.

The proposed approach is applied to a pressurized-water-reactor UO 2 fuel assembly at zero burn-up, covering a wide range of the values of the water density and of the concentrations of boron and xenon. Both normal and abnormal operating conditions are considered. We show that, in most cases, cross-section changes are predicted with an accuracy comparable to that of traditional interpolation. Higher errors (but reasonably small compared to the range of accuracy of nodal computational tools) are only found at very low moderator densities, typical of accidental conditions. As further validation of the methodology, we simulate a heterogeneous multiassembly configuration. With this benchmark problem, we prove that the method can reconstruct the spectrum variation between the real environment in a perturbed state and the infinite lattice in the nominal one, thus modeling simultaneously the non-separable spectral effects of local physical conditions and internodal neutron leakage.

© 2018 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Light Water Reactor (LWR) full-core analysis for industrial applications is usually performed with advanced nodal diffusion codes (Lawrence, 1986; Stacey, 2007). Nodal cross sections are obtained from flux-weighted spatial homogenization and energy condensation in detailed neutron transport calculations for each fuel-assembly type (Smith, 1986; Sanchez, 2009). The fuel lattice is generally modeled with the infinite-medium approximation (i.e., reflective boundary conditions at the assembly outer edges). The energy distribution of the neutron flux spectrum used for few-group collapsing depends on the thermal-hydraulic conditions and the material composition in the node. Therefore, input cross sections for nodal codes must be represented as a function of the local, instantaneous physical conditions. For Pressurized Water Reactors (PWRs), the following variables (referred to as state parameters) are commonly chosen for the representation: the burn-up, the fuel temperature, the moderator/coolant temperature, the moderator/coolant density, the concentration of boric acid ($^{10}$B) dissolved in the moderator, and the concentration of xenon ($^{135}$Xe). An additional parameter is the presence of control rods. Boiling Water Reactor (BWR) modeling calls for a somewhat more detailed set of state parameters. For example, the following instantaneous variables are considered in Framatome’s nodal code ARTEMIS (Hobson et al., 2013; Martin et al., 2017): the burn-up, the fuel temperature, the instantaneous coolant void fraction, the instantaneous moderator void fraction, the moderator temperature (for cold start-up conditions), the xenon concentration, the
instantaneous presence of control blades, and water-gap dimension changes due to channel bow. In other BWR core simulators, the void fraction is replaced by the temperatures and densities of both moderator and coolant, with the density responding to void or pressure changes. The concentration of soluble boron (which is not used for shim control in BWRs) is often also retained for safety/transient calculations, such as the Anticipated Transient Without Scram (ATWS).

Spectral effects due to deviations between the actual core depletion and the single-assembly base depletion may be accounted for with empirically-defined history variables (Watson et al., 2002; Bilodid and Mittag, 2010). These include the local concentration of $^{239}$Pu, the spectral-history index, the burnable- poison history (for PWRs), the control-blade history (for BWRs), and the coolant void or density history (for BWRs). However, modern nodal codes make use of microscopic depletion models to track the evolution of a number of nuclides (Bilodid and Mittag, 2010), thus discarding history variables in the cross-section parameterization of PWRs. With these microscopic models, only the control-blade history and the density history must be kept in the cross-section model of BWRs because of the high sensitivity of the intranodal heterogeneous flux distribution (namely, the lattice code flux) to the presence of control blades and void. The tabulation of these two parameters may become unnecessary in more advanced methodologies that make use of a spatially detailed (i.e., semi-heterogeneous) submesh approach for on-line homogenization of the macroscopic and microscopic cross sections (Bahadir and Lindahl, 2009).

The lattice calculations are performed for a limited set of reactor states, from which a continuous representation (namely, the cross-section library) is built to cover the whole state-parameter phase space. In this way, nodal cross sections can be reconstructed at the exact, local conditions during the on-line core calculation. The library generation depends on (i) the model chosen for the representation of multivariates dependences, and (ii) the state-parameter sampling strategy. These two aspects are briefly reviewed in the following.

It is common practice to represent the cross-section functional dependence by interpolation or approximation methods (Zimin et al., 2005). In both approaches, the mesh for the multidimensional domain is composed of the linear subspaces of the single independent variables (i.e., the axes or directions). For each axis, a functional basis is found. A generic multivariate function is built by a linear combination of tensor products of the one-dimensional basis functions. In the interpolation approach (Watson et al., 2002), the cross sections at a given state (i.e., a point inside the tensorized grid) are computed based on the mesh-point values with a linear or higher-order (polynomial, spline) interpolation algorithm. For instance, in ARTEMIS the interpolation functions for PWR cores are combinations of cubic B-splines (for the burn-up and moderator density) and second-order polynomials (for the other state variables). Four triplets (namely, three-parameter cross terms) are used to build the multivariate dependence. The interpolation approach is very general, because it demands no knowledge of the functional dependence of the interpolated data. However, it suffers from three main downsides (Zimin et al., 2005; Bokov, 2009): (i) it does not support a direct extrapolation of cross sections at operating points beyond the mesh boundaries, (ii) it requires a regular Cartesian mesh, and (iii) it is prone to the curse of dimensionality. The second point may hamper the definition of an optimal grid, because certain state parameters are more important than others in the cross-section representation. Regions of little or no physical interest may be included in the tabulation, causing a worthless increase in the number of lattice calculations and in the size of the cross-section library. The third drawback, typical of high-dimensional systems, is because the number of mesh points and the computational cost of library generation grow exponentially with the number of state parameters (Bokov, 2009).

This aspect strongly penalizes the simulation of reactor transients and design basis accidents, for which cross-section libraries must span wider intervals of the state parameters than in ordinary operating conditions.

Approximation techniques aim to estimate cross-term dependences by functional forms (Zimin et al., 2005). Since few-group, homogenized cross sections mostly exhibit a smooth behavior versus the state parameters, polynomial functions are usually employed. Functional relations between the single cross sections and the state parameters are not known a priori. The main challenge is therefore finding an optimal multivariate polynomial for each cross-section type. Several strategies to identify suitable polynomials are described in the literature. Among them, we mention trial-and-error approaches (Turski et al., 1997), stepwise regression (Zimin et al., 2005), quasi-regression (Bokov and Prinsloo, 2007; Bokov et al., 2008; Bokov, 2009), regression (Dufek, 2011), and the Tucker decomposition (Luu et al., 2017). With approximation techniques, there is no restriction on the type of grid. Unstructured multivariate domains are used, with an appreciable reduction in the number of mesh points and lattice simulations. Extrapolation outside the mesh boundaries is easily performed. Moreover, the so obtained cross-section libraries only contain the regression coefficients. They have, therefore, significantly smaller size than the parameterized tables ensuing from the interpolation approach (Zimin et al., 2005; Dufek, 2011). However, this strategy is also affected by the curse of dimensionality, because the number of important polynomials increases dramatically if many state variables are considered. Furthermore, since a polynomial function must be determined for each type of macroscopic and microscopic cross sections, the regression cost may be high.

When building the cross-section model (by either interpolation or approximation), the sampling strategy is also of great importance for the accuracy and effectiveness of the representation. Quasi-random sampling is used in several polynomial-regression approaches (Zimin et al., 2005; Bokov et al., 2008; Bokov, 2009; Dufek, 2011). Sánchez-Cervera et al. (2014) employed first-order adjoint perturbation theory to evaluate the sensitivity of the infinite-medium multiplication factor ($k_{\infty}$) to the distance between points in the interpolation grid. For each axis, they estimated the optimal intervals between samples and their minimum number to satisfy a given target accuracy in $k_{\infty}$. Recently, an increasing interest has been shown in sparse-grid methods (Botes and Bokov, 2011; Bokov et al., 2012; Botes and Bokov, 2014; Botes et al., 2017). This approach consists of sampling the state-parameter phase space on a reduced tensor-product grid. Sparse-grid sampling was investigated in the framework of both interpolation and regression approaches. For example, Botes and Bokov (2011) showed that, for a linear interpolation algorithm, a sparse grid requires orders of magnitude fewer points than a full tensor-product grid, while satisfying the same target accuracy.

Current methods for the generation of nodal data are also hampered by homogenization errors. These errors are caused by deviations of the neutron flux distribution in the real environment from the infinite-medium flux used for cross-section weighting at the lattice-calculation stage. Such sources of inaccuracy can hinder an accurate simulation of strongly heterogeneous systems, where interassembly streaming effects are relevant. Typical examples are fuel loading strategies with low-enriched uranium and mixed-oxide (MOX) assemblies, layouts with control-rod banks inserted, and core designs with local burnable absorbers (such as Pyrex and gadolinium). In these configurations, environmental effects must be taken into account to predict reliable estimates of the reaction rates and multiplication factor. A review of methods to incorporate this kind of effect can be found in Gamarino et al. (2018a).
The work presented in this paper aims to mitigate some of the weaknesses of the cross-section methodology discussed hitherto. We describe a novel approach to model the spectral effects of three relevant state parameters: the moderator/coolant density \( (p_{Hi,0}) \), the soluble-boron concentration \( (C_{\text{B}2}) \), and the xenon concentration \( (N_{\text{Xe}}) \). Our work is an original development of the spectral rehomogenization technique described in Dall’Osso et al. (2010) and Gamarino et al. (2018a,b). This method has been applied successfully to correct on the fly the spectral component of the homogenization defect due to dissimilar neighbor assemblies. In this paper, we extend the methodology to compute the variation in the infinite-medium condensation spectrum caused by local nuclide density perturbations. Changes in the fine-energy homogenized cross sections are incorporated by a heuristic approach. We show that the dependence of the few-group, macroscopic and microscopic cross sections on the aforementioned state variables \( (p_{Hi,0}, C_{\text{B}2}, \text{and } N_{\text{Xe}}) \) can be accounted for directly. Neither multivariate interpolation in the parameterized libraries nor multidimensional polynomial approximation is needed along these three axes of the state-parameter phase space, which can be eliminated or sampled individually (namely, without cross terms) at far fewer points. This strategy reduces \( (i) \) the computational burden of the lattice-physics calculation (i.e., the number of reactor states to be simulated), \( (ii) \) the size of the cross-section libraries, and \( (iii) \) the run time of the nodal-data reconstruction during the on-line calculation.

This paper is organized as follows. The method is described in Section 2. In Section 3, we show the numerical results of various test cases. We first validate the methodology on single-assembly configurations. We consider a typical PWR UO\(_2\) fuel assembly at zero burn-up. The accuracy of the cross-section reconstruction is tested for a broad range of the values of the three state parameters considered in this work. Afterwards, we investigate a heterogeneous PWR multiassembly configuration hosting control rods. In this benchmark problem, the method is applied to capture the combined spectral effects of perturbations in the local physical conditions and interassembly neutron streaming. In Section 4 we discuss several aspects of interest of the methodology, such as its main numerical features and the benefits on the cross-section model. We also address the impact of variations in the state parameters on the assembly discontinuity factors and on the form functions for the pin-power reconstruction. Conclusions are drawn in Section 5.

2. Description of the method

In Section 2.1 we describe the method to reconstruct the infinite-medium macroscopic and microscopic nodal cross sections. In Section 2.2 we show how neighbor effects (Gamarino et al., 2018a,b) can be incorporated into this procedure.

2.1. Reconstruction of the infinite-medium cross sections

The proposed reconstruction method can be applied to both types of cross-section models reviewed in Section 1. In this work, we focus on the interpolation technique. This is currently the most widely used approach in core simulators (Bahadir and Lindahl, 2009; Hobson et al., 2013; Guillo et al., 2017). The derivation that follows focuses on the PWR technology. Some considerations about other types of reactors (such as BWRs) are made in Section 4.1.

We define the following set of state parameters (for a PWR):

\[
p = \left[ \text{Bu}, T_{\text{fuel}}, T_{Hi,0}, N_{Hi,0}, N_{\text{B}2}, N_{\text{Xe}} \right],
\]

\( p \)

denoting, in order, the burn-up, the fuel temperature, the water temperature, the molecular number density of water, and the atomic number densities of diluted boron and xenon. The water mass density \( \rho_{H2O} \) (in g/cm\(^3\)) and the boron concentration \( C_{\text{B}2} \) (in parts per million - ppm) are linearly related to the corresponding number densities:

\[
\rho_{H2O} = N_{Hi,0} m_{H2O} 10^{24} \frac{1}{N_{A}}, \quad C_{\text{B}2} = \frac{m_{B}}{p_{Hi,0}} 10^{24} \frac{1}{N_{A}},
\]

where \( m_{H2O} \) is the water molecular weight, \( m_{B} \) is the atomic weight of the isotope \(^{10}\text{B} \), \( f_{\text{B}2} \) is the mass fraction of \(^{10}\text{B} \) in the boron mixture, and \( N_{A} \) is the Avogadro number.

In standard approaches, the infinite-medium macroscopic cross section \( \Sigma_{\text{MC}} \) (for a given reaction type \( x \) and the coarse energy group \( G \)) is reconstructed at the local physical conditions in a node \( (p_{loc}) \) as follows:

\[
\Sigma_{G}(p_{loc}) = \Sigma_{G}^{\text{res}}(p_{loc}) + \sum_{c=1}^{3} N_{c}^{\text{G}} \Sigma_{c,G}^{\text{res}}(p_{loc}).
\]

In Eq. (3), \( n_{i} \) is the number of isotopes tracked by the cross-section model; \( N_{c}^{\text{G}} \) is the local number density of isotope \( c \); \( \Sigma_{c,G}^{\text{res}} \) is the coarse-group microscopic cross section of isotope \( c \); and \( \Sigma_{c,G}^{\text{res}} \) is the residual (i.e., lumped) macroscopic cross section, carrying the contribution of the isotopes that are not modeled explicitly. All quantities in Eq. (3) are spatially homogenized in the node. The cross sections \( \Sigma_{c,G}^{\text{res}} \) and \( \Sigma_{c,G}^{\text{res}} \) are interpolated in the parameterized libraries at the local values of the variables listed in Eq. (1). The densities \( N_{c}^{G} \) are taken as input from the thermal-hydraulic feedback and fuel depletion calculations (and, possibly, from a critical-boron search for \( N_{\text{B}2} \)).

We introduce a reduced set of state parameters, \( p' \):

\[
p' = [\text{Bu}, T_{\text{fuel}}, T_{Hi,0}].
\]

This subset defines a tensorized grid made of only three axes (instead of six), with the densities \( N_{Hi,0}, N_{\text{B}2}, \text{and } N_{\text{Xe}} \) kept fixed at a reference nominal value \( (N_{Hi,0}^{\text{nom}}, N_{\text{B}2}^{\text{nom}}, \text{and } N_{\text{Xe}}^{\text{nom}}) \) when building the cross-section interpolation tables. Using this reduced set and introducing a correction term \( \delta \Sigma_{G} \), Eq. (3) is rewritten as

\[
\Sigma_{G}(p_{loc}) = \Sigma_{G}^{\text{res}}(p_{loc}) + \sum_{c=1}^{3} N_{c}^{\text{G}} \Sigma_{c,G}^{\text{res}}(p_{loc}) + \delta \Sigma_{G}.
\]

The cross sections \( \Sigma_{c,G}^{\text{res}} \) and \( \Sigma_{c,G}^{\text{res}} \) are now only interpolated at the local burn-up, fuel temperature and water temperature. The spectral effect of changes in \( N_{Hi,0}, N_{\text{B}2}, \) and \( N_{\text{Xe}} \) from their nominal values is taken into account with the additional term \( \delta \Sigma_{G} \). This correction is computed on the fly (namely, during the nodal calculation) by an iterative procedure, which we address below.

We define the local \( (p_{loc}) \) and nominal \( (p_{\text{nom}}) \) conditions as

\[
p_{loc} = \left[ \text{Bu}, N_{Hi,0}^{\text{loc}}, N_{\text{B}2}^{\text{loc}}, N_{\text{Xe}}^{\text{loc}} \right],
\]

and

\[
p_{\text{nom}} = \left[ \text{Bu}, N_{Hi,0}^{\text{nom}}, N_{\text{B}2}^{\text{nom}}, N_{\text{Xe}}^{\text{nom}} \right].
\]

Table 1 shows the nominal values of \( \rho_{Hi,0}, C_{\text{B}2}, \text{and } N_{\text{Xe}} \) that have been chosen in this work. The selected value of \( N_{\text{Xe}}^{\text{nom}} \) is about twice as high as the average xenon concentration in the depletion of a highly-enriched UO\(_2\) fuel assembly. This choice is meant to consider an intermediate value between the equilibrium concentration in a standard power reactor and the peak values occurring at the extreme points of a spatial xenon oscillation (Duderstadt and Hamilton, 1976).

Changes in \( \rho_{Hi,0}, C_{\text{B}2}, \text{and } N_{\text{Xe}} \) (i.e., transitions from \( p_{\text{nom}} \) to \( p_{loc} \)) have three different effects on \( \Sigma_{G}^{\text{res}} \):
a direct effect, due to variations in the corresponding number densities;
• a spectral effect, due to variations in the infinite-medium condensation spectrum;
• a third effect, due to perturbations in the fine-energy microscopic cross-section distributions \([\sigma_{\text{non},\text{nc}}(E)]\) that are collapsed to a few groups via spectrum weighting.

We refer to the third effect as microscopic effect. The direct effect is trivially taken into account using the local densities \(N_{\text{loc}}^{n} \cdot p_{\text{nom}}\) and \(N_{\text{loc}}^{n}\) in Eq. (5). The spectral and microscopic effects act upon the few-group residual and isotopic cross sections. We search an analytic expression to model these effects starting from the definition of the generic isotopic cross section \(\sigma_{\text{non},\text{nc}}\) condensed in the exact, local conditions. This reads

\[
\sigma_{\text{non},\text{nc}}(E) = \frac{1}{\phi_{\text{loc}}^{n} \cdot E} \int_{E}^{E_{G}^{\text{loc}}} \delta E \phi_{\text{loc}}^{n} \cdot E \delta \Phi_{\text{loc}}^{n}(E),
\]

(7)

where \(\phi_{\text{loc}}^{n}\) is the few-group flux, \(\sigma_{\text{non},\text{nc}}(E)\) is the microscopic cross-section energy distribution, and \(\phi_{\text{loc}}^{n}(E)\) is the condensation spectrum. All quantities in Eq. (7) are homogenized in the infinite lattice. The limits of integration \(E_{c}\) and \(E_{G}^{\text{loc}}\) denote the \(G^{n}\)-th group lower and upper energy boundaries, respectively. We introduce a non-dimensional lethargy-like variable \(u\), which is defined separately in each coarse group with bounds 0 and 1 (Gamarino et al., 2018a):

\[
u_{G}(E) = \frac{\ln \left( \frac{E_{G}^{\text{loc}}}{E} \right)}{\ln \left( \frac{E_{c}}{E_{G}^{\text{loc}}} \right)}.
\]

(8)

We define the condensation spectrum in the local conditions in the domain of \(u\) (from now on we will omit the subscript \(G\) when referring to \(u\)) as

\[
\phi_{\text{loc}}^{n}(u) = \phi_{\text{loc}}^{n} \cdot G_{u}^{\text{loc}}(u) + \delta \Phi_{\text{loc}}^{n}(u),
\]

(9)

where \(\phi_{\text{loc}}^{n}(u)\) is the reference condensation spectrum (normalized to unity) in the nominal conditions, and \(\delta \Phi_{\text{loc}}^{n}(u)\) is the spectrum change due to perturbations in \(p_{\text{nom}}\cdot N_{\text{loc}}^{n}\) and \(N_{\text{loc}}^{n}\) (i.e., the spectrum change that occurs when moving from \(p_{\text{nom}}\) to \(p_{\text{loc}}\)). A similar equation is introduced for \(\sigma_{\text{non},\text{nc}}^{n}(E)\):

\[
\sigma_{\text{non},\text{nc}}^{n}(E) = \sigma_{\text{nom}}^{n}(E) + \delta \sigma_{\text{non},\text{nc}}^{n}(E) + \delta \sigma_{\text{non},\text{nc}}^{n}(E),
\]

(10)

Moving from \(E\) to \(u\) and introducing Eqs. (9) and (10) into Eq. (7), we obtain

\[
\sigma_{\text{non},\text{nc}}^{n}(E) = \sigma_{\text{nom}}^{n}(E) + \delta \sigma_{\text{non},\text{nc}}^{n}(u),
\]

(11)

where we have defined

\[
\sigma_{\text{non},\text{nc}}^{n}(u) = \int_{0}^{1} du \sigma_{\text{nom}}^{n}(u) \phi_{\text{loc}}^{n}(u),
\]

(12a)

• the isotopic correction term due to the spectral effect:

\[
\delta \sigma_{\text{non},\text{nc}}^{n}(E) = \frac{1}{\phi_{\text{loc}}^{n} \cdot E} \int_{E}^{E_{G}^{\text{loc}}} \delta E \phi_{\text{loc}}^{n} \cdot E \phi_{\text{loc}}^{n}(E),
\]

(12b)

• the isotopic correction term due to the microscopic effect:

\[
\delta \sigma_{\text{non},\text{nc}}^{n}(u) = \int_{0}^{1} du \sigma_{\text{nom}}^{n}(u) \phi_{\text{loc}}^{n}(u),
\]

(12c)

• a cross (i.e., spectral-microscopic) isotopic correction term:

\[
\delta \sigma_{\text{non},\text{nc}}^{n}(u) = \frac{1}{\phi_{\text{loc}}^{n} \cdot E} \int_{E}^{E_{G}^{\text{loc}}} \delta E \phi_{\text{loc}}^{n} \cdot E \phi_{\text{loc}}^{n}(E).
\]

(12d)

During the nodal simulation, the nominal cross section \(\sigma_{\text{non},\text{nc}}^{n}(E)\) (Eq. (12a)) is interpolated in the parameterized libraries at the local values of \(B_{u} \cdot T_{\text{fuel}}\) and \(T_{\text{H}_{2}O}\). The iterative calculation of the cross-section corrections of Eqs. (12b)–(12d) is addressed in Sections 2.1.1 and 2.1.2. In Section 2.1.3 we show how the macroscopic correction \(\delta \Sigma_{\text{nc}}^{n}(E)\) can be computed at each iteration step and provide a global overview of the methodology.

2.1.1. The spectral effect

The variation in the condensation spectrum due to local nuclide density changes is estimated following the approach described in Gamarino et al. (2018a) for the environmental spectrum correction, with some different assumptions.

We consider the continuous-energy neutron balance equation in the infinite lattice at the local conditions. In the lethargy-like domain, this reads

\[
\Sigma_{\text{loc}}^{n}(u) \phi_{\text{loc}}^{n}(u) = \sum_{E_{n}^{\text{loc}}} \frac{E_{n}^{\text{loc}}(u)}{k_{\text{loc}}} \int_{0}^{1} du \Sigma_{\text{loc}}^{n}(u') \phi_{\text{loc}}^{n}(u'),
\]

(13)

where \(N_{G}\) denotes the number of coarse energy groups and \(k_{\text{loc}}^{n}\) is the single-assembly multiplication factor. We neglect the dependence of the neutron fission-emission spectrum \(\phi_{\text{loc}}^{n}(u)\) on the local conditions. This approximation is acceptable, because the fission spectrum is mainly influenced by the fuel composition and enrichment (Lamarsh, 1986). Eq. (13) is valid in the general case without critical-buckling correction on the nodal cross sections. If a critical-spectrum search is made in the lattice-physics calculation, the following leakage rate must be added to the left-hand side of Eq. (13) (Hebert, 2009):

\[
\left(\phi_{\text{loc}}^{n}(u)\right) = D_{\text{crit},\text{loc}} \cdot \psi_{\text{loc}}^{\infty}(u),
\]

(14)

where \(D_{\text{crit},\text{loc}}^{n}\) is the buckling coefficient enforcing criticality in the local conditions (commonly determined via the homogeneous fundamental-mode \(B_{1}\) model), \(D_{\text{loc}}^{n}(u)\) is the leakage-coefficient distribution (function of \(B_{\text{crit},\text{loc}}^{n}\) and \(\psi_{\text{loc}}^{\infty}(u)\) is the critical spectrum. Moreover, \(k_{\text{loc}}^{n}\) must be set to unity on the right-hand side of Eq. (13). The critical-buckling approach complicates the solution of the rehomogenization problem applied to Eq. (13), because the leakage function detailed in Eq. (14) also depends on the local conditions. In previous work (Gamarino et al., 2018a,b), we showed that our rehomogenization method inherently models the spectrum changes due to different reactivity in the core environment and in the infinite lattice (for instance, criticality in the former and non-criticality in the latter). This feature makes the \(B_{\text{crit},\text{loc}}^{n}\) correction unnecessary. Therefore, in the rest of the derivation we will consider the non-critical medium (Eq. (13)). Some observations about the critical approach will be made in Section 4.5.
We express the spectrum variation \( \delta \Phi_{n,c}(u) \) (Eq. (9)) as a linear combination of basis functions \( Q_{G,i}(u) \):

\[
\delta \Phi_{n,c}(u) = \sum_{i=1}^{N_{G,G}} h_{n,c,G} Q_{G,i}(u), \tag{15}
\]

where \( N_{G,G} \) is the number of modes for the expansion in group \( G \). The modal coefficients \( h_{n,c,G} \) are determined such that Eq. (13) is satisfied in a weighted-integral sense. After substituting Eqs. (9) and (15) into Eq. (13), we project Eq. (13) on a set of weighting operators \( W_{G,j}(u) \), with \( j \in \{1, N_{G,G}\} \). A linear system of equations is obtained:

\[
\Phi_{n,c,loc}^{loc} = \frac{\sum_{i=1}^{N_{G,G}} h_{n,c,G} Q_{G,j}(u)}{h_{n,c,G}^{loc}} + \frac{\sum_{i=1}^{N_{G,G}} h_{n,c,G} h_{n,c,G,loc}^{loc}}{h_{n,c,G}^{loc}} \left( \phi_{loc}^{loc} + \sum_{i=1}^{N_{G,G}} h_{n,c,G} h_{n,c,G,loc}^{loc} \right),
\]

with the following expressions for

- the reference homogenization coefficients \( h_{n,c,loc}^{loc} \):

\[
h_{n,c,loc}^{loc} = h_{n}^{loc} - h_{n,c,loc}^{loc} + \frac{\sum_{i=1}^{N_{G,G}} h_{n,c,G} h_{n,c,G,loc}^{loc}}{h_{n,c,G}^{loc}}, \tag{17a}
\]

\[
h_{n,c,loc}^{loc} = \int_0^1 du W_{G,j}(u) \Sigma_{n,c,G}(u) q_{nom}(u), \tag{17b}
\]

\[
h_{n,c,loc}^{loc} = \int_0^1 du \nu \Sigma_{n,c,G}(u) q_{nom}(u), \tag{17c}
\]

- the variational homogenization coefficients \( h_{n,c,G,loc}^{loc} \):

\[
h_{n,c,loc}^{loc} = \int_0^1 du W_{G,j}(u) \Sigma_{n,c,G}(u) q_{nom}(u), \tag{18a}
\]

\[
h_{n,c,loc}^{loc} = \int_0^1 du W_{G,j}(u) \Sigma_{n,c,G}(u) q_{nom}(u), \tag{18b}
\]

- and the fission-spectrum coefficient \( \chi_{G,j} \):

\[
\chi_{G,j} = \int_0^1 du W_{G,j}(u) \chi_{G}(u). \tag{19}
\]

The matrix of the system of Eq. (16) has rank \( r = N_{c}N_{loc}^{max} \) with \( N_{loc}^{max} = \max_{G=1\ldots N_{G}} \{N_{G,G}\} \). We build upon previous work (Gamarino et al., 2018a) to choose the basis and weighting functions \( Q_{G,i}(u) \) and \( W_{G,j}(u) \) for the modal synthesis of \( \delta \Phi_{n,c}(u) \). Details about the selection of the modes are given in Section 3.1.

The few-group flux, the infinite-medium multiplication factor and the homogenization parameters must be known to solve Eq. (16) for the coefficients \( z_{n,c,G} \). We compute \( \Phi_{n,c,loc}^{loc} \) and \( k_{loc}^{loc} \) solving the few-group, homogenized balance equation in the infinite lattice. In a two-group framework and for the practical case with fission emission only in the fast range (namely, \( \chi_1 = 1 \) and \( \chi_2 = 0 \), this can be written as

\[
\left\{ \begin{array}{l}
\sum_{\nu} \phi_{loc,1}^{loc} + \sum_{s,z} \nu_{\nu} \phi_{loc,1}^{loc} = \phi_{loc,1}^{loc} \\
\sum_{s,z} \phi_{loc,2}^{loc} + \sum_{s,z} \phi_{loc,2}^{loc} = \phi_{loc,2}^{loc}
\end{array} \right.
\]

From Eq. (20), the following expression is derived for the multiplication factor:

\[
k_{loc}^{loc} = \frac{\sum_{n} \phi_{loc,1}^{loc}}{\sum_{a} \phi_{loc,1}^{loc} + \sum_{s} \phi_{loc,1}^{loc} + \sum_{s,z} \phi_{loc,1}^{loc} + \sum_{s,z} \phi_{loc,1}^{loc}} \tag{21}
\]

The two-group flux is computed as

\[
\phi_{loc,1}^{loc} = 1, \quad \phi_{loc,2}^{loc} = \frac{\sum_{s} \phi_{loc,1}^{loc}}{\sum_{a} \phi_{loc,1}^{loc} + \sum_{s} \phi_{loc,1}^{loc}} \tag{22}
\]

The nodal cross sections in Eqs. (21) and (22) are determined with Eq. (5), using the value of \( \delta \Sigma_{G}^{loc} \) from the latest, partially converged iteration of the reconstruction procedure. In the first iteration, \( \delta \Sigma_{G}^{loc} \) is set to zero and only the direct effect of density variations is taken into account.

The homogenization parameters detailed in Eqs. (17) and (18) depend on the fine-energy macroscopic cross sections in the local conditions \( \Sigma_{n,c,G}(u) \). These can be defined as

\[
\Sigma_{n,c,G}(u) = \sum_{n,c}^{nom} \sigma_{n,c,G}(u) + \sum_{n,c}^{m} \sigma_{n,c,G}(u)
\]

\[
\delta \sigma_{n,c,G}(u) \approx 0, \quad \sigma_{n,c,G}(u) \approx \sigma_{n,c,G}(u), \tag{24}
\]

This assumption is only justified if a sufficiently fine energy mesh is used and if the variation in the state parameters is mild. In Section 2.1.2 we will show how this approximation can be relaxed.

Substituting Eqs. (23) and (24) into Eqs. (17) and (18), the homogenization parameters in the local conditions are estimated as

\[
h_{n,c,loc}^{loc} \approx h_{n,c,loc}^{nom} + \sum_{c=1}^{n_c} \delta N_{c}^{loc} h_{n,c,loc}^{nom}, \tag{25a}
\]

\[
h_{n,c,loc}^{loc} \approx h_{n,c,loc}^{nom} + \sum_{c=1}^{n_c} \delta N_{c}^{loc} h_{n,c,loc}^{nom}, \tag{25b}
\]

where we have introduced the isotopic homogenization coefficients \( h_{n,c,loc}^{nom} \) and \( h_{n,c,loc}^{nom} \):

\[
h_{n,c,loc}^{nom} = \int_0^1 du W_{G,j}(u) \sigma_{n,c,G}(u) q_{nom}(u), \tag{26a}
\]
In Eq. (25), the macroscopic coefficients $h_{x,Gj}^{\text{nom}}$ and $h_{x,Gj}^{\text{loc}}$ are computed with Eqs. (17) and (18) using the nominal distributions $\Sigma_{x,Gj}^{\text{nom}}(u)$. These coefficients, and the microscopic ones detailed in Eq. (26), are to be stored as additional homogenization parameters in the cross-section libraries obtained from the subset $p'$ (Eq. (4)). They are interpolated at $p_{\text{nom}}$ at each cross-section update. We use (i) the $^{10}$B and $^{135}$Xe isotopic coefficients to update the macroscopic coefficients for absorption and removal, and (ii) the $^{2}$H coefficients to update the macroscopic coefficients for absorption, removal, and scattering. For example, the macroscopic parameters for the removal cross section (Eqs. (17a) and (18a)) are evaluated as

\[
\frac{Q_{C_j}}{\sigma_{x,C}^{\text{nom}}(u)} = \int_0^1 du W_{Gj}(u) \sigma_{x,C}^{\text{nom}}(u) \Sigma_{x,C}^{\text{nom}}(u). \tag{26b}
\]

The rehomogenization problem of Eq. (16) is solved at each iteration of the cross-section reconstruction algorithm. Under-relaxation is performed on the coefficients $\Sigma_{x,Gj}$ to dampen numerical oscillations in the convergence process (an under-relaxation factor $\theta = 0.5$ is used). The spectral correction on the isotopic cross section $\Sigma_{x,G}^{\text{loc}}$ (Eq. (12b)) is computed as

\[
\delta \Sigma_{x,Gj}^{\text{loc}} = \frac{1}{\phi_{Gj}} \sum_{G} \Sigma_{x,Gj}^{\text{nom}} h_{x,Gj}^{\text{loc}}.
\tag{28}
\]

We determine the variation functions $\delta \Sigma_{x,C}^{\text{loc}}(u)$ and the self-shielding coefficients with a heuristic approach. Below, the procedure is addressed separately for the aforementioned effects of the water density and xenon concentration.

Changes in $\rho_{\text{H}_2\text{O}}$ cause perturbations in the isotopic cross-section distributions in the epithermal region, which become significant at very low densities. In this work, we denote by epithermal the energy range between 0.625 eV and approximately 200 eV. This fraction of the energy spectrum is characterized by (i) fine-group thermalization effects at energies below about 6 eV, and (ii) self-shielding resonance absorption at energies above about 6 eV. For a UO$_2$ assembly with 1.8% enrichment, Fig. 1 shows the energy distribution of the homogenized, fast-group absorption cross section of $^{238}$U [$\sigma_{x,C}^{\text{nom}}(u)$] at the nominal conditions defined in Table 1. The fuel exposure is zero. Fig. 2 depicts the variation
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**Fig. 1.** Infinite-medium fine-group, homogenized absorption cross section of $^{238}$U versus energy in the fast region (namely, between 0.625 eV and 19.6 MeV). The curve is computed at the nominal values of the moderator density (0.7 g/cm$^3$) and of the other state parameters (Table 1), and it refers to a 1.8%-enriched UO$_2$ assembly. Units are in barn.
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**Fig. 2.** Relative variation (compared to the nominal conditions of Table 1) in the fine-group, homogenized absorption cross section of $^{238}$U in the fast region (depicted in Fig. 1). Local conditions correspond to $\rho_{\text{H}_2\text{O}} = 0.21$ g/cm$^3$, $N_{\text{Xe}} = 0$ aÅ$^3$, $C_{\text{H}_2\text{O}} = 0$ ppm (solid curve) and $C_{\text{H}_2\text{O}} = 2450$ ppm (dashed curve).
in $\sigma_{235}^{in}(u)$ when $\rho_{H,0}$ is reduced to 0.21 g/cm$^3$. The perturbation is displayed for two values of the soluble-boron concentration: 0 ppm and 2450 ppm. In both cases, the xenon density varies from $4.0 \times 10^{-6}$ a/Å$^3$ to 0 a/Å$^3$. The overlap of the two curves suggests that neither the boron concentration nor the xenon density has an impact on fast-group absorption properties. The microscopic effect is thus only due to the water density. The cross-section variation in the low-lying resonance region (namely, between 6.67 eV and 208.46 eV) is apparent. An increase in absorption of 4% and 9.7% is observed for the resonances at 6.67 eV and 20.9 eV, respectively. The impact of this variation on the group-one collapsed macroscopic cross section is relevant and must be taken into account. The variation in the thermal group (not shown here) is less significant and reaches a maximum value of about 2% at 1 meV.

Since a simple relation between $\delta \sigma_{n,x,c}(u)$ and $\delta N_{H,0}$ cannot be found, we use a regression-like approach to model the dependence of self-shielding coefficients on $N_{H,0}$, without cross terms involving the boron and xenon concentrations. Due to the smoothness of the corresponding behavior, one-variable polynomial approximations of order 1 to 3 proved to be sufficiently accurate. This requires to perform four additional lattice simulations for each burn-up (and, possibly, fuel-temperature) point of the cross-section libraries built in the phase space $p$ (Eq. (4)).

For the type of fuel assembly considered in this work (i.e., UO$_2$ with neither control elements nor burnable absorbers), we compute the water-density self-shielding coefficients for $^{238}$U, $^{235}$U, and natural zirconium (Zr). These nuclides have been selected based on (i) their contribution to the fast-group macroscopic absorption and fission cross sections and (ii) the amplitude of the variation in their isotopic cross sections with water density. Plutonium isotopes must be included in depletion calculations and for MOX assembly analyses.

The contribution of changes in the xenon concentration to $\delta \sigma_{n,x,c}(u)$ is a lattice effect and can be explained as follows. In the lattice calculation, the cross section of the absorbing nuclide $c$ (for instance, $^{235}$U) in the fine energy group $g$ is spatially homogenized over the fuel assembly as (we omit the subscript $x$ and the superscript $\infty$)

$$\sigma_{g,c} = \frac{\sum_{i=1}^{n_f} N_{i,c} \sigma_{g,i,c} \Phi_{g,i} A_i}{N_c \Phi_c A_c},$$

(31)

where $n_f$ is the number of fuel cells in the assembly, $A_i$ is the cross-sectional area of the $i$-th cell, $A_c$ is the cross-sectional area of the whole assembly, $N_{i,c}$ is the assembly-averaged number density, and $\Phi_{g,i}$ is the $g$-group assembly-averaged flux (with the water tubes and the water gap included in the smearing). The quantities $N_{i,c}$ and $\sigma_{g,i,c}$ are invariant to the physical conditions in the node. If the level of xenon increases (or decreases) compared to its nominal value, the thermal flux becomes more (or less) depressed in the fuel rods. This causes an increase (or decrease) in the ratio of the average flux in the moderator to that in the fuel, commonly referred to as thermal disadvantage factor (Duderstadt and Hamilton, 1976).

Hence, the ratio $\Phi_{g,c}/\Phi_c$ in Eq. (31) decreases (or increases), and so does $\sigma_{g,c}$. This change is less relevant when considering fuel assemblies without empty guide tubes, empty instrumentation tubes, and water channels in general. The correction term for such xenon-induced effect is also computed with a heuristic approach, based on the following observations for the variation function $\delta \sigma_{n,x,c}(u)$ within the thermal coarse group:

- the shape of the variation function does not vary with $\delta N_{Xe_{135}}$;
- the magnitude of the variation function scales linearly with $\delta N_{Xe_{135}}$.

The first property is apparent in Fig. 3, which shows the behavior of the thermal-absorption variation function of $^{235}$U in the 1.8%-enriched UO$_2$ assembly considered before. The variation has been computed at $N_{Xe_{135}} = 0$ a/Å$^3$. Three curves are displayed, corresponding to different values of $N_{H,0}$ and $N_{B,0}$. The second and third properties can be observed in Fig. 4, which depicts the same variation function for different values of $N_{Xe_{135}}$ at $\rho_{H,0} = 0$ and $C_{B,0} = 0$. The solid marked lines correspond to the reference distributions $\delta \sigma_{n,x,c}^{ref}(u)$, whereas the dashed lines correspond to the distributions computed with the following approximate relation of linearity:

![Fig. 3. Relative variation (compared to the nominal conditions of Table 1) in the infinite-medium fine-group, homogenized absorption cross section of $^{235}$U in the thermal region. The local conditions correspond to $N_{Xe_{135}} = 0$ a/Å$^3$ and different combinations of $\rho_{H,0}$ and $C_{B,0}$.](image)

![Fig. 4. Impact of $N_{Xe_{135}}$ on the variation in the infinite-medium fine-group, homogenized absorption cross section of $^{235}$U in the thermal region. The values of $\rho_{H,0}$ and $C_{B,0}$ are the nominal ones (Table 1). The dashed curves have been computed using a linear approximation (Eq. (32)).](image)
In Eq. (32), \( \sigma_{\text{Xe,C}}^{\text{sample}}(u) \) is the reference distribution evaluated at a sample concentration of xenon \( (X_{\text{Xe,135}} = 2.0 \times 10^{-9} \text{a}(\text{A}^3) \) in the example of Fig. 4 and at the nominal values of \( \rho_{\text{H}_2\text{O}} \) and \( C_{\text{Eu}} \).

We have \( \Delta N_{\text{Xe,135}} = N_{\text{Xe,135}}^{\text{sample}} - N_{\text{Xe,135}}^{\text{nom}} \). Clearly, Eq. (32) provides a very accurate estimate of the reference variation. It can thus be used to model the dependence of the coefficients \( s^{\text{loc}}_{\text{Xe,C}} \) and \( s^{\text{nom}}_{\text{Xe,C}} \) (Eq. (29)) on \( N_{\text{Xe,135}}^{\text{nom}} \). This approach only requires, for each value of the burn-up, the simulation of an additional state during the lattice calculation to obtain the sample distribution \( \sigma_{\text{Xe,C}}^{\text{sample}}(u) \).

In the on-line calculation, the local coefficients are estimated as

\[
\begin{align*}
\Delta N_{\text{Xe,135}}^{\text{sample}} & = N_{\text{Xe,135}}^{\text{sample}} - N_{\text{Xe,135}}^{\text{nom}} \quad \text{(33)}
\end{align*}
\]

In the analysis presented in this work, we compute the xenon-related correction terms of Eq. (30) for the thermal absorption in \( ^{235}\text{U},^{135}\text{Xe},^{10}\text{B} \) and \( \text{H}_2\text{O} \), and for the thermal fission in \( ^{235}\text{U} \). As it will be shown in Section 3, the spectrum variation \( \delta \Phi_{\text{loc}}(u) \) is zero at very low energies (i.e., below approximately 3 meV), where the variation function has the highest magnitude. It follows that the cross correction \( \delta \sigma_{\text{Xe,C}}^{\text{loc}} \) is considerably smaller than the microscopic one \( \delta \sigma_{\text{Xe,C}}^{\text{loc}} \).

It should be noted that a lattice effect similar to that observed for xenon also occurs when the soluble-boron concentration changes. However, the corresponding variation in the fine-group cross sections is less relevant. For instance, the change in the thermal absorption of \( ^{235}\text{U} \) at 2450 ppm has a maximum value of about 0.15% at 1 meV. Since the corresponding impact on the collapsed thermal cross sections is negligible, this kind of correction is not applied for perturbations in \( C_{\text{Eu}} \).

As explained in Section 2.1.1, before solving the spectral rehomogenization problem (Eq. (16)) the direct effect of nuclide density changes is incorporated into the standard macroscopic rehomogenization coefficients \( s^{\text{nom}}_{\text{Xe,C}} \) and \( h^{\text{nom}}_{\text{Xe,C}} \), with Eq. (25). Using the self-shielding coefficients of Eq. (29), we introduce an additional correction to include the microscopic effects in the reconstruction of the spectrum deformation. For example, Eq. (25b) becomes

\[
\begin{align*}
h^{\text{loc}}_{\text{Xe,C}}(u) & = h^{\text{loc}}_{\text{Xe,C}}(u) + \sum_{i=1}^{N_{\text{Xe,135}}} \Delta N_{\text{Xe,135}}^{i} \left( s^{\text{nom}}_{\text{Xe,C}}(u) + N_{\text{Xe,135}}\right) + \frac{N_{\text{Xe,135}}}{q_1} s^{\text{loc}}_{\text{Xe,C}}(u), \quad (34)
\end{align*}
\]

where the index \( q \) cycles over the aforementioned relevant isotopes other than \( ^{10}\text{B},^{135}\text{Xe}, \) and \( \text{H}_2\text{O} \) (namely, \( ^{238}\text{U},^{235}\text{U}, \) and \( Zr \) for the water-density self-shielding effect; \( ^{235}\text{U} \) for the xenon-variation effect). For burnable nuclides, the atomic density \( N_{\text{Xe,135}}^{\text{loc}} \) comes from the environmental depletion calculation in the local conditions. We have verified that only the xenon-variation component of this correction has an impact on the solution of Eq. (16). The accuracy of the computed spectrum perturbation does not vary if we neglect the water-density microscopic effect on the macroscopic \( h^{\text{loc}}_{\text{Xe,C}} \) and \( h^{\text{loc}}_{\text{Xe,C}} \) coefficients (namely, if Eq. (25) is used instead of Eq. (34)), even at very low values of \( \rho_{\text{H}_2\text{O}} \). Hence, the high-order (i.e., with \( j > 0 \)) \( s^{\text{loc}}_{\text{Xe,C}} \) and \( s^{\text{nom}}_{\text{Xe,C}} \) coefficients are only computed for the xenon-induced microscopic effect. This allows us to minimize the regression cost for the calculation of water-density self-shielding coefficients.

2.1.3. Overview

At each iteration step, the global isotopic cross-section correction is computed summing the contributions of Eqs. (28) and (30):

\[
\begin{align*}
\Delta \Sigma_{\text{Xe,C}} & = \frac{1}{N_{\text{Xe,135}}} \sum_{i=1}^{N_{\text{Xe,135}}} \Delta N_{\text{Xe,135}}^{i} \left( h^{\text{loc}}_{\text{Xe,C}}(u) + N_{\text{Xe,135}}\right), \quad (35)
\end{align*}
\]

The global macroscopic correction is determined as

\[
\begin{align*}
\Delta \Sigma_{\text{Xe,C}} & = \frac{1}{N_{\text{Xe,135}}} \sum_{i=1}^{N_{\text{Xe,135}}} \Delta N_{\text{Xe,135}}^{i} h^{\text{loc}}_{\text{Xe,C}}(u), \quad (36)
\end{align*}
\]

with the coefficients \( h^{\text{loc}}_{\text{Xe,C}}(u) \) defined according to Eq. (34). A similar expression holds for the correction of the diffusion coefficient \( \delta D^C \).

Some considerations about its calculation are made in Section 4.3.

A flow diagram of the local cross-section reconstruction algorithm is depicted in Fig. 5. At the beginning of a new burn-up step...
or after a thermal-hydraulic update, the few-group cross sections and the rehomogenization coefficients are evaluated at the new values of $B_{\text{f}}, T_{\text{fuel}}$ and $T_{\text{H}_2O}$ in a given node and at the nominal values of $\rho_{\text{H}_2O}, C_{\text{H}_2O}$ and $N_{\text{Xe}_{\text{tot}}}$. The rehomogenization problem (Eq. (16)) is solved using (i) the values of $\Phi_{\text{loc}}^{{k}_{\text{eff}},C_{\text{loc}},k_{\text{loc}}}^\text{loc}$ ensuing from the few-group infinite-medium balance (Eq. (20)), and (ii) the rehomogenization coefficients updated via Eq. (34) to account for the direct and microscopic effects of variations in $\rho_{\text{H}_2O}, C_{\text{H}_2O}$ and $N_{\text{Xe}_{\text{tot}}}$. The isotopic and macroscopic cross-section corrections are computed with Eqs. (35) and (36). The cross-section reconstruction follows with Eqs. (5) and (11). This procedure is repeated until convergence of $\Phi_{\text{loc}}^{{k}_{\text{eff}},C_{\text{loc}},k_{\text{loc}}}^\text{loc}$ and $k_{\text{loc}}$, upon which the so obtained cross sections can be used in the core nodal calculation. Homogenized cross sections are reconstructed independently in each node of the computational domain. Therefore, the algorithm can be easily parallelized.

It is remarked that during the lattice depletion calculation only the water density and the boron concentration are kept at their nominal values. The xenon density is set to the equilibrium value computed with the infinite-medium flux of the transport calculation at a given burn-up step, as it is commonly done in lattice codes. The nominal value $N_{\text{Xe}_{\text{tot}}}^\text{nom}$ is only used when the cross-section tables are built.

### 2.2. Incorporation of neighbor effects

When a fuel assembly is simulated within the reactor core, the spectral effects of local nuclide density changes and interassembly neutron streaming cannot be separated. We now seek the spectrum deformation resulting from these combination of the two effects.

We compute the variation $\delta \Phi_C(u)$ between the real environment in the local physical conditions and the infinite lattice in the nominal conditions. Eq. (9) becomes

$$\Phi_C^{\text{loc}}(u) = \Phi_C^{\text{nom}}(u) + \delta \Phi_C(u),$$

where the few-group environmental flux $\Phi_C$ (we have dropped the superscript $\text{loc}$) is now taken from the latest power iteration of the nodal calculation. The spectral rehomogenization problem (Eq. (16)) is rewritten replacing $k_{\text{loc}}$ with the core effective multiplication factor $k_{\text{eff}}$ (which also comes from the previous nodal iteration) and adding the internodal-leakage term (Gamarino et al., 2018a,b):

$$\Phi_C^{\text{loc}}(u) = \frac{N_{G}}{k_{\text{eff}}} \sum_{i=1}^{N_G} z_C^i \Phi_C^{\text{loc}}(u) + \sum_{i=1}^{N_G} \Phi_C^{\text{loc}}(u) \Delta \Phi_C^{\text{loc}}(u),$$

$$\frac{N_{G}}{k_{\text{eff}}} \sum_{i=1}^{N_G} z_C^i \Phi_C^{\text{loc}}(u) + \sum_{i=1}^{N_G} \Phi_C^{\text{loc}}(u) \Delta \Phi_C^{\text{loc}}(u),$$

where $L_C$ is the few-group, node-averaged leakage from the latest flux iteration. The leakage projection coefficient $h_{L,C}^{\text{loc}}$ is defined as

$$h_{L,C}^{\text{loc}} = \int_{0}^{t_{\text{fu}}} \, d\Phi_C(u) f_{L,C}^{\text{loc}}(u),$$

where $f_{L,C}^{\text{loc}}(u)$ denotes the spectral distribution of the environmental neutron leakage. Fick’s diffusion law is applied to approximate this function at the interfaces between the generic node $k$ and its $N_{\text{nb}}$ neighbors $m$ (Gamarino et al., 2018b). Under the assumption that the diffusion-coefficient energy distribution does not vary significantly in bordering nodes, the following expression for $h_{L,C}^{\text{loc}}$ is obtained:

$$h_{L,C}^{\text{loc}} = \sum_{m=1}^{N_{\text{nb}}} k_{m} \left[ \left( \Phi_C^{\text{loc}} + \sum_{i=1}^{N_{G}} z_C^i \Delta \Phi_C^{\text{loc}} \right) \right].$$

where $k_{m}$ is a normalization constant (scaling the group-$C$ integral leakage to $E_C$), and $h_{L,C}^{\text{loc}}$ and $h_{L,C}^{\text{nom}}$ are the local rehomogenization parameters for the diffusion coefficient (see Section 4.3) for details about their calculation from the nominal counterparts $h_{L,C}^{\text{nom}}$ and $h_{L,C}^{\text{nom}}$. The non-linearity of this diffusive strategy is resolved computing $h_{L,C}^{\text{loc}}$ with the coefficients $\Delta \Phi_C^{\text{loc}}$ from the previous rehomogenization iteration.

The microscopic and macroscopic cross-section corrections are determined with Eqs. (35) and (36), using the core-environment coefficients $\Delta \Phi_C^{\text{loc}}$ and the rehomogenization parameters ensuing from Eqs. (26), (29), and (34). The environmental effects on the rehomogenization coefficients (i.e., on the fine-energy cross sections) are neglected. In Gamarino et al. (2018a) we showed that the error introduced with this approximation is negligible.

Fig. 6 illustrates how the rehomogenization algorithm is nested in the core simulation when the environmental effects are incorporated into the cross-section reconstruction. Compared to the infinite-medium reconstruction, multiple iterations after the interpolation at $P_{\text{nom}}$ (see Fig. 5) are not necessary. The method can thus be viewed as an additional feedback in the coupling between the nodal flux solver and the thermal-hydraulic and depletion modules.

### 3. Numerical results

In this section we apply the proposed method to several test cases. A two-group energy structure is chosen for the nodal cross sections. We first focus on the reconstruction of the local infinite-medium cross sections of a standard UO$_2$ fuel assembly (Section 3.1). Afterwards, we investigate a multiassembly benchmark problem with significant spectral effects due to internal heterogeneity (Section 3.2). In this example, we test the reconstruction of cross sections in the real environment at the local conditions.

#### 3.1. Reconstruction of the single-assembly cross sections

We consider a 17 × 17 UO$_2$ fuel assembly with 1.8% enrichment. The fuel bundle contains twenty-four empty guide tubes and an empty instrumentation tube, which are made of a Zircaloy-4 alloy. The assembly side has size 21.61 cm, with the cell pitch and the water gap measuring 1.26 cm and 0.8 mm, respectively. The assembly layout is depicted in Fig. 7. The cross-section reconstruction algorithm as described in Section 2.1 has been implemented in the BRISINGR nodal diffusion code (Gamarino et al., 2018b). In the analysis that follows, infinite-lattice calculations for the generation of two-group cross sections in the nominal conditions are performed with the APOLLO2-A deterministic transport code (Martinolli et al., 2010). The critical-buckling correction is not applied ($B^2 = 0$). A 281-group discretization is used for the neutron spectrum and the fine-energy cross-section distributions. We consider 247 groups in the fast region and 34 groups in the thermal one, with the following energy boundaries (Eq. (8)): $E_1 = 19.6$ MeV, $E_1 \equiv E_2 = 0.625$ eV (thermal cut-off), and $E_2 = 0.11$ meV.
The spectrum-variation basis functions $Q_{G}(u)$ (Eq. (15)) are determined with the Proper Orthogonal Decomposition (POD) approach described in Gamarino et al. (2018a). The POD modes are extracted from the Singular Value Decomposition (SVD) of a set of snapshots of the reference spectrum perturbation. The snapshots have been computed sampling the whole range of the values of $q_{H_2O}$, $C_{B10}$ and $N_{Xe_{135}}$ that can be encountered in a reactor core. We have used 100 snapshots for the basis calculation. In both coarse energy groups, the spectrum perturbation is synthesized with the first four modes ensuing from this procedure. These are shown in Fig. 8. With this choice, the rank of the rehomogenization matrix (Eq. (16)) is 8. The rehomogenization coefficients (Eqs. (17)–(19), (26), and (29)) are computed based on Galerkin projection of Eq. (13) (namely, the weighting functions $W_G(u)$ are chosen to be equal to the basis functions).

The single-assembly cross sections are generated at zero burnup and at the nominal values of $q_{H_2O}$, $C_{B10}$ and $N_{Xe_{135}}$ defined in Table 1. Since we simulate fresh-fuel conditions, in all test cases the local xenon density is set to 0 a/$\text{Å}^3$, which corresponds to a strong variation from its nominal value of $4.0 \cdot 10^{-9}$ a/$\text{Å}^3$ as seen in Section 2.1. In some of the examples shown in this section, the nominal value of the xenon level is also set to 0 a/$\text{Å}^3$. This is solely done to allow standalone (i.e., single-parameter) variations in the moderator density and in the boron concentration. In this way, one can assess the accuracy of the cross-section reconstruction individually (namely, without the influence of xenon) for each of these two variables. We consider variations in the boron concentration within the range [0 ppm, 3200 ppm]. The water density is spanned in the interval [0.21 g/cm$^3$, 1.0 g/cm$^3$]. In order to keep the analysis unaffected by interpolation errors, we compute the nominal cross sections at the exact values of the fuel and moderator temperatures. When simulating normal operating conditions, we set $T_{\text{fuel}} = 851.5$ K and $T_{H_2O} = 586.1$ K.

The macroscopic and microscopic cross sections predicted with the rehomogenization-based algorithm ($\Sigma_N^{\infty}_{C,G}$, $\sigma_{C,G}$) are compared to those obtained in APOLLO2-A at the exact, local conditions ($\Sigma_N^{\infty}_{C,G,\text{ref}}$, $\sigma_{C,G,\text{ref}}$). The errors in the reconstructed cross sections are computed as

$$
\Delta \Sigma_N^{\infty}_{C,G} = \frac{\Sigma_N^{\infty}_{C,G} - \Sigma_N^{\infty}_{C,G,\text{ref}}}{\Sigma_N^{\infty}_{C,G,\text{ref}}} \cdot 100\%,
$$

$$
\Delta \sigma_{C,G} = \frac{\sigma_{C,G} - \sigma_{C,G,\text{ref}}}{\sigma_{C,G,\text{ref}}} \cdot 100\%.
$$

(41)

The variation in the macroscopic cross sections between the local and nominal conditions is determined as

$$
\delta \Sigma_N^{\infty}_{C,G} = \frac{\Sigma_N^{\infty}_{C,G} - \Sigma_N^{\infty}_{C,G,\text{ref}}}{\Sigma_N^{\infty}_{C,G,\text{ref}}} \cdot 100\%.
$$

(42)

Similar expressions hold for the errors and variations in the multiplication factor ($\Delta k_{\text{en}}$, $\Delta k_{\text{eff}}$), in the two-group node-averaged flux ($\Delta \Phi^{\infty}_{C,G}$, $\delta \Phi^{\infty}_{C,G}$), and in the node-averaged total fission power ($\Delta P_{\text{fiss}}^N$, $\delta P_{\text{fiss}}^N$).
Our target in terms of accuracy is to have:
- errors not exceeding 50 pcm in $k_\infty$ and 0.1% in the macroscopic cross sections in frequent conditions (namely, in the normal range of operation);
- errors not exceeding 100 pcm in $k_\infty$ and 0.5% in the macroscopic cross sections in abnormal operating points (such as very low moderator densities) that are typically reached in accidental conditions.

We include in the second category the transitions from cold to hot conditions during the reactor start-up and from hot to cold conditions when the reactor is shut down. We believe that the above error bounds are reasonably low considered the range of accuracy of nodal diffusion tools. For instance, the values chosen for normal operating conditions would be easily concealed by homogenization errors arising in heterogeneous core configurations.

The convergence of the reconstruction algorithm (Fig. 5) is reached when the relative changes in $k_\infty$ and in the nodal flux two-norm between two successive iterations drop below a tolerance $\epsilon_{\text{iter}} = 10^{-5}$.

The analysis is structured as follows. We first present sample results for variations in only one parameter (or two, depending on the nominal value set for the xenon concentration as explained above). Afterwards, simultaneous perturbations in the three parameters are addressed.

3.1.1. Variation in the xenon concentration

We consider a perturbed configuration with $N_{\text{xenon}}^{\text{loc}} = 0$ a/Å$^3$ and $\delta N_{\text{xenon}} = 4 \cdot 10^{-9}$ a/Å$^3$. The boron concentration and the water density are at their nominal values. The reference value of $k_\infty$ is 1.08277.

Fig. 9 shows the thermal-group spectrum variation (per unit $u$) versus energy due to a change in $N_{\text{xenon}}$ from 4.0 $\cdot$ $10^{-9}$ a/Å$^3$ to 0 a/Å$^3$. The values of the moderator density and boron concentration are the nominal ones (Table 1).

The interplay among the various effects (direct, spectral, and microscopic) of the xenon perturbation is quantified in Table 3, which shows the corresponding contributions to the reference global variation in the cross sections and integral parameters. For this kind of perturbation, the spectral and microscopic effects play a secondary role compared to the direct one.

3.1.2. Variations in the concentration of diluted boron

We analyze two examples with varying concentration of diluted boron:
- a transition from 700 ppm to 2450 ppm, with $N_{\text{boron}} = 0$ a/Å$^3$ and $\delta N_{\text{boron}} = 4 \cdot 10^{-9}$ a/Å$^3$ in the nominal state and $N_{\text{boron}} = 0$ a/Å$^3$ in the perturbed one (case (a)).

In case (a), the boron concentration is the only varying parameter. The first perturbed value of $c_{\text{boron}}$ (2450 ppm) may be representative...
of the beginning of the core life at hot full-power conditions in the absence of burnable poison and with all control rods out. The second value (0 ppm) is typically found at the end of a fuel cycle. The reference values of $k_e$ in the two perturbed conditions are 0.870777 (case a) and 1.20541 (case b). In case a, in which there is neither xenon nor water-density variation, the microscopic effect is not taken into account (namely, the corrections of Eqs. (12c) and (12d) are neglected).

Fig. 10 depicts the spectrum perturbations in the two test cases. The deformation is significant in the thermal group, whereas the magnitude of the deviations have the same order of magnitude as the errors found with the conventional multivariate interpolation. For case a, Table 6 reports the contributions of the various effects to the overall variation in the macroscopic cross sections and in the integral parameters. Also in this case, the direct effect is preeminent.

We have made a parametric analysis by considering the whole range of variation of the boric-acid concentration in a reactor core. Fig. 11 shows the errors in $k_e$ and in the node-averaged total fission power versus the boron concentration. The zero-error bar is typically found at the end of a fuel cycle. The reference values of $k_e$ in the two perturbed conditions are 0.870777 (case a) and 1.20541 (case b). In case a, in which there is neither xenon nor water-density variation, the microscopic effect is not taken into account (namely, the corrections of Eqs. (12c) and (12d) are neglected).

Table 2

<table>
<thead>
<tr>
<th>$\Delta \Sigma^m_{2}$ (%)</th>
<th>$\Delta \Sigma^m_{1}$ (%)</th>
<th>$\Delta \Sigma^m_{2}$ (%)</th>
<th>$\Delta \Sigma^m_{1,2}$ (%)</th>
<th>$\Delta k_e$ (pcm)</th>
<th>$\Delta \Phi_{b,c}$ (%)</th>
<th>$\Delta \Phi_{n,c}$ (%)</th>
<th>$\eta_{ref}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.011</td>
<td>0.003</td>
<td>-0.009</td>
<td>0.008</td>
<td>0.01</td>
<td>-2</td>
<td>-0.002</td>
<td>0.006</td>
</tr>
<tr>
<td>7</td>
<td>0.001</td>
<td>-0.002</td>
<td>0.006</td>
<td>0.01</td>
<td>7</td>
<td>0.001</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>$\delta \Sigma^m_{2}$ (%)</th>
<th>$\delta \Sigma^m_{1}$ (%)</th>
<th>$\delta \Sigma^m_{2}$ (%)</th>
<th>$\delta \Sigma^m_{1,2}$ (%)</th>
<th>$\delta k_e$ (pcm)</th>
<th>$\delta \Phi_{b,c}$ (%)</th>
<th>$\delta \Phi_{n,c}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct</td>
<td>-8.94</td>
<td>0</td>
<td>970</td>
<td>-1.92</td>
<td>7.50</td>
<td>5.81</td>
</tr>
<tr>
<td>Spectr. + micr. (Ref.)</td>
<td>1.49</td>
<td>1.95</td>
<td>311</td>
<td>0.31</td>
<td>-1.2</td>
<td>0.77</td>
</tr>
<tr>
<td>Global (Ref.)</td>
<td>-7.44</td>
<td>1.95</td>
<td>8241</td>
<td>-1.62</td>
<td>6.3</td>
<td>6.58</td>
</tr>
</tbody>
</table>

Case a is an example of mild fluctuation during normal operation. It corresponds to a change in the moderator temperature of about 30 K at the nominal pressure (158 bar). Cases b and c are instead examples of strong perturbations. The first value of $\rho_{\text{H},0}$ (0.91 g/cm$^3$) is encountered in the transition from cold zero power to hot full power during the reactor start-up. The second value (0.21 g/cm$^3$) may occur in design basis accidents, such as loss-of-flow accidents. The reference values of $k_e$ in the three perturbed states are 1.08028 (case a), 1.06777 (case b), and 0.93046 (case c).

Fig. 13 shows the spectrum perturbations of cases b and c. Compared to the previous examples, a significant deformation also takes place in the fast group. At $\rho_{\text{H},0} = 0.21$ g/cm$^3$, the magnitude of the perturbation becomes remarkable along the whole energy axis. The shape of the variation features a double peak in the range 50 keV - 19.6 MeV, which changes sign at about 1 MeV. The POD basis accurately reproduces this sharp outline as well as the resonance spikes in the epithermal region. The errors in the cross sections and integral parameters are presented in Tables 7 and 8. In case a, all errors are negligible, except for the thermal absorption of $^{135}$Xe. In case b, the target accuracy is achieved for all the macroscopic cross sections other than fast-to-thermal scattering, for which the error bound is slightly exceeded. Similarly, the isotopic cross sections of $^{3}$H$_{2}$O and $^{10}$B and the fast-fission cross section of $^{238}$U have errors between 0.1% and 0.2%. In case c, the deviations in the thermal-group macroscopic cross sections are still negligible, whereas higher errors (between −0.35% and −0.51%) are observed in the fast group. These residual errors are caused by minor imperfections in the prediction of the epithermal spectrum perturbation (Fig. 13(b)). For instance, at 6.67 eV (which corresponds to one of the main resonances of $^{238}$U), the reference spectrum change is −17.3%, whereas the computed value is −18.0%. Since the magnitude of the deformation is very high, small discrepancies in the resonance region can result in non-negligible errors in the collapsed cross sections. We have verified that the fast-group errors drop to zero if the cross-section corrections are computed with the reference $\delta \Phi_{b,c}(u)$. Another feature of the low-density calculation is the increase in the number of iterations for the convergence of the reconstruction algorithm.

The contributions of the various effects to the cross-section variations are reported in Table 9 for case c. The perturbations computed with the rehomogenization-based method are...
compared to the reference ones. In this example, the spectral and microscopic effects give a relevant contribution to the global variation.

We remark that in this analysis the slowing-down cross section $R_{1s}$; $1 \rightarrow 2$ is not corrected for up-scatter effects. The thermal-to-fast scattering cross section $R_{1s}$; $2 \rightarrow 1$ (which is not addressed in the

**Table 4**

<table>
<thead>
<tr>
<th>Case</th>
<th>$\Delta \Sigma_{11}$ (%)</th>
<th>$\Delta \Sigma_{12}$ (%)</th>
<th>$\Delta \Sigma_{21}$ (%)</th>
<th>$\Delta \Sigma_{22}$ (%)</th>
<th>$\Delta \Sigma_{11-2}$ (%)</th>
<th>$\Delta k_{\text{eff}}$ [pcm]</th>
<th>$\Delta \Phi_{\infty}$ (%)</th>
<th>$\Delta P_{\text{fiss}}$ (%)</th>
<th>$n_{\text{iter}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>-0.007</td>
<td>-0.018</td>
<td>0.012</td>
<td>-0.039</td>
<td>-0.02</td>
<td>-13</td>
<td>0.0, -0.004</td>
<td>-0.033</td>
<td>8</td>
</tr>
<tr>
<td>$b$</td>
<td>0.016</td>
<td>0.03</td>
<td>-0.013</td>
<td>0.039</td>
<td>0.031</td>
<td>4</td>
<td>0.0, 0.001</td>
<td>0.033</td>
<td>7</td>
</tr>
</tbody>
</table>

Fig. 10. Spectrum variations (per unit $u$) versus energy due to the following transitions: (a) from $C_{B10} = 700$ ppm to $C_{B10} = 2450$ ppm (both conditions have $N_{Xe} = 0$ a/Å$^2$); (b) from $C_{B10} = 700$ ppm and $N_{Xe} = 4 \times 10^{-3}$ a/Å$^2$ to $C_{B10} = 0$ ppm and $N_{Xe} = 0$ a/Å$^2$.
previous tables) has been considered explicitly and also rehomogenized. For example, the errors DR1s^2 of cases b and c are 0.087% and 0.052%, respectively. The components of the reference variation \( \Delta R_{1s}^2 \) from the nominal state are:

- 21.1% (direct effect), −26.5% (spectral and microscopic effects), and −5.4% (global effect) in case b;
- −48.7% (direct effect), 63.9% (spectral and microscopic effects), and −15.2% (global effect) in case c.

A parametric analysis similar to that of Section 3.1.2 has been made for the water density. The errors versus \( q_{H_2O} \) are shown in Figs. 14–17 for various quantities. At densities between 0.51 and 0.81 g/cm\(^3\), the absolute values of the cross-section errors are below 0.1% in the fast group and 0.03% in the thermal one, and the absolute values of the deviations in \( k \) are below 20 pcm. At 0.21 g/cm\(^3\), the highest error is found in fast-to-thermal scattering (−0.63% when the xenon concentration also varies).

### Table 5
Variations in the boron concentration: errors (in %) in the reconstructed microscopic cross sections of some relevant isotopes.

<table>
<thead>
<tr>
<th>Case</th>
<th>( H_2O )</th>
<th>( ^{10}\text{B} )</th>
<th>( ^{135}\text{Xe} )</th>
<th>( ^{235}\text{U} )</th>
<th>( ^{238}\text{U} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.017</td>
<td>−0.016</td>
<td>0.017</td>
<td>−0.046</td>
<td>−0.021</td>
</tr>
<tr>
<td>b</td>
<td>−0.035</td>
<td>0.030</td>
<td>−0.026</td>
<td>0.016</td>
<td>0.020</td>
</tr>
</tbody>
</table>

### Table 6
Variations in the macroscopic cross sections and integral parameters due to the transition from 700 ppm to 2450 ppm (case a). Since neither the water density nor the xenon level changes and the microscopic effect of boron concentration is neglected, only the direct and spectral effects are present. The reference values of the perturbed cross sections are: \( \Sigma_{1a} = 0.008891 \text{ cm}^{-1} \), \( \Sigma_{1a} = 0.076932 \text{ cm}^{-1} \), \( \Sigma_{1s} = 0.004830 \text{ cm}^{-1} \), \( \Sigma_{1s} = 0.080188 \text{ cm}^{-1} \), and \( \Sigma_{1a} = 0.017106 \text{ cm}^{-1} \).

<table>
<thead>
<tr>
<th>Case</th>
<th>Direct</th>
<th>Spectr. (Ref.)</th>
<th>Global (Ref.)</th>
<th>Direct</th>
<th>Spectr. (Ref.)</th>
<th>Global (Ref.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \delta \Sigma_{1a}^0 ) (%)</td>
<td>( \delta \Sigma_{1a}^0 ) (%)</td>
<td>( \delta \Sigma_{1a}^0 ) (%)</td>
<td>( \delta \Sigma_{1s}^0 ) (%)</td>
<td>( \delta \Sigma_{1s}^0 ) (%)</td>
<td>( \delta \Sigma_{1a}^0 ) (%)</td>
</tr>
<tr>
<td></td>
<td>4.80</td>
<td>−0.336</td>
<td>4.46</td>
<td>−20950</td>
<td>492, 17.76</td>
<td>−13.99</td>
</tr>
<tr>
<td></td>
<td>28.11</td>
<td>−3.50</td>
<td>24.61</td>
<td>0.336</td>
<td>0.306</td>
<td>−1.73</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>−0.284</td>
<td>−0.284</td>
<td>3.50</td>
<td>0.284</td>
<td>2.78</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>−2.78</td>
<td>−2.78</td>
<td>−2.84</td>
<td>−1.92</td>
<td>−1.92</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>−19.92</td>
<td>−19.92</td>
<td>−1.92</td>
<td>−21200</td>
<td>4.83, −17.45</td>
</tr>
<tr>
<td></td>
<td>−20950</td>
<td>492, 17.76</td>
<td>−13.99</td>
<td>−13.99</td>
<td>−17.45</td>
<td>−15.72</td>
</tr>
</tbody>
</table>

### Fig. 11.
Errors in the (a) multiplication factor and (b) total fission power versus the boron concentration. The case with \( N_{\text{B}_{10}} = 0 \text{ a/Å}^2 \) corresponds to a variation in \( C_{\text{B}} \) only.

### Fig. 12.
Errors in the thermal-group (a) absorption and (b) production cross sections versus the boron concentration.
Fig. 13. Spectrum variations (per unit u) versus energy due to the following transitions: (a) from $\rho_{H_2O} = 0.7 \text{ g/cm}^3$ and $N_{\text{Xe}135} = 0 \frac{a}{\text{Å}}$ to $\rho_{H_2O} = 0.91 \text{ g/cm}^3$ and $N_{\text{Xe}135} = 0 \frac{a}{\text{Å}}$; (b) from $\rho_{H_2O} = 0.7 \text{ g/cm}^3$ to $\rho_{H_2O} = 0.21 \text{ g/cm}^3$ (both conditions have $N_{\text{Xe}135} = 0 \frac{a}{\text{Å}}$).

Table 7
Variations in the water density: errors in the reconstructed macroscopic cross sections and in the main integral parameters, and number of iterations.

<table>
<thead>
<tr>
<th>Case</th>
<th>$\Delta \Sigma_{\mu,1}$ (%)</th>
<th>$\Delta \Sigma_{\mu,2}$ (%)</th>
<th>$\Delta \Sigma_{\mu,1-2}$ (%)</th>
<th>$\Delta k_{\mu}$ [pcm]</th>
<th>$\Delta \Phi_{\mu,\mu}$ (%)</th>
<th>$\Delta \Phi_{\mu,\mu}$ (%)</th>
<th>$n_{\text{iter}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.067</td>
<td>-0.002</td>
<td>-0.018</td>
<td>0.013</td>
<td>0.034</td>
<td>-9</td>
<td>-0.008, 0.027</td>
</tr>
<tr>
<td>b</td>
<td>0.065</td>
<td>-0.019</td>
<td>-0.05</td>
<td>0.025</td>
<td>0.115</td>
<td>26</td>
<td>-0.035, 0.1</td>
</tr>
<tr>
<td>c</td>
<td>-0.361</td>
<td>0.062</td>
<td>-0.374</td>
<td>0.046</td>
<td>-0.506</td>
<td>-35</td>
<td>0.044, -0.522</td>
</tr>
</tbody>
</table>
3.1.4. Combined variations in the three parameters

We now assess the performance of the method for simultaneous variations in the three parameters. In the following, we will only consider nominal conditions with \( N_{\text{Xe}} = 135 a/Å^3 \). The perturbation \( dN_{\text{Xe}} \) is therefore fixed at \( -4.0 \cdot 10^{-9} a/Å^3 \). The results are given in Figs. 18–20, which show the deviations in \( k_n, \Sigma_{e2} \), and \( \Sigma_{f2} \) along the whole range of variation of \( \rho_{H_2O} \) and \( C_{\text{Ba}} \). At water densities between 0.51 and 0.81 g/cm², the absolute values of the errors in \( k_n \) are (i) lower than 25 pcm if \( C_{\text{Ba}} \) varies in the range [0 ppm, 1500 ppm], and (ii) lower than 40 pcm if \( C_{\text{Ba}} \) varies in the range [1500 ppm, 2000 ppm]. The errors in \( \Sigma_{e2} \) are well below 0.1% in most of the state-parameter domain, whereas the deviations in \( \Sigma_{f2} \) remain

<table>
<thead>
<tr>
<th>Case</th>
<th>( \Delta\sigma_{e2}^{135}\text{Xe} )</th>
<th>( \Delta\sigma_{e2}^{135}\text{Xe} )</th>
<th>( \Delta\sigma_{e2}^{235}\text{U} )</th>
<th>( \Delta\sigma_{e2}^{235}\text{U} )</th>
<th>( \Delta\nu\sigma_{f1}^{135}\text{Xe} )</th>
<th>( \Delta\nu\sigma_{f1}^{235}\text{U} )</th>
<th>( \Delta\sigma_{e1}^{235}\text{U} )</th>
<th>( \Delta\sigma_{a2}^{235}\text{U} )</th>
<th>( \Delta\nu\sigma_{f1}^{235}\text{U} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.053</td>
<td>0.034</td>
<td>-0.053</td>
<td>-0.263</td>
<td>0.019</td>
<td>0.014</td>
<td>0.018</td>
<td>0.013</td>
<td>0.087</td>
</tr>
<tr>
<td>b</td>
<td>-0.148</td>
<td>0.115</td>
<td>-0.148</td>
<td>-0.098</td>
<td>0.071</td>
<td>0.025</td>
<td>0.065</td>
<td>0.025</td>
<td>0.072</td>
</tr>
<tr>
<td>c</td>
<td>0.297</td>
<td>-0.538</td>
<td>0.297</td>
<td>-0.748</td>
<td>-0.64</td>
<td>0.046</td>
<td>-0.568</td>
<td>0.046</td>
<td>-0.306</td>
</tr>
</tbody>
</table>

Table 8

<table>
<thead>
<tr>
<th>H₂O</th>
<th>( ^{10}\text{B} )</th>
<th>( ^{135}\text{Xe} )</th>
<th>( ^{235}\text{U} )</th>
<th>( ^{238}\text{U} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case</td>
<td>( \delta_{\Sigma_{f1}}^{(%)} )</td>
<td>( \delta_{\Sigma_{f2}}^{(%)} )</td>
<td>( \delta_{\Sigma_{f1}}^{(%)} )</td>
<td>( \delta_{\Sigma_{f2}}^{(%)} )</td>
</tr>
<tr>
<td>Direct</td>
<td>-2.68</td>
<td>-13.72</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Global (Ref.)</td>
<td>-20.48</td>
<td>-25.1</td>
<td>-19.35</td>
<td>-13.64</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Direct</th>
<th>Spectr. + micr. (Ref.)</th>
<th>Spectr. + micr. (calc.)</th>
<th>Global (Ref.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_{k_n}^{(%)} )</td>
<td>-2.68</td>
<td>-17.81</td>
<td>-20.48</td>
</tr>
<tr>
<td>( \delta_{\Phi_{\text{ens}}}^{(%)} )</td>
<td>-13.72</td>
<td>-11.38</td>
<td>-25.1</td>
</tr>
<tr>
<td>( \delta_{P_{\text{fiss}}}^{(%)} )</td>
<td>0.0</td>
<td>-19.35</td>
<td>-19.35</td>
</tr>
</tbody>
</table>

Table 9

3.1.4. Combined variations in the three parameters

We now assess the performance of the method for simultaneous variations in the three parameters. In the following, we will only consider nominal conditions with \( N_{\text{Xe}} = 135 a/Å^3 \). The perturbation \( dN_{\text{Xe}} \) is therefore fixed at \( -4.0 \cdot 10^{-9} a/Å^3 \). The results are given in Figs. 18–20, which show the deviations in \( k_n, \Sigma_{e2} \), and \( \Sigma_{f2} \) along the whole range of variation of \( \rho_{H_2O} \) and \( C_{\text{Ba}} \). At water densities between 0.51 and 0.81 g/cm², the absolute values of the errors in \( k_n \) are (i) lower than 25 pcm if \( C_{\text{Ba}} \) varies in the range [0 ppm, 1500 ppm], and (ii) lower than 40 pcm if \( C_{\text{Ba}} \) varies in the range [1500 ppm, 2000 ppm]. The errors in \( \Sigma_{e2} \) are well below 0.1% in most of the state-parameter domain, whereas the deviations in \( \Sigma_{f2} \) remain...
below this bound if \( C_{B_0} < 2000 \text{ ppm} \) and \( \rho_{H_0} > 0.41 \text{ g/cm}^3 \). The errors in the aforementioned quantities become negative for boron concentrations above a certain value. At \( \rho_{H_0} = 0.21 \text{ g/cm}^3 \), the dependence on the boron concentration is negligible (especially in \( k_a \) and \( \Sigma_{th} \)). Similarly, deviations in the fast group only depend on the moderator density and almost do not vary with the boron concentration. This can be observed in Fig. 21, which shows the behavior of the error in \( \Sigma_{th} \).

3.2. Application to a heterogeneous multiassembly configuration

We now apply the method to predict the combined effects of perturbations in the state parameters and interassembly neutron leakage on the node-averaged flux spectrum. The analysis is made on a colorset configuration (namely, a four-assembly set with reflective boundary conditions along the assembly centerlines). The fuel assemblies in the colorset are of the same type as that simulated in Section 3.1 (1.8%-enriched UO\(_2\)). Two clusters of twenty-four black control rods each are inserted into two of the four bundles. The type of the control elements is AlC (silver-indium-cadmium), with the following mass percent composition: 80% \(^{47}\text{Ag}\), 15% \(^{103}\text{Cd}\), and 5% \(^{49}\text{In}\). The assembly arrangement in the colorset and the internal layout of the rodded bundle are shown in Fig. 22. The colorset is simulated at zero burn-up and at normal operating conditions \( (T_{\text{fuel}} = 851.5 \text{ K}, T_{\text{n,0}} = 586.1 \text{ K}, \rho_{H_{0,0}} = 0.71 \text{ g/cm}^3) \), without thermal-hydraulic feedback or fuel depletion. There is no boron diluted in the moderator \( (C_{B_0} = 0 \text{ ppm}) \). Hence, the deviations of the local conditions from the nominal ones are \( \delta C_{B_0} = -700 \text{ ppm} \) and \( \delta N_{\text{Xe,15}} = -4.0 \times 10^{-9} \text{ a/Å}^3 \). The change in the water density is negligible. The reference effective multiplication factor and control-rod bank worth from APOLLO2-A are \( k_{\text{eff}} = 0.98847 \) and \( w_{\text{CR}} = 21840 \text{ pcm} \), respectively. The reference assembly-averaged fission power \( P_{\text{fiss,0}} \) is 1.216 in the unrodded assembly and 0.784 in the rodded one.

The nodal simulations of the colorset are performed with the ARTEMIS code (Hobson et al., 2013), in which a beta-testing version of the rehomogenization-based cross-section model has been implemented. Also in this case, the parameterized libraries are generated with APOLLO2-A. We present the results of the following calculations:

- with infinite-medium cross sections computed without the critical-buckling correction (a);
- with standard infinite-medium cross sections and the critical-buckling correction (b);

![Fig. 16. Errors in the (a) thermal- and (b) fast-group production cross sections versus the moderator density.](image)

![Fig. 17. Error in the fast-to-thermal scattering cross section versus the moderator density.](image)

<table>
<thead>
<tr>
<th>( \rho_{H_{0,0}} ) [g/cm(^3)]</th>
<th>( C_{B_0} ) [ppm]</th>
<th>( \Delta \Sigma_{th} ) (%)</th>
<th>( \Delta k_a ) (%)</th>
<th>( \Delta k_{\text{eff}} ) (%)</th>
<th>( \Delta k_a ) [pcm]</th>
<th>( \Delta w_{\text{CR}} ) (%)</th>
<th>( n_{\text{iter}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.41</td>
<td>0</td>
<td>-0.198</td>
<td>-0.001</td>
<td>-0.102</td>
<td>-0.015</td>
<td>-0.154</td>
<td>26</td>
</tr>
<tr>
<td>0.51</td>
<td>1200</td>
<td>-0.104</td>
<td>-0.004</td>
<td>-0.028</td>
<td>-0.041</td>
<td>-0.111</td>
<td>-13</td>
</tr>
<tr>
<td>0.64</td>
<td>800</td>
<td>0.009</td>
<td>0.004</td>
<td>-0.008</td>
<td>-0.003</td>
<td>-0.026</td>
<td>-15</td>
</tr>
<tr>
<td>0.76</td>
<td>1600</td>
<td>0.061</td>
<td>-0.028</td>
<td>-0.012</td>
<td>-0.030</td>
<td>0.012</td>
<td>-23</td>
</tr>
<tr>
<td>0.81</td>
<td>200</td>
<td>0.079</td>
<td>0.018</td>
<td>-0.027</td>
<td>0.04</td>
<td>0.066</td>
<td>0</td>
</tr>
<tr>
<td>0.91</td>
<td>1400</td>
<td>0.071</td>
<td>-0.029</td>
<td>-0.021</td>
<td>-0.017</td>
<td>0.038</td>
<td>-13</td>
</tr>
<tr>
<td>1.0</td>
<td>2000</td>
<td>0.063</td>
<td>-0.065</td>
<td>-0.044</td>
<td>-0.044</td>
<td>0.095</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 10

Three-parameter variations: errors in the reconstructed macroscopic cross sections and in the main integral parameters, and number of iterations. The perturbed xenon concentration is 0 a/Å\(^3\) in all test cases.
• with cross sections corrected by the reference spectral defect (c);
• with spectral rehomogenization of the infinite-medium cross sections interpolated at $p_{\text{loc}}$ (d);
• with spectral rehomogenization of the infinite-medium cross sections interpolated at $p_{\text{nom}}$ (e).

Calculation b is currently the most widely used approach in nodal codes. In calculation c, the reference spectral corrections are obtained by collapsing the 281-group macroscopic cross sections in the infinite lattice at the local conditions with the reference environmental spectrum variation from APOLLO2-A. This type of correction does not take into account the spatial effects of the environment (i.e., the spatial homogenization error) and is therefore only partial. However, since it fully corrects the node-averaged spectral error, we take it as the reference for our method. In calculation d, only the spectral effects of the environment are modeled by rehomogenization, as described in our previous work (Gamarino et al., 2018a,b). Calculation e is the one that fully applies the method proposed in this paper. In both simulations d and e, rehomogenization is applied with the diffusive leakage model and the semi-analytic basis investigated in Gamarino et al. (2018a). This basis consists of Chebyshev polynomials of the first kind in both coarse energy groups, combined with the neutron emission spectrum from fission in the fast group.

In ARTEMIS, the two-group diffusion coefficient is computed from the buckling coefficient (set to the critical value by default) and the leakage cross section $\sum_{\alpha}^\infty = D^2 B^2$. The same applies to the fine-group diffusion coefficient for the calculation of the rehomogenization parameters $h_{\alpha DC\phi}$ and $h_{\nu DC\phi}$ (Eq. (40)). In order to
be consistent with the methodology of Section 2.1.1, which has been derived for the zero-buckling case, the nodal data for simulations other than $B^2$ are generated with the smallest user-defined value of $B^2$ accepted by APOLLO2-A ($B^2 = 1 \times 10^{-7}$ cm$^{-2}$). This value is four orders of magnitude lower than the critical one in both fuel bundles ($B^2_{\text{crit}} = 3.24 \times 10^{-3}$ cm$^{-2}$ in the unrodded assembly, and $B^2_{\text{crit}} = -4.37 \times 10^{-3}$ cm$^{-2}$ in the rodded assembly). Compared to the zero-buckling case, the differences in all the computed cross sections are below 0.005%. Hence, with this choice no inconsistency is introduced in the application of the methodology.

Fig. 23 shows (i) the change in the infinite-medium spectrum due to the aforementioned perturbations in the state parameters $[\delta \Phi_{\text{env},C}(u) = \Phi_{\text{env},C}^{\text{loc}}(u) - \Phi_{\text{env},C}^{\text{nom}}(u)]$, and (ii) the deformation of the spectrum in the colorset environment at the local conditions $[\delta \Phi_{\text{loc},C}(u) = \Phi_{\text{loc},C}^{\text{loc}}(u) - \Phi_{\text{loc},C}^{\text{nom}}(u)]$. The variations in both $C_{\text{B}_{10}}$ and $N_{\text{Xe}_{135}}$ from their nominal values contribute to a reduction in absorption, thus thermalizing the spectrum in the two assemblies. Neutron streaming hardens the spectrum in the unrodded assembly and thermalizes it in the rodded one. The neighbor-effect component is preeminent in the fast group, whereas the state-parameter change has the highest impact in the thermal group.

Fig. 24 depicts the overall spectrum variation $[\delta \Phi_{\text{env},C}(u) = \Phi_{\text{env},C}^{\text{loc}}(u) - \Phi_{\text{env},C}^{\text{nom}}(u)]$ estimated with calculation $e$. The computed curves accurately predict the global behavior of the reference. Minor deviations from the transport solution are mainly found in the thermal group and in the high-energy region of the fast group (at $E > 0.1$ MeV). These deviations are due partly to the limited fitting capability of the polynomial basis functions.
and partly to inherent flaws of the diffusive approximation of the leakage spectrum, whose outcome is shown in Fig. 25. The leakage function computed with this approach is very precise in the epithermal region and in the low-energy region of the thermal group ($E < 0.25$ eV), whereas it suffers from some inaccuracy in the range [0.25 eV, 0.625 eV] and in the fission-emission region. For the above set of calculations, Table 11 reports the errors in the nodal cross sections of the two assemblies. The critical-buckling approach significantly overcorrects the fast-group cross sections. The corrections computed with calculation $e$ go in the right direction and are close to the reference ones (calculation $c$), except for thermal absorption in the rodded assembly (for which yet the error decreases compared to the infinite-medium values). The improvement over calculations $a$ and $b$ is apparent. Table 12 shows the errors in the main integral parameters and the number of power iterations for the convergence of the eigenvalue calculation. The power-error value out of parentheses refers to the total power, whereas the two values within parentheses correspond to the fast- and thermal-group power, respectively. Calculation $e$ produces better estimates of the integral parameters than those ensuing from standard interpolation of the infinite-medium cross sections. The method strongly reduces the overestimation of the control-rod bank worth observed with the conventional $B_{eff}^2$ approach (the small error found with calculation $a$ is instead the result of favorable error cancellation). Similar considerations hold for the environmental rehomogenization (calculation $d$). We remark that the residual errors of our reference calculation are ascribable to the spatial component of the homogenization defects (Dall’Osso, 2014; Gamarino et al., 2016), which cannot be corrected by spectral rehomogenization. These errors are higher in $k_{eff}$ and in the thermal fission power.

4. Discussion

4.1. Numerical features and impact on the cross-section model

For a standard PWR UO$_2$ assembly (as the one analyzed in this work), cross-section libraries commonly consist of about 3000 calculation points. With the rehomogenization-based model, the
Fig. 24. Spectrum variation (per unit $u$) between the colorset environment in the local conditions and the infinite lattice in the nominal conditions, as computed by the rehomogenization-based reconstruction algorithm with the diffusive leakage model (calc. $e$).

Fig. 25. (a) Thermal- and (b) fast-group leakage spectra in the unrodded assembly, as computed with the diffusive approximation applied to calculation $e$. The curves are normalized to the reference coarse-group assembly-averaged leakage. Units are in neutrons/(cubic centimeters · second).

Table 11
Errors in the nodal cross sections of the colorset benchmark problem.

<table>
<thead>
<tr>
<th>Reference [cm$^{-1}$]</th>
<th>UO$_2$ 1.8%</th>
<th>UO$_2$ 1.8% + 24 AIC rods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Sigma_{1}$</td>
<td>$\Sigma_{2}$</td>
</tr>
<tr>
<td>Inf. med., no $E_{th}$</td>
<td>0.00825</td>
<td>0.0554</td>
</tr>
<tr>
<td>Inf. med., $E_{th}$</td>
<td>0.00825</td>
<td>0.0554</td>
</tr>
<tr>
<td>Ref. $\Sigma_{th}^{G}$</td>
<td>0.00472</td>
<td>0.00849</td>
</tr>
<tr>
<td>Rehom. at $p_{th}$ (d)</td>
<td>0.00472</td>
<td>0.00849</td>
</tr>
<tr>
<td>Rehom. at $p_{nom}$ (e)</td>
<td>0.00472</td>
<td>0.00849</td>
</tr>
</tbody>
</table>

Errors (%)

<table>
<thead>
<tr>
<th></th>
<th>Errors (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inf. med., no $E_{th}$</td>
<td>1.39 0.55 0.36 0.60 3.40</td>
</tr>
<tr>
<td>Inf. med., $E_{th}$</td>
<td>1.95 0.91 0.66 0.70 1.54</td>
</tr>
<tr>
<td>Ref. $\Sigma_{th}^{G}$</td>
<td>0.05 0.19 0.33 0.22 0.28</td>
</tr>
<tr>
<td>Rehom. at $p_{th}$ (d)</td>
<td>0.05 0.19 0.33 0.22 0.28</td>
</tr>
<tr>
<td>Rehom. at $p_{nom}$ (e)</td>
<td>0.05 0.19 0.33 0.22 0.28</td>
</tr>
</tbody>
</table>
The contraction of the interpolation hyperspace also has a beneficial effect on the on-line reconstruction phase. This step usually takes up a significant fraction of the overall run time of the nodal calculation. For example, Table 13 reports the run-time statistics of a 900-MW PWR reactor full-core simulation with standard six-axes interpolation in ARTEMIS. Almost half of the computing time of a 900-MW PWR reactor full-core simulation with standard six-axes interpolation in ARTEMIS. Almost half of the computing time (Table 7 and 10). This fraction of the core-calculation run time can be easily minimized via parallelization of the algorithm. If the environmental approach is chosen (Section 2.2), the number of flux iterations increases. For instance, an increase by a factor of 2.17 has been observed in the colorset benchmark problem of Section 3.2 (Table 12). However, this test case has been simulated without thermal feedback to validate the spectral effects of the instantaneous coolant and moderator void fractions (or densities) and, potentially, of the coolant void (or density) history as well. When retaining the boron concentration in the parameterization (see Section 1), the interpolation hyperspace would thus be reduced by four to five axes. Another feature of the method is that it can be used to reconstruct the cross sections in subcritical states, not only in core operation of critical reactors, but also in the presence of a neutron source. This requires to compute the projection coefficients of the neutron-source emission spectrum $S_c(u)$ on the weighting functions $W_{Cj}(u)$:

$$\Psi_{Cj} = \int_0^1 duS_c(u)W_{Cj}(u). \quad (43)$$

This source term is to be added to the right-hand side of Eq. (16). Our strategy can therefore be used for safety analyses of cold shut-down states. Furthermore, it can be easily integrated into the cross-section model of accelerator-driven subcritical reactors.

### 4.2. On the modal approach

In the tests on single-assembly configurations (Section 3.1), we have used basis and weighting functions built with the POD approach. A similar study has been made with the semi-analytic modes (i.e., Chebyshev polynomials and the fission-emission spectrum) used for the heterogeneous multiaxis benchmark problem in Section 3.2. The results are summarized here for two sample perturbations without xenon variation: a transition to $C_{\text{crit}} = 2450 \text{ ppm (case a of Section 3.1)},$ and a transition to $\rho_{\text{f},0} = 0.21 \text{ g/cm}^3$ (case b of Section 3.1.3).

The computed spectrum variations and numerical errors are shown in Fig. 26 and Table 14. A significant loss of accuracy is found in the prediction of the fast-group spectrum change, especially at high energies. In the first example, the magnitude of the perturbation is small, and the semi-analytic approach still provides reasonably accurate estimates of the cross sections and integral parameters. In the case with low moderator density, the amplitude about five times smaller than that of the standard interpolation-based reconstruction phase. Therefore, the gain due to the decrease in the number of interpolation axes would prevail over the additional iterations at the flux-sover level.

Isotopic rehomogenization (Eq. (35)) allows modeling the spectral effects of the environment and of the local physical conditions on the microscopic cross sections of relevant nuclides (such as fission elements, the main fission products and actinides, burnable absorbers, and control elements). Hence, node-averaged history effects due to differences between the off-nominal depletion in the real environment and the single-assembly reference base depletion can be fully accounted for by combining the proposed method with a microscopic depletion model.

Our rehomogenization-based strategy is valid for an arbitrary number of energy groups of the nodal cross sections and can be applied to reactor types other than PWRs. For example, in BWR core analysis one could take advantage of this approach to model the spectral effects of the instantaneous coolant and moderator void fractions (or densities) and, potentially, of the coolant void (or density) history as well. When retaining the boron concentration in the parameterization (see Section 1), the interpolation hyperspace would thus be reduced by four to five axes. Another feature of the method is that it can be used to reconstruct the cross sections in subcritical states, not only in core operation of critical reactors, but also in the presence of a neutron source. This requires to compute the projection coefficients of the neutron-source emission spectrum $S_c(u)$ on the weighting functions $W_{Cj}(u)$:

$$\Psi_{Cj} = \int_0^1 duS_c(u)W_{Cj}(u). \quad (43)$$

This source term is to be added to the right-hand side of Eq. (16). Our strategy can therefore be used for safety analyses of cold shut-down states. Furthermore, it can be easily integrated into the cross-section model of accelerator-driven subcritical reactors.

### Table 13

Distribution of a full-core simulation run-time among the main modules for a 900-MW PWR core. The values refer to the ARTEMIS nodal code with traditional six-axes interpolation.

<table>
<thead>
<tr>
<th>Module</th>
<th>Run time (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-section reconstruction</td>
<td>48.9</td>
</tr>
<tr>
<td>Flux solver</td>
<td>9.58</td>
</tr>
<tr>
<td>Dehomogenization</td>
<td>1.17</td>
</tr>
<tr>
<td>Depletion solver</td>
<td>31.7</td>
</tr>
<tr>
<td>Thermal-hydraulics</td>
<td>0.26</td>
</tr>
<tr>
<td>Others</td>
<td>8.39</td>
</tr>
</tbody>
</table>

### Table 12

Number of power iterations ($n_{\text{it}}$) and errors in the effective multiplication factor, control-rod bank worth, assembly-averaged flux, and assembly-averaged fission power of the colorset benchmark problem.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$n_{\text{it}}$</th>
<th>$\Delta k_{\text{eff}}$ [pcm]</th>
<th>$\Delta\phi_k$ (%)</th>
<th>$\Delta\phi_m$ (%)</th>
<th>$\Delta\phi_{\text{c}}$ (%)</th>
<th>$\Delta\phi_{\text{r}}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inf. med., no $R_{\text{in}}$ (a)</td>
<td>6</td>
<td>80</td>
<td>0.37</td>
<td>-0.47, 1.65</td>
<td>2.51 (0.52, 2.89)</td>
<td>0.62, -3.14</td>
</tr>
<tr>
<td>Inf. med., $E_{\text{in}}$ (b)</td>
<td>6</td>
<td>-687</td>
<td>-3.15</td>
<td>0.14, -0.51</td>
<td>0.41 (-0.25, 0.55)</td>
<td>0.083, -0.42</td>
</tr>
<tr>
<td>Ref. $\omega^\text{ref}$ (c)</td>
<td>6</td>
<td>-425</td>
<td>-1.95</td>
<td>0.03, -0.12</td>
<td>0.70 (-0.07, 0.86)</td>
<td>0.26, -1.29</td>
</tr>
<tr>
<td>Rehom. at $\rho_{\text{crit}}$ (d)</td>
<td>10</td>
<td>-387</td>
<td>-1.87</td>
<td>-0.01, 0.05</td>
<td>0.98 (0.04, 1.17)</td>
<td>0.30, -1.54</td>
</tr>
<tr>
<td>Rehom. at $\rho_{\text{nom}}$ (e)</td>
<td>13</td>
<td>-196</td>
<td>-0.9</td>
<td>-0.12, 0.42</td>
<td>0.77 (0.0, 0.91)</td>
<td>0.14, -0.73</td>
</tr>
</tbody>
</table>
of the deformation is high and the deviations in the computed curve result in a poor prediction of the nodal parameters. Thus, this set of modes cannot preserve in a generalized sense a degree of accuracy comparable to that of standard interpolation.

A basis function (such as a fission spectrum shifted toward lower values of $E$) could be added to better fit the high-energy double peak that characterizes water-density perturbations (Figs. 13 and 26). The first of the two peaks of opposite sign is centered at

---

**Fig. 26.** Spectrum changes computed with the semi-analytic basis for the following transitions (without xenon variation): (a) from $C_{B_{10}} = 700$ ppm to $C_{B_{10}} = 2450$ ppm; (b) from $\rho_{H_2O} = 0.7$ g/cm$^3$ to $\rho_{H_2O} = 0.21$ g/cm$^3$.

---

**Table 14**

Examples with the semi-analytic basis: errors in the reconstructed macroscopic cross sections and in the main integral parameters, and number of iterations.

<table>
<thead>
<tr>
<th>Perturbed state</th>
<th>$\Delta \Sigma_{t1}^t$ (%)</th>
<th>$\Delta \Sigma_{t2}^t$ (%)</th>
<th>$\Delta \Sigma_{f1}^f$ (%)</th>
<th>$\Delta \Sigma_{f2}^f$ (%)</th>
<th>$\Delta \Sigma_{c2}^c$ (%)</th>
<th>$\Delta k_{en}$ [pcm]</th>
<th>$\Delta \Phi_{\lambda,\text{c}}$ (%)</th>
<th>$\Delta \Phi_{\lambda,\text{c}}$ (%)</th>
<th>$n_{iter}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{B_{10}} = 2450$ ppm</td>
<td>-0.096</td>
<td>0.257</td>
<td>0.190</td>
<td>0.215</td>
<td>-0.022</td>
<td>41</td>
<td>0.049</td>
<td>-0.224</td>
<td>0.032</td>
</tr>
<tr>
<td>$\rho_{H_2O} = 0.21$ g/cm$^3$</td>
<td>1.107</td>
<td>1.084</td>
<td>2.89</td>
<td>1.071</td>
<td>-1.645</td>
<td>-549</td>
<td>0.211</td>
<td>-2.52</td>
<td>0.602</td>
</tr>
</tbody>
</table>
about 400 keV, which is the average energy of delayed neutrons (Stacey, 2007). Therefore, this additional mode may also be exploited to capture neutron-dynamics features in the simulation of reactor transients.

### 4.3. Reconstruction of the diffusion coefficient

The diffusion coefficient is reconstructed with a procedure similar to that described for the macroscopic cross sections. Fig. 27 depicts the fine-group diffusion coefficient in a 1.8%-enriched \( \text{UO}_2 \) lattice at different physical conditions. The distributions have been computed in APOLLO2-A with the outflow transport approximation (Choi et al., 2015). Along the whole energy domain, the impact of variations in the boron and xenon concentrations is negligible. Therefore, the corresponding microscopic-effect and cross corrections \( \delta D_{m1}^{G} \) and \( \delta D_{m3}^{G} \) (Eqs. (12c) and (12d)) can be neglected. Only the moderator density has a significant impact on the diffusion-coefficient energy distribution. We account for its effect via \( \text{ad hoc} \) macroscopic coefficients \( s_{R,D,G,i}^{j} \) and \( s_{V,D,G,i}^{j} \) (Eq. (29)), which are computed with a polynomial approximation in one variable as described in Section 2.1.2. Eq. (34) is then adapted to the diffusion coefficient as

\[
 h_{V,D,G,i}^{loc} = h_{V,D,G,i}^{nom} + s_{V,D,G,i}^{j} \tag{44}
\]
where the rehomogenization parameters $h_{v,0,j}^{\text{nom}}$ are determined according to Eq. (18) with the nominal distribution $D_{v,0,u}^{\text{nom}}(u)$. Eq. (36) still holds for the few-group correction $\Delta D_{v,0}^{\text{f,g}}$.

It should be noted that, if the diffusion coefficient is computed via the fundamental-mode $B_1$ equations (Hebert, 2009), variations in the boron concentration and xenon density cause a change in its distribution in the high-energy region (at $E > 1$ MeV). This unphysical effect is due to an inherent limitation of the $B_1$ methodology (Smith, 2017), which produces an increase (or decrease) in the diffusion coefficient at all energies as the lattice reactivity decreases (or increases). Because of this behavior, the contributions of boron and xenon variations to the correction terms $\Delta D_{v,0}^{r,m}$ and $\Delta D_{v,0}^{r,x}$ (which we have set to zero in the test case of Section 3.2) may no longer be negligible.

4.4. On the discontinuity factors and form functions

We briefly discuss the impact of variations in $\rho_{v,0}, c_{\text{B}}$ and $N_{x,135}$ on the assembly discontinuity factors and form functions. At the library preparation stage, the discontinuity factors are usually determined and stored at the same points of the state-parameter phase space as the nodal cross sections. The form-function model often uses a simplified approach. For instance, in ARTEMIS their multivariate dependence is built with only two two-parameter cross terms.

For the UO$_2$ bundle considered in Section 3.1, Figs. 28 and 29 show the variation in the assembly-surface discontinuity factors versus the boron concentration and the water density, respectively. Changes are small (mostly < 0.2% in the fast group and < 0.5% in the thermal one) along the whole range of values of the two state parameters. This is because discontinuity factors are meant to account for intra-assembly heterogeneity, whereas perturbations in the state parameters are homogeneous within a given node. Their influence on the intranodal flux distribution is limited to changes in the fuel-to-moderator flux ratio, for the reasons discussed in Section 2.1.2. This can be observed, for example, in Fig. 30(a), which shows the perturbation in the thermal-flux form function at $c_{\text{B}} = 0$ ppm and $N_{x,135} = 0$ a/Å$^3$ with respect to the nominal state of Table 1. The variations observed in Figs. 28 and 29 are significantly smaller than those induced by neighbor effects in the core environment. For instance, Dall’Osso (2014) found changes (compared to the infinite-medium values) of about 1.0% and 3.0% in the fast- and thermal-group environmental discontinuity factors of a rodded UO$_2$ assembly neighboring an unrodded assembly of the same type. We have found even higher variations (up to 6.0%) at UO$_2$/MOX interfaces.

Fig. 30(b) depicts the variation in the total-fission-power form function at $c_{\text{B}} = 0$ ppm and $N_{x,135} = 0$ a/Å$^3$. A radial tilt is observed in the power spatial distribution. Higher perturbations in the flux and power form functions are found at very low moderator densities. For example, changes in the power distribution up to 2% occur in the assembly periphery at $\rho_{v,0} = 0.21$ g/cm$^3$. As observed for discontinuity factors, these variations are still modest compared to those induced by the spatial effects of the core environment.

In order to fully benefit from the reduction in the computational burden of the lattice calculation and in the library memory requirements, a method should be found to reproduce the effects of local nuclide density changes on the assembly discontinuity factors and form functions. We are currently working on an improved spatial rehomogenization model that may also address this aspect. This method aims to compute the variation in the 2-D spatial distribution of the neutron flux density between the real environment and the single-assembly conditions. Following an approach similar to that presented in this work (namely, computing the variation with respect to the infinite-lattice flux distribution in the nominal conditions), the spatial correction on the discontinuity factors could also include the state-parameter effect. Changes in the flux and power form functions may instead be estimated via empirical correlations.

4.5. Reconstruction of the $B^2$-corrected single-assembly cross sections

In the approach presented in this work, the cross sections are reconstructed without the critical-buckling correction. If the critical-spectrum approximation is used, Eq. (16) becomes

\[ \Phi_{v,0,j}^{\text{loc}} h_{v,0,j}^{\text{loc}} + \sum_{i=1}^{N_{q,G}} \chi_{v,0}^{\text{loc}} h_{v,0,j}^{\text{loc}} + \sum_{i=1}^{N_{q,G}} \chi_{v,0}^{\text{loc}} h_{v,0,j}^{\text{loc}} = \sum_{i=1}^{N_{q,G}} \chi_{v,0}^{\text{loc}} h_{v,0,j}^{\text{loc}} + \sum_{i=1}^{N_{q,G}} \chi_{v,0}^{\text{loc}} h_{v,0,j}^{\text{loc}}, \]

where $\phi_{v,0,j}^{\text{loc}}$ is the projection coefficient of the critical-leakage spectrum in the local conditions (see Eq. (14)):

\[ c_{v,0}^{\text{loc}} = \int_{0}^{\infty} du W_{v,0}(u) L_{v,0}^{\text{loc}}(u). \]

We express $L_{v,0}^{\text{loc}}(u)$ as
perturbed states, Table 15 shows the error in the infinite-medium multiplication factor ensuing from this procedure. Significant deviations are found at low moderator densities and high boron concentrations. If the same one-step procedure is applied to the zero-buckling problem (Eq. (16)), the error in \( k_a \) drops to 0 pcm in all sample cases. This outcome suggests that more complex modeling is needed for an accurate reconstruction of the \( B^2 \)-corrected single-assembly cross sections. A simple approach is to assume that its shape does not change significantly with the physical conditions in the node, namely

\[
\bar{f}^{\text{loc}}_{L,G}(u) = f^{\text{nom}}_{L,G}(u).
\]

For the unrodded UO\(_2\) fuel assembly considered in this work, Fig. 31 depicts the critical-leakage spectra in the nominal conditions of Table 1 and in few perturbed states, all of which have \( N_{\text{Xe135}} = 0 \ a/\Å^3 \). The differences between the local and nominal distributions are negligible in the fast group. However, the approximation of Eq. (50) is not warranted in the thermal range. The impact of this assumption has been quantified solving Eq. (45) in one step (i.e., without iterations). We have solved Eq. (49) with the two-group \( B^2 \)-corrected cross sections and diffusion coefficients interpolated at the local conditions (i.e., at the local values of \( \rho_{\text{NO}}, C_{\text{H}_2}, \) and \( N_{\text{Xe135}} \)). The so obtained values of \( \phi^{\text{loc}}_{L,G} \) and \( B^2_{\text{crit,loc}} \) have been used in Eqs. (45) and (48). In this way, the approximation of Eq. (50) is the only source of inaccuracy in the solution of Eq. (45). For some perturbed states, Table 15 shows the error in the infinite-medium multiplication factor ensuing from this procedure. Significant deviations are at low moderator densities and high boron concentrations. If the same one-step procedure is applied to the zero-buckling problem (Eq. (16)), the error in \( k_a \) drops to 0 pcm in all sample cases. This outcome suggests that more complex modeling is needed for an accurate reconstruction of the \( B^2 \)-corrected single-assembly cross sections. A simple approach is to assume that its shape does not change significantly with the physical conditions in the node, namely

\[
\bar{f}^{\text{loc}}_{L,G}(u) = f^{\text{nom}}_{L,G}(u).
\]
cross-section model, featuring (i) a considerably smaller number of branch calculations in the lattice-physics code and of table points in the parameterized libraries, and (ii) a computationally less demanding on-line reconstruction of the nodal cross sections.

Future work will include the validation of the methodology on other types of fuel assemblies (such as MOX and Pyrex- or gadolinium-bearing assemblies) and on calculations with depletion, in both infinite-medium and environmental conditions. Another topic to be addressed is modeling the spectral effects of the local physical conditions on the assembly discontinuity factors and form functions.
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