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Abstract
In this report, the design of a subsystem within a localization system for the Bosch DICENTIS wireless confer-
ence system will be presented. The localization system will function by means of using acoustic Time Difference
Of Arrival (TDOA) measurements to determine the location of each unit connected to the DICENTIS confer-
ence system. By unit, the system on the desk of each attendee in the conference, that contains a microphone and
speaker is meant. The task of the subsystem presented is to estimate propagation times of transmitted signals
between speakers of each unit in the conference system and the microphones of each unit.

The design choice for the type of localization method implemented is based on the gathered information from
an initial literature study, the hardware specifications of the Bosch DICENTIS system and the demands for the
localization system that were imposed by Bosch. The subsystem will function by transmitting a set of pseudo-
random codes, modulated using a type of Frequency Shift Keying (FSK), where two On Off Keying (OOK)
signals, modulated at different frequencies, are superimposed. The received and demodulated pseudo-random
codes are then correlated with multiple different peak detectors that will correlate with multiple different sets of
the transmitted string of pseudo-random codes to gain a higher robustness for the estimated propagation times
and a higher accuracy for these estimates. Results show that the the use of multiple different sets of transmitted
codes indeed improves the propagation time estimation. The overall system as presented, concerning accuracy
and robustness, meets the requirements made by Bosch. However, in future work, optimalization of the system
with regard to computation time is required.
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Preface
Jelle Tams & Nuriel Rozsa

Delft, June 2018

This document is the final report for the Bachelor Graduation Project (BAP). The project described in this
report is part of a larger project intended to provide Bosch with a localization system for the DICENTIS wireless
conference system, but also serves as preliminary research for the potential implementation of said localization
system into other conference systems designed by Bosch. The overarching BAP project commissioned by Bosch
consists of three subgroups, of which dr.ir. Richard Heusdens, dr.ir. Richard Hendriks and dr. Jorge Martinez
are the supervisors.

For this project, a DICENTIS conference system is made available by Bosch for use in this project. However,
due to issues with getting access to the software stack of the DICENTIS conference system in a timely matter,
the prototyping of the localization system is done in part with the Bosch DICENTIS wireless conference system
and in part with a set of microphones and a sound card belonging to the Circuits And Systems department at the
TU Delft. In this project, the microphones borrowed from the Circuits And Systems department were used as a
replacement for the DICENTIS microphones in order to gain separate audio streams from each conference unit,
given that these streams are not separable without gaining access to the software stack for the DICENTIS system.
Although different microphones are used from the microphones in the DICENTIS system, the design choices are
based around the hardware of the DICENTIS system, where for testing purposes, given that the used microphones
have less limiting characteristics (such as frequency response and directivity) than the microphones used in the
DICENTIS system, they are considered suitable replacements for prototyping purposes.
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1
Introduction

1.1. Project Context
In conference rooms such as at a UN headquarter, there is an integrated conference system in each conference
room, where a microphone and speaker is available for each attendee. However, for many conferences, there
is no integrated conference system available. Instead, a portable conference system is placed at the location
where such a conference is held. Typically, when a conference is recorded in video, there are two camera views
available; one where the entire conference is put in view and one which focuses on the speaker(s). In order for the
camera to be able to focus on a speaker, the location of the speakers is pre-programmed such that once a speaker
indicates he/she is about to speak, the camera automatically pans to that speaker. Currently the locations of each
speaker is programmed by panning with the camera to each location where the speakers will be, and then setting
those locations as the speaker locations. This is a reasonably fast solution if there is a small amount of speakers
present at a conference, but during a large conference, this solution becomes less efficient. Because of this, Bosch
requires a type of auto-locating system for their wireless conference system ”DICENTIS”.

1.2. Project Definition
This BAP group is tasked with designing an auto-locating system, such that it can be integrated into the Bosch
DICENTIS hardware with minimal additional hardware requirements. Auto-localization can be done in various
ways. In this case, the amount of available options is limited to the hardware specifications of the DICENTIS
system. This means that either a localization method utilizing audio or WiFi needs to be designed [1]. Further-
more, depending on more specific specifications of the DICENTIS system, various localization techniques could
be implemented such as Time Difference Of Arrival (TDOA), Time Of Arrival (TOA), Angle Of Arrival (AOA)
or Received Signal Strength Indication (RSSI). Also, the type of transmitted codes to be detected between each
DICENTIS unit of each attendee in a conference can be optimized based on the type of location the conference
system is used in and the sending medium chosen to do localizations with. The fact that the DICENTIS system
is synchronized also plays an important role in determining which kind of localization method is used.

In order to implement the system required by Bosch, the system design is split up into three sub-designs for
each subgroup in group K, where a localization system will be implemented assuming a synchronized system.
The following block diagram indicates the system as a whole with the data flow through each subsystem:

Figure 1.1: Total system showing the data flow through each subsystem.

In the propagation time estimation subgroup, assuming synchronized recorders, the propagation time between
speakers and microphones of different units is estimated. In the synchronization noise correction subgroup, the

1
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offsets in the estimated propagation times due to the Bosch DICENTIS system not being fully synchronized are
(partially) corrected. In the unit location detection subgroup, based on the measured and corrected estimated
propagation times, the location of each Bosch DICENTIS unit is determined. In this report, the design of the
propagation time estimation block will be covered.

1.3. System Description
The Bosch DICENTIS system consists of a set of units which can be placed in front of each speaker. Each unit
contains a speaker and a microphone. Figure 1.2 shows three of these DICENTIS units.

Figure 1.2: Bosch DICENTIS wireless conference
system.

In the back of Figure 1.2, a router is shown. This
router acts as a hub for all connected units to the con-
ference system. Audio data recorded at a specific unit
is first transmitted to the router, after which this data
can be relayed to all other units in the system via a
WiFi protocol. The hub also has an analog input and
output port. This allows for audio data to be relayed to
each unit from a remote computer or audio data to be
relayed to that remote computer which was recorded
from the connected Bosch DICENTIS units. A remote
computer can also be connected to the hub via a WiFi
connection. Once a remote computer is connected to
the hub, multiple things can be configured from a web
interface like audio filtering, allowed speakers, vol-
ume of the speakers of each unit, etc. In order to avoid
echoing, Bosch has reduced latencies in the system in
part by optimizing the DICENTIS system such that
each unit is synchronized within 100 𝜇s.

1.4. Propagation Time Estima-
tion
In this document, the propagation time estimator of the localization system will be covered. The challenge in
this subsystem is to make the ranging between different DICENTIS units as accurate and as robust as possible,
provided the hardware in each DICENTIS unit. As stated before, each DICENTIS unit contains a speaker, mi-
crophone and WiFi module. Therefore, a suitable ranging technique for either audio or WiFi needs to be chosen
in coherence with the Bosch DICENTIS hardware. Once a suitable ranging technique is chosen, a method needs
to be implemented that is most suitable for increasing the accuracy and robustness of the chosen technique. For
this, types of transmitted signals and methods of parallelizing the localization technique should be considered.
Once a suitable implementation of a chosen ranging technique is found, this method can be prototyped in order
to confirm if it does in fact meet the system requirements.

1.5. State Of The Art Analysis Of Ranging Techniques
Given the available transmission methods with the Bosch DICENTIS system, various transmission methods us-
ing WiFi or audio were looked into. In source [2] and [3], multiple transmission media and techniques were
compared. For WiFi as a sending medium, typically TDOA or TOA measurements are done, where it is required
that the time stamps of the transmitting and receiving WLAN modules are adequately synchronized. For WiFi
transmission, this can in practice prove difficult, due to the fact that the point of transmission does not have to
be synchronous to the point where a time stamp is made. Even if two WiFi modules are perfectly synchronized,
if the behaviour of a used WiFi module is not perfectly defined or controllable, this can lead to inaccuracies [4].
As covered in source [5] it is also possible to combine RSSI with TOA measurements for UWB signals to gain
measurement accuracy. Given that a standard WLAN 802.11 module automatically does RSSI measurements
[6][7], the addition of RSSI measurements in a localization system using WiFi would require no extra hardware,
however using RSSI as a measurement method in and of itself does not produce a significant accuracy to be ap-
plicable for this project [7][8]. Although WiFi is not typically called a UWB signal, it is possible to significantly
increase the effective available bandwidth of a signal sent via WiFi by means of frequency hopping [9][10]. Due
to the increase in effective bandwidth, higher accuracy measurements can be done. By fingerprinting a region
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where localization is applied, the accuracy of localization in that region can also be increased. With this tech-
nique, by measuring signal strengths throughout a region where localization is required, better signal matching
can be achieved. However, this does require the environment in which localization is required to be unchanging.
This is something that is not the case in the application of localization for this project.

Concerning audio localization, source [2] and [3] mainly compared methods using ultrasonic signals. For
this project, only audio signals in the audible range can be used, given that the speakers and microphones used
in the Bosch DICENTIS system are optimized to an extent to only produce sound in those frequencies effec-
tively. However, most of the techniques mentioned for ultrasonic acoustics also apply for acoustic signals in the
audible range given that both signals share similar properties. Typically, acoustic measurements are also done
via TDOA or TOA measurements with similar (or higher [11]) accuracies as the most accurate RF localization
methods found (that don’t use fingerprinting) without having as strict synchronization requirements. However,
room temperature and pressure influence the measurement results [2] given that the speed of sound is reliant on
both these parameters. A mentioned localization method in source [2] and [3] is the use of a Time Of Flight (TOF)
measurement where a RF signal is used to synchronize a transmitter and receiver and the actual localization is
done by means of a ultrasound signal, where millimeter accuracy can be achieved. The use of AOA is also men-
tioned, where an array of sensors is used to determine the angle between two sensors such that less sensors are
required to determine the location of any single sensor. Because of this, this method is used with TDOA, TOA
or TOF measurements. Here, synchronization using an RF signal can also be applied. Furthermore, source [2]
mentions an achieved cm level accuracy using this method.

1.6. Document Structure
In this report, firstly the requirements imposed by Bosch will be covered for the localization system to be imple-
mented as a whole. Also, the allowed assumptions by Bosch will be mentioned as well as the assumptions based
on ambiguity in the situation under which the system will be used. Based on these requirements and assump-
tions, a set of requirements and assumptions will be presented for the design of the subsystem which is covered
in this report. After the system requirements are defined, the design of the system will be covered, where the
choices made and their reasoning is explained. After which, the results of the tests for the designed system will
be presented, and based on that, a conclusion will be drawn on the viability of the designed system and recom-
mendations will be made concerning the design itself and potential alternative options for the system that were
not implemented in the current version.



2
Program Of Requirements

2.1. Project Based Program Of Requirements
The project based program of requirements are the requirements and assumptions that are imposed over the over-
lapping BAP group project. This concerns the system that can be presented to project supplier, which is Bosch.

Assumptions
When discussing the system requirements with the contact person at Bosch, there were a set of assumptions that
were allowed to be made. Furthermore, our group also added a set of assumptions based on things that were not
discussed at the meeting with the Bosch contact person. The made assumptions for the overarching project are
as follows:

1. As indicated by the representative at Bosch when discussing the system requirements, there is line of sight
between the Bosch DICENTIS units and between any given unit and the access point.

2. Minimal distance between units is 75 cm.

3. Microphones on the Bosch DICENTIS units can accurately capture audio from a distance of at least 30 m.

4. There is at least one unit per 15 m2.

5. It is possible to upgrade the existing software on the Bosch DICENTIS system to accommodate the to be
designed localization system functionalities.

6. It is assumed that the runtime of a MATLAB program run on system with recommended requirements is
comparable to the runtime of the same program written for the Bosch DICENTIS system.

Mandatory requirements
These are criteria of which the system should always, at the very least, comply with. These can be subdivided
into functional and non-functional requirements. Functional requirements being requirements of what the system
must do, and non-functional requirements being attributes that the system must have.

1. Non-Functional requirements

(a) The localization system must be within 10 cm accurate.
(b) The localization system must be scalable up to 120 units.
(c) A 3D localization method is necessary.
(d) The localization should work in conference rooms with dimensions up to 30 × 30 m.

2. Functional requirements

(a) The localization speed should have a maximum duration of 15 minutes for systems of more than 100
units.

4
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(b) The localization speed should have a maximum duration of 5 minutes for systems of less than 20
units.

(c) The localization algorithm has to comply with the current Bosch DICENTIS conference system hard-
ware characteristics.

(d) The localization procedure can only be initiated remote interface, so no one accidentally starts it
during a conference.

(e) The system as a whole should not exceed the maximum allowed sound pressure level.
(f) The addition to the system of Bosch should not bypass any safety precautions taken by Bosch.

Trade-off requirements
These are criteria of which it is preferable to comply with as much as possible:

1. Minimize the number of manually configured anchor points.

2. Minimize the number of units required for the system to work.

3. The localization should work with the least possible additional hardware.

4. The localization speed should be as fast as possible.

5. The localization should be as accurate as possible.

6. A purely 2D localization method is usable besides a 3D localization method.

2.2. Subgroup Based Program Of Requirements
In each subgroup, a set of the project based program of requirements is relevant. Some requirements require
stricter margins, given that multiple subgroups require a margin of error for certain requirements. For instance,
all three subgroups in this project will influence the margin of error of the location estimation of each unit, this
means that the margin of error for each subgroup concerning this requirement must be stricter than the project
based requirement. Given that this subgroup is tasked with determining propagation times between speakers and
microphones of the used Bosch DICENTIS speaker/microphone units, for this subgroup, the following assump-
tions and requirements are made.

Assumptions
When discussing the system requirements with the contact person at Bosch, there were a set of assumptions that
were allowed to be made. Furthermore, our group also added a set of assumptions based on things that were not
discussed at the meeting with the Bosch contact person. The made assumptions for the overarching project are
as follows:

1. As indicated by the representative at Bosch when discussing the system requirements, there is line of sight
between the Bosch DICENTIS units and between any given unit and the access point.

2. Microphones on the Bosch DICENTIS units can accurately capture audio from a distance of at least 30 m.

3. It is possible to upgrade the existing software on the Bosch DICENTIS system to accommodate the to be
designed localization system functionalities.

4. It is assumed that the runtime of a MATLAB program run on system with recommended requirements is
comparable to the runtime of the same program written for the Bosch DICENTIS system.

5. There is significantly little noise in the area where the Bosch DICENTIS system is used such that it is
possible to create an audio signal with the DICENTIS speakers on each unit that has a significantly high
signal energy to theoretically be able to be detected from a 30 m distance.
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Mandatory requirements

1. Non-Functional requirements

(a) The propagation time estimation system must be accurate enough such that the standard deviation of
the error translates to 3cm.

(b) The propagation time estimation system must be scalable up to 120 units.
(c) The propagation time estimation system should work in conference rooms with dimensions up to 30

× 30 m.

2. Functional requirements

(a) The propagation time estimation speed should have a maximum duration of 10 minutes for systems
of more than 100 units.

(b) The propagation time estimation speed should have a maximum duration of 3 minutes for systems of
less than 20 units.

(c) The propagation time estimation system has to comply with the current Bosch DICENTIS conference
system hardware characteristics.

(d) The propagation time estimation system as a whole should not exceed the maximum allowed sound
pressure level.

(e) The addition to the system of Bosch should not bypass any safety precautions taken by Bosch.

Trade-off requirements

1. The propagation time estimation should work with the least possible additional hardware.

2. The propagation time estimation speed should be as fast as possible.

3. The propagation time estimation should be as accurate as possible.



3
Design Of Propagation Time Estimator

3.1. System Overview
In this chapter, the design of the propagation time estimator is covered. The estimator functions by having all units
in the Bosch DICENTIS system transmit a Frequency Shift Keyed (FSK) modulated repeated stream of unique
pseudo-random codes. The acoustic signal of each unit is then received by each other unit in the network. After
this, an audio signal from each unit is presented to a demodulator. The demodulated signal is then correlated by
multiple peak detectors correlating a varying set of pseudo-random codes transmitted by each unit. Based on the
sets of propagation times estimated by each peak detector, an analysis is done for each unit what the most likely
audio propagation times are from that unit to all other units. In Figure 3.1, the top down view of the system in
relation to the Bosch DICENTIS wireless conference system is given. In Figure 3.2, a block diagram is shown
of the localization system.

Figure 3.1: Block diagram of localization system in relation to the Bosch DICENTIS wireless conference
system.

7
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Figure 3.2: Block diagram of designed localization system.

3.2. Creation of inter unit transmission signals
To determine the propagation time between two different units of the Bosch DICENTIS system, a signal has to be
sent between different units. Signals for localization are often coded signals, modulated with a certain modulation
technique. Because different signals contain different properties, the signal with the most promising properties
for the given problem has to be chosen.
This process is completed within two phases. Within the first stage, the different possibilities for signal codes will
be compared to each other. Within the second phase, the different possible modulation techniques are compared
to each other.

3.2.1. Determination of Signal Coding Method
To determine which type of signal code has the most promising properties, the possible code properties have to
be listed and compared to the situation in which the signal will be used.
The following code properties are considered:

• Average Bit energy 𝐸𝑏

• Bandwidth

• Auto correlation

• Inter code cross correlation

The average bit energy is mostly determined by which method the binary symbols are represented in the to be
used code. There are mainly two different forms, listed in source [12]; UniPolar (symbols are represented with
1’s and 0’s) and Polar (symbols are represented with 1’s and -1’s). Assuming that the expectancy of the different
symbols are the same, the average bit energy is twice as large for Polar codes. Given that a twice as large average
bit energy results in a twice as large signal energy, while the noise in the environment will be kept at the same
level, the Signal to Noise Ratio (SNR) will be twice as high for the Polar representation of symbols.

The bandwidth of Unipolar and Polar codes is equal to the bit rate at which the codes will be sent. This is
shown in appendix A.1 The bandwidth for linecodes is fixed, which means that for the final product a suitable
bit rate has to be chosen in order to provide enough bandwidth for the signals. The fixed bandwidth of the Bosch
DICENTIS system has to be taken into account while choosing the bit rate.

From appendix A.1 the autocorrelation function of the UniPolar and polar signal is also derived. The autocor-
relation functions are defined in equations (3.1) and (3.2), where 𝑅UP(𝑘) is the discrete autocorrelation function
of a Unipolar signal and 𝑅P(𝑘) is the discrete autocorrelation function of a polar signal. From these equations
it can be observed that the autocorrelation function of a Polar signal is a Dirac (delta) function. This is a very
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useful property, because it guarantees that a signal is easily detected when correlated with itself. This is the main
reason why Polar signals are preferred above Unipolar signals.

𝑅UP(𝑘) = {
1
2 , 𝑘 = 0
1
4 , 𝑘! = 0 (3.1)

𝑅P(𝑘) = 𝛿(𝑘) (3.2)

The most commonly used codes for localization algorithms in the literature are listed in Table 3.1 [12]. It
shows next to polar line codes also a chirp code modulation.

Table 3.1: Different types of coding

Code Type First Null Bandwidth Autocorrelation Numerical approach of the cross correlation
Pseudo-Noise code of MATLAB: Bit rate R 𝛿(𝑘) Close to zero
Maximum-Length sequence: Bit rate R 𝛿(𝑘) Shows smaller 𝛿(𝑡 − 𝜏) functions
Gold codes: bit rate R 𝛿(𝑘) Uniform and bounded, close to zero
Linear Chirp: freely chosen 𝜙𝑠𝑠(𝑡) =

√
𝐵𝑇 sin (𝜋𝐵𝑡(1− |𝑡|

𝑇 ))
𝜋𝐵𝑇 cos(2𝜋𝑓0𝑡) [13] Close to zero, if different sequences differ in size

To determine what code is best to be used for the localization of the Bosch DICENTIS system, it is important
to look towards the program of requirements. It is stated in section 2.2, there is a time limit of 10 minutes to
locate all units of the system. Therefore, it is important that signals can be send simultaneously. Otherwise the
recording time will increase proportionally with an increasing number of units. Because multiple signals/codes
can be send simultaneously they may not interfere with each other.

The codes in Table 3.1 can be categorized within 2 sets. The first contains the pseudo-noise codes, which in-
cludes the pseudo-noise codes generated in MATLAB, the Maximum-Length sequence (ML-sequence) and the
gold codes. The second set contains the chirp codes. The second set differs from the first set in that it is deter-
ministically determined what the signal looks like. Furthermore, it is a combined coding and modulation method.
Chirp codes also have the property that the required signal bandwidth can be freely chosen within the specifica-
tions of the Bosch DICENTIS system, whereas the baseband bandwidth of line codes is fixed with the bit rate.
It should be noted that all different codes approach the Kronecker Delta function (𝛿(𝑘)), which makes all codes
applicable for single code transfer. The difference comes when multiple codes are to be sent simultaneously.

Interference of linear chirp codes within the same bandwidth can be minimized in two different manners. The
first would be to differ the chirp rate. Opposite chirp rates give an almost orthogonal set of chirp codes, where
the crosscorrelation would be close to zero. In other cases, the crosscorrelation is bounded, but not uniform as
there is to some extent overlap in the different chirp signals. The second method to minimize the interference is
to change the chirp duration. This is not preferred, because not every chirp signal will receive the same power,
but also the total measurement time can increase. Because the crosscorrelation does not always tend to go to zero
and because time measurements can increase in duration, chirp codes are not used.

Pseudo-random noise codes are often used for signal detection, because of their auto- and crosscorrelation prop-
erties. Random codes generated from gaussian noise have equal likelihood of occurrence of each binary signal,
making the autocorrelation function equation (3.2), which is ideal for detecting the signals with correlating tech-
niques. The crosscorrelation of two different random generated codes can be defined in equation (3.3). Within
this equation it is known that there are four possibilities for the product (𝑎𝑛𝑎𝑘) that all occur with the same
probability, see Table 3.2.

𝑅(𝑘) =
4

∑
𝑖=1

(𝑎𝑛𝑎𝑘)𝑃𝑖 = 0 (3.3)

Table 3.2: Possibilities of inter signal product (𝑎𝑛𝑎𝑘)

Possible symbol value Signal A:
1

Signal A:
-1

Signal B: 1 1 -1
Signal B: -1 -1 1
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Pseudo-random noise codes are easily generated in MATLAB using a signed randn function. Within MAT-
LAB the ziggurat method is used to create a pseudo random normally distributed sequence [14]. Sequences made
with this method have a repetition length of about 264 numbers, which is more than enough to guarantee that no
repetition within used sequences will occur. The ziggurat method is one of the fastest methods of it’s kind, but
also is very accurate as shown in [14].

The crosscorrelation of ML-sequences shows more than a single Kronecker Delta function, which makes it in-
creasingly difficult to detect the correct arrival time of the correct ML-sequence using correlating methods. Mul-
tiple peaks arise due to the small repetition period. Time aliasing is the result. The problem is solved by using
gold codes, which are paired ML-sequences in such a way that the same properties of the ML-sequence are kept,
but that the cross-correlation function approaches a uniform line close to zero, as presented in [15]. This would
make the gold codes an equally viable option as the pseudo-noise codes generated by the signed randn function
of MATLAB.

The main difference between ML-sequences and gold codes on one side and the pseudo-noise codes generated by
MATLAB on the other side is that ML-sequences and gold codes guarantee that there is one more 1 than there are
0’s, which is important for the signal power when it is coded with a Unipolar line code [16]. Since Polar signals
are chosen, the signals power will always be the same, for any random code generated. It is for this reason that
there is no benefit to using gold codes above using pseudo-random generated codes. Because pseudo-random
generated codes do have (3.2) as the autocorrelation function, which is ideal for signal detection using correla-
tion methods, and because there is no benefit to using gold codes, pseudo-random codes, generated by the randn
function of MATLAB are used.

To achieve minimal computation and measuring time, small signals are preferred. This means that it is preferred
to have pseudo-random noise codes with the least amount of bits possible. However, because the correlation
function will be numerically computed, the computed correlation will only converge to the analytical correlation
function in the limit of increasing amount of bits. It is for this reason that the length of pseudo-random codes was
chosen to be 127 bits, which is as long as an ML-sequence generated with 7 bits. Simulations show that 127 bits
are the trade-off between speed and accurate representation of the estimated correlation functions, as is shown in
Figures 3.3 and 3.4.

Figure 3.3: Numerical Autocorrelation for pseudo random noise codes
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Figure 3.4: Numerical Crossorrelation for pseudo random noise codes

3.2.2. Modulation method: Transmission Type and Modulation Technique
Digital bit streams can not directly be transmitted and must therefore first be modulated onto a suitable carrier
for a given sending medium. In this case, the medium to be considered is air in an indoor environment with a
maximum size of 30 by 30 meters.

To obtain the best modulation method for the medium in which the Bosch DICENTIS system will work,
first the different types transmission signals will be compared. After which, the different modulation techniques
applicable for the codes to be transmitted will be discussed.

Transmission Type
Many different transmission signal types exist, such as audio, radio and optical signals. Within the program of
requirements 2, it is stated that the localization system should work with as little additional hardware as possible.
This means that only the different possible transmission types already available by the Bosch DICENTIS system
will be covered.

The Bosch DICENTIS system provides for two different transmission signal types; audio signals and radio fre-
quency (RF) signals. Audio signals can be sent from any DICENTIS unit speaker and can be detected by any
other unit microphone. Concerning RF signals, the BoschDICENTIS system uses a standardWLAN IEEE 802.11
WIFI module [1]. The way in which different units of the system communicate with each other is by means of
a centralized router. This means that there is no direct WIFI communication between different units. This is
sub-optimal for determining the direct propagation time between different units.

Apart from the indirect RF communication between different units, assuming that this problem can be resolved
on the behalf of Bosch, the audio signals and RF signals are compared to each other in terms of performance.
In Figure 3.5 it can be observed that WLAN typically has an indoor resolution of larger than a meter. This is
due to the non deterministic behaviour of WIFI signals when there is little control over the used WIFI modules.
WIFI uses carrier sensing with a random backoff time. This makes the timing of the sending times of WIFI
signals difficult when there is little control over the behaviour of the used WIFI modules, which is the case with
the Bosch DICENTIS system. Small errors in timing can result in large distance errors due to the propagation
speed of WIFI signals. Timing errors with audio signals result in smaller distance estimation errors, due to the
fact that the speed of sound is approximately a million times slower than the speed of light, resulting in a million
times smaller distance errors with the same timing error. In the literature, accurate distance measurements were
conducted with audio signals. Source [17] shows that with acoustically modulated line codes, an accuracy of up
to 2 cm can be achieved. Wide band chirp signals could even result in distance errors of less than 1 cm.[11].
Given that line codes are preferred over chirp signals because of their property to be able to send different signals
in parallel, and that 2 cm is well within the accuracy requirements as stated in section 2, it is chosen to send line
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codes with acoustic signals.

Figure 3.5: Outline of current wireless-based positioning systems[3]

Modulation Technique
With the transmission signal type chosen to be audio signals, the translation of line codes to audio signals still has
to be made. This is done by means of modulating the line code onto an acoustic signal. Many types of modulation
techniques exist of which some of the most common will be covered.

The book ”Digital and Analog Communications” [12] mainly mentions three modulation techniques for mod-
ulating binary signals. These are:

• On Off Keying (OOK): A unipolar signal 𝑚(𝑡) is modulated on a single carrier. The modulated signal is:
𝑠(𝑡) = 𝑚(𝑡) cos(𝜔𝑐𝑡), where 𝑠(𝑡) is the modulated signal, 𝑚(𝑡) a unipolar signal and 𝜔𝑐 the angular carrier
frequency.

• Frequency Shift Keying (FSK). There exist two different forms of FSK, namely continuous and disconti-
nous phase FSK. Continuous phase FSK can be generated by Voltage Controlled Oscillators (VCO). Since
the audio signal will be digitally created, only discontinous FSK will be covered. The modulated signal is
of the form of equation (3.4) and can be seen as the linear superposition of two different OOK modulated
unipolar signals. It should be noted that each symbol of the polar signal is modulated on a different carrier,
resulting in more power in the signal, but using more bandwidth.

𝑠(𝑡) = {cos(𝜔1𝑡 + 𝜃1), when a 1 is sent
cos(𝜔2𝑡 + 𝜃2), when a -1 is sent

(3.4)

• Binary Phase Shift Keying (BPSK): A polar signal can be modulated on a single carrier using BPSK. The
different symbols of the polar signal are modulated 180 degrees (Δ𝜃) out of phase. Equation (3.5) shows
a polar signal modulated using BPSK on a single carrier.

𝑠(𝑡) = cos(𝜔𝑐𝑡 + 1
2Δ𝜃𝑚(𝑡)) (3.5)

Table 3.3 shows some properties of the mentioned modulation techniques. Only non coherent detection meth-
ods are compared. Due to the fact that, due to parallelism, multiple signals with different phases can be simulta-
neously received, only non coherent detectors are to be used. When no parallelism of signals would be applied,
coherent detectors would result in smaller bit error rates, making BPSK the preferred choice. There is one case,
mentioned in [18] where BPSK is non coherently detected. However, problems occur when multiple signals are
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received simultaneously, making it hard to track the correct phase of the signal, especially when different received
signals are out of phase.

Table 3.3: Properties of Modulation Techniques

Modulation technique Bandwidth Non coherent detection Average signal power Bit error rate
OOK 2*bit rate ++ 𝑃OOK

1
2 𝑒−( 1

2 𝑆𝑁𝑅), 𝑆𝑁𝑅 > 1
4

FSK 4*bit rate ++ 2 ∗ 𝑃OOK
1
2 𝑒−( 1

2 𝑆𝑁𝑅)

BPSK 2*bit rate – 2 ∗ 𝑃OOK Not applicable

Because BPSK signals are sensitive to multiple received signals, it is not a viable option when parallelism
is an important aspect of the design. As mentioned in section 3.2.1, polar signals are preferred above unipolar
signals. This leaves us with the choice of the use of FSK, because a single OOK signal typically modulates a
unipolar signal. The FSK modulation will be created by the superposition of two OOK signals.

3.2.3. Channel Generation
A channel is a certain amount of bandwidth reserved for the transmission of a signal around a given carrier
frequency. As long as two channels do not overlap, there exists a complete orthogonality between those two
channels. Because of this, given a certain required bandwidth for the transmission of a signal and the available
bandwidth, it is best to fit as many channels into the available bandwidth as possible, such that pseudo-random
code sets which are transmitted can be orthogonalized more.

In order to determine the available bandwidth, the frequency response of both the Bosch DICENTIS micro-
phones and speakers need to be considered. Given that only the specification sheet of the DICENTISmicrophones
was available, an optimal bandwidth will be determined based on the frequency response and directivity of the
DICENTIS microphone. After which, an assumption will be made on the frequency response and directivity of
the DICENTIS speaker in order to determine if more band may be used.

When analyzing the frequency response and directivity of the DICENTIS microphone from it’s specification
sheet, which is shown in Figure 3.6

Figure 3.6: Frequency response and directivity of Bosch DICENTIS microphone from specification sheet [19]
with an Opening angle: 0, 90 and 180 degrees.

it is found that the least directivity exists between 5 kHz and 12.5 kHz with a maximum directivity of 10 dB
and a fluctuation in frequency response of at most 6 dB. Under 5 kHz, the directivity rapidly increases to at most
35 dB, however the frequency response directly in front of the microphone shows a slow decrease of at most
-3 dB going down to 1 kHz with respect to the 5 kHz point. Above 12.5 kHz, the frequency response rapidly
decreases with at most -20 dB, but the directivity remains relatively constant in this higher frequency range. With
this, the best available band is between 5 kHz and 12.5 kHz, providing 7.5 kHz band.
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Given that a higher bitrate increases the bandwidth requirements of a signal, while it is desirable to decrease
the transmission time of a pseudo-random code as much as possible to avoid issues with echos overlapping, a
trade-off has to be made for the used bitrate. Source [17] recommends a transmission time for a type of pseudo-
random code of less than 50 ms as a trade-off between reverberation and noise cancelling. Given that in the
application of this system, it is assumed that reverberation is a larger issue, the ideal transmission time is assumed
to be 25 ms. In appendix A.1 it is stated that the baseband first null bandwidth is equal to the bit rate for a polar
signal, which means that it is twice the bit rate for an OOK signal. In order fully receive the main lobe of the
transmitted signal at the recommended bitrate to avoid issues with echos, the required bandwidth is two times the
amount of bits sent in one code divided by the total recommended transmission time times the amount of OOK
signals sent, which is 2*2*127/0.025 = 20160 Hz. This is more bandwidth than is plausibly available. Given that
the ends of the main lobe of a received signal contain less energy than the main belly, it was chosen to receive 3/4
of the main lobe which is explained in more detail in section 3.3, which means that the ideal required bandwidth
then becomes 2*1.5*127/0.025 = 15240 Hz, which is still significantly more than available. It was chosen to
decrease the bit frequency of the transmitted OOK codes to 3000 Hz, requiring 2*1.5*3000 = 9 kHz band, which
is a more plausible bandwidth requirement.

Now considering the new required band. Based on the requirements for the filters to adequately separate the
channels of both OOK signals, the choice was made to expand the used band to 10 kHz between 2.5 kHz and 12.5
kHz. The reasons for this design choice will be explained in more detail in section 3.3. This means that the used
centre frequencies are 5 kHz and 10 kHz allowing for a maximum bandwidth of 5 kHz for each OOK signal.

3.2.4. Multiple Codes and Signal Repetition
So far in this section, the generation and modulation of a single code is described. This code to be transmitted
is a 127-bit pseudo-noise polar NRZ code, which transmitted by considering this code as two transposed OOK
signals and modulating each OOK signal with a different carrier frequency. However, there are multiple reasons
to transmit a stream of different generated pseudo-noise code instead of one for every given unit.

The first reason is that when correlating the demodulated received audio data, a larger set of estimations can
be done, thus the estimated propagation delays will converge. The second reason for sending multiple different
codes, is due to the fact that multiple peak detectors can then be implemented which can make uncorrelated esti-
mations towards each other on the propagation delays based on correlating one or multiple pseudo-noise codes.
The benefit to this is explained in more detail in section 3.5.2. In order to ensure the first benefit for all peak
detectors, not only are multiple different codes transmitted, but the stream of different codes is also repeated
multiple times.

When deciding how many different codes to transmit and how many times to repeat the transmission of the
stream of different codes, a trade-off arises between the following things:

• The total transmission time.

• The total amount of convergence of the set of estimated propagation times.

• The increased energy in the signal for the peak detector correlating multiple transmitted codes, increasing
the chance of finding a correct peak under low reverberant conditions.

Given that finding an optimum between these factors is difficult to calculate, it is imposed that the transmitted
signal will be a stream of 10 pseudo-random codes repeated three times. Furthermore, three peak detectors will
be implemented to correlate single codes, sets of 5 codes and sets of 10 codes. Figure 3.7 gives a representation
of the transmitted signal with indicated sets for the code set correlators:
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Figure 3.7: Visual representation of generated code with red and blue indicating the correlation sets of two
different peak detectors.

In Figure 3.7, it is made clear that the first peak detector will produce a set of 30 propagation time estimations,
the second peak detector will produce a set of 6 propagation time estimations and the third peak detector will
produce a set of 3 propagation time estimations. Because each implemented propagation time estimator will
produce a data-set of at least 3, each estimator has an error correcting capability of at least 1 if a significantly
deviating error occurs, which is the reason that a repetition rate of three was chosen. A data stream of 10 random
codes was chosen in a more heuristic fashion based on what produced reasonable results when developing the
system. The reason that three propagation time estimators were chosen is for a similar reason that a code stream
repetition rate of three is implemented. In the case that one estimator produces radically deviating propagation
times, the results from the other estimators can outweigh the deviating estimator. In section 3.5.2, the use of these
three estimators to estimate a most likely propagation time will be explained in more detail.

3.3. Filtering and Demodulation of Received Audio Signals
In order to separate and demodulate the sent signals from each used channel, a set of filters are required. The
filtering can be done by multiple types of filters. To convert the signal back to a baseband signal, another signal
conversion step is required. In this section, the design choices concerning these two points will be covered.

3.3.1. Filter and Window Type
Firstly, a choice is required for which type of filter to be used. Here, IIR and FIR filters can be distinguished.
There is a critical benefit to using a FIR over an IIR filter. This benefit is the linear phase of a FIR filter, which
a IIR filter does not possess [20]. It should be mentioned that it is possible to create local linear phase IIR filters,
however these filters are sensitive to truncation errors and can therefore become unstable [21]. Given that it is
unknown what kind of truncation errors the Bosch DICENTIS system introduces, it is undefined how stable an
IIR filter is for the given application. Because of this, it was chosen to use a FIR filter.

Given that the received signal is a superposition of two OOK signals, a type of windowing is required to
adequately separate the two frequencies of which the two OOK signals consist. These two filtered signals can
then be superpositioned onto each other after filtering. For choosing the correct window type, three criteria need
to be considered:

1. The main lobe in the time domain of the filter transfer function should be as thin as possible.

2. The ratio between the energy in the main lobe in the time domain and the side lobes after the first null-point
should be as high as possible.

3. The filter time should be as low as possible for given filter specifications.

The first design criterium is important due to the fact that short-delay echos should be able to be separated from
the direct-path signal as much as possible. Given that a wide main lobe of the filter can have almost overlapping
signals appear as a single signal due to a spreading effect occurring, by using a filter with a thin main lobe, this
kind of overlapping can be prevented more effectively.
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The second design criterium is based on the fact that a finite length filter in the frequency domain has a infi-
nite length in the time domain. In order to fully represent the filter transfer function in the time domain, infinite
samples would be required. Given that the transfer function will not have an infinite length, it is best to have
most energy of the transfer function of the filter in the time domain concentrated within the chosen window in
the frequency domain. Different window types influence the trade-off between this property and for instance the
’sharpness’ of the filter.

Because a higher order filter requires more computations when computing the convolution between an input
signal and the filter transfer function than a filter with a lower order (due to the fact that each filter order introduces
an extra delay which causes the filter transfer function to increase in length), there is a certain limit to the order
which a filter may have. A design criterium is, that the maximum time for localizing all microphones (at most
120) is 15 minutes. Assuming 10 minutes for computing all distances on a single computing device and imposing
that the computation time of a single filter may at most be 5 percent of the total available computation time, with
at least 2 filters required to recover 1 channel, the maximum computation time for one filter becomes the total
time in seconds times 0.05 divided by two times the maximum amount of units (two filters per audio stream from
one unit), which is 60*10*0.05/(120*2) = 0.125 s. This computation time can vary based on the implementation
of the filter in code, the programming language, computer, OS and other running applications. Because for pro-
totyping purposes, MATLAB is used to develop the distance determining system, an average computation time
for the MATLAB ’filter’ function (when using the coefficients of the designed filter) will be used as reference
after the other design steps are taken.

To design the required filters for a used channel, it is important to define the cut-off frequencies for the two
windows of each channel. For this it is important to define the required frequency for each carrier, the frequency
band available and the minimum amount of separation required to adequately be able to separate the two car-
riers within one channel. As was mentioned in section 3.2.3, the effective best band available is 7.5 kHz with
frequencies between 5 kHz and 12.5 kHz. To determine the required band of one carrier, the required band for
a modulated OOK signal can be considered, given that either a OOK signal for the -1’s or 1’s of the transmitted
code need to be recovered. As is shown in appendix A.1, the band required for the main lobe of a unipolar NRZ
signal is 2R, where R is the bitrate. As stated before, the chosen bitrate for the transmitted signal is 3 kHz. This
means that, in order to fully window the main lobe of the received signal, the required band is 6 kHz. Given
that two windows are required for one channel, it was chosen to use 2.5 kHz extra band between 2.5 kHz and
5 kHz. In this extra band, the directivity of the Bosch DICENTIS microphones increases with 30 dB. This is
somewhat compensated due to the fact that the Bosch DICENTIS speaker can produce more power in the vocal
audio range, given that the speakers are optimized to produce vocal audio. Although not optimal, this is deemed
better than decreasing the bitrate, because as mentioned before, the estimated ideal transmission time is 25 ms.
With a transmission time of 127*16/48000 = 42.3 ms, it is undesirable to decrease the bitrate further.

With a band betweeen 2.5 kHz and 12.5 kHz available, the windows of both filters would be centered around
5 kHz and 10 kHz with a window size of 4.5 kHz where 250 Hz band is used on both sides of each window as
cut-off band. Given the equation for the power spectral density for a unipolar NRZ signal as described in appendix
A.8, considering the baseband signal, the fraction of power in a frequency range 2𝑓𝑏 is:

𝑃𝑓𝑟𝑎𝑐 =
∫𝑓𝑏
−𝑓𝑏

( 𝑠𝑖𝑛(𝜋𝑓𝑇𝑏)
𝜋𝑓𝑇𝑏

)
2

[1 + 1
𝑇𝑏

𝛿(𝑓)] 𝑑𝑓

∫∞
−∞ ( 𝑠𝑖𝑛(𝜋𝑓𝑇𝑏)

𝜋𝑓𝑇𝑏
)

2
[1 + 1

𝑇𝑏
𝛿(𝑓)] 𝑑𝑓

(3.6)

where 𝛿(𝑓) is the Dirac delta function. Numerically solving this equation using WolframAlpha [22] with 𝑇𝑏 =
16/48000 = 1/3000 for 𝑓𝑏 = 2250 and 𝑓𝑏 = 3000 results in 𝑃𝑓𝑟𝑎𝑐 = 0.9444 and 𝑃𝑓𝑟𝑎𝑐 = 0.9514 respectively.
The difference with respect to the total power is 0.9514-0.9444 = 0.007 which is deemed an acceptable relative
loss to justify the chosen window.

The next value to be determined for the chosen windows is power decrease 𝑃𝑠 at stopband frequency 𝑓𝑠. For
this, the worst case power difference between two measurements and the two frequencies of a channel should be
determined. This power difference is expressed with the following function:

𝑃𝑑𝑖𝑓𝑓 = 𝑃𝑑 + 𝑃𝑓𝑚 + 𝑃𝑓𝑠 + 𝑃𝑑𝑚 + 𝑃𝑑𝑠 + 𝑃𝑏𝑠 [dBW] (3.7)
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where 𝑃𝑑 is the power difference caused by the distance between two speakers with respect to a microphone, 𝑃𝑓𝑚
is the power difference caused by the difference in sensitivity of the used microphones for the different modulated
frequencies, 𝑃𝑓𝑠 is the power difference caused by the difference in power that the used speakers can deliver for
the different modulated frequencies, 𝑃𝑑𝑚 is the directivity of the used microphones, 𝑃𝑑𝑠 is the directivity of the
used speakers and 𝑃𝑏𝑠 is the difference in power that the speakers can emit audio with due to a different battery
strength. With the project assumption that the maximum distance between two units is 30 m, 𝑃𝑑 = 10𝑙𝑜𝑔(302) ≈
30 dBW. In Figure 3.6, 𝑃𝑓𝑚 + 𝑃𝑑𝑚 = 35 dBW was found for a maximum frequency-directivity-power difference
between 3 kHz and 10 kHz with 180 degree difference in direction. 𝑃𝑓𝑠, 𝑃𝑑𝑠 and 𝑃𝑏𝑠 are unknown, because the
frequency and directivity characteristics of the speaker of the Bosch DICENTIS system are unknown and because
it is unknown how the battery charge affects the output power of the speaker. Because of this, these power dif-
ferences are assumed based on the knowledge that the DICENTIS system was designed to optimize the relaying
of the vocal audio range. It is also assumed that during the design phase of the Bosch DICENTIS system that
the directivity of the microphone is more optimized than the speakers. With these two assumptions, it is assumed
that 6 dB more power can be relayed around the 5 kHz centre frequency than the 10 kHz centre frequency used to
modulate a pseudo-random code in a channel. Given that when determining 𝑃𝑓𝑚 + 𝑃𝑑𝑚, at 5 kHz the least power
could be received at a 180 degree angle from the microphone, 𝑃𝑓𝑠 = -6 dBW. Furthermore, it is assumed that the
maximum directivity of the Bosch DICENTIS speaker is less than the directivity of the DICENTIS microphone,
thus 𝑃𝑑𝑚 is less than 35 dBW. Lastly, it is assumed that the emitted power from a Bosch DICENTIS speaker will
deviate at most 3 dBW due to different battery strengths. With all power differences determined, the worst case
power difference between two different signals is 𝑃𝑑𝑖𝑓𝑓 = 30 + 35 - 6 + 35 + 3 = 97 dBW. Taking a margin of
error of 3 dBW, 𝑃𝑠 should be more than -100 dBW.

With all filter requirements defined, a suitable window type can be chosen based on the filter requirements and
the defined criteria for the window type. Using the ’filterDesigner’ tool in MATLAB, the most suitable window
type found is the Kaiserord filter window type. Using this window type, the desired bandpass filters around a
centre frequency of 5 kHz and 10 kHz were designed with a passband of 4.5 kHz, a stopband of 250 Hz on each
side and a stopfrequency 𝑓𝑠 power decrease 𝑃𝑠 = -100 dBW. This requires a filter order of 1232. The typical
shape of the filters is shown in Figure 3.8:
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Figure 3.8: Frequency and phase response of the filter for a signal with a 10 kHz carrier frequency.

A mat file was then generated containing the coefficients for the designed filters. The filter speed was then
tested by iterating the filter function 1000 times using the generated filter coefficients and a generated input stream
of 300,000 samples with values equal to 1 at each sample by measuring the time difference of the time stamp
before the filter function and after the filter function using the tic toc time measuring function in MATLAB. The
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average found time difference is 1.0e-04 s. This is significantly below the required of 0.125 s, therefore it can be
stated that the designed filters meet all imposed demands.

3.3.2. Demodulation of Filtered Signals
Because a better auto-correlation can be gained from de-modulating the filtered audio signals, a de-modulation
step is required that recovers a constant-amplitude signal irrespective of the phase in which the modulated signal
arrives. In order to convert the two filtered OOK back into one polar NRZ signal, first the filtered modulated
OOK signals should be described:

𝑠OOKm(𝑡) = 𝑠OOK(𝑡) cos (2𝜋𝑓𝑐𝑡 + 𝜃) (3.8)

Here, 𝜃 is an unknown value and 𝑠OOKm(𝑡) is the modulated 𝑠OOK(𝑡) signal. There are multiple methods to convert
this signal back to 𝐴𝑠𝑂𝑂𝐾(𝑡). One method is to multiply the signal with a complex number to regain a dc centre
frequency in the signal and then filter all ac centre frequencies. Given that it is unknown how powerfull the
computation unit is that will be used for the Bosch DICENTIS system is and it is unknown if the used software
supports complex computations, it was decided that no complex computations should be used. In this case, the
original polar NRZ signal can be recovered using Algorithm 1

Algorithm 1 Demodulation algorithm
1: procedure Dൾආඈൽඎඅൺඍංඈඇ(𝑠OOK1(𝑛), 𝑠OOK-1(𝑛)) ▷ Demodulation of 2 OOK signals
2: for 𝑖 = 1 ∶length(𝑠OOK) do ▷ Multiply OOK signals with Sines and Cosines
3:
4: 𝑠1(𝑖) = (𝑠OOK1(𝑖) cos(𝜔𝑐1(𝑖)))2 + (𝑠OOK1(𝑖) sin(𝜔𝑐1(𝑖)))2 ▷ Square results and add
5: 𝑠−1(𝑖) = (𝑠OOK-1(𝑖) cos(𝜔𝑐2(𝑖)))2 + (𝑠OOK-1(𝑖) sin(𝜔𝑐2(𝑖)))2

6:
7: 𝑠polar = 𝑠1 − 𝑠−1 ▷ Subtract to gain Polar signal
8:
9: function LඈඐPൺඌඌFංඅඍൾඋ(𝑠polar)
10: 𝑅𝑒𝑠𝑢𝑙𝑡 = Output filter ▷ Subtracted OOK signals are filtered
11:
12: return 𝑅𝑒𝑠𝑢𝑙𝑡 ▷ Return demodulated signal

The proof for this step plan is given in appendix A.2. In order to filter the non-baseband signal, a low-pass
filter is used with equivalent characteristics as the filters covered in the previous subsection. This means that
the cut-off frequency used is 2250 Hz and the stop-band frequency 𝑓𝑠 is 2500 Hz. The following block diagram
describes the total demodulation process:
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Figure 3.9: Block diagram of the designed demodulator.

3.4. Signal Detection Method
With the received signals demodulated, the line codes sent still have to be detected from the demodulated signals.
Knowing that multiple signals can be simultaneously sent and can interfere with each other, a method has to be
derived to detect the correct line code within the demodulated signal. There are multiple ways of detecting signals
within the literature. Commonly used methods are by detecting signal energy [23] and by matched filtering. With
the energy detection method it is assumed that the received signal power is larger than the received noise power.
However, when multiple signals are received simultaneously, it is very hard to distinguish the different signals
when using signal detection based on signal energy.
Matched filtering gives the opportunity to search for a reference signal. This is why multiple signals can be
distinguished from any received signal and is the reason why matched filter detection is in this design preferred
over signal strength detection. When a priori the to be detected signal is known, which is the case within this
design, then the matched filter is the optimal detection method [24].
Within the following sections, such a matched filter detection method will be derived.

3.4.1. Matched Filter
Matched filters are linearly designed filters with the purpose to maximize signal strength, while minimizing the
influence of noise on the signal [12]. It should be noted that a matched filter does not preserve the original shape
of the signal, but transforms it to maximize the signal to noise ratio. The matched filter in case of gaussian noise
is stated in equation (3.9), where C is a real positive constant (often used for normalization of the result), s(t) the
known waveform of the signal to be detected and 𝑡0 the time at which the output signal will result in a peak (often
chosen to be 0).

ℎ(𝑡) = 𝐶𝑠(𝑡𝑜 − 𝑡) (3.9)

Knowing that all line codes sent are pseudo-random gaussian noise codes, and assuming that the environ-
mental noise is also gaussian, (3.9) maximizes the SNR for the demodulated signals. When applying matched
filtering to the demodulated signal the following output of the matched filter can be found:

ℎ(𝑛) = 𝑠ref(−𝑛) discrete matched filter, assuming 𝐶 = 1 and 𝑡0 = 0
𝑠out(𝑛) = 𝑠in(𝑛) ⊛ ℎ(𝑛) = 𝑠in(𝑛) ⊛ 𝑠ref(−𝑛)

𝑠out(𝑛) =
∞

∑
𝑘=−∞

𝑠in(𝑘)𝑠ref(𝑛 + 𝑘) (3.10)
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where ⊛ is the convolution between two vectors. When the reference signal 𝑠ref is the same as the demodu-
lated polar signal, then the solution to (3.10) is equal to the autocorrelation function (3.2), which is a delta function
(𝛿(𝑡 − 𝑡0)) shifted in time to the time at which the reference signal and the demodulated input signal completely
coincide. When the reference signal is not present in the demodulated signal, then the solution to equation (3.10)
is the crosscorrelation of two random signals, which is zero, as shown in (3.3). These observations mean that
matched filtering the demodulated signals can be done in two ways. The first is convoluting the signal with a
timeflipped reference signal. The second is numerically computing the cross correlation of the demodulated sig-
nal and the reference signal. Both methods will result in the same output with a maximized SNR.

It should be noted that equations (3.2) and (3.3) are analytically derived equations. This means that any compu-
tational approach to compute these equations will only approach the analytical solution in the limit for increasing
sample sizes. This means that no matter how signals are chosen and what properties they have, there will always
exist convolutive noise, due to the fact that the correlation functions will be numerically computed.

The generalized cross correlation phase transform
To decrease convolutive noise, source [25] provides for a generalized crosscorrelation using a phase transform, to
minimize the convolutive noise. In appendixA.3 a derivation for the generalized cross correlation phase transform
(gcc-phat) is given. It is an ideal function when the to be correlated signals are exactly shifted versions of each
other. In reality the demodulated signals are not exactly shifted versions of the reference signals. This is due to the
fact that the reference signals are the ideal polar line codes, while the demodulated signals have limited bandwidth
and other artifacts due to the channel and modulation/demodulation. When the to be correlated signals are not
exactly shifted versions of each other, then the gcc-phat might fail in producing a single delta function. This is
because, when the to be correlated signals have limited bandwidth, large errors can be introduced by weighting
each frequency with its amplitude. This is due to the fact that the phase in the frequency domain outside of the
signals bandwidth can be random. When using gcc-phat, the random phase are weighted as important as the
phases within the bandwidth of the signal. Within section 4.3.1 it will be checked whether the gcc-phat method
works properly with the bandlimited signals of the designed system.

Implemented matched filter
As explained in section 3.2.4, the transmitted signal for each unit consists of a stream of 10 codes repeated 3
times. The first step in implementing a matched filter is creating the reference signal or signals. It was chosen
to implement three different reference signals containing a single code, a batch of 5 codes and all 10 codes. The
reasoning behind choosing multiple reference signals is given in section 3.5.2.

Theoretically the demodulated signals correspond to the polar line codes. However, due to filtering, not the
whole bandwidth of the linecodes is preserved. This means that a distorted block wave is the output of the de-
modulator. The distorted block wave can be seen as noise superpositioned on a true block wave. This means that
a matched filter with a polar block wave as reference signal will maximize the SNR of the distorted block wave.
To create the reference signal of a single code each bit of the linecode has to be repeated for𝐹𝑠/𝐹bit = 48kHz/3kHz =
16 samples. Within this simple formula, the sample frequency is divided by the bit frequency to obtain the amount
of samples in which a single bit is transmitted.
To create the reference signal consisting of a batch of codes or all codes, the reference signals of each single code
has to be appended to each other with the correct amount of spacing samples between them.

With the reference signals created, the matched filter method can be implemented. As explained in section 3.4.1
the output of the matched filter can be found by correlating the demodulated signal with the reference signal, or
by computing the convolution between the demodulated signal and the time inversed reference signal. Because
in MATLAB there exists an optimized convolution function, optimized for minimum computation time. Since
many matched filter operations have to be done for each unit in the system it is important that each matched filter
operation takes as little computation time as possible. It is for this reason that the matched filter is implemented
using the convolution technique.

3.4.2. Peak Detection Method
After the demodulated signals have been filtered with a matched filter, its output is ideally a signal with easy to
detect delta peaks. However, due to non perfect matching due to convolutive noise and channel noise, the output
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of the matched filter does not only contain peaks, but also noise signals with a certain amplitude. It is the goal of
a peak detection method to detect the correct peaks resembling the delta functions of an ideal matched filter. It
should be taken into account, while designing the peak detection method, that the Bosch DICENTIS system can
be placed in highly reverberant environments. This means that reflections of the to be detected signal can also
be present in the received signal. It is even possible that, due to the directivity of the speakers and microphones
of the different units, the peak resulting from a reflection is larger than the peak resulting from a direct line of
sight path. In the next section a method will be explained, based on threshold determination, that theoretically
will find the correct peak.

Threshold estimation
As stated in the previous section, it can not be assumed that the maximum values of the matched filters output
equal the correct peaks to be detected. It is for this reason that it is common to choose a threshold value above
which different peaks will be compared. The direct path between units is always the shortest path. This means
that the peak, due to the direct path, is always the first peak. After the threshold is estimated, the first peak above
the threshold is estimated to be the detected direct path. It is for this reason that the threshold value is carefully
chosen. If all properties of the different forms of noise present in the signal are known, a theoretically optimal
threshold for detecting peaks can be derived. When the noise is purely zero mean and gaussian the theoretically
optimal threshold is known, as shown in [26].
However, due to the fact that the noise is a superposition of convolutive noise, channel noise and interference
with other codes, it can not be assumed that the present noise after matched filtering is zero mean and gaussian.
It is for this reason that a threshold will be chosen, based on the computed output of the matched filter.

There exist many methods to determine the threshold for the detection of signals. [27]. Many threshold esti-
mation methods are derived for energy detection methods, because these detection methods are very sensitive to
the properties of the present noise.
The method used to estimate the threshold is the quiet time approach, which is specifically designed for the
matched filter. [27] With this approach the output of the matched filter, where it is known that no signal is
present, is correlated with the reference signal. Equation (3.11) is solved numerically to obtain an estimation for
the threshold. Within this equation 𝑤(𝑛) is the noise before the matched filter, where it is known that no signal is
present. It should be noted that the estimated threshold is based on the maximum of the numerical output of the
cross correlation with noise. This maximum value is multiplied with a factor 𝜆f, to set the estimated threshold a
margin above the computed maximum value. This method can be seen as setting a threshold with a margin above
the noise level and it assumes intrinsically that the SNR is positive on a dB scale. The value of the multiplication
factor will be chosen for optimization of either maximizing the detection chance or minimizing the false alarm
chance.

𝜆 = 𝜆fmax(∑
𝑁

𝑤(𝑛)𝑠ref(𝑛 + 𝑘)) (3.11)

Implemented threshold estimation
To implement the threshold estimation, two approaches can be made.

1. Static threshold estimation, while not sending any information through the system.

2. Dynamic threshold estimation. Based on measurements and known characteristics of the signal the thresh-
old can be estimated while doing the TDOA measurements.

The first approach is suboptimal for multiple reasons. The first, as stated in [27], static threshold estimations are
not reliable, because of the uncertainty of noise present in the environment over time. By estimating the threshold,
while not sending signals from other units, the noise due to other units is not taken into account even though this
noise amplitude might be larger than the noise of the environment.

Dynamic estimation of the threshold is the better approach of the two, because it takes the differences of en-
vironmental noise in time and the noise due to other speaker units over time into account. This approach can be
implemented, because the nature of the sent signal is known. As stated in section 3.2.4 the sent signal contains
multiple codes, but more importantly a repetition.
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Figure 3.10: Implemented Threshold Estimation

The first step in the implementation of the dynamic threshold estimation is the determination of where there
is no signal present in the output of the matched filter. Knowing that the sent signal repeats itself multiple times,
intervals can be found in the output of the matched filter, where there is only noise present. Assuming that the
highest peaks in the output signal are because of the correct signal sent (Assuming 𝑆𝑁𝑅 > 1), these so called
noise intervals can be determined. When such a high peak, whether it is a reflection or not, is found, a time
window around this peak can be defined. The time window is chosen such that it is made sure that the direct path
is included in this window. To determine the size of the window, the amount of time that can differ in arrival
times of line of sight (LOS) signals and reflections have to be compared. In (3.12), a way to compute the window
size (in sample count) is given. It computes the window size based on the maximum difference between the line
of sight path and the reflection. It seems reasonable to assume that the maximum difference between different
reflections and the line of sight signal within a 30 × 30𝑚2 room is around 40 m. Assuming that the speed of
sound is 343m

s and a sample frequency of 48kHz, equation (3.12) results in a window size of about 6000 samples.

𝑆w = [max (𝑠r) − 𝑠LOS] 𝐹𝑠
𝑐s

(3.12)

Here, 𝑆w is the window size in samples, 𝑠r is the reflection distance, 𝑠LOS is the line of sight distance and
𝑐s is the speed of sound. When all windows with the to be detected signals are deleted from the output of the
matched filter, then only the intervals with noise are left over. Simply taking the maximum of left over signal and
multiplying it with a certain factor suffices equation (3.11). In Figure 3.10 the implemented threshold detection
can be observed. In this case, the multiplication factor was chosen to be 1.05, implying that the threshold is
estimated 5% higher than the noise amplitude.

As stated before, correlations with different reference signals will be computed. The different reference sig-
nals differ in the amount of codes they contain and effectively the amount of energy the reference signal has. The
difference of these codes is used by the determination of the multiplication factor of the estimated threshold. The
reference signals containing more codes have a larger signal energy resulting in a larger SNR after the matched
filter. As stated in [27] a higher SNR increases the detection chance of a signal. This means that the multiplication
factor for larger reference signals can be chosen to be higher than for smaller reference signals to minimize the
false alarm chance. The smaller reference signals, having a smaller SNR, are still very useful, because they tend
to have a higher time resolution, as is explained in section 3.2.3.
The chosen multiplication factors are:

• 𝜆f = 1.05 for single codes, maximizing the detection chance.
• 𝜆f = 1.40 for small batches of codes, making a tradeoff between maximizing the detection chance and
minimizing the false alarm chance.

• 𝜆f = 2.0 for all codes combined, minimizing the false alarm chance.
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3.5. Estimation of Inter-Unit Propagation Times
Once a set of peaks are detected, this set of data needs to be converted into an appropriate set of arrival times.
After this, an error analysis can be done on the found times from the generated data sets. This section will cover
the generation of estimated time differences with respect to a reference node and the use of multiple estimators
to indicate the change of the done estimations being correct.

3.5.1. Determining Propagation Times
Firstly, from the detected peaks, a set of appropriate times are estimated. For the estimation of the time differ-
ences between receiving a signal at a given microphone with respect to a reference microphone, the assumption
is made that all microphones are synchronized. The audio card used to test the system uses the same clock for
all connected microphones, thus in the test environment utilized, this is indeed the case. For application for the
Bosch DICENTIS system, it is given that all units in the system are synchronized within 100 𝜇s. Given a sampling
frequency of 48 kHz, this means that the inaccuracy of the synchronization is 100 ∗ 10−6/48000 = 4.81 audio
samples. This, assuming a speed of sound of 343 m/s, leads to an inaccuracy of 343*4.81/48000≈ 3.5 cm. Given
that another subgroup in the overarching project is tasked with decreasing this error, for the implementation on
the Bosch DICENTIS system, for our purposes, this inaccuracy is assumed to be 0 cm.

Given that all microphones are effectively synchronized and the peak detection system produces a set of vector
entries from the filtered audio data where a peak is estimated, the propagation delay with respect to a reference
microphone is determined by subtracting the found vector entries from a given microphone recording from the
vector entries of the reference microphone, gaining a vector of propagation delays. This principle is shown in the
following equation:

dpm − dpr =
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Where dpm is the vector containing the sample entries of the detected peaks of a randommicrophone in the system,
dpr is the vector containing the sample entries of the detected peaks of the reference microphone and Δ is the
propagation time of a signal to the randommicrophone in question with respect to the measured propagation times
of the reference microphone. Given that the sample frequency is known to be 48 kHz, the propagation delays can
simply be determined from the known sample delays (Δ) by dividing the sampling delays by 48000. With this,
a set of propagation delays are found for each used microphone for each peak detection done.

3.5.2. Error Analysis
In the implemented peak detection system, three sets of peaks are generated:

• Peaks from each individual found code in a signal.

• Peaks from a set of found codes in a signal.

• Peaks from all found codes in a signal.

This means, after the propagation delay determining step is done, a set of propagation delays are generated for
each microphone used for each of the peak detection systems implemented. Each peak detection system is op-
timized for a different purpose. The peak detector for individual transmitted codes is optimized to have a high
detection rate, but as a result also has a high false alarm rate. The peak detector for the full transmitted set of
transmitted codes is optimized to have a low false alarm rate, but as a result also has a low detection rate. The
peak detector for a set of transmitted codes is optimized in terms of detection rate and false alarm rate to be in the
middle of the other two. The reason for this optimization lies with the SNR of the detected signals for each peak
set. Using only one code when doing a peak detection, the SNR is the lowest, however the resolution of the found
peaks is the highest. With this it is meant that blurring due to interfering reflections is minimized, given that
the amount of reflections overlapping decreases as the transmission time of the to be correlated code decreases.
Because of this, single code autocorrelations can best be used to get a wider range of potential propagation times
with a high resolution, then to search for a specific correct one with a larger chance of not detecting the right
signal. The opposite argument can be given for the autocorrelation estimator for full sets of codes, because here
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the SNR is the highest (given more energy in the signal over which a correlation is done). However, in this case
the resolution of the estimations is the lowest, given that the chance of the signal consisting of multiple codes
overlapping with a reflection has increased, thus the chance of blurring occurring also has increased. Because of
this, in the other extreme, this peak detection system is optimized to make use of the higher SNR to gain a better
scope of where a correct peak occurred.

Given that the codes to be detected are an estimation of white noise and are therefore (to an extent) uncor-
related, a set of approximated white noise codes also form an approximated uncorrelated code with respect to
the other code sets. Because of this, the peak detectors also are estimated to be uncorrelated. This means that
with three detected sets of peaks, three uncorrelated estimations are done for the propagation delays for each used
microphone. However, the three estimators are not independent, given that if one estimator finds a peak, the
chance of the other two also finding that peak increases. This is the second core principle of why multiple peak
estimators in the form of detectors are used.

To show why using multiple peak detectors in the way implemented also increases the chance of finding a
correct peak, the peak detector correlating single codes is called p1, the peak detector correlating sets of codes
is called p2 and the peak detector correlating all sent codes is called p3. The following table indicates a set of
events that can occur related to peak detector p1, p2 and p3:

Table 3.4: Event Names

Detector Name Event Where Detector Detects Peak(s) Event Where Detector Detects Correct Peak
p1 A’ A
p2 B’ B
p3 C’ C

The estimation given by p1, p2 and p3 is weighted based on the amount of codes that are correlated. This
means that an estimation given by p1 has a weight of 1 whereas an estimation given by p3 has a weight of 10,
given that a correlation is done over 10 codes. Given the way p1, p2 and p3 are optimized, P(A’) > P(B’) > P(C’)
and P(A) < P(B) < P(C). Because p1, p2 and p3 are not independent, P(𝐵′

𝐴) > P(B) and P(𝐶′
𝐵) > P(C). Because

of this, the chance of finding a correct peak has increased because P(A’) > P(B’) > P(C’). Furthermore, Given that
P(𝐴 ̄𝐵′ > 0 and P(𝐵 ̄𝐶′ > 0, the overall chance that a correct value is found among the three estimators is higher
than that of the individual estimators. Given P( ̄𝐴) > P(𝐵̄) > P( ̄𝐶), the weighing factor is given for results from
p1, p2 and p3, such that the chance of a wrong detected peak outweighing a correct detected peak is minimized,
but the chance of a correct peak being found is increased.

After p1, p2 and p3 detect a set of peaks correlating to a set of propagation times, the detected peaks are
compared. Given that a set of 10 different codes is repeated 3 times in order to decrease the chance that any
single measurement error dominates the list of the detected peaks from p1, p2 and p3, the three sets of estimated
propagation times from peak detector p1, p2 and p3 will always contain a list of multiple estimations. The
comparison occurs by first appending the found propagation times from p1 to the list of found propagation times
for eachmicrophone, after which the found propagation times from p2 are compared to p1, such that the resolution
of the propagation times of p1 remain used, and if significantly differing propagation times are found from p2,
these times are appended to the list. The same process occurs for the propagation times from p3, but now with
respect to p1 and p2. The occurrence of a certain propagation time, as mentioned before is weighted based on
occurrence and the weighing factor of the peak detector. Once all propagation times are listed, their weight
relative to the total weight of all weighted propagation times is calculated. This is then presented as the estimated
chance of each found propagation time being correct.
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Results

4.1. Measurement Setup
In every measurement, the setup consisted of the use of a Bosch unit speaker, where the router to which the
unit was connected had it’s analog input connected to a Focusrite 18i20 audio interface. This audio interface is
connected via a USB connection to a laptop running the written localization program in MATLAB. Furthermore,
a set of AKG C417 microphones are used, which are a replacement for the Bosch DICENTIS microphones due
to practical reasons around the access of the software stack of the DICENTIS system. In total, 8 microphones are
connected to the audio interface. All devices connected to the audio interface are synchronized, such that when
a command is given in MATLAB to transmit and/or record, this occurs synchronous for all connected devices.
Given that once audio is presented to the DICENTIS router, the data is not relayed with a fixed offset towards the
speaker. Because of this, TDOAmeasurements are done between the connectedmicrophones. Onemicrophone in
any given setup is then chosen to be the reference microphone, in which case all other microphone measurements
are with respect to that reference microphone.

4.2. Filtering and Demodulation
In order to test the demodulator, a known audio signals are presented at the input. Figure 4.1a shows the recorded
audio data that is presented at the input of the demodulator. When analyzing the output of the demodulator in the
time domain, which is shown in Figure 4.1b, the original square wave signal is clearly visible in the output signal
for close range audio measurements and reasonably well in longer range measurements. However, a rippling
effect is also noticeable, which indicates that the high frequency components of the signal have been filtered out.
This coincides with the expectation, given that the demodulator has filtered a band of 4.5 kHz, while the band
of the transmitted signal was 6 kHz. This is shown more clearly in Figure 4.1c, where the recovered baseband
signal is compared to the generated reference signal. In this figure it is clearly visible that in all cases, the signal
is preserved within a 4.5 kHz bandwidth whereas the rest of the signal is filtered out. Given these results, it is
clear that the demodulator functions as predicted.

An interesting observation done, is the fact that in Figure 4.1c, the energy in the baseband signal is more
concentrated towards DC than in the original signal. This can be explained by the fact that the speaker transmits
less power for one of the carrier frequencies. Another explanation is that the microphones can be more sensitive
to one of the carrier frequencies. This means that the demodulated signal will no longer have a zero-mean, thus
an extra DC component is introduced into the signal. This zero-mean offset can also be observed at the output in
the time domain, where a small positive offset is observable. This means that the carrier of the -1’s in the signal
was dampened more than the carrier of the 1’s. This dampened carrier is the 10 kHz carrier, given that the OOK
signal containing the -1’s was modulated onto a 10 kHz carrier. This means that frequencies around 10 kHz are
dampened more than frequencies around 5 kHz in the current setup.

25
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(a) Time domain input of the demodulator

(b) Time domain output of the demodulator

(c) Frequency domain of the output of the demodulator
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4.3. Signal Detection
4.3.1. Matched Filter vs Gcc-Phat
As stated in section 3.4.1, gcc-phat can be used in wide band signals to minimize the convolutive noise of a
matched filter. To test whether this method can be used in the designed system, where limited bandwidth is
available, two tests are done. Within the first test, ideal polar signals are used to compare the two methods.
Within the second test, demodulated audio signals are used. As can be seen in Figure 4.2, the gcc-phat method
is more accurate than the matched filter when ideal signals are used. This is because ideal signals contain a very
large bandwidth and phase errors are not amplified. However, with the case of the demodulated audio signals, the
gcc-phat method performs worse than the matched filter. This is because of the band-limited signals, due to the
filtering process. For this reason, the implemented detection method is only a matched filter and no use is made
of the gcc-phat method.

Figure 4.2: Matched Filter vs Gcc-Phat

4.3.2. Implemented Matched Filter
In Figures 4.3a, 4.3b and 4.3c a correlation using the previously described three different peak detectors is done.
In Figure 4.3a, a correlation is done using one pseudo-random code, in Figure 4.3b, a correlation is done using
using 5 codes and in Figure 4.3c, a correlation is done using 10 codes. The first thing noticeable is that the rel-
ative noise with respect the auto-correlation peak decreases as the amount of correlation codes increases. This
makes sense, given that the SNR increases due to the fact that more energy is in the correlated signal if more
pseudo-noise codes are used as reference signal.

What is also noticeable, is that the observed noise mainly occurs in intervals, this is most likely due to the
fact that the observed noise in part is the cross-correlation between other transmitted pseudo-noise codes. This
noise is due to the fact that the cross correlation is numerically estimated.
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(a) Matched filter output, reference signal is a single code

(b) Matched filter output, reference signal is a batch of 5 codes

(c) Matched filter output, reference signal is all codes combined

Figure 4.3: Matched filter outputs for different reference signals
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4.3.3. Peak Detection Method
The peak detectionmethod used, is based on dynamically estimating it’s value abovewhich peaks will be detected.
In most of the cases the threshold estimation works properly, as can be seen in Figure 4.4. However, as is shown
in Figure 4.5, the estimation of the threshold might fail. In this case the threshold is estimated to be larger than
any sample in the signal and the three expected peaks can not be detected. Because of this, an alternative peak
detection threshold is utilized for this scenario, where within the window of a local maximum, as shown in Figure
4.5, all peaks are considered which are above 75% of that local maximum. In this case, 75% is purely heuristically
chosen.

Figure 4.4: Correct threshold estimation

Figure 4.5: Failed threshold estimation

4.4. Determining Propagation Times
With the propagation times computed by the designed system, it is critical to investigate whether the computed
propagation times are reliable. To verify the computed results, next to propagation times, estimated distances
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are computed. Knowing that time and distance are linearly proportional to each other by means of the speed of
sound, measured distances give an accurate representation of the results. Mainly 2 different setups are used to
determine the accuracy of the designed system:

1. A 1D problem. A line is drawn on the ground, to which the microphones of the system are attached. The
TDOA timing measurement is directly proportional to the distance between the microphones. This setup
is used to determine the direct line of sight performance for long distances and to investigate whether the
system is reliable when multiple sources are sending simultaneously).

2. A 3D problem. A cube-like measurement setup is created, where the microphones are put on the corners
of the cube with sides of roughly 1.5 m in length, as is shown in Figure 4.6. This setup is placed in a
typical office environment and is used to determine if the directivity of the speaker has great impact on the
overall performance of the system. As the exact microphone locations and the exact unit locations can not
be accurately measured in the given setup, these measurements should show the same order of magnitude
standard deviations, although they can exceed the required 3 cm.

Figure 4.6: Measurement setup in the form of a cube

4.4.1. Error Analysis
1D Setup for multiple Distances
For the 1D setup, multiple measurements were done at different distances from the microphones. Within a straight
line the Bosch DICENTIS unit was put either 5m or 25m away from the receiving microphones. In both cases,
distance estimations were done and compared to the correct measured distance. Also the estimator for the reli-
ability of the measurement is compared to the fraction of correct amount of measurements divided by the total
amount of measurements. Table 4.2 shows that the estimated reliability of the measurement is almost equal to
the fraction of total correct measurements. This gives a good indication that the found timing/distance values are
accurate.

Table 4.1: Average estimation errors

Measurement
Distance Mean Position Error [m] Variance Error [m]

5m -0.0077m 5.2 ∗ 10−5

25m -0.0280m 1.91 ∗ 10−4

The fact that the mean of the 25m distance measurement is not zero, can probably be attributed to the use of
a constant speed of sound, which can differ from the real physical speed of sound. The variance of the error is at
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most 2∗10−4, which results in a standard deviation of about 1.5cm. As stated in 2.2, the standard deviation should
be less than 3 cm, as is the case. Overall it can be stated that the system, when under line of sight conditions,
works within specified requirements up to at least 25 meters.

Table 4.2: 1D Distance measurements and estimator comparison

Measurement distance 5m Distance 25m Distance

Estimated chance
of correct measurement

Fraction correct
measured distances

Estimated
Distance
[m]

Correct
Distance
[m]

Estimated chance
of correct measurement

Fraction correct
measured distances

Estimated
Distance
[m]

Correct
Distance
[m]

Reference Mic 1 1 1 0 0 1 1 0 0
Mic 2 0.9181 0.9181 0.3379 0.34 0.7861 0.8003 0.3195 0.34
Mic 3 0.9250 0.9250 0.6458 0.65 0.7764 0.7907 0.6236 0.65
Mic 4 0.9222 0.9222 0.9106 0.91 0.7528 0.7572 0.8858 0.91
Mic 5 0.9083 0.9083 1.1663 1.18 0.7986 0.8086 1.1371 1.18
Mic 6 0.8597 0.8597 1.3901 1.4 0.7611 0.7463 1.3662 1.4
Mic 7 0.9389 0.9389 1.6818 1.7 0.8042 0.8129 1.6642 1.7
Mic 8 0.9472 0.9472 1.9859 2.0 0.7875 0.7900 1.9593 2.0

1D Setup for multiple sources
The propagation time estimation system is designed to have multiple sources sending their codes simultaneously.
To test if multiple codes are indeed distinguishable, multiple units are used to send different codes simultaneously.
In Table 4.3 the results of the use of multiple sources can be observed. Within this measurement two units were
set on different distances from the microphones (3m,5m) and only one of the units is being detected by the system.
Table 4.3 shows that the distance estimation is still accurate to about a centimeter and that the variance is less
than 2 ∗ 10−4. This means that the standard deviation of the errors is about 1.5cm and is less than the maximum
3cm standard deviation, required by section 2.2. It is therefore concluded that the system is able to distinguish
the different simultaneously sent codes from multiple sources, which improves the total measurement time, as
measurements can be done in parallel.

Table 4.3: Distance measurements with multiple sources sending simultaneously

Microphone Average Distance [m] Correct Distance [m] Mean Position Error [m] Variance Error [m]
Reference Mic 1 0 0 0 0
Mic 2 0.3293 0.34 -0.0107 2.7858 ∗ 10−5

Mic 3 0.6468 0.65 -0.0032 5.322 ∗ 10−5

Mic 4 0.9147 0.91 0.0047 9.91 ∗ 10−5

Mic 5 1.1681 1.17 -0.0019 1.126 ∗ 10−4

Mic 6 1.3951 1.4 -0.0049 1.49 ∗ 10−4

Mic 7 1.6975 1.7 -0.0024 1.55 ∗ 10−4

Mic 8 1.9812 2.0 -0.0188 1.26 ∗ 10−4

3D Setup
When it comes to the 3D setup, as is expected, slightly less performance has been achieved due to inaccurate
position measurements. Because of the directivity of the speaker and the way the Bosch DICENTIS units are
designed, there is not always a direct line of sight from speaker to microphone. In Figure 4.7, results are shown in
which all errors of eachmeasurement are listed. It is indicated that multiple measurements result in errors between
0.05 m and 0.1 m. Still, it is found that the mean error is -0.004m, but the variance is a bit larger, 0.01m, which
results in a standard deviation of 10 cm. This standard deviation is larger than the required standard deviation of 3
cm. However, as stated before, this can partly be attributed to the inability of measuring the reference nodes with
an accuracy of less than 4 cm with the equipment available. This means that the computed standard deviation of
10 cm is not accurate for the exact standard deviation of the exact position. Since most errors are still contained
within 0.1 m of the inaccurately measured nodes and the errors are of the same magnitude as is the case with the
1D setup, this shows that the system is likely to perform according to the accuracy requirements 2.2 in a properly
measured 3D setup.
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Figure 4.7: Histogram of errors in 3D measurement setup

4.5. Estimation Improvement by means of Multiple Estimators
Using the same generated data as was used in section 4.4.1, an analysis is done on the overall improvement of
the propagation time estimation system due to the use of multiple uncorrelated propagation time estimators (with
abbreviations mentioned in section 3.5.2) instead of just one. Here, the accuracy of the individual estimators is
compared to the accuracy of the total estimator. From this, the error correction improvement can be calculated.
From the 240 conducted measurements combining all microphone measurements and all distance measurements,
the results are shown in the Table 4.4:

Table 4.4: Correct estimations from specific estimator sets

Results from sets of peak detection estimators Amount of correct results from estimator set
Total Estimator 205
Only p1 and not p2 and p3 1
Only p2 and not p1 and p3 0
Only p3 and not p1 and p2 0
Only p1 and p2 and not p3 0
Only p1 and p3 and not p2 0
Only p2 and p3 and not p1 4
Both p1, p2 and p3 201

As is mentioned in section 4.4, p1 is the peak detection estimator where only single codes are correlated, p2
is the peak detection estimator where sets of 5 codes are correlated and p3 is the peak detection estimator where
sets of 10 codes are correlated.

The final estimator estimates 205 propagation times correct within a 5 cm margin of error, although in only
201 cases, all three of the individual estimators estimate the correct propagation time. This means that 4 correct
estimations in the total estimator were due to the fact that multiple individual estimators were weighted such that
the correct result can still be found, even if a single estimator fails. The total estimation improvement 𝐸𝑖 can be
calculated using equation (4.1):

𝐸𝑖 = 𝐸𝑚𝑐
𝐸𝑡

(4.1)

where 𝐸𝑚𝑐 is the amount of wrong estimations (considering the three individual estimators) corrected in the
total estimator and 𝐸𝑡 is the amount of wrong estimations considering the case of all three individual estimators
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having to be correct. This results in an improvement of 4/39 = 0.1025, which is considered significant. These
results prove that the use of multiple uncorrelated estimators improves the overall performance of the system, as
is expected.

4.6. SNR of Total System
With the whole system implemented and tested, it is good to know the SNR gain of the complete system. To de-
termine the system signal to noise ratio, a measurement is done, while white noise is imposed on the environment
of the system, while a single code is repeatedly sent for three times. The signal to noise ratio will be numerically
computed within three stadia of the system:

1. The input phase. In this phase the input SNR will be determined.

2. After the demodulator. The SNR gain of the demodulator will be determined.

3. The output of the matched filter. This is the output of the whole system. The gain in SNR with respect to
the input SNR is the SNR gain of the complete system.

The different wave-forms in the different stadia of the system can be observed in Figure 4.8. It is easily observed
that a significant SNR gain is achieved with the signal. To quantify this gain, the average noise power and average
signal power are computed in each state of the signal.

Figure 4.8: SNR determination, based on imposed white noise in the environment

In (4.2) the average signal power 𝑃 is computed of signal 𝑥(𝑛). Knowing the reference signal, the intervals,
in which noise is the only source, are easily recognized, as can be observed in Figure 4.8

𝑃 = 1
𝑁1 − 𝑁0 + 1

𝑁1

∑
𝑛=𝑁0

(|𝑥(𝑛)|)2 (4.2)

In Table 4.5 the computed signal to noise ratio’s are shown. It is found that the designed system has a relatively
large noise rejection with regard to the signal power. This large increase in SNR is to be expected from a matched
filter, which maximizes the SNR given that the noise is Gaussian, as is the case with white noise.
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Table 4.5: Computed SNR for different stadia of the system

Stadium of system Computed SNR Relative gained SNR
with regard to the input

Input Signal 2.4 dB —-
Output Demodulator 6.1 dB 3.7 dB
Output Matched filter 34 dB 31.6 dB



5
Discussion and Conclusion

5.1. Discussion
In the results, it was found that the estimator for the accuracy of measurements proves reliable 2.2. In most cir-
cumstances, a correct chance of a measurement being reliable with a standard deviation of 3 cm is given. This
means that the produced weighing factor for the estimated audio propagation times can be taken into account
when processing the presented data further. Furthermore, it is observed that using multiple codes with multiple
peak detection estimators increases the amount of correct results by an acceptable margin. This means that in
most cases, the system produces sufficiently accurate measurement results within the bounds of the program of
requirements 2.2. However, as is mentioned in the results, under certain conditions where the speaker of a unit
is not facing measuring microphones, the system proves less reliable due to a decrease in received signal power.
Because of this, for the next iteration of this system, received signal power should be taken into account when
determining the accuracy of a set of measurements. However, under typical conditions where a speaker is facing
a recording microphone and there is sufficient line-of-sight, the requirements concerning the required accuracy
and speaker-microphone distance are fulfilled 2.2.

Considering the required scalability of the system in the program of requirements. Given the limitations in
implementation freedom that was available for the Bosch DICENTIS system, no significant tests were conducted
to fully test this scalability. However, it was tested how well the system can function with multiple transmitted
signals at multiple distances, and as is shown in the results 4.4.1, this is adequate for relatively small distances
between different speakers. However, for larger relative distances, it is predicted based on figure 3.4, another
form of signal separation is required. The reason that less attention is placed into this issue, is because it can
not adequately be tested, thus optimizing performance of the system for single codes is prioritized. A potential
method for removing dominating codes from a signal, is by subtracting that code from the signal after the dis-
tances for that code are analyzed. This is something that should be looked into for the next iteration of this system.
However, given that the framework for the scalability of this system does adequately function, the requirement
for this system to be scalable up to 120 units is considered to be fulfilled for the prototyping purpose of this first
version.

With the non-functional requirements for the system covered, the functional requirements for the propagation
time estimation system should be addressed. Firstly, the duration of the estimation system should be covered. Al-
though this time is not specifically measured, the typical time duration for a measurement using one speaker and
8 microphones including computation times is roughly 8-10 seconds and the measurement time only is roughly
2-3 seconds. In a final implementation that fully functions in parallel consisting of 120 units, the measurement
time of the system is constant, however the computation time for multiple units scales an a roughly linear fashion
for the computation of the data from one unit, and therefore scales quadratically for the computation of data from
all units. The current system does not scale to the required computation times. However, given that the system
is prototyped in MATLAB and the code is also not optimized in any way for decreasing computation time, given
that functionality for the currently implemented prototype is given priority, it is expected that the propagation
time estimation system can be made significantly faster. Therefore the requirements concerning the speed of the
system are expected to be able to be met once the system would be implemented in the Bosch DICENTIS system,
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but it should be noted that this is currently not the case.

Looking at the requirement for integrateability of the designed system into the BoschDICENTIS hardware, the
system is designed such that very little extra requirements are imposed on the current Bosch DICENTIS systems
software. The propagation time estimation system can work with the current Bosch DICENTIS system if it is
made possible to receive individual recorded audio signals from units and if it is made possible to send individual
audio signals to DICENTIS units to be transmitted. Receiving individual recordings should be possible hardware
wise, given that the router of the system also receives individual recorded audio signals, thus the router only needs
to relay these signals further. Concering the ability to transmit different audio signals to each DICENTIS unit,
with the currently implemented FPGA on each DICENTIS unit handling transmission of audio, it is assumed that
the FPGA implementation can be altered such that individual audio streams can be stored on each unit, although
it should be said that this is not fully confirmed by Bosch.

5.2. Conclusion
For the development of a propagation time estimation system subsystem, a prototype has been developed that
produces acceptable results under the imposed conditions in the program of requirements section concerning ac-
curacy and range. However, given that the currently implemented prototype is not yet a final version, certain
requirements are taken more into account than others.

The requirements for the system aimed for in the currently implemented protype are fulfilled. Although this
is the case, for the final version of the propagation delay estimator to fully meet all posed requirements, the main
issues that still need to be addressed are speed and scalability. The currently implemented prototype is not suffi-
ciently fast to meet the requirements concerning speed for a larger set of units. Also, for individual code streams
to be fully separable under extreme conditions, the subtraction of received demodulated codes from an audio
signal after being analyzed should be looked into.

The main requirement focused on in the design of the currently implemented prototype is accuracy. In order
to achieve the required accuracy with a standard deviation of 3 cm, the design of the system is mainly focused
around robustness. For this, uncorrelated peak detection estimators are implemented to not only increase the
resolution of times related to estimated peaks, but also decrease the error rate of the system. In order for the peak
detectors to produce higher estimated auto-correlation peaks, repeated pseudo-noise code streams are transmitted.
The implementations, as is shown in the results, have indeed resulted in an acceptably robust and accurate system.
With this, the designed prototype is considered a success.



A
Appendix

A.1. Bandwidth of UniPolar and Polar Line Codes
There exist different forms of line codes. Commonly used line codes are polar (binary symbols are 1’s and -1’s)
and unipolar (binary symbols are 1’s and 0’s) non return to zero (NRZ) codes. NRZ means that during the symbol
time the digital signal does not go to zero, as would be the case in return to zero codes (RZ). Within this section
the power spectral densities (𝒫𝑠) of the different NRZ codes will be given. RZ codes are not considered, because
they contain less power in their main lobe.

A.1.1. General PSD of binary signals
Every digital signal 𝑠(𝑡) can be represented by (A.1).

𝑠(𝑡) =
∞

∑
𝑛=−∞

𝑎𝑛𝑓(𝑡 − 𝑛𝑇𝑠) (A.1)

where 𝑠(𝑡) is the digital signal, the set 𝑎𝑛 is the set of random data, f(t) the symbol pulse shape and 𝑇𝑠 the
time a single bit needs. As proven in [12] the Power Spectral Density (PSD) of the signal, as posed in (A.1), can
be expressed as followed:

𝒫𝑠 = |𝐹(𝑓)|2
𝑇𝑠

∞
∑

𝑘=−∞
𝑅(𝑘)𝑒𝑗2𝜋𝑘𝑓𝑇𝑠 (A.2)

Where 𝐹(𝑓) is the Fourier transform of 𝑓(𝑡), f the frequency variable and 𝑅(𝑘) is the autocorrelation of
random set 𝑎𝑛 as defined in equation A.3. In (A.3) 𝑃𝑖 is the chance that a certain product 𝑎𝑛𝑎𝑛+𝑘 can occur and
I the total amount of different occurrences of the same product. Using equation A.2 the Power Spectral Density
of unipolar and polar NRZ signals can be found.

𝑅(𝑘) =
𝐼

∑
𝑖=1

(𝑎𝑛𝑎𝑛+𝑘)𝑖𝑃𝑖 (A.3)

A.1.2. Unipolar NRZ
To compute the PSD of unipolar NRZ two properties have to be examined of the signal. First the symbol pulse
shape (𝑓(𝑡)) and the autocorrelation of the random set 𝑎𝑛.
For NRZ signals the symbol pulse shape is defined as a rectangular pulse shape. The Fourier transform of the
rectangular pulse shape can be defined as in (A.4), where 𝑇𝑏 is the symbol send time.
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𝐹(𝑓) = ∫
𝑇𝑏/2

−𝑇𝑏/2
1𝑒−𝑗𝜔𝑡𝑑𝑡

𝐹(𝑓) = 𝑒−𝑗𝜔𝑇𝑏/2 − 𝑒𝑗𝜔𝑇𝑏/2

−𝑗𝜔

𝐹(𝑓) = 𝑇 sin(𝜋𝑓𝑇𝑏
𝜋𝑓𝑇𝑏

𝐹(𝑓) = 𝑇 sinc(𝜋𝑓𝑇𝑏) (A.4)

With the Fourier transform of the symbol pulse shape defined, the autocorrelation of the unipolar set 𝑎𝑛 has
to be computed. Assuming that both binary symbols are equally likely to occur and that the values of the symbols
can only be 1’s or 0’s, the autocorrelation of the random set can be computed using equation A.3. Two different
cases are compared,𝑅(0) and the general𝑅(𝑘). For𝑅(0) two possible values can occur equally likely. A symbol
can be either 1 or 0, so the autocorrelation can be defined as following, with the different possibilities defined in
Table A.1:

𝑅(0) =
2

∑
𝑖=1

(𝑎𝑛𝑎𝑛)𝑃𝑖 = 1
2 (A.5)

Table A.1: Possibilities of inter signal product (𝑎𝑛(𝑘)𝑎𝑛(𝑘))

Possible symbol value Signal A:
1

Signal A:
0

Signal B: 1 1 –
Signal B: 0 – 0

When k does not equal 0, then there are four possible combinations of symbols with equal chance of occurance,
resulting in the following autocorrelation with the different possibilities defined in Table A.2:

𝑅(𝑘) =
4

∑
𝑖=1

(𝑎𝑛𝑎𝑛+𝑘)𝑃𝑖 = 1
4 (A.6)

Table A.2: Possibilities of inter signal product (𝑎1(𝑛)𝑎2(𝑛 + 𝑘)

Possible symbol value Signal A:
1

Signal A:
0

Signal B: 1 1 0
Signal B: 0 0 0

Combining (A.5) and (A.6) results in the following autocorrelation function for the unipolar signal:

𝑅(𝑘) = {
1
2 , 𝑘 = 0
1
4 , 𝑘! = 0 (A.7)

Combining (A.2) and (A.7) the PSD of a unipolar signal can be defined as followed:

𝒫Unipolar NRZ = 𝑇𝑏
4 (sin(𝜋𝑓𝑇𝑏)

𝜋𝑓𝑇𝑏
)

2
[1 +

∞
∑

𝑘=−∞
𝑒𝑗2𝜋𝑘𝑓𝑇𝑏]

∞
∑

𝑘=−∞
𝑒𝑗2𝜋𝑘𝑓𝑇𝑏 = 1

𝑇𝑏

∞
∑

𝑛=−∞
𝛿(𝑓 − 𝑛

𝑇𝑏
)

Since sinc(𝜋𝑓𝑇𝑏) = 0 at f = n/𝑇𝑏 for n !=0 we conclude:

𝒫Unipolar NRZ = 𝑇𝑏
4 (sin(𝜋𝑓𝑇𝑏)

𝜋𝑓𝑇𝑏
)

2
[1 + 1

𝑇𝑏
𝛿(𝑓)] (A.8)
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From (A.8) it can be concluded that the first Null Bandwidth of a unipolar signal is at 1
𝑇𝑏
, which equals the

bit rate of the signal.

A.1.3. Polar NRZ
The computation of the PSD of Polar NRZ signals is very similar to the computation of the PSD of Unipolar
NRZ signals. The same symbol pulse shape is used, which means that equation (A.4) also holds for Polar NRZ
signals. Only the autocorrelation function changes. Again the autocorrelation will be computed using (A.3). Two
different cases are compared, 𝑅(0) and the general 𝑅(𝑘). For 𝑅(0) two possible values can occur equally likely.
A symbol can be either 1 or -1, so the autocorrelation can be defined as following, with the different combination
possibilities defined in table A.3:

𝑅(0) =
2

∑
𝑖=1

(𝑎𝑛𝑎𝑛)𝑃𝑖 = 1 (A.9)

Table A.3: Possibilities of inter signal product (𝑎𝑛𝑎𝑘)

Possible symbol value Signal A:
1

Signal A:
-1

Signal B: 1 1 –
Signal B: -1 – 1

When k does not equal 0, then there are four possible combinations of symbols with equal chance of occur-
rence, see Table A.4, resulting in the following autocorrelation:

𝑅(𝑘) =
4

∑
𝑖=1

(𝑎𝑛𝑎𝑛+𝑘)𝑃𝑖 = 0 (A.10)

Table A.4: Possibilities of inter signal product (𝑎𝑛𝑎𝑘)

Possible symbol value Signal A:
1

Signal A:
-1

Signal B: 1 1 -1
Signal B: -1 -1 1

Combining (A.9) and (A.10) results in the following autocorrelation function for the polar signal:

𝑅(𝑘) = {1, 𝑘 = 0
0, 𝑘! = 0 = 𝛿(𝑘) (A.11)

Combining (A.2) and (A.11) the PSD of a polar signal can be defined as followed:

𝒫Polar NRZ = 𝑇𝑏(sin(𝜋𝑓𝑇𝑏)
𝜋𝑓𝑇𝑏

)
2

(A.12)

From (A.12) it can be concluded that the first Null Bandwidth of a unipolar signal is at 1
𝑇𝑏
, which equals the

bitrate of the signal.

A.2. Demodulating two OOK signals to original polar NRZ signal
Given two modulated OOK signals 𝑠OOKm1(𝑡) and 𝑠OOKm2(𝑡), where 𝑠OOK1(𝑡) + 𝑠OOK2(𝑡) = 𝑠original, the following
steps can be applied to regain the original signal:

Firstly the modulated OOK signals are considered as follows:

𝑠OOKmn(𝑡) = 𝑠OOKn(𝑡)
1
2 [𝑒𝑗(2𝜋𝑓𝑐𝑛𝑡+𝜃) + 𝑒−𝑗(2𝜋𝑓𝑐𝑛𝑡+𝜃)] (A.13)
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Multiplying this signal with a cos gives the following result:

𝑠OOKn(𝑡)
1
4 [𝑒𝑗(2𝜋𝑓𝑐𝑛𝑡+𝜃) + 𝑒−𝑗(2𝜋𝑓𝑐𝑛𝑡+𝜃)] [𝑒𝑗(2𝜋𝑓𝑐𝑛𝑡) + 𝑒−𝑗(2𝜋𝑓𝑐𝑛𝑡)]

= sOOKn(𝑡) 1
4 [𝑒𝑗(4𝜋𝑓𝑐𝑛𝑡+𝜃) + 𝑒−𝑗(4𝜋𝑓𝑐𝑛𝑡+𝜃) + 𝑒𝑗𝜃 + 𝑒−𝑗𝜃]

= sOOKn(𝑡) 1
2 [cos (4𝜋𝑓𝑐𝑛𝑡 + 𝜃) + cos (𝜃)] (A.14)

Squaring this signal gives the following result:

1
4𝑠OOKn(𝑡)2 [cos (4𝜋𝑓𝑐𝑛𝑡 + 𝜃)2 + cos (𝜃)2 + 2 cos (𝜃) cos (4𝜋𝑓𝑐𝑛𝑡 + 𝜃)] (A.15)

Given that 𝑠OOKn(𝑡) is a random signal consisting of only 1’s and 0’s or -1’s and 0’s, the above equation can also
be expressed as:

1
4 |𝑠OOKn(𝑡)| [cos (4𝜋𝑓𝑐𝑛𝑡 + 𝜃)2 + cos (𝜃)2 + 2 cos (𝜃) cos (4𝜋𝑓𝑐𝑛𝑡 + 𝜃)] (A.16)

Now the same steps are repeated, however the modulated OOK signal is now multiplied with a sin:

𝑠OOKn(𝑡)
1
𝑗4 [𝑒𝑗(2𝜋𝑓𝑐𝑛𝑡+𝜃) + 𝑒−𝑗(2𝜋𝑓𝑐𝑛𝑡+𝜃)] [𝑒𝑗(2𝜋𝑓𝑐𝑛𝑡) − 𝑒−𝑗(2𝜋𝑓𝑐𝑛𝑡)]

= sOOK n(𝑡) 1
4 [𝑒𝑗(4𝜋𝑓𝑐𝑛𝑡+𝜃) − 𝑒−𝑗(4𝜋𝑓𝑐𝑛𝑡+𝜃) − 𝑒𝑗𝜃 + 𝑒−𝑗𝜃]

= sOOK n(𝑡) 1
2 [sin (4𝜋𝑓𝑐𝑛𝑡 + 𝜃) − sin (𝜃)] (A.17)

Squaring this signal gives the following result:

1
4𝑠OOKn(𝑡)2 [sin (4𝜋𝑓𝑐𝑛𝑡 + 𝜃)2 + sin (𝜃)2 − 2 sin (𝜃) sin (4𝜋𝑓𝑐𝑛𝑡 + 𝜃)] (A.18)

Given that 𝑠OOK n(𝑡) is a random signal consisting of only 1’s and 0’s or -1’s and 0’s, the above equation can also
be expressed as:

1
4 |𝑠OOKn(𝑡)| [sin (4𝜋𝑓𝑐𝑛𝑡 + 𝜃)2 + sin (𝜃)2 − 2 sin (𝜃) sin (4𝜋𝑓𝑐𝑛𝑡 + 𝜃)] (A.19)

Now, equation A.16 and A.19 are added resulting in the following:

1
4 |𝑠OOKn(𝑡)|[ cos (4𝜋𝑓𝑐𝑛𝑡 + 𝜃)2 + cos (𝜃)2 + 2 cos (𝜃) cos (4𝜋𝑓𝑐𝑛𝑡 + 𝜃) +

sin (4𝜋𝑓𝑐𝑛𝑡 + 𝜃)2 + sin (𝜃)2 − 2 sin (𝜃) sin (4𝜋𝑓𝑐𝑛𝑡 + 𝜃)]

= |sOOKn(𝑡)| 1
4 [1 + 1 + 2 cos (𝜃) cos (4𝜋𝑓𝑐𝑛𝑡 + 𝜃) − 2 sin (𝜃) sin (4𝜋𝑓𝑐𝑛𝑡 + 𝜃)]

= |sOOKn(𝑡)| 1
2 [1 + cos (𝜃) cos (4𝜋𝑓𝑐𝑛𝑡 + 𝜃) − sin (𝜃) sin (4𝜋𝑓𝑐𝑛𝑡 + 𝜃)] (A.20)

Filtering the sin and cos in the above equation, the absolute value of the original OOK signal is regained.
Given that the original OOK signal consists of either 1’s and 0’s or -1’s and 0’s, and the fact that 𝑠OOK 1(𝑡) +
𝑠OOK 2(𝑡) = 𝑠original, |𝑠OOK1(𝑡)| - |𝑠OOK2(𝑡)| = 𝑠original if 𝑠OOK1(𝑡) is the signal that contains 1’s and 0’s and 𝑠OOK2(𝑡)
is the signal that contains -1’s and 0’s.

A.3. Discrete Gcc-Phat Derivation
The generalized cross correlation phase transform (gcc-phat) is a method, given in source [25], that makes the
cross correlation output of two shifted signals a Kronecker delta function. This method can be used to minimize
convolutive noise, when cross correlations are computed numerically. Within this section a derivation of the
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discrete gcc-phat method will be given.

Starting with two time discrete signals 𝑥1(𝑛) and 𝑥2(𝑛) that are shifted versions of eachother, the cross cor-
relation is given by:

𝑅𝑥1𝑥2
(𝑘) =

∞
∑

𝑛=−∞
𝑥1(𝑛)𝑥2(𝑘 + 𝑛) (A.21)

𝑅𝑥1𝑥2
(𝑘) = 1

2𝜋 ∫
𝜋

−𝜋
𝐺𝑥1𝑥2

(𝑒𝑗𝜔)𝑒𝑗𝜔𝑘𝑑𝜔 (A.22)

Equation A.22 is the inverse discrete Fourier transform of the discrete Fourier transformed cross correlation
(𝐺𝑥1𝑥2

(𝑓)). Both equations A.21 and A.22 are equal to each other.
Next, the discrete Fourier transformed cross correlation 𝐺𝑥1𝑥2

(𝑓) will be weighed, sample for sample, by their
amplitude, resulting in:

𝐺𝑥1𝑥2
(𝑓)

|𝐺𝑥1𝑥2
(𝑓)| = 𝑒𝑗𝜃(𝑓) = 𝑒𝑗2𝜋𝑓𝐷 (A.23)

𝑅𝑦1𝑦2
(𝑘) = 1

2𝜋 ∫
𝜋

−𝜋
𝑒𝑗2𝜋𝑓𝐷𝑒𝑗𝜔𝑘𝑑𝜔 (A.24)

𝑅𝑦1𝑦2
(𝑘) = 𝛿(𝑘 − 𝐷) (A.25)

It is shown in (A.23) that the result of weighting the Fourier transformed cross correlation with its amplitude is
a linear phase within the frequency domain due to a delay𝐷 between the two correlated signals. Equations (A.24)
and (A.25) show that inverse transforming this linear phase back to the time domain results in a Kronecker delta
function shifted with exactly delay 𝐷. This is why the gcc-phat is so powerful, because it minimizes convolutive
noise and can make any correlation between shifted signals a delta function.
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