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Propositions belonging to this thesis

Optical Metrology Techniques for Dimensional Stability Measurements

Jonathan D. Ellis

1. Helium Neon frequency stabilization via the mixed mode is a practical stabilization technique with a higher output power than comparable alternatives with the potential to be a reference standard on par with iodine stabilized lasers.

2. In practice, better measurement results can be obtained using interferometry in air using proper environmental shielding than in vacuum, contrary to popular belief.

3. Even for the short displacements expected in stability measurements, periodic nonlinearity can contribute errors on the nanometer level.

4. Refractive index fluctuations must be corrected at the same bandwidth as the interferometry measurement for ideal correlation, which cannot be performed via environmental parameter measurements.

5. Until we all speak the same language in the precision community, researchers will be looking to buy machines that make measurements with low uncertainty, while metrology equipment manufacturers will be trying to sell very accurate machines.

6. Ph.D. quality work is defined by the contributions to a particular field as a whole and not whether the research satisfies the requirements set forth in a proposal.

7. Most students who do not finish their thesis within four years take jobs in industry as Ph.D. level researchers even though they have not completed their work. Thus, the thesis, and by extension publishing research findings, has little value to industry.

8. The academic financial support system is traveling down a path that cannot sustain itself. The necessity for matching funds from industry, which typically stifles publications and claims all intellectual property, will eventually hamper our ability as researchers to discuss in open forums and build from past generations.

9. Stability measurements are not possible when a colleague is building his or her own interferometer on the opposite side of the same optical bench.

10. Professional sports leagues alienate fans when they fail to recognize that most viewers at home can see with today’s technology what they are consistently trying to ignore and refuse to correct.

These propositions are considered opposable and defendable and as such have been approved by the supervisor prof. ir. R.H. Munnig Schmidt.
# Contents

1 **Dimensional Stability**  
1.1 Dimensional Stability .................................................. 2  
1.2 Stability Measurement Examples ...................................... 3  
1.3 Research Goals ............................................................ 7  
1.3.1 Instrument Measurement Goals .................................... 9  
1.4 Metrology & International Standards ................................. 9  
1.5 Uncertainty & Precision Measurements .............................. 10  
1.6 Primary Length Standard ............................................... 12  
1.7 Established Systems ..................................................... 13  
1.7.1 Single Sided Interferometers ...................................... 13  
1.7.2 Double Sided Interferometers ..................................... 14  
1.8 Research Topics ......................................................... 18  
1.9 Thesis Focus ............................................................... 19  

2 **Optical Theory**  
2.1 Wave Equation ............................................................. 21  
2.1.1 Maxwell’s Equations ............................................... 21  
2.1.2 General Form ........................................................... 22  
2.1.3 General Solution ...................................................... 22  
2.1.4 Wave Velocity .......................................................... 23  
2.1.5 Electric Field Amplitude ......................................... 24  
2.2 Two Beam Interference .................................................. 26  
2.3 Phase Measurement ....................................................... 30  
2.3.1 Michelson Interferometer ......................................... 30  
2.3.2 Signal Attributes .................................................... 31  
2.3.3 Lock-In Detection .................................................... 32  
2.4 Uncertainty Estimates ................................................... 33  
2.4.1 Phase Uncertainty Derivation .................................... 34  
2.4.2 Frequency Uncertainty .............................................. 37  
2.4.3 Refractive Index Uncertainty .................................... 38  
2.4.4 Phase Uncertainty Summary ..................................... 39  
2.5 Thermomechanical Sample Model .................................... 40  
2.5.1 Model Description ................................................... 40  
2.5.2 Gauge Block $RC$ Model .......................................... 42
<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5.3 Thermomechanical Model Summary</td>
<td>43</td>
</tr>
<tr>
<td>2.6 Data Acquisition Requirements</td>
<td>44</td>
</tr>
<tr>
<td>2.7 Conclusions</td>
<td>46</td>
</tr>
<tr>
<td>3 Eliminating Periodic Errors</td>
<td>49</td>
</tr>
<tr>
<td>3.1 Periodic Error Effect for Stability Measurements</td>
<td>50</td>
</tr>
<tr>
<td>3.2 Spatially Separated Source</td>
<td>53</td>
</tr>
<tr>
<td>3.3 Wu-type Interferometers</td>
<td>54</td>
</tr>
<tr>
<td>3.4 Lawall and Kessler Interferometer</td>
<td>56</td>
</tr>
<tr>
<td>3.5 Joo-type Interferometers</td>
<td>57</td>
</tr>
<tr>
<td>3.5.1 Retroreflector Target Interferometer</td>
<td>57</td>
</tr>
<tr>
<td>3.5.2 Plane Mirror Target Interferometer</td>
<td>61</td>
</tr>
<tr>
<td>3.5.3 Generalized Interferometer</td>
<td>64</td>
</tr>
<tr>
<td>3.5.4 Joo-type Interferometer Summary</td>
<td>65</td>
</tr>
<tr>
<td>3.6 Conclusions on Eliminating Periodic Errors</td>
<td>66</td>
</tr>
<tr>
<td>4 Refractive Index Correction</td>
<td>69</td>
</tr>
<tr>
<td>4.1 Measurement Systems</td>
<td>70</td>
</tr>
<tr>
<td>4.1.1 Absolute Refractometer</td>
<td>71</td>
</tr>
<tr>
<td>4.1.2 Vacuum Reference Cavity</td>
<td>72</td>
</tr>
<tr>
<td>4.1.3 Low Expansion Reference Cavity</td>
<td>73</td>
</tr>
<tr>
<td>4.1.4 Fabry-Pérot Reference Cavity</td>
<td>74</td>
</tr>
<tr>
<td>4.2 Wavelength Corrected Interferometry</td>
<td>75</td>
</tr>
<tr>
<td>4.2.1 Transmission Fabry-Pérot Interferometer</td>
<td>77</td>
</tr>
<tr>
<td>4.2.2 Refractive Index Tracking</td>
<td>79</td>
</tr>
<tr>
<td>4.2.3 Wavelength Corrected DMI</td>
<td>81</td>
</tr>
<tr>
<td>4.2.4 Uncertainty analysis</td>
<td>83</td>
</tr>
<tr>
<td>4.2.5 Wavelength Correction Conclusions</td>
<td>85</td>
</tr>
<tr>
<td>4.3 Heterodyne Phase Tracking</td>
<td>86</td>
</tr>
<tr>
<td>4.3.1 Example Interferometer System</td>
<td>86</td>
</tr>
<tr>
<td>4.3.2 Refractive Index Uncertainty Estimate</td>
<td>87</td>
</tr>
<tr>
<td>4.3.3 In-process Refractive Index Correction</td>
<td>89</td>
</tr>
<tr>
<td>4.4 Refractive Index Correction Summary</td>
<td>91</td>
</tr>
<tr>
<td>5 Laser Stabilization</td>
<td>93</td>
</tr>
<tr>
<td>5.1 Reference Laser Systems</td>
<td>94</td>
</tr>
<tr>
<td>5.1.1 Iodine Stabilized Laser</td>
<td>94</td>
</tr>
<tr>
<td>5.1.2 Frequency Comb Laser System</td>
<td>95</td>
</tr>
<tr>
<td>5.2 Heterodyne Interferometry Lasers</td>
<td>98</td>
</tr>
<tr>
<td>5.2.1 Zeeman Laser</td>
<td>98</td>
</tr>
<tr>
<td>5.2.2 Two-Mode Intensity Balanced Laser</td>
<td>99</td>
</tr>
<tr>
<td>5.3 Three-Mode Laser Stabilization</td>
<td>100</td>
</tr>
<tr>
<td>5.3.1 Three Mode Laser Model</td>
<td>101</td>
</tr>
<tr>
<td>5.3.2 Experimental Verification</td>
<td>102</td>
</tr>
<tr>
<td>5.3.3 Theory of Operation</td>
<td>103</td>
</tr>
<tr>
<td>5.3.4 Frequency Calibration</td>
<td>105</td>
</tr>
<tr>
<td>5.3.5 Conclusions</td>
<td>108</td>
</tr>
</tbody>
</table>
## 6 Interferometry Systems

### 6.1 Preliminary Optical System Concept

### 6.2 Main Optical System Concept

#### 6.2.1 Interferometer Description

#### 6.2.2 Optical Modeling

#### 6.2.3 Optical Path Imbalance

#### 6.2.4 Measurement Systems

### 6.3 1st Measurement System

#### 6.3.1 Practical Implementation

#### 6.3.2 Double Deadpath Measurement

#### 6.3.3 30 mm Gauge Block Measurement

#### 6.3.4 Interpreting Drift Data

#### 6.3.5 Vibration Cancellation

#### 6.3.6 1st Measurement System Summary & Conclusions

### 6.4 2nd Measurement System

#### 6.4.1 Custom Optics & Mounts

#### 6.4.2 Vacuum Vessel & Shielding

#### 6.4.3 Laser System & Fiber Alignment

#### 6.4.4 Practical Implementation

#### 6.4.5 Measurements

#### 6.4.6 Periodic Nonlinearity

#### 6.4.7 2nd Measurement System Summary & Conclusions

### 6.5 3rd Measurement System

#### 6.5.1 Practical Implementation

#### 6.5.2 Initial Short Measurement

#### 6.5.3 Daily Measurements

#### 6.5.4 Long Term Measurement

#### 6.5.5 3rd Measurement System Summary & Conclusions

### 6.6 4th Measurement System

#### 6.6.1 Practical Implementation

#### 6.6.2 Atmospheric Measurements

#### 6.6.3 Vacuum Measurement

#### 6.6.4 4th Measurement System Summary & Conclusions

### 6.7 Comparisons & Conclusions

## 7 Conclusions

### 7.1 Periodic Nonlinearity Reduction

### 7.2 Refractive Index Correction

### 7.3 Laser Frequency Stabilization

### 7.4 Interferometer & System Design

### 7.5 Conclusions for Stability Testing

### 7.6 Recommendations & Future Work

#### 7.6.1 Periodic Nonlinearity

#### 7.6.2 Refractive Index Correction

#### 7.6.3 Laser Stabilization

#### 7.6.4 Interferometer & System Design
Chapter 1

Dimensional Stability

Precision systems currently contain many mechanical, electrical, and/or optical components for achieving a specific purpose. Characterization of a precision system can therefore be extremely difficult as the system complexity and the targeted system performance increases. Additionally, the design and characterization differs depending on the purpose of a particular system. In general, precision systems need a hybrid of structural rigidity, dynamic performance, minimal heat generation, etc. To meet some of these design constraints, lightweight and stiff components are used to increase component resonant frequencies or reduce mass. In these instances, the specific construction technique employed can introduce stability effects at the nanometer and sub-nanometer levels, which may affect the overall system performance.

Stability is a parameter that is often overlooked when designing systems. System instability, often referred to as drift, is the unwanted dimensional changes of the system. Errors in instruments from known drift effects, such as thermal expansion and stress-induced deformation, can be corrected and reduced by applying simple thermo-mechanical models. This requires some in-process correction and environmental parameter measurements, but can generally limit the effect of first order errors. However, as systems become more complex and employ not only mechanical but also electrical and optical components, determining the cause of drift is often difficult.

Increasingly, most systems deal with stability issues in a combination of two different ways: limiting the known first order effects and by a periodic calibration and adjustment. If a linescale is made of a material with a well defined thermal expansion coefficient, placing a small temperature sensor in the read-head could allow for a simple linear correction for thermal fluctuations. This will reduce the errors in the sensor when large temperature changes occur by correcting first order effects. However, this type of sensor should be calibrated by applying a known temperature fluctuation and determining its effect on the measured value. Also, issues such as thermal time constants and thermal gradients should be considered.

A laser beam modulated with an electro-optic crystal is an example of a system combining mechanical, optical, and electrical components. Over time, there may be three causes of drift in this system. Mechanical drift can affect this system by changing the laser pointing and the electro-optic crystal mount alignment. Electronic drift could be
caused by current heating across the electrical connections, changing the resistivity and thus performance, etc. There are also optical drift effects. The polarization state of the beam can change, the crystal may absorb some light causing heating of the crystal, etc. The electronics can also have instability because resistors and capacitors age and oxidize, causing changing voltage levels and phase shifts.

In practice, the following steps are typically taken to reduce instability. Mechanical adjustments are used to reduce pointing instability and thermal expansion issues. Optical coatings reduce absorption and good electrical components are usually made of materials that behave within a certain specification over time. Thus, each instability source is significantly reduced and may be low enough to be considered negligible.

Let us now assume a typical application of this laser beam with an electro-optic crystal example is in a satellite which must be operable under vacuum conditions in orbit around Earth for many years. It is impractical to have many mechanical adjustments to the system because of the added size and mass, which would greatly increase the cost for deployment into space. Plus, those adjustments would require their own motors and control for autonomous maintenance, as well as a feedback system to adjust them over time. This would further increase size and complexity, as well as cost.

Additionally, how is the atmospheric to vacuum transition going to affect the system?

What started as a rather simple example becomes a more difficult problem when particular constraints are applied. That is where the work in this thesis applies. This research is addressing fields where the dimensional stability of a particular object is important to the overall functionality which requires characterization during the design phase. This research focuses on designing and building instrumentation for measuring the dimensional stability of a sample. That sample can be a particular material, formed in a particular manner, or constructed using a particular technique. In order to determine whether a particular material, forming technique, or construction method is stable enough, the measuring instrument must perform these measurements without influence from its own dimensional instability.

The following section describes several measurement artifacts, types, and situations that are of importance in this research. The background and importance of metrology and precision measurements are also presented. Following that, systems used in prior research and their merits and shortfalls are examined. Finally, the research topics for this work and specifications for a stability-measuring instrument are introduced.

1.1 Dimensional Stability

In general, stability is defined as the ability to maintain a specified state, within a certain set of criteria. In the context of mechanical systems, dimensional stability means only intended size changes occur as a function of time. It is widely known, though, that most materials fluctuate in size as a function of time due to temperature fluctuations in that same time span. Additionally, changes in applied forces on a sample can cause elastic deformations which will also change the sample size. These two effects are considered to be known, predictable, and correctable using first order approximations. Samples typically change length linearly on the order of parts per million per kelvin from temperature and a sample will elastically deform based on its material properties and geometry for an applied force.
These assumptions are only valid for small thermal fluctuation ranges and when the applied force is much less than needed for yielding the sample.

These assumptions of small thermal fluctuations and low forces are widely used in precision engineering systems. For example, a temperature fluctuation causes a direct and repeatable error in the instrument’s main function. By measuring the temperature, a fluctuation correction could be applied which will reduce that repeatable error in the instrument’s main function. This correction is performed in many fields from error mapping axes in precision machines to adaptive mirrors correcting wavefront distortion in lithography systems. This research goes one step further along this methodology by assuming all corrective measures in an instrument will have some inherent drift. Thus, the instrument must be designed to be balanced and have minimal correction correlations. By doing so, the remaining measurement error sources are due to the measured material’s properties, which are predictable to a certain extent. The key to determining a sample’s dimensional stability is decoupling the known or predictable effects from the material instability and the measuring instrument’s instability.

The two biggest known contributors to material instability are thermal fluctuations and load changes. If these effects are precisely monitored and corrected, then further investigation into material instability is possible. This leads to two potential outcomes: 1) determining the sample’s inherent stability or 2) knowledge about additional coupled effects which cause much smaller dimensional instability than the instability from temperature and loading effects.

Research in this thesis will allow for an investigation into both cases. While determining a fundamental stability parameter for a particular material can be investigated using the instrumentation developed during this work, it is more likely that more information on forming processes, construction techniques, and measurement environments provide progress towards that target. By understanding the drift process, the component could be designed to mitigate these time-varying effects.

1.2 Stability Measurement Examples

One example illustrates the fundamental stability against the stability in a particular application is a mirror surface. Optical quality mirror surfaces can be manufactured by diamond turning or a combination of grinding, polishing, and lapping. Once a surface is polished, characterizing the surface relaxation due to the induced stress during the forming process is important in some applications [1]. Also, the material type, such as ceramic or metal materials, may affect the surface relaxation when a particular forming process is used. This is an example of forming stability measurement. To test for stability effects, one could assume a piece of material is cut into two pieces of the same size and each piece is formed differently. Then the relative change over time can be measured. By doing this for many materials, a library can be developed that does not necessarily list which is ultimately the most stable process. This library would list “If [material or type of material] is needed in this application with a mirror surface, then [process] provides more stability”.

The following is a list of potential stability measurements and what questions could be answered by having the appropriate measurement instrument.
• **Thin Films** – Many systems use thin films as either coatings or connections (adhesives). Using UV-curing adhesives can lead to errors as demonstrated by Schmidtlin, *et al.* [2] where the shrinkage during curing causes unwanted deformations of the assembly. As shown in Figure 1.1a, the interface where the adhesive is applied is a source of additional stress and thermal expansion mismatch, which can cause instability. Recent research by Ressel, *et al.* [3] has shown differences between the stability of hydroxide-catalysis bonding and adhesives, critical for space applications. Also, the alignment of assembled components is generally critical and a non-uniform adhesive layer can cause angular misalignments.

In addition to adhesives, the stability of thin films on surfaces and the effects of tarnishing or water layer growth on a surface are also important in precision engineering applications. Applying a thin film on the surface to part of a sample, as shown in Figure 1.1b, while measuring an uncoated surface can give an indication of the thin film stability or dimensional growth on the surface. This, of course, assumes parallelism changes over time are negligible. Special consideration for phase change on reflection is needed [4, 5]. Additional topics to investigate include the surface relaxation or stress while applying a coating and the effect of coating thickness on stability.

![Figure 1.1: (a) A schematic of two components with different material properties assembled with an adhesive. The materials themselves do contribute some drift but the interface between the two components has changes in stress concentration and thermal properties and is a large drift source. (b) A example of a sample prepared for thin film measurements. Measuring two parts of the same component ensures high symmetry in the measurement, which should reduce errors.](image)

• **Hollow Constructions** – Precision systems and mirrors are often designed with minimal mass, but high stiffness is required. To accomplish this, some large components are assembled boxes, with large sections of removed materials and some include a thin lid held on with adhesives (e.g. [6–8]). Additionally, there is usually a ribbed structure within the box to provide support and stiffness, as shown in Figure 1.2. The adhesive and box structure produce a component that is over constrained and overstressed in the assembled state with a non-uniform stress distribution.
An example of this type of hollow construction is in adaptive telescope mirrors for wavefront correction. Angel, et al. [7] demonstrate a honeycombed mirror with embedded thermal actuators which are used to deform the mirror and correct wavefront errors. These thermal actuators cause a non-uniform stress and thermal loading can cause deformation over time. Additionally, thermal expansion differences and thermal cycling can cause fatigue stress, which may deteriorate the enclosure interface over time.

Figure 1.2: (a) An exploded view of a box assembly with mass removed to increase resonance frequencies and reduce weight. (b) A wireframe view of the same box shown the matchup of the pockets between the lid and box. These interfaces are typically sealed with an adhesive.

- **Surface Force Attraction** – Some optical components are currently assembled using optical contacting techniques where the two mating surfaces are virtually atomically flat and when attached, the combined material behaves as a single material. A schematic of this is shown in Figure 1.3a, where two materials are polished and then contacted. The stability of that interface contributes to the overall dimensional stability of the combined materials. Berthold, et al. [9] demonstrated that the initial drift rate per optical contacted surface was steep, but appeared to stabilize after 160 days of measurement. More information is needed about this assembly technique as this is a popular technique for assembling optical components.

Instead of optical contacting, two nominally flat surfaces can be wrung together to assemble components. This is typically performed in gauge block measurements where a series of gauge block are wrung together to create an arbitrary length gauge. At each wrung interface, there is a ‘wringing layer’ estimated to be between 5 nm and 25 nm thick [4], as shown in Figure 1.3b. This wringing interface and the stress at this interface are seen as a large uncertainty contributors in gauge block interferometers [10, 11].

Characterizing the fundamental stability of wrung/ contacted interfaces can lead to better assembly techniques for space applications where adjustment and realignment...
is not possible once a system is deployed. Characterizing the changes in attraction forces after aging is also important. However, in both cases, quantifying these values in short measurements, not lasting months or years is also critical.

Figure 1.3: (a) Schematic of two components in the process of being optically contacted. Because both surfaces are atomically flat, the resulting component behaves similar to a single component without an interface. This optical contacting interface has been shown to creep [9]. (b) Schematic of a gauge block wrung to a reference plate with a ‘wringing layer’ overlap. This wringing layer must be considered when determining the true size of the gauge block.

- **Vacuum Transitioning** – Many precision systems are used in vacuum environments, including space instrumentation and EUV\(^1\) lithography tools. Components in these systems are manufactured and assembled under atmospheric conditions. When completed, the air is then evacuated from the systems. This globally produces a 101 kPa pressure difference across every surface in the system. This loading change can cause component distortion, misalignment, and, ultimately failure. In space, this is a very expensive problem to fix. For EUV and other vacuum based instruments, correcting component distortion and misalignment means air must be vented back into the system, which could cause contamination. Switching to vacuum removes some problems typically related to instrument performance (i.e. refractive index changes), but can create many other problems. How does the vacuum transition affect a material’s stability? Does the change in pressure distort the surface shape? Does outgassing change the size of a material?

- **Kinematic Clamp** – Components are often assembled in a kinematic fashion. This is typically to force the applied load through well defined contacts and to allow components to be designed thermally centric. A typical kinematic clamp is a three V-groove and three sphere combination, which creates six points of Hertzian contact stress between the spheres and planes of the V-grooves, shown in Figure 1.4. The defined loading points also create localized stress concentrations which can cause deformations. These deformations lead to component drift over time, which, if used in conjunction with mirror mounts, for example, will lead to misalignment. How does the distance between the kinematically mounted components change over time, as shown in Figure 1.4c. Also, how well are the two surfaces aligned over time?

---
\(^1\)For a list of abbreviations throughout this thesis, see Appendix A
Figure 1.4: (a) Exploded view of a kinematic coupling with three V-grooves and three spheres (hidden from view). In this case, the plate with the spheres is magnetic and a magnet placed in the V-groove plate provides the holding force. (b) Wireframe view of the unexploded kinematic coupling showing the matching V-grooves and spheres. (c) Side view of the same wireframe view showing the typical dimensions of interest, relative displacement and parallelism the surfaces.

These six potential measurements are examples of stability measurement types where more research is needed. The research goal in this thesis is to produce an instrument that can perform these stability measurements with minimal measurement uncertainty.

1.3 Research Goals

The goal of this research is to design an instrument capable of measuring material stability and assessing dynamic stability events. To focus on measuring material stability and dynamic events, this work will only focus on displacement measurements as opposed to distance measurements. Currently, there are several instruments capable of distance measurements which means the absolute sample length is determined. This work will differ from previous distance measuring interferometers because it is designed to quantify stability events rather than record the overall length.

There are several prominent reasons for designing for displacement measurements. With a distance measuring interferometer, a sample is typically placed in the instrument, allowed to soak out, and then measured. Afterwards, it is removed and another sample is measured, and so on. While this allows for many different samples and materials to be measured, it provides no information between measurements, only that the sample length has either stayed the same, or changed. Even using some of the best measurement capabilities currently available, the measurement uncertainty for a signal absolute length measurement is still on the order of nanometers. This type of measurement is simulated and shown in Figure 1.5a where there is approximately 0.6 nm of drift in ten measurements over a period of five days. Because the measurement uncertainty for each individual measurement must be considered, the drift is inconclusive compared to the measurement uncertainty.

With a displacement measuring interferometer, the sample effects can be measured dynamically. This gives more information than just one data point every time the sample is measured. Figure 1.5b shows the same simulation from Figure 1.5a but instead of making only ten measurements, the length change is continuously measured at a sampling rate of 20 Hz. In this measurement, stability events are shown ranging from 20 pm in the beginning of the simulation to 5 pm after five days.
1.3 Research Goals

Distance measuring interferometers only give a few discrete data points and provides no information between data points. However, with the interferometer built during this research, the same overall length change effects can be observed, along with small jumps on the sub-nanometer level, which represent some atomic stick-slick and stress relaxation. With future research and more knowledge about the stability events, estimations can be made about the amount of creep before a material is stable in a given situation. For example, in the simulation shown in Figure 1.5, it may only be necessary to measure the sample for one day to obtain enough information about the drift rate.

Another possible application of short term, initial measurements is to use the initial jump rate and size to quantify the internal stresses present in the material. Once a material has been measured for a long time, some assessment can be made about its stability even after some initial creep. For instance, let us assume the material from the simulations in Figure 1.5 is nominally stable after three months. However, the material still shows some jumps or stability events on the order of 5 pm to 10 pm, while the nominal length remains the same. This 5 pm to 10 pm is then probably the stability limit of the material.

**Figure 1.5:** (a) Schematic of a sample measurement using absolute distance techniques. The single shot uncertainty is much higher than the difference between measurement. (b) Same schematic of the sample measurements however this time using displacement interferometry. If the measurement system is stable enough, more short term, dynamic information can be obtained than with the distance measuring system. The red band shows the same simulation with a filter added which would depend on the material properties.
There are two other practical reasons for taking the displacement approach for this research. The first practical reason is there is work ongoing in this area on the absolute stability using distance measuring interferometers. This means researchers already have stability estimates for many materials and there is limited usefulness in starting work in an area with five or more years of research already completed. The second practical reason is there is a finite amount of resources and time available during this work. Implementing absolute distance measuring in an interferometer generally means more complexity and a more expensive laser source. If the research in this thesis is successful, implementing absolute distance measuring capability in addition to displacement measuring is viewed as the next step.

1.3.1 Instrument Measurement Goals

The stability events are estimated to be in range of tens of picometers, thus this research aims to measure stability events as little as 5 pm. Therefore, the target measurement uncertainty for this instrument is 10 pm \((k=2)\) for measurements up to one hour. For longer measurements, the target measurement uncertainty is 100 pm \((k=2)\) for measurements up to four weeks. The interferometer should be designed in such a way to minimize the effect of instrument stability on the measurement.

This interferometer will measure ‘gauge block type objects’, which are rectangular in shape, with a maximum length of 50 mm (initial measurements). The sample’s measurement surfaces (opposing sides) should be nominally flat and parallel with a high reflectivity. The parallelism tolerance should be similar to a Grade K gauge block [12].

1.4 Metrology & International Standards

To determine the appropriate measurement methodology for measuring stability, an understanding of basic metrology techniques and standards is first required. Metrology is the study of measurement and it plays an important role in society in a variety of ways. Metrology examples in society range from how much “stuff” do you get when you buy a “liter” of diesel, to maintaining 230 V and 50 Hz at a wall outlet, or knowing how large an atom is. Metrology is an important part of international standards, which define a level playing field for both manufacturers and consumers alike.

Dimensional metrology is a subset of metrology where the measurement of interest is the size and/or position of an object in either relative or absolute terms. To illustrate this, the typical example used is that of a moving stage relative to some “fixed” reference point. If the stage moves in an assumed linear fashion from point 1 to point 2, there are several questions that are of interest to the user, which point to the need for appropriate dimensional metrology. In most systems, the difference between point 1 and the reference point and the difference between point 2 and the reference point is measured and the difference between those two differences is the displacement. However, the “fixed” reference point can not be infinitely stiff and thus, is moving in time. The user wants to know how that affects the difference between point 1 and point 2. This leads to the question, how does one know that the stage is exactly at point 2? What is the probability of repeating that same motion and ending up exactly at point 2? Additional interesting criteria are the linearity of the traversed path, the true location at each point along the full path, and the consistency of
the sensitivity between the measured signal and the displacement value. These concerns are further compounded if the initial, main reference point changes location while the stage traverses between points 1 and 2.

For a typical system, the method to find the answers to most of these questions can be found in international standards. These range from simple criteria, such as ISO 1 stating that all dimensional measurements shall be performed at 20°C (68°F), to complete calibration procedures, such as ISO 15530/B89.4 defining how a CMM is to be calibrated [13–15]. The international standards are drafted by the scientific community who are interested in a particular industry or research area. Most standards committees comprise industry members, university faculty, and national laboratory researchers, all of which have their own agenda for the standard. However, for stability measurements, there is no current standard on how to perform the measurements. Therefore, the design of this instrument is not bound by a specific measurement methodology set forth in a standard.

The measurements performed by instrument, however, are bound by the definition of the primary measurement units and the number of steps that separate this instrument’s measurements from the primary standard. Since this research predominantly focuses length change (relative measurements), the major unit of interest is the meter. However, to measure length accurately, it is essential to know other measurands such as temperature, pressure, humidity, and time. This means the measured drift is always relative to multiple master standard definitions.

When building an instrument, if the employed measurement strategy is removed by a number of steps from the primary standard, the measurement accuracy is likely reduced. This reduction in accuracy is quantified as one part of the measurement uncertainty, which typically increases with each step taken further from the primary standard. The collection of steps (and their known uncertainties) that can be taken from the primary standard to a known reference standard is known as the traceability chain.

An example of the steps from the primary standard to a reference standard is the meter\(^2\). The meter is the primary length standard and is defined as the distance traveled by light in vacuum \(1/c\) seconds where \(c\) is the speed of light in vacuum, \(299\ 792\ 458\ \text{m}\cdot\text{s}^{-1}\) [17]. While this is the definition, it is currently impossible to measure this quantity directly. Therefore, the practical definition is based on the Helium Neon laser operating with a 632.8 nm wavelength [18]. For example, when a displacement is measured using a conventional capacitance sensor, the capacitance sensor must be calibrated. Because the laser can be linked to the primary length standard, the measurement uncertainty using a capacitance sensor is increased because it must include the laser measurement uncertainty, as well as uncertainties associated with the capacitance sensor measurement. This does not mean accurate, low uncertainty measurement cannot be made with non-primary standard techniques, but this is case dependent and additional design conditions are typically needed.

\section{1.5 Uncertainty & Precision Measurements}

For this research, sample length is the specific measurand of interest. More particularly, the length change or a relative measurement is the main focus for this research. This is different

\footnote{The notation used in this thesis is based on the SI definition as per NIST[16].}
than an absolute measurement, where the absolute sample length is measured.

During a measurement, the instrument reports varying values for the sample length change even if the sample length does not change. These fluctuations in the measured value can be attributed to many things, but in general, there is no ‘perfect’ instrument. If the reported fluctuations are random, the probability distribution for a particular value is Gaussian in nature. When the instrument reports a measurement value, there is an uncertainty in the value, which is related to the shape of the Gaussian distribution. The expected measurement value is the mean value of the Gaussian distribution and the distribution width is related to the standard deviation. As shown in Figure 1.6, a narrower Gaussian distribution means the expected value is closer to the true value, than in the case where the Gaussian distribution is relatively wider. The true value can be anywhere within the full range of the Gaussian distribution, but in practice is unknown.

![Gaussian Distributions](image)

**Figure 1.6:** Gaussian distributions for a measurement with a wide spread (a) and a narrow spread (b). A measurement instrument with results showing a more narrow distribution give an expected value closer to the true value than an instrument with a wider distribution, although the true value can never be known. Also, the true value can be any value within the complete Gaussian distribution, although it is more likely situated towards the center.

The “Guide to the Expression of Uncertainty in Measurement” (GUM) [19] has the complete description for the procedures for specifying the measurement uncertainty. In addition to the GUM, there is a shorter version, the so-called “Guide to the GUM” [20] which gives specific examples of how to use the GUM.

A less accurate instrument will have a much wider probability distribution than a more accurate instrument. Because the probability distribution is wider, the uncertainty between the measured value and true value is higher. Since the true value is never known, the mean measured value gives the best estimated true value. The estimated true value should be reported in the form of “X [units] ± Y [units]” which is to say “the estimated value is X [units] with an uncertainty of plus or minus Y [units]”. If the uncertainty value contains only 25% of the probable values, then the confidence in the estimated value of X [units] is low. In metrology, the confidence of the measurement is based on the coverage factor, $k$, typically assuming a Gaussian distribution for a measurement result. In precision measurements,
the uncertainty value is typically stated with confidence of 67%, 95%, or 99%. These confidence values correspond to a measurement with a Gaussian distribution assuming one, two, or three standard deviations, respectively. So if the measured value is reported as “X [units] ± Y [units] (k=1)” with a Gaussian distribution, then it is the same as “the estimated value is X [units] and there is a 67% probability that the true value is between X - Y [units] and X + Y [units]”.

When researching literature from the 1980’s and earlier, the uncertainty was typically quoted with a $k=3$ coverage factor or 99% confidence interval. However, in literature from the 1980’s until present, the uncertainties quoted typically have a $k=2$ coverage factor or a 95% confidence interval. It is unclear as to what caused this shift in measurement uncertainty reporting. The uncertainty values in this research have a 95% confidence interval, unless otherwise stated. As an example, the syntax for writing a 20.00 m estimated value with a 0.02 m uncertainty with 95% confidence is

\[
x = 20.00 \text{ m} \pm 0.02 \text{ m} \ (k = 2)
\]

or

\[
x = 20.00 (2) \text{ m} \ (k = 2),
\]

where $k$ is the symbol for coverage factor. A confidence interval $k$ of 2 is the same as $2\sigma$ (two standard deviations) of a Gaussian distributed measurement.

Typically, in dimensional metrology, a ‘precision’ measurement has an uncertainty between the measured value and the estimated true value of less than 0.01% of the nominal value ($1\times10^{-4}$) or 1 part in $10^4$. In the context of this research, a 10 pm length change uncertainty for a 50 mm sample typically would be considered a precision measurement. However, technically it is not, due to the difference between length uncertainty and length change uncertainty. In order to measure a length change with an uncertainty of 10 pm, the length change must be limited to tens of nanometers, as shown in the following chapters. If the length change uncertainty is 10 pm and the length change is limited to 10 nm, then the fractional uncertainty is only $1\times10^{-3}$, which is not technically a precision measurement.

However, the goal of this research is to build an instrument to quantify a material stability parameter, which, barring thermal induced expansion, may be on the order of nanometers or picometers for a given material with a specific sample length. Even though a 10 pm length change uncertainty over 10 nm of length change for a 50 mm sample is not technically precise, proving that the material is stable to within nanometers, or even picometers, would be a precise measurement. If the stability uncertainty is 8 nm, for instance, then the fractional uncertainty is $1.6\times10^{-7}$, which is a precision measurement. Therefore, the instrument to measure length change may not be precise based on the basic definition, but it can be used to examine very precise stability criteria.

1.6 Primary Length Standard

As stated previously, the meter is defined as the length traveled by light in vacuum in $1/c$ seconds. This definition comes directly from the speed of light (299 792 458 m·s$^{-1}$) [17]. In practice, the meter is realized by a 632.8 nm Helium Neon laser stabilized on the R(127)11-5 hyperfine absorption lines of an $^{127}$I$_2$ absorption cell [18]. The iodine absorption cell is used with a pressure of 17.4 Pa, which corresponds to a coldfinger temperature of 15°C. There are two typical ways for frequency locking (stabilizing) a laser to an iodine absorption
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One method is to use a piezo-driven cavity mirror and the other is to use an electro-optic modulator and phase modulate in a side loop. This will be discussed in more detail in Chapter 5. In either case, the absolute frequency is 473,612,214.705 MHz ± 0.0116 MHz (2σ) with a stability of 5 kHz (1×10⁻¹¹) when locked to the “i” component with a one second integration time [21]. The laser stabilization fractional frequency uncertainty (1×10⁻¹¹) is on the limit of the uncertainty required for this research, as will be discussed shortly. The laser is used as the reference for the meter in this research. By maintaining a laser with well-known stability, the measured length can be more accurately determined.

1.7 Established Systems

Before discussing the theory behind optical systems and design considerations for this research, it is necessary to investigate prior research to establish which methods have worked previously and determine their strengths and weaknesses. Generally, stability has not been a property that has been researched exclusively. However, research in the fields of dilatometry (thermal expansion characterization) and high accuracy displacement interferometry apply to stability measurements. The following sections describe several systems that are relevant to this research.

1.7.1 Single Sided Interferometers

Single sided interferometer types have been used for dilatometry experiments in previous research. These interferometers typically measure the sample from one side, making the interferometer compact. Most dilatometry experiments are performed in vacuum and single sided interferometers make it easier to pass beams through a window. Figure 1.7a shows an example of a homodyne interferometer by Bennett [22]. This interferometer has two beamsplitters, a polarizing beam splitter, a quarter wave plate, a mirror, and a retroreflector. The input beam is split into measurement (red) and reference (blue) beams. Two potential measurement signals come from the interferometer, although the top one (shown), which reflects off the mirror, is the more balanced signal. In the more balanced signal, the error
1.7 Established Systems

is typically less because the individual interferometer path lengths are largely first order compensated. By measuring the intensity variations of this signal via a photodiode or CCD array, the length change can be determined.

Figure 1.7b shows another single sided interferometer configuration developed by Okaji and Imai [23] and used by Birch [24]. This interferometer uses a heterodyne source with two orthogonally polarized beams (offset in the figure for clarity). The measurement beam (red) has one specific frequency and the reference beam (blue) has a different frequency, with a known offset from the measurement beam frequency. By measuring the relative phase fluctuations between a separate reference signal (not shown) and the measurement signal, the length change can be determined.

These interferometers in Figure 1.7 have several notable features. The retroreflector causes the interferometers to be insensitive to sample tip and tilt. This is an advantage if sample alignment is an issue. However, sample tip and tilt are therefore difficult to measure. These interferometers are compact, meaning they can be easily thermally controlled to limit temperature gradient effects. The beams enter and exit on one side of the complete system, which is why this interferometer is useful as a dilatometry instrument.

The heterodyne system in Figure 1.7b is advantageous because its output signal is easily processed and because it is insensitive to amplitude fluctuations from the laser source. However, the heterodyne source can contribute to frequency mixing, which then makes the signal processing complex and error prone because the phase measurement will have periodic nonlinearity.

The key disadvantage to this type of system is the sample is mounted on a reference plate, meaning the mounting interface is an uncertainty contributor. In a more modern system by Schödel [11], which uses a different one sided configuration with a three color source, one of the largest uncertainty contributors is the sample and reference plate interaction.

1.7.2 Double Sided Interferometers

Wolff and Savedra [25] showed one of the first double sided interferometer types, shown in Figure 1.8. This interferometer was used for vacuum dilatometry experiments where a heater produces radiative heating directed towards the sample. The interferometer measurement then determines the thermal expansion coefficient. This interferometer is actually two interferometers in one. One interferometer (red beams) measures the right side of the sample and reference material, while the other interferometer (blue beams), measures the left side. The two interference signals are measured by the two photodiodes. This interferometer is mostly common path, thus global length changes in the beams are mostly compensated.

However, the interferometer in Figure 1.8 has three aspects that make it unsuitable for stability measurements: non-common sample measurement paths, a reference sample, and multiple passes through a window. While this interferometer is largely common path, it still contains two areas where the reference path and measurement path are different. The non-common path occurs in both the red and blue interferometers where both sample measurement beams reflect off an additional mirror. This path length difference and the additional mirror is a source of instability. Additionally, this interferometer requires a known, perfectly stable reference material. A large assumption of this stability research
is that there is no known perfectly stable material, this interferometer will not work for this research. Lastly, the vacuum window that the beam passes through has changing birefringence, caused by differential pressure changes. This birefringence in the window causes errors in the measurement, especially because the measurement and reference beams pass through different parts of the window. For this reason, the interferometer design for this research will avoid passing through windows as much as possible.

The double sided interferometer by Suska and Tschirnish [26] uses Fizeau interferometry and two mechanically coupled retroreflectors to measure the sample length change. Figure 1.9 shows a schematic of this interferometer. The input beam reflects from a beamsplitter attached to one retroreflector. Because the incident angle is specifically chosen, only one polarization state reflects from the object. The remaining beam part transmits through the retroreflector. It then passes around the second retroreflector and back to the first where it then exits on the initial beam splitter. Both the reference and measurement signals are then detected using two photodiodes.

This type of interferometer mechanically couples the measurement components to the sample, which is undesirable for stability measurements. Changes in the force between the sample and measurement component will cause Hertzian contact deformation which is difficult to accurately characterize at nanometer levels and below. Additionally, the initial input beam angle must be stable to maintain the Brewster criteria, another source of error in this interferometer.

Kuriyama, et al. [10] describe a double sided interferometer for absolute distance, surface
flatness, thermal expansion, and stability measurements. This interferometer, shown in Figure 1.10, uses a triangular shaped layout with three plate beamsplitters producing four beams, and two interferograms, measured by two CCD cameras. The two reference mirrors are driven by PZTs to produce the surface flatness phase maps and absolute distance measurement.

While this configuration is quite complex, it is a balanced system which not only measures the sample but also the interferometer itself. Additionally, it is possible to perform absolute distance measurements, provided the fringe order is known, which means the sample need not be continuously measured. This allows for more sample measurements in the same time period. The main undesirable aspect of this system is the size of the optics, which are susceptible to thermal gradient issues and the power stability of the source because this is a homodyne system. Additionally, this interferometer layout is quite large which is not suitable for certain vacuum applications due to practical implementation limits.

Figure 1.11 show the double sided interferometer by Ren, et al. [27], which has a heterodyne, orthogonally polarized source. The input beam passes through a window into a vacuum chamber and reflects off PBS$_1$. At PBS$_1$, the coaxial input beam is separated into the reference (red) and measurement (blue) beams, which are also offset by M$_1$. The reflected reference beam passes through a half wave plate, PBS$_2$, Q$_1$, and Q$_2$, which rotates the polarization state by 90°. After reflecting off M$_2$, M$_3$, and M$_4$, the beam makes a second pass, where the polarization state is rotated a further 90°. When the reference beam comes back to PBS$_2$, it is transmitted and then reflected from the retroreflector. The beam then makes two more passes in the system, traveling the opposite direction. The reference beam ultimately is transmitted from the PBS$_2$, where it reflects from M$_1$ and transmits through PBS$_1$.

The measurement beam (blue) initially transmits through PBS$_1$ and reflects off M$_1$. Then it passes through PBS$_1$ and Q$_1$ and reflects off the sample. When the measurement beam then enters PBS$_1$, it is reflected and travels around to the other side of the sample via M$_4$,
Figure 1.11: A double pass, double sided interferometer by Ren, et al. [27]. This interferometer has a resolution of $\lambda/4$, which is useful for small displacement systems.

M$_3$, and M$_2$ and through Q$_2$. When the measurement beam reflects off the sample, it passes back around the three mirrors and quarter wave plate, where it transmits through PBS$_2$ and reflects from the retroreflector. The beam then makes a second trip via the three mirrors and the quarter wave plate to the right side of the sample. After reflecting from the sample and passing back around, it is then reflected by PBS$_2$ to reflect from the sample’s left side a second time. When it travels back to PBS$_2$, it transmits through, where its polarization state is rotated 90° using the half wave plate and it is the reference beam at PBS$_1$. The beam then leaves the chamber where it is interfered using a polarizer and is detected.

Since this interferometer was designed for vacuum-based dilatometry applications, it has several advantages. While it is complicated, it is a relatively compact double sided interferometer, which means it can be placed in vacuum. Additionally, the interferometer is designed to be independent of sample length because the mirrors and quarter wave plates can be extended on one side to accommodate larger samples. This interferometer also has high resolution, making it suitable for applications where small displacements (such as drift) are the intended measurements.

While it has advantages, there are also several disadvantages of using this interferometer for drift measurements. The input beam passes through a window, which can rotate the input polarization states due to pressure induced birefringence. Since this beam is an orthogonally polarized, coaxial, two frequency source, this can cause a change in periodic nonlinearity as a function of the pressure induced birefringence because the source frequency mixing will change over time. Since this intended application is just measurement over small ranges a nonlinear signal is difficult to compensate without displacing several fringes over a short time period.

Another disadvantage of this system is the refractive index compensation. This interferometer was designed for a vacuum environment, thus the refractive index is not considered. Because stability measurements are required in air and vacuum, refractive index must be considered and known. One method to measure the refractive index would be to implement a wavelength tracker. But, this is not practical in this interferometer because the reference beams pass by both sides of the sample, meaning a complex vacuum tube is needed.
1.8 Research Topics

All of the interferometers shown in previous research have some disadvantages for stability research. The focus of this research is to design and build an interferometer which mitigates those disadvantages. Several topics must be researched in depth to accomplish this task.

As shown in previous research, double-sided interferometers remove a significant uncertainty contributor, the thin film wrung interface with a reference plate [10, 11]. Therefore, this research will focus on designing an instrument capable of measuring a sample from both sides, rather than from a reference plate. A specific aspect to investigate is designing a balanced interferometer which means the reference and measurements arms which interfere to generate the measurement signal nominally pass through the same amount of air and optics. This is particularly important because samples with varying nominal lengths will be measured. Thus, a balanced design for a double-sided measurement is needed which is sample length independent.

Materials used in precision systems range from common materials such as aluminum and steel, to exotic materials such as Zerodur, ULE, silicon carbide, and Invar. From previous research, one of the largest measurement errors results from errors in the thermal expansion correction. These errors are due to two sources, knowledge of the thermal expansion and temperature which have their own measurement uncertainties. This uncertainty will add to the overall measurement uncertainty. Additionally, the sample temperature is typically measured using a thermistor attached to the surface. The sample has a finite thermal diffusion rate, which means the surface temperature and core temperature are different due to a time delay. Samples with different sizes and different thermal conductivity will have different diffusion delays. Therefore, a model must be investigated to characterize these effects to better estimate the difference between thermal effects and drift.

Another large uncertainty contributor in interferometry is refractive index of air errors. Using the modified Edlén equation by Birch and Downs, and using typical values of the fluctuations of air temperature, pressure, humidity, and CO\textsubscript{2} concentration, the 2σ fractional uncertainty in the refractive index of air is two parts in \(10^8\) [28–30]. This uncertainty arises from the empirical data used in the Edlén equation, not from the fluctuations in temperature, pressure, etc. The uncertainty values used in calculating this uncertainty are 0.01 K (temperature), 3.73 Pa (pressure), 1\% (relative humidity), and 67 ppm (CO\textsubscript{2} concentration) [31]. Even when these values are known to better than the aforementioned values, the limiting uncertainty is Edlén’s equation itself. For 50 mm samples, this is a length change uncertainty of 500 pm. Once again, the instrument in this research must determine stability much smaller than this value, thus, more research is needed for methods that reduce the effect of refractive index uncertainty.

Another consideration for the stability measuring instrument is periodic errors. Periodic errors have been widely reported in literature over the last 15 years. Some of the early work in detecting these errors was performed by Hou and Wilkening [32], and De Freitas and Player [33]. Research has been performed on the sources of periodic errors and measurement techniques [34–42]. These techniques for correcting/removing periodic errors typically require either a constant moving velocity [35, 36, 40] or at least one fringe of motion within a specified measurement period [41]. As stated previously, the dimensional fluctuations from a sample with a relatively high thermal expansion are well below one
fringe of motion in a well controlled environment. Thus, these techniques do not work for stability measurements. These techniques are more intended for motion stages, rather than pure measurement. Therefore, more research is needed on mitigating periodic errors or designing an interferometer without source mixing and periodic errors.

In addition to source mixing, the laser also contributes uncertainty due to wavelength instability. Over short term intervals, commercial sources have wavelength instabilities on the order of parts in $10^9$ [43, 44]. Over longer time periods, the instability in these systems can be parts in $10^8$ or $10^7$, which is not suitable for this research. As with the refractive index, a frequency instability of $10^{-8}$ contributes 500 pm of length change measurement uncertainty, which higher than the measurement goals of this research. Thus, a source is needed which has a high frequency stability, yet a high enough optical power to be used in practical interferometry applications. For long term measurements, the line shift in the Helium Neon spectrum should be considered, which may decrease long term stability relative to an absolute standard such as an iodine stabilized laser.

1.9 Thesis Focus

This thesis comprises four main sections: the optical layout and characterization; refractive index correction, laser stabilization and heterodyne frequency generation; and periodic error measurement and correction. The following chapters delve into each of these sections plus qualification measurements and improvements for future systems.

Chapter 2 focuses on optical theory and phase measurements. In this chapter, an estimated length change measurement uncertainty is presented based on material properties and system parameters. Chapter 3 introduces and explains periodic errors and their effect on stability measurements and displacement measurements in general. Interferometer designs are presented and experimentally verified which mitigate these errors.

Chapter 4 details refractive index measurement and correction techniques. This work includes using a Fabry-Pérot interferometer for refractive index tracking and for wavelength correcting. Additionally, a refractive index tracking technique using heterodyne interferometry is presented. Chapter 5 presents a novel laser stabilization scheme using a mixed mode signal present in a three-mode HeNe laser. This chapter also discusses reference laser design and frequency locking techniques.

Chapter 6 describes the interferometry system for stability measurements, as built through several generations. Preliminary measurements with each generation are presented and recommendations for the next generation system are discussed. Additionally, the overall system design and practical information such as fiber coupling stability and unintended beam leakage is presented. Lastly, Chapter 7 contains a retrospective look at this research, including its shortfalls, potential improvement points, and future measurements.
Chapter 2

Optical Theory

Interferometry involves the interference of two or more electromagnetic waves. The goal of this chapter is to derive the equation of an electromagnetic wave propagating in a medium as a function of time, location, and initial power. Once this equation is known, it can be used to describe light interference which creates a detectable irradiance signal which takes the form of

\[ I = A \cos (2\pi ft + \phi) + B, \]  

(2.1)

where \( I \) is the detected irradiance converted (typically to volts), and \( A, f, \phi, \) and \( B \) are the amplitude, frequency, phase, and offset of the detected signal, respectively. This derivation will show how the phase change between two interfering optical signals can be used to determine the optical path length change. Once this is shown, an estimated uncertainty budget for the length change is presented assuming an ideal optical system and basic sample properties. Also, a sample thermomechanical model is shown, which is used to determine the short term uncertainty for stability events and prescribes the measurement bandwidth necessary for the detection system. Finally, detection theory and the phase measurement are discussed.

2.1 Wave Equation

2.1.1 Maxwell’s Equations

Basic electromagnetic theory states there is a direct relationship between electricity and magnetism. This relationship is shown in the four Maxwell equations, which, in differential form, are

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \]  

(2.2)

\[ \nabla \times \mathbf{B} = \mu_0 \frac{\partial \mathbf{E}}{\partial t}, \]  

(2.3)

\[ \nabla \cdot \mathbf{E} = 0 \quad \text{and} \]  

(2.4)

\[ \nabla \cdot \mathbf{B} = 0. \]  

(2.5)

where \( \mathbf{E} \) and \( \mathbf{B} \) are the electric and magnetic field vectors, respectively. Their derivation from first principles is described in detail in Appendix B. These equations will be used to
derive the wave equation of light and then the equations of the interferometric measurement. The complete derivation, include determining the electric field amplitude, was derived from first principles. References used to perform this derivation include work by Born and Wolf [45], Hecht [46], Pedrotti and Pedrotti [47], and Kreyszig [48].

### 2.1.2 General Form

The second derivatives of Maxwell’s Equations are needed to derive the wave equation for an electromagnetic field. To begin, the curl of Equation 2.3 is

\[ \nabla \times (\nabla \times B) = \mu \varepsilon \frac{\partial}{\partial t} (\nabla \times E). \tag{2.6} \]

If Equation 2.2 is substituted on the right hand side and the triple product identity

\[ \nabla \times (\nabla \times \cdot) = \nabla (\nabla \cdot) - \nabla^2, \tag{2.7} \]

is applied to the left hand side, then

\[ \nabla (\nabla \cdot B) - \nabla^2 B = -\mu \varepsilon \frac{\partial^2 B}{\partial t^2} \tag{2.8} \]

results. From Equation 2.5, the divergence of a magnetic field is zero, thus

\[ \nabla^2 B = \mu \varepsilon \frac{\partial^2 B}{\partial t^2}, \tag{2.9} \]

where \( \nabla^2 \) is the Laplacian Operator and is equal to zero. If a similar method is applied to Equation 2.2,

\[ \nabla \times (\nabla \times \cdot) = -\frac{\partial}{\partial t} (\nabla \times B), \tag{2.10} \]

then Equation 2.3 can be substituted on the right side and Equation 2.7 can be applied to the left side yielding

\[ \nabla^2 E = \mu \varepsilon \frac{\partial^2 E}{\partial t^2}. \tag{2.11} \]

Equations 2.9 and 2.11 can be expanded out to produce six different scalar wave equations of the form

\[ \frac{\partial^2 \psi}{\partial z^2} = \frac{1}{\nu^2} \frac{\partial^2 \psi}{\partial t^2}, \tag{2.12} \]

where \( \psi \) is the wave, \( z \) is the propagation direction, and \( \nu \) is the wave velocity.

### 2.1.3 General Solution

Typically in displacement measuring interferometry, a rotated coordinate system is devised such that the propagation direction is chosen to be the Z-direction. The plane orthogonal to the propagation direction is then the X- and Y-directions, with one aligned horizontal and the other vertical. For a electric wave propagating in the Z-direction, it is clear from Equation 2.4 that the gradient in the propagation direction is zero. Therefore, the only
electric fields must be transverse to the propagation direction. Assuming an electric field only in the X-direction, a general solution to Equation 2.12 is

\[ E_x(z, t) = E_x e^{i2\pi f(t-z/v)} \hat{i}, \]  

(2.13)

where \( E_x \) is the electric field amplitude in the X-direction, \( f \) is the oscillation frequency, \( v \) is the velocity in the propagation direction, and \( \hat{i} \) is the unit vector in the X-direction. The second derivatives of Equation 2.13 (in accordance with Equation 2.11) are

\[ \frac{\partial^2 E_x}{\partial t^2} = -\left(2\pi f E_x\right)^2 e^{i2\pi f(t-z/v)} \hat{i}, \]  

(2.14)

\[ \frac{\partial^2 E_x}{\partial z^2} = \left(-\frac{2\pi f E_x}{v}\right)^2 e^{i2\pi f(t-z/v)} \hat{i}. \]  

(2.15)

Substituting back into Equation 2.12 yields

\[ \left(\frac{2\pi f E_x}{v}\right)^2 e^{i2\pi f(t-z/v)} \hat{i} = \left(\frac{2\pi f E_x}{v^2}\right) e^{i\pi f(t-z/v)} \hat{i} \]  

(2.16)

which completes the proof. It should be noted that this proof can also be demonstrated for an electric field aligned in the Y-direction or a combination of electric fields in the X- and Y-directions.

Faraday’s Induction Law states that a time-varying magnetic field accompanies any electric field. The magnetic field can be solved for by knowing the electric field direction and the direction of propagation. This can be found by using the \( \hat{j} \) part of Equation 2.2

\[ -\left(\frac{\partial E_z}{\partial x} - \frac{\partial E_x}{\partial z}\right) = \frac{\partial B_y}{\partial t}. \]  

(2.17)

Because \( \partial E_z/\partial x \) is zero, the magnetic field reduces to

\[ B_y = \int \frac{\partial E_x}{\partial z} dt = \frac{E_x}{v} e^{i2\pi f(t-z/v)}. \]  

(2.18)

The electric field and magnetic field magnitudes are proportional to each other based on the speed of propagation

\[ vB_y = E_x \]  

(2.19)

Therefore, a plane (transverse) wave traveling in the Z-direction and with an electric field oriented in the X-direction has a time-varying magnetic field in the Y-direction.

### 2.1.4 Wave Velocity

From Equations 2.11 and 2.12, the velocity of propagation is

\[ v = \frac{1}{\sqrt{\mu \epsilon}} \]  

(2.20)

where \( \mu \) and \( \epsilon \) are the permeability and permittivity of the medium in which the wave travels. Substituting Equations B.10 and B.13 into Equation 2.20, the velocity becomes

\[ v = \frac{1}{\sqrt{\mu_0 \mu_r \epsilon_r \epsilon_0}}. \]  

(2.21)
where $\mu_o$ is the permeability of free space, $\mu_r$ is the relative permeability, $\epsilon_o$ is the electric permittivity in a vacuum, and $\epsilon_r$ is the dielectric constant or relative electric permittivity to a vacuum.

The refractive index, $\eta$, is

$$\eta = \sqrt{\mu_r \epsilon_r}$$

(2.22)

and the speed of light in a vacuum is defined as

$$c = \frac{1}{\sqrt{\mu_o \epsilon_o}} = 299,792,458 \, \text{[m/s]}.$$  

(2.23)

If the wave is not traveling in a vacuum, the speed of the light changes based on the refractive index of the medium. Therefore, the velocity of light propagating in a medium other than vacuum is

$$v = \frac{c}{\eta} = \frac{1}{\sqrt{\mu_r \mu_o \epsilon_r \epsilon_o}}.$$ 

(2.24)

### 2.1.5 Electric Field Amplitude

The only term in Equation 2.13 that is not yet determined is the amplitude of the electric field. The irradiance must first be defined and will be used in the solution. To determine the irradiance, the rate of energy transfer per unit area transmitted by an electromagnetic wave must be determined. The rate of energy transfer per unit area is

$$S = \frac{P_o}{A},$$

(2.25)

where $S$ is the rate of energy transfer per unit area [W·m$^{-2}$], $P_o$ is the amount of optical power, and $A$ is the cross sectional area of the electromagnetic wave. The energy flowing along a path with velocity, $v$, has a specified volume of energy, $V_u$, that will pass through the cross sectional area, $A$, in a given time interval, $\Delta t$. Thus, the energy transferred per unit area is also

$$S = \frac{uv}{V_u},$$

(2.26)

where $u$ is the net energy within the volume. The energy density in an electric field is

$$\frac{u_e}{V_u} = \frac{\epsilon_o}{2} E_o^2,$$

(2.27)

where $u_e$ is the electric field energy and $E_o$ is the magnitude of the electric field. Similarly, the energy density for a magnetic field is

$$\frac{u_m}{V_u} = \frac{B_o^2}{2\mu},$$

(2.28)

where $u_m$ is the magnetic field energy and $B_o$ is the magnitude of the magnetic field. Since the magnitude of the electric field and magnetic field are related by $vB_o = E_o$, Equation 2.28 can be restated as

$$\frac{u_m}{V_u} = \frac{E_o^2}{2v^2\mu},$$

(2.29)

---

1The speed of light and permeability in a vacuum are both defined constants and the permittivity is a derived constant. Originally, however, both the permeability and the permittivity were determined experimentally and the speed of light was derived from that.
Using Equation 2.20, Equation 2.29 simplifies to

\[
\frac{u_m}{V_u} = \frac{\epsilon}{2} E_o^2,
\]

(2.30)

which is the same as Equation 2.27, thus \( u_e = u_m \). The rate of energy transfer per unit area transmitted by an electromagnetic wave is

\[
S = \frac{\mu_{net} V}{V_u} = \left( \frac{u_e + u_m}{V_u} \right) = \epsilon v^2 E_o B_o.
\]

(2.31)

In vector form, the rate of energy transfer per unit area transmitted by an electromagnetic wave is the Poynting vector, \( \mathbf{S} \), and is in the propagation direction with both the electric field and magnetic field orthogonal to it and mutually orthogonal. The Poynting vector,

\[
\mathbf{S} = \epsilon v^2 \mathbf{E} \times \mathbf{B},
\]

(2.32)

is used to determine the irradiance of an optical beam. Both \( \mathbf{E} \) and \( \mathbf{B} \) are time varying with the form

\[
\mathbf{E}_x (z, t) = E_x e^{i2\pi f(t-z/v)} \mathbf{i} \quad \text{and} \quad \mathbf{B}_y (z, t) = B_y e^{i2\pi f(t-z/v)} \mathbf{j},
\]

(2.33)

(2.34)

which was determined by Equation 2.13 assuming propagation in the Z-direction and the electric and magnetic fields aligned in the X- and Y-directions, respectively. To obtain the real part of these vectors, Euler identities are used. The four Euler identities are

\[
e^{i\theta} = \cos \theta + i \sin \theta,
\]

\[
e^{-i\theta} = \cos \theta - i \sin \theta,
\]

\[
\cos \theta = \frac{e^{i\theta} + e^{-i\theta}}{2}, \quad \text{and}
\]

\[
\sin \theta = \frac{e^{i\theta} - e^{-i\theta}}{2i},
\]

where the first two can be shown to obtain the last two, and vice versa. The real parts of the electric and magnetic fields are needed because only the real part of the electromagnetic wave can be detected. The real parts of the electric and magnetic fields are then

\[
\text{Re} \left( \mathbf{E}_x \right) = E_x \cos \left( 2\pi f (t-z/v) \right) \quad \text{and} \quad \text{Re} \left( \mathbf{B}_y \right) = B_y \cos \left( 2\pi f (t-z/v) \right)
\]

(2.35)

(2.36)

The magnitude of the Poynting vector is

\[
|\mathbf{S}| = \epsilon v^2 |\mathbf{E}_x| |\mathbf{B}_y| \cos^2 \left( 2\pi f (t-z/v) \right) \sin \gamma.
\]

(2.37)

The Poynting vector is the time-varying energy transfer for a given beam diameter at extremely high frequencies (\( > 10^{14} \) Hz), of which there are no detectors fast enough to measure. Therefore, any detector measures a time average of the magnitude of the Poynting over a certain time period \( T \). The definition of a time average (denoted by the \( \langle \cdots \rangle \) brackets) is

\[
\left\langle f(t) \right\rangle \equiv \frac{1}{T} \int_{t-T/2}^{t+T/2} f(t) \, dt.
\]

(2.38)
Applying this to the Poynting vector magnitude from Equation 2.37 yields the irradiance, I, and is

\[ I \equiv \langle |\mathbf{S}| \rangle_T = \epsilon v^2 |\mathbf{E}_x||\mathbf{B}_y| \left\langle \cos^2 \left( 2\pi f \left( t - \frac{z}{v} \right) \right) \right\rangle_T \sin (\gamma), \tag{2.39} \]

where \( \gamma \) is the angle between the electric and magnetic field and is always \( \pi/2 \). When Equation 2.18 is substituted into Equation 2.39, it simplifies to

\[ I = \epsilon v |\mathbf{E}_x|^2 \left\langle \cos^2 \left( 2\pi f \left( t - \frac{z}{v} \right) \right) \right\rangle. \tag{2.40} \]

Using the definition of a time average from Equation 2.38, it can be shown that

\[ \left\langle \cos^2 (t) \right\rangle_T = \frac{1 + \text{sinc} (T) \cos (2t)}{2}, \tag{2.41} \]

where \( \text{sinc} (T) = (\sin T) / T \). As the time average period \( T \) tends toward large values (including sampling frequencies on the order of 100 MHz\(^2\), the \( \text{sinc} \) term tends toward zero. Therefore, the irradiance can be reduced to

\[ I = \epsilon v \left\langle |\mathbf{E}_0|^2 \right\rangle = \frac{\epsilon v}{2} |\mathbf{E}_0|^2. \tag{2.42} \]

Using Equations 2.25, 2.39, and 2.42 the magnitude of the electric field, \( E_0 \), is

\[ E_0 = \sqrt{\frac{2P_o}{\epsilon v A}}, \tag{2.43} \]

where the electromagnetic wave is generated from a source with a known power output, \( P_o \), and a known cross sectional area, \( A \). If this value is substituted back into the assumed solution from Equation 2.13 and the speed of light is substituted for the wave velocity from Equation 2.24, then the equation for the electric field for a wave propagating in the Z-direction is

\[ \mathbf{E} = \sqrt{\frac{2P_o \eta}{\epsilon_r \epsilon_o c A}} e^{i2\pi(f(t + \eta z/c))} (\mathbf{i} + j \mathbf{j}), \tag{2.44} \]

with optical power \( P_o \), beam area \( A \), relative and absolute permittivities \( \epsilon_r \) and \( \epsilon_o \), refractive index \( \eta \), speed of light \( c \), electromagnetic frequency of oscillation \( f \), and magnitude vectors \( \mathbf{i} \) and \( \mathbf{j} \) for the \( \mathbf{i} \) and \( \mathbf{j} \) components. This equation includes the accompanying magnetic field component and for the remainder of this work, the electromagnetic wave will be considered just based on this electric field equation.

### 2.2 Two Beam Interference

Now that the equation for an electric field propagating in a specific direction has been properly defined (Equation 2.44), the next step is to see how these waves can be used to perform displacement measurements. Displacement interferometers typically use the principle of interference to infer a displacement value from a change in phase of a measured irradiance. Interference occurs when two waves which meet at the same place and time and have electric fields whose polarizations are aligned non-orthogonally. The net electric field at the interference point is the sum of the electric fields of the electromagnetic waves.
The non-orthogonality of the electric field polarization states is a requirement as the two waves will not interfere if their electric field polarization states are not aligned orthogonally (proved shortly).

First, we will assume a typical situation where there is interference between two waves, one denoted ‘r’ for reference wave and the other, ‘m’ for measurement wave. The electric fields for the measurement and reference beams are, respectively,

\[ E_m = \sqrt{\frac{2P_m \eta_m}{\epsilon_{r,m} \epsilon_o c A}} e^{i2\pi f_m (t + \eta_m z_m/c)} (i_m \mathbf{i} + j_m \mathbf{j}) \] and \( E_r = \sqrt{\frac{2P_r \eta_r}{\epsilon_{r,r} \epsilon_o c A}} e^{i2\pi f_r (t + \eta_r z_r/c)} (i_r \mathbf{i} + j_r \mathbf{j}) \),

and the net electric field is

\[ E_{net} = E_m + E_r. \]

The total irradiance at the detector is

\[ I = \frac{\epsilon c}{\eta} \left| E_{net} \right|^2. \]

The square of the magnitude of \( E_{net} \) is the dot product. Thus, substituting the net electric field and expanding yields

\[ I = \frac{\epsilon c}{\eta} \left( |E_m|^2 + |E_r|^2 + 2E_m \cdot E_r \right) \]

which is the same as

\[ I = \frac{\epsilon c}{\eta} \left( |E_m|^2 + |E_r|^2 + 2E_m \cdot E_r \right) \]

The \( |E_m|^2 \) and \( |E_r|^2 \) terms are usually called the DC offset terms and the \( 2E_m \cdot E_r \) term is called the interference term. To simplify the mathematics, the substitutions

\[ \omega_m = 2\pi f_m, \]
\[ \omega_r = 2\pi f_r, \]
\[ \phi_m = \frac{2\pi f_m \eta_m z_m}{c}, \text{ and} \]
\[ \phi_r = \frac{2\pi f_r \eta_r z_r}{c}, \]

are used and then replaced at the end for the complete definition. In Equations 2.52–2.54, \( \omega \) is the angular frequency, \( f \) is the frequency, \( \phi \) is the phase, \( \eta \) is the refractive index through the traveling medium, \( z \) is the path length, and \( c \) is the speed of light. The subscripts \( m \) and \( r \) denote measurement and reference waves, respectively. At this point, only the interfering term will be considered by taking the real components and expanding out the dot product resulting in

\[ E_m \cdot E_r = |E_m| \cos (\omega_m t + \phi_m) \cdot |E_r| \cos (\omega_r t + \phi_r). \]

This simplifies to

\[ E_m \cdot E_r = E_m E_r \cos (\omega_m t + \phi_m) \cos (\omega_r t + \phi_r) \cos \alpha, \]
where $E_m$ and $E_r$ are the electric field magnitudes and $\alpha$ is the polarization angle between the two interfering waves. If $\alpha$ is zero, then the two waves interfere. However, if $\alpha$ is $\pi/2$, then no interference occurs, although a DC level power is detected. This proves that two waves with orthogonal electric fields do not interfere.

By making use of the trigonometric identity

$$2 \cos A \cos B = \cos (A + B) + \cos (A - B),$$

(2.57)

it is clear that the resulting interference term will be a cosine wave with two distinct Fourier components, one being the sum and the other, the difference. Since an optical frequency is too fast to detect, then twice an optical frequency will also be too fast to detect. Therefore, only the difference between the two frequencies (also called the beat frequency) is considered. This simplifies the interference term from Equation 2.50 to

$$\langle E_m \cdot E_r \rangle = E_m E_r \langle \cos \left( (\omega_m - \omega_r) t - (\phi_r - \phi_m) \right) \rangle.$$

(2.58)

The time average of a cosine (or sine) is simply a cosine (or sine), therefore, the time dependence can be removed, resulting in

$$\langle E_m \cdot E_r \rangle = E_m E_r \cos \left( (\omega_m - \omega_r) t - (\phi_r - \phi_m) \right).$$

(2.59)

If the assumption is made that the electric fields are aligned coincidentally, then the dot product is simply the multiplication of the two electric fields. When the nominal electric field amplitudes from Equations 2.45 and 2.46 are substituted into the interference term, then the resulting interference amplitude is

$$E_m E_r = \sqrt{\frac{2P_m \eta_m}{\epsilon_{r,m} \epsilon_0 c A}} \sqrt{\frac{2P_r \eta_r}{\epsilon_{r,r} \epsilon_0 c A}}.$$

(2.60)

Now, returning to Equation 2.50, there are still the two DC terms to consider. Using the substitutions from Equations 2.45, 2.46, and 2.52 through 2.54, they can be rewritten as

$$I_m = \langle |E_m|^2 \rangle = \frac{2P_m \eta_m}{\epsilon_{r,m} \epsilon_0 c A} \langle \cos^2 (\omega_m t + \phi_m) \rangle \quad \text{and}$$

$$I_r = \langle |E_r|^2 \rangle = \frac{2P_r \eta_r}{\epsilon_{r,r} \epsilon_0 c A} \langle \cos^2 (\omega_r t + \phi_r) \rangle.$$

(2.61)

(2.62)

The time averaged cosine squared terms in Equations 2.61 and 2.62 average out to $1/2$, thus the measurement and reference irradiances $I_m$ and $I_r$ can be simplified to

$$I_m = \frac{P_m \eta_m}{\epsilon_{r,m} \epsilon_0 c A} \quad \text{and}$$

$$I_r = \frac{P_r \eta_r}{\epsilon_{r,r} \epsilon_0 c A}.$$

(2.63)

(2.64)

3 Although there is an amplitude dependence in the trigonometric identity, it is ignored for two reasons in this derivation. The first reason shows up when the answer is checked using an ideal case. The added $1/2$ multiplier causes a difference between the derived and checked answers. The second reason is the amplitude effect cannot be known because the direct electromagnetic wave cannot be measured. Thus, it may be present but is something that cannot yet be detected and verified.
Equations 2.63 and 2.64 can be used to simplify Equation 2.50 and thus, the interference term (Equation 2.59) reduces to

$$\langle E_m \cdot E_r \rangle = \sqrt{I_m I_r} \cos \left( (\omega_m - \omega_r) t - (\phi_r - \phi_m) \right).$$  \hspace{1cm} (2.65)

Equations 2.61, 2.62, and 2.65 can be substituted back into 2.50 to yield the standard equation for two beam interference

$$I = I_m + I_r + 2 \sqrt{I_m I_r} \cos \left( (\omega_m - \omega_r) t - (\phi_r - \phi_m) \right).$$ \hspace{1cm} (2.66)

The equation for two beam interference has the same form as the generic form proposed at the beginning of the chapter in Equation 2.1. If two electromagnetic waves are superimposed and not orthogonally aligned, then the irradiance detected takes the form of Equation 2.1 which is more accurately described by Equation 2.66. If $I_m = I_r$, and there is complete (ideal) interference, then the measured irradiance will be a time varying signal of frequency $f_m - f_r$ with a normalized amplitude ranging from zero to one, as shown in Figure 2.1. If the two waves have some angular difference but are not orthogonal, then the angle $\alpha$ in the cosine term from Equation 2.56 must be considered. Figure 2.1 also shows three other normalized examples where the angle in not zero.

![Figure 2.1: Schematic of an irradiance signal for four different rotational orientations (polarization angle). When the two electric fields are interfered with the same angular orientation (polarization, $\alpha=0^\circ$), there is perfect fringe contrast. When the angular orientation is far apart (near orthogonally polarized, $\alpha=85^\circ$), the fringe contrast is low.](image)

This combination of AC signal amplitude and offset is used to determine the fringe contrast in the interferometer. The fringe contrast, $f_c$, is

$$f_c = \frac{\max(I) - \min(I)}{\max(I) + \min(I)},$$ \hspace{1cm} (2.67)

where the minimum and maximum values are determined from a finite dataset. The fringe contrast ranges from zero to one, with zero being no interference and one being perfect interference. For the examples in Figure 2.67, the values for the misaligned examples are: 0.97 for $20^\circ$, 0.83 for $45^\circ$, and 0.16 for $85^\circ$. This value is mainly used for aligning an optical system and for enhancing the analog to digital conversion going into a data acquisition system, improving signal to noise.
2.3 Phase Measurement

The term \((\phi_r - \phi_m)\) from Equation 2.66 is generally referred to as the time varying phase term. The measured change of this term describes the length change in a displacement measuring interferometer. Accurate measurement of the phase term is the major theme of this research. Before describing a typical phase measurement system, a standard Michelson interferometer will be described to point out several key aspects in interferometry design. Also, this interferometer will be used in subsequent sections where the length change uncertainty is discussed.

2.3.1 Michelson Interferometer

A standard Michelson interferometer configuration is shown in Figure 2.2. The typical laser source for this interferometer is a two frequency heterodyne source with a nominal, constant frequency difference between the two absolute frequencies. This frequency difference is referred to as the split frequency, \(f_s\). The two frequencies, \(f_1\) and \(f_2\), from the source are coaxial and aligned to orthogonal polarzation directions and do not interfere.

A portion of the beam from the laser source is typically split using a partial beamsplitter. The two orthogonal beams are then interfered using a polarizer aligned to 45° and then the reference interference signal is detected using PD\(_r\). The remaining main beam traverses to a polarizing beamsplitter where the beams are split via polarization and, in this case, frequency. One beam reflects off a reference retroreflector, typically fixed to the polarizing beamsplitter. The other beam reflects off a measurement retroreflector, fixed to the moving stage or platform. Both beams are then recombined in the polarizing beamsplitter and then interfered using another polarizer, also aligned to 45°. The measured interference signal is also detected using PD\(_m\).

There are several key design criteria for this interferometer which will be used in the design of a material stability measuring interferometer. This design is nominally balanced which means the optical path length through the measurement and reference arms is nominally equal. In this case, the path length in the polarizing beamsplitter and in both retroreflectors match, thus, the first order effects from thermal expansion, for instance, are canceled. However, this configuration is susceptible to thermal gradients which will cause
a relative length change due to thermal expansion within the optics which will show up as a false length change. To combat this, interferometer optics are often made of low thermal expansion glass like Fused Silica.

Another key design is the moving target is not sensitive to tip and tilt alignment effects. This is critical for things like moving stages. However, in this research, non-parallelism of the sample is a parameter that should be measured. Thus a stability measuring interferometer should be able to detect this type of dimensional change along with nominal displacements.

The last important aspect to point out is the generation of an optical reference signal for measuring the phase. This is important because change in the split frequency $f_s$ will show up on PD$_r$ and PD$_m$ which will be removed when the relative phase is measured. If this was not the case, then any instability in the split frequency would show up as a false length change.

### 2.3.2 Signal Attributes

In the interferometer shown in Figure 2.2, the measurement (subscript $m$) and reference (subscript $r$) interference signals detected take the form of

$$I_r = A_r \cos (2\pi f_s t + \phi_o) + B_r \quad \text{and}$$

$$I_m = A_m \cos \left( 2\pi f_s t + \phi_o + \left( \frac{2\pi N \eta \Delta z f}{c} \right) \right) + B_m,$$

where $I$ is the measured irradiance, $A$ is the amplitude of the irradiance, $B$ is the offset, $f_s$ is the nominal split frequency of the laser source, $\phi_o$ is the nominal phase of the laser source, $N$ is the interferometer resolution (two for this configuration), $\eta$ is the refractive index along the optical path difference, $f$ is the nominal frequency of the laser, $c$ is the speed of light, and $\Delta z$ is the difference in optical path lengths between the measurement and reference arms.

The offsets $B_r$ and $B_m$ can be removed by a high pass filter and the amplitudes $A_r$ and $A_m$ can be scaled using amplifiers and assuming the nominal optical power for the source and alignment remains the same. Also, the nominal phase of the laser source, $\phi_o$, can be canceled because both interference signals are generated from the same laser source and, in most cases, the path length between the reference and measurement is small enough to ignore time of flight issues. Thus, the interference signals can be simplified to

$$I_r \propto \cos (2\pi f_s t) \quad \text{and}$$

$$I_m \propto \cos \left( 2\pi f_s t + \left( \frac{2\pi N \eta \Delta z f}{c} \right) \right).$$

The motion of the moving retroreflector in Figure 2.2 induces a frequency shift known as the Doppler shift, depicted in Figure 2.3. To mitigate measurement errors due to the Doppler effect, the split frequency of the laser source must be chosen with care. The split frequency must be chosen based on the characteristics of the data acquisition system (described shortly) and the dynamics of the system. The split frequency should always satisfy [49]

$$f_s > \frac{|v_m| N \eta f}{c},$$

(2.72)
where $|v_m|$ is the magnitude of the maximum moving stage velocity. This ensures the frequency measured by $PD_m$ never passes through zero, which will cause a directional error.

The Doppler effect is also used as a guideline to bandpass filtering. For instance, a 632.8 nm HeNe interferometer with an $N$ of 2 measuring a maximum velocity of 1 mm·s$^{-1}$ experiences a frequency shift of approximately ±3.2 MHz. Thus, the split frequency should be at least 3.2 MHz, to prevent the negative Doppler shifting signal from passing through zero. In this case, assuming a laser source with a split frequency of 10 MHz is used, the frequency range that will be detected is between 6.8 MHz and 13.2 MHz. Thus, a bandpass filter should be selected which has a flat gain and minimal phase lag between 6.8 MHz and 13.2 MHz, which will remove the offsets ($B_r$ and $B_m$), provide anti-aliasing, and help prevent unwanted harmonics in the measurement band.

### 2.3.3 Lock-In Detection

The bandpass filtering described in the previous section is typically applied on the input to a lock-in amplifier [50] which is used to measure the phase difference between the reference interference signal and the measurement interference signal. Figure 2.4 shows a schematic of a typical lock-in amplifier used to measure the phase between two signals.

Both the measurement (M) and reference (R) signals are bandpass filtered to remove their nominal offset, eliminate the sensitivity to optical power fluctuations, and provide anti-aliasing filtering. The reference signal is then sent to a phase locked loop. In most digital systems, the phase locked loop consists of a phase detector, filter, and a voltage controlled oscillator [51]. In most digital systems, the voltage controlled oscillator has a nominal phase offset option. Thus, the output from the filter in the phase locked loop is sent to two voltage controlled oscillators with a 90° phase difference between them, generating a sine and a cosine signal phase locked to the input signal.

The two outputs from the phase locked loop, $R_c$ and $R_s$ are then sent to two multipliers along with the measurement signal to generate two signals, the In-Phase ($I$) and Quadrature
Figure 2.4: Schematic of a lock-in amplifier for phase measurements. Two signals are detected and initially filtered. The reference signal, $R_c$, is sent to a phase-locked loop to generate matched sine and cosine signals. Those are then multiplied with the filtered measurement signal, $M$, to produce in-phase ($I$) and quadrature ($Q$) outputs. Those are then low-pass filtered and sent to an arctangent function. The phase is then unwrapped and a gain is applied to determine displacement from unwrapped phase.

(Q) signals. The In-Phase and Quadrature signals are

$$I = R_c M = \cos(2\pi f_s t) \cos(2\pi f_s t + \phi_z)$$ and
$$Q = R_s M = \cos(2\pi f_s t + \pi/2) \cos(2\pi f_s t + \phi_z),$$

where $\phi_z$ is the phase change as a function of displacement. Applying Equation 2.57 yields

$$I = \frac{1}{2} \cos(4\pi f_s t + \phi_z) + \frac{1}{2} \cos(\phi_z)$$ and
$$Q = \frac{1}{2} \cos(4\pi f_s t + \pi/2 + \phi_z) + \frac{1}{2} \cos(\pi/2 + \phi_z).$$

If a low pass filter is used after both multipliers to provide sufficient attenuation to the signal at a frequency of $2f_s$, then the remaining signals are

$$I = \frac{1}{2} \cos(\phi_z)$$ and
$$Q = \frac{1}{2} \cos(\pi/2 + \phi_z) = \frac{1}{2} \sin(\phi_z).$$

The phase is then determined by

$$\phi_z = \arctan\left(\frac{Q}{I}\right),$$

and ensuring the sign of the input values is taken into consideration to place the angle in the proper quadrant. The last step needed is an unwrapping function which properly adds or subtracts $2\pi$ across successive $2\pi$ phase jumps. The phase can then be scaled to the displacement value by knowing the refractive index, interferometer constant and the nominal laser frequency.

There are several other methods for measuring the phase in an interferometer signal, including other techniques called time interval analysis. Work by Oka, et al. [52], Oldham, et al. [53], Demarest [49], Holmes [54], Pollack [55], and Shaddock, et al. [56] have all demonstrated phasemeters with various capabilities.

2.4 Uncertainty Estimates

For heterodyne displacement systems, the measurement signal is always measured with respect to a reference signal in the interferometer. In the full process, displacement
is inferred from phase changes which are derived from relative deviations between two
time-varying irradiance signals. The two time-varying irradiance signals are converted
to electrical signals using photodiodes and then the electrical signals are processed to
determine a phase change, which is then used to determine displacement.

Thus, there are two major sources of uncertainty in displacement interferometry systems.
The first is determining whether the interferometer detects only the desired displacement
changes and all other changes in the system are otherwise compensated. The second
uncertainty source is from the phase measurement and determining whether it converts only
the desired phase shift into a measurement signal. There is a subtle, yet important difference
between these two uncertainty sources. The former pertains to the interferometer design
and direct compensation or cancellation by balancing the system whereas the latter deals
more with the laser system employed, measurement environment, phase-to-displacement
conversion, and sample properties.

In subsequent sections, the phase measurement uncertainty will be derived for a generic
sample with unspecified measurement environment conditions. This derivation assumes
the interferometer contributes no measurement uncertainty, the ideal case. Additionally,
the derivation assumes the interferometer is designed to eliminate periodic errors, which
cause additional measurement uncertainty at the nanometer and sub-nanometer levels.
This inherently establishes two design criteria for the interferometer: having a completely
balanced system and eliminating any chance for periodic errors. These particular design
points are discussed in later chapters.

After describing the phase uncertainty derivation, practical values are assumed to
establish a baseline measurement limit. Additionally, each source is examined to either
push the uncertainty contribution to 1 pm or lower, or the best possible measurement will be
inserted for the sake of comparison. Finally, a table of best-case measurement uncertainty
values for several materials used in typical precision engineering systems is presented.

### 2.4.1 Phase Uncertainty Derivation

As shown in Equations 2.70 and 2.71, the phase difference between two interfering
signals contains the optical path length difference. Thus, the optical path difference in an
interferometer, \( z \), can be defined as the difference between the total reference path length,
\( z_r \), minus the total measurement path length, \( z_m \). If the optical path difference is only the
sample which is being measured, the measured phase from the interference signal is

\[
\phi = \frac{2\pi N z \eta f}{c},
\]

where \( N \) is the interferometer constant, \( \eta \) is the refractive index, \( f \) is the laser frequency,
and \( c \) is the speed of light \([299\,792\,458\,\text{m} \cdot \text{s}^{-1}]\). Since this research is concerned with
displacement interferometry (not distance), the absolute phase of the measurement is
unknown. Only deviations from the starting phase value can be determined. Therefore,
only length changes are determined, not absolute length. The time derivative of the phase is
needed to determine the measured length change. The variables \( z \), \( f \), and \( \eta \) can all change
as functions of time, thus the time derivative of phase is

\[
\frac{d\phi}{dt} = \frac{2\pi N}{c} \left( \eta f \frac{dz}{dt} + z \eta \frac{df}{dt} + z f \frac{d\eta}{dt} \right).
\]
For discrete, constant time intervals, the $dt$ variable can be set equal to one and the differentiated terms can be swapped with discrete differences from two consecutive time intervals. After this substitution and some rearranging, the length change, $\Delta z$, is

$$\Delta z = \frac{c \Delta \phi}{2\pi N f} - \frac{z \Delta f}{f} - \frac{z \Delta \eta}{\eta}. \quad (2.82)$$

This shows that when length change is measured from phase changes, the nominal frequency and refractive index as well as changes in frequency and refractive index result in length changes. By knowing the nominal frequency, nominal refractive index, frequency changes, refractive index changes, and the phase resolution, the minimum measurable length change can be determined. Since this derivation assumes the phase change is caused by a sample length change, there are two different types of length changes, correctable and uncorrectable. The total length change is then

$$\Delta z = \Delta z_c + \Delta z_u, \quad (2.83)$$

where $\Delta z_c$ are the correctable length changes and $\Delta z_u$ are the uncorrectable length changes (drift, the desired measurement). The correctable length changes are dominated by thermal and pressure effects,

$$\Delta z_c = \alpha z \Delta T - \frac{z \Delta P}{K}, \quad (2.84)$$

where $\alpha$ is the material’s thermal expansion coefficient, $z$ is the nominal sample length, $\Delta T$ is the temperature change, $\Delta P$ is the pressure change, and $K$ is the material’s bulk modulus. Length change due to pressure change is a volumetric effect, thus the bulk modulus is used. The bulk modulus is related to the elastic modulus by

$$K = \frac{E}{3 (1 - 2 \nu)}, \quad (2.85)$$

where $E$ is the elastic modulus and $\nu$ is Poisson’s ratio for the material. When Equations 2.83, 2.84, and 2.85 are substituted into Equation 2.82, the uncorrectable length change is

$$\Delta z_u = \frac{c \Delta \phi}{2\pi N f} - \frac{z \Delta f}{f} - \frac{z \Delta \eta}{\eta} - \alpha z \Delta T + \frac{3 z (1 - 2 \nu) \Delta P}{E}. \quad (2.86)$$

Equation 2.86 is the measured length change from phase after correcting for known first order environmental effects on the sample. When the assumption is made that the uncertainty sources are uncorrelated [19], the first order uncertainty expansion, $U_Y^2 = \sum_{i=1}^{n} \left( \frac{\partial Y}{\partial Y_i} \right)^2 U_{Y_i}^2$, is used to determine the measured length change uncertainty where $U_Y$ is the uncertainty, $Y$ is the function for which the uncertainty is desired, $Y_i$ are the uncertainty parameters in the function, and $U_{Y_i}$ is the uncertainty of each specific parameter. The phase uncertainty sources are assumed to be uncorrelated because the expected temperature and pressure fluctuations are minimal. Thus, effects like a temperature dependence on the material thermal expansion coefficient are not applicable in this instance. Applying the first
order uncertainty expansion to Equation 2.86, the expanded length change uncertainty is

\[ U_{\Delta z}^2 = \left( \frac{-\Delta \eta}{\eta} - \frac{\Delta f}{f} - \alpha \Delta T + \frac{3(1 - 2\nu)\Delta P}{E} \right)^2 U_z^2 + \left( \frac{-z}{f} \right)^2 U_{\Delta f}^2 + \]

\[ \left( \frac{-z}{\eta} \right)^2 U_{\Delta \eta}^2 + \left( \frac{z\Delta \eta}{\eta^2} - \frac{c\Delta \phi}{2\pi\nu\eta^2 f} \right)^2 U_f^2 + \]

\[ \left( \frac{c}{2\pi\nu\eta f} \right)^2 U_{\Delta \phi}^2 + \left( -z\Delta T \right)^2 U_{\Delta T}^2 + \left( -\alpha z \right)^2 U_{\Delta T}^2 + \]

\[ \left( \frac{-6z\Delta P}{E} \right)^2 U_{\Delta P}^2. \]  

(2.87)

The following section illustrates the length change uncertainty from Equation 2.87 for a normal material under normal measurement conditions using an aluminum sample. Table 2.1 summarizes the nominal parameters and their associated uncertainties. The fractional uncertainty (1σ) is defined as a fractional value of the nominal value. The absolute uncertainty refers to a uncertainty value (1σ) irrespective of the nominal value unless otherwise indicated.

Equation 2.87 can be broken down into eleven separate equations where each uncertainty contributor can be analyzed individually. The uncertainties resulting from each individual components are

\[ U_{\Delta z}(U_z) = \left( \frac{-\Delta \eta}{\eta} - \frac{\Delta f}{f} - \alpha \Delta T + \frac{3(1 - 2\nu)\Delta P}{E} \right) U_z \ \geq \ 0 \ \text{pm} \]  

(2.88)

\[ U_{\Delta z}(U_{\Delta f}) = \left( \frac{-z}{f} \right) U_{\Delta f} \ \geq \ 500 \ \text{pm} \]  

(2.89)

\[ U_{\Delta z}(U_{\Delta \eta}) = \left( \frac{-z}{\eta} \right) U_{\Delta \eta} \ \geq \ 500 \ \text{pm} \]  

(2.90)

\[ U_{\Delta z}(U_f) = \left( \frac{z\Delta \eta}{\eta^2} - \frac{c\Delta \phi}{2\pi\nu\eta^2 f} \right) U_f \ \geq \ 0 \ \text{pm} \]  

(2.91)

\[ U_{\Delta z}(U_{\Delta \phi}) = \left( \frac{c}{2\pi\nu\eta f} \right) U_{\Delta \phi} \ \geq \ 0.2 \ \text{pm} \]  

(2.92)

\[ U_{\Delta z}(U_{\Delta T}) = (-z\Delta T) U_{\Delta T} \ \geq \ 57.5 \ \text{pm} \]  

(2.93)

\[ U_{\Delta z}(U_{\Delta T}) = (-\alpha z) U_{\Delta T} \ \geq \ 575 \ \text{pm} \]  

(2.94)

\[ U_{\Delta z}(U_{\Delta P}) = \left( \frac{-6z\Delta P}{E} \right) U_{\Delta P} \ \geq \ 0.2 \ \text{pm} \]  

(2.95)

\[ U_{\Delta z}(U_{\Delta P}) = \left( \frac{-6z\Delta P}{E} \right) U_{\Delta P} \ \geq \ 0.96 \ \text{pm} \]  

(2.96)

\[ U_{\Delta z}(U_E) = \left( \frac{3(1 - 2\nu)\Delta P}{E^2} \right) U_E \ \geq \ 0.1 \ \text{pm} \]  

(2.97)

\[ U_{\Delta z}(U_{\Delta P}) = \left( \frac{3(1 - 2\nu)\Delta P}{E^2} \right) U_{\Delta P} \ \geq \ 1.7 \ \text{pm} \]  

(2.98)

The syntax for Equations 2.88–2.98 is the uncertainty contribution to length change, \( U_{\Delta z} \), due to the uncertainty in each component, \( U_i \). The estimated uncertainties in Equations 2.88–2.98 are the absolute values.

As shown, the uncertainties due to frequency change, refractive index change, thermal expansion coefficient, temperature change, and, to a lesser extent, pressure change are all above the desired limit. To reach a 1 pm threshold, all of these uncertainties must be reduced. For instance, both the frequency change and refractive index change uncertainties must be better than 2 parts in 10^11. Additionally, the thermal expansion coefficient


<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal Value</th>
<th>Fractional Uncertainty</th>
<th>Absolute Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed of light ((c))</td>
<td>299792458 m·s(^{-1})</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Constant ((N))</td>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Phase Change ((\Delta \phi))</td>
<td>3.5 µrad</td>
<td>-</td>
<td>3.5 µrad</td>
</tr>
<tr>
<td>Refractive Index ((\eta))</td>
<td>1.00029</td>
<td>1\times10^{-8}</td>
<td>-</td>
</tr>
<tr>
<td>RI Change ((\Delta \eta))</td>
<td>1\times10^{-8}</td>
<td>1\times10^{-8}</td>
<td>-</td>
</tr>
<tr>
<td>Frequency ((f))</td>
<td>473.7555 THz</td>
<td>1\times10^{-8}</td>
<td>-</td>
</tr>
<tr>
<td>Frequency Change ((\Delta f))</td>
<td>200 Hz</td>
<td>-</td>
<td>200+(U_f) Hz</td>
</tr>
<tr>
<td>Nominal Length ((z))</td>
<td>50 mm</td>
<td>-</td>
<td>100 nm</td>
</tr>
<tr>
<td>CTE ((\alpha))</td>
<td>23 ppm·K(^{-1})</td>
<td>1%</td>
<td>-</td>
</tr>
<tr>
<td>Temperature Change ((\Delta T))</td>
<td>5 mK</td>
<td>-</td>
<td>0.5 mK</td>
</tr>
<tr>
<td>Pressure Change ((\Delta P))</td>
<td>10 Pa</td>
<td>-</td>
<td>2 Pa</td>
</tr>
<tr>
<td>Modulus ((E))</td>
<td>72 GPa</td>
<td>1%</td>
<td>-</td>
</tr>
<tr>
<td>Poisson’s Ratio ((\nu))</td>
<td>0.3</td>
<td>10%</td>
<td>-</td>
</tr>
</tbody>
</table>

The temperature and thermal expansion effects are further decreased by a factor of two when ceramics are considered. Typically, the thermal expansion coefficient of a ceramic is half the thermal expansion coefficient of steel, which is a large source of uncertainty.

### 2.4.2 Frequency Uncertainty

The laser frequency change and refractive index change uncertainties depend only on sample length, not material type. To meet the uncertainty goals, these values must be decreased. The frequency change uncertainty is

\[
U_{\Delta f} = \Delta f + U_f \approx U_f
\]

because the nominal frequency must include the instantaneous Doppler frequency shift, \(\Delta f\). Since the Doppler frequency for stability measurements is low, the frequency change uncertainty, \(U_{\Delta f}\) is the frequency uncertainty, \(U_f\). Also, the sample expansion rate should be relatively slow (when compared to moving stages), thus the Doppler shift due to thermal expansion will also not affect frequency change uncertainty.

The nominal laser frequency uncertainty must be better 2 parts in \(10^{11}\) to reduce its effect on the length change measurement uncertainty. An iodine stabilized, helium neon laser
has the frequency uncertainty to achieve this value [21]. However, this laser source has low power output, which limits its applicability to calibration and frequency comparisons, rather than a potential heterodyne source.

An iodine stabilized laser can, however, be used for two things: as a laser source for stabilizing a higher power laser source or as a continuous frequency standard for comparison. The former idea is not practical because an iodine stabilized laser is expensive and not available for this research on a continuous basis. The latter is not recommended for determining ‘stability events’, which are described in the next section because too much averaging is needed for an accurate measurement.

In this research, a novel three mode laser which uses an intrinsic mixed mode signal to stabilize the absolute frequency was developed instead of using an iodine stabilized laser. Using this technique, a frequency stability on the order of parts in $10^{11}$ has been achieved over short timeframes. Chapter 5 discusses the laser system, including the design, operating principle, establishing heterodyne frequencies, and calibration. Thus, using this laser and stabilization technique, the source requirements including output power and frequency stability can be met.

### 2.4.3 Refractive Index Uncertainty

The refractive index change uncertainty is a more difficult error to overcome. This is in large part due to the systematic uncertainty in the equations used to calculate the refractive index. Even with ideal environmental parameter measurements, there still is an uncertainty due to the equations used and the empirical data from which they are based. From Birch and Downs [29, 30], the typical calculation for refractive index is the modified Edlén equation [28]

$$\eta_{TP} - 1 = \frac{P (\eta - 1) \lambda}{96095.43} 1 + 10^{-8} \left(0.601 - 0.00972TP\right)$$

$$\left(\eta - 1\right)\lambda \times 10^{-8} = 8343.05 + \frac{2406294}{130 - \lambda^2} + \frac{15999}{38.9 - \lambda^2},$$

where the refractive index, $\eta_{TP}$, is for dry air, which is a function of wavelength, $\lambda$, in micrometers, temperature, $T$, in degrees Celsius and pressure, $P$, in pascals. The refractive index for non-dry air, $\eta_{TPv}$, is calculated by

$$\eta_{TPv} - \eta_{TP} = -v \left(3.7345 - 0.0401\lambda^2\right) \times 10^{-10},$$

where the vapor pressure, $v$, is in pascals and $\lambda$ is in micrometers. The dispersion of air still requires an additional correction factor due to the presence of CO$_2$ because standard dry air has 300 ppm. Research by Bönsch and Potulski [57] produced an updated Edlén equation including compensation for CO$_2$ concentration.

Using Equations 2.100, 2.101, and 2.102, the calculated refractive index can be known to 1 part in $10^8$ [31], which is three orders of magnitude worse than what is needed to measure with 1 pm uncertainty. To fix this problem, the next logical step is to then devise a measurement where the refractive index change can be measured with a low uncertainty. However, problems arise when correlating the measured refractive index change to the actual change. Chapter 4 discusses this problem, along with wavelength corrected interferometry and interferometry with an internal refractometer.
2.4.4 Phase Uncertainty Summary

Table 2.2 contains a summary of the constant uncertainty sources used when determining the estimated phase uncertainty for all materials. As described previously, this estimate assumes the interferometer does not contribute any significant uncertainty. However, if it does, it must be added in a root-sum-square (RSS) fashion to determine the total measurement uncertainty.

The frequency change and refractive index uncertainties are both assumed to be 1 part in $10^8$ because this value is readily available from commercial lasers and environmental parameter measurements. The temperature and pressure fluctuations are assumed to be 5 mK and 10 Pa, respectively, which are the specifications of a sealed chamber used in this research. The material property uncertainties: thermal expansion coefficient, elastic modulus, and Poisson’s ratio, are assumed to be a percentage of the nominal values and are 1%, 1%, and 10%, respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal Value</th>
<th>Fractional Uncertainty</th>
<th>Absolute Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Length ($z$)</td>
<td>50 mm</td>
<td>-</td>
<td>100 nm</td>
</tr>
<tr>
<td>Refractive Index ($\eta$)</td>
<td>1.00028</td>
<td>$1\times10^{-8}$</td>
<td>-</td>
</tr>
<tr>
<td>RI Change ($\Delta\eta$)</td>
<td>$1\times10^{-8}$</td>
<td>$1\times10^{-8}$</td>
<td>-</td>
</tr>
<tr>
<td>Frequency ($f$)</td>
<td>473.7555 THz</td>
<td>$1\times10^{-8}$</td>
<td>-</td>
</tr>
<tr>
<td>Frequency Change ($\Delta f$)</td>
<td>200 Hz</td>
<td>-</td>
<td>$200+U_f$ Hz</td>
</tr>
<tr>
<td>Phase Change ($\Delta\phi$)</td>
<td>3.5 µrad</td>
<td>-</td>
<td>3.5 µrad</td>
</tr>
<tr>
<td>Temperature Change ($\Delta T$)</td>
<td>5 mK</td>
<td>-</td>
<td>0.5 mK</td>
</tr>
<tr>
<td>Pressure Change ($\Delta P$)</td>
<td>10 Pa</td>
<td>-</td>
<td>2 Pa</td>
</tr>
<tr>
<td>CTE ($\alpha$)</td>
<td>-</td>
<td>1%</td>
<td>-</td>
</tr>
<tr>
<td>Modulus ($E$)</td>
<td>-</td>
<td>1%</td>
<td>-</td>
</tr>
<tr>
<td>Poisson’s Ratio ($\nu$)</td>
<td>-</td>
<td>10%</td>
<td>-</td>
</tr>
</tbody>
</table>

Several different material types are typically used in precision systems. Commonly used metals are aluminum 7075-T6, Invar, 18-8 stainless steel, and titanium (Grade 5). Aluminum 7075-T6 is a stress relieved, aircraft grade material used for its high strength-to-weight ratio combined with its relatively low cost and ease of machining. Additionally, this type of aluminum is a good conductor, although not as good as pure aluminum. Invar is an iron-nickel alloy which is used for its low thermal expansion properties. 18-8 stainless steel is a common stainless steel which has high stiffness and moderate thermal properties. Titanium (Grade 5) is the most commonly used titanium alloy with an extremely high strength-to-weight ratio, relatively high specific stiffness, and high resistance to thermal fluctuations.

Commonly used ceramics include aluminum oxide, borosilicate glass, fused silica, reaction bonded silicon carbide, and Zerodur®. Aluminum oxide (Al$_2$O$_3$), commonly referred to as alumina, is a hard ceramic with a high specific stiffness and moderate thermal properties. Borosilicate glass, commonly referred to as BK7, is a common, low-cost optical glass used in many optical systems. Fused silica is a low thermal expansion glass with lower
The temperature-induced birefringence than BK7 and is typically found in high-end optical systems. Reaction bonded silicon carbide (SiC) is a hard ceramic with a very high specific stiffness and moderate thermal conductivity, making it resistant to thermal gradients while having a low thermal expansion coefficient. Zerodur® is a glass with moderate optical properties and a near zero thermal expansion coefficient at 20°.

Each of these materials has applications in precision systems. Thus, drift of components manufactured from these materials is important to this research. Table 2.3 shows a comparison of the estimated length change uncertainty based on the differing material properties. Additionally, the table contains the total estimated measurement uncertainty (Total RSS column) including information from Table 2.2.

<table>
<thead>
<tr>
<th>Material</th>
<th>$U_{\Delta z} (U_a)$</th>
<th>$U_{\Delta z} (U_{\Delta T})$</th>
<th>$U_{\Delta z} (U_{\Delta P})$</th>
<th>Material-Based RSS</th>
<th>Total RSS $U_{\Delta z}$ (1σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al2O3</td>
<td>21</td>
<td>210</td>
<td>0.4</td>
<td>211</td>
<td>738</td>
</tr>
<tr>
<td>Al7075-T6</td>
<td>58.8</td>
<td>588</td>
<td>1.4</td>
<td>590</td>
<td>922</td>
</tr>
<tr>
<td>BK7</td>
<td>11.2</td>
<td>113</td>
<td>2.8</td>
<td>113</td>
<td>716</td>
</tr>
<tr>
<td>Fused silica</td>
<td>1.4</td>
<td>13.8</td>
<td>2.8</td>
<td>14</td>
<td>707</td>
</tr>
<tr>
<td>Invar</td>
<td>2.6</td>
<td>26.3</td>
<td>1.2</td>
<td>27</td>
<td>708</td>
</tr>
<tr>
<td>SiC</td>
<td>11</td>
<td>110</td>
<td>0.4</td>
<td>110</td>
<td>716</td>
</tr>
<tr>
<td>18-8 stainless steel</td>
<td>41.5</td>
<td>415</td>
<td>0.6</td>
<td>417</td>
<td>821</td>
</tr>
<tr>
<td>Titanium (Grade 5)</td>
<td>22.5</td>
<td>225</td>
<td>0.8</td>
<td>226</td>
<td>742</td>
</tr>
<tr>
<td>Zerodur®</td>
<td>2.5</td>
<td>1.8</td>
<td>1.7</td>
<td>3.5</td>
<td>707</td>
</tr>
</tbody>
</table>

It is clear the combination of the thermal expansion coefficient uncertainty and the temperature change uncertainty are the largest uncertainty contributors due to material properties. This a particular issue for high thermal expansion materials such as aluminum and stainless steel. Alumina and titanium are not affected as much, but their estimated uncertainty is much higher than the other ceramics and Invar, which have extremely low thermal expansion coefficients.

Although the estimated measurement uncertainty establishes a lower limit on measurable length changes, another model is needed to distinguish thermal expansion effects from stability effects. One possible model to account for this is presented in the next section.

2.5 Thermomechanical Sample Model

2.5.1 Model Description

A thermomechanical model is needed to distinguish temperature induced effects from material instability. Figures 2.5, 2.6, and 2.7 illustrate graphically why this is needed. In all
of the figures, it is assumed the temperature and pressure fluctuations are kept between constant, known bounds. In the first scenario, shown in Figure 2.5, the sample length fluctuations have a lower and upper bound, largely induced by temperature and pressure variations. If the measured length change slowly drifts outside of those bounds, then this could be an indication of material instability. This assumes the interferometer used for this measurement does not contribute to these bounds. The nominal measurement value has some noise value, typically much less than the expected length change bounding width.

Figure 2.5: Schematic with the sample drifting outside the maximum expansion bounds. The upper bounds (UB) and lower bounds (LB) are largely estimated by the thermal fluctuations, thermal expansion coefficient, bulk modulus, and pressure fluctuations. Based on this, the measured value drifts outside of its typical bounds.

In most measurements, however, it is more likely that the sample never exceeds the temperature and pressure bounds. Additionally, the measured displacement is typically filtered to reduce the noise level, which may cause drift effects to appear similar to thermal effects. This scenario is shown in Figure 2.6. In this case, it is impossible to determine whether the sample is drifting or if the measurement just shows filtered thermal effects.

Figure 2.6: Schematic of a measurement where the sample length change never exceeds the bounds prescribed by the environmental and known electrical effects. In this case, drift effects are typically interpreted as thermal effects and a stability criteria can not be determined.

The signal to noise ratio must be very high with a high bandwidth to determine the
2.5 Thermomechanical Sample Model

Drift in these situations. The ideal case is to observe ‘cracks’ or ‘jumps’ in the data. This would give an indication that a ‘stability event’ occurred. A schematic of this is shown in Figure 2.7, which indicates a large jump in the data which is unexplained by temperature or pressure fluctuations. This jump could occur due to stress relaxation, which causes some atomic stick-slip criteria to be overcome resulting in a large and fast sample displacement. This means the measurement bandwidth must be high enough to ensure these effects are not filtered out from the data.

![Figure 2.7: Schematic of a measurement where the bandwidth is sufficiently high that a jump in the data can be measured (6.8 s). If the environmental conditions remain within their bounds, then this jump is an indication of instability in the measured material. Note, the time scale is different from Figures 2.5 and 2.6.](image)

A simple thermomechanical model using the material’s thermal conductance and resistance is one method to determine whether a stability event could occur. This model is based on a resistance-capacitance low pass filter from electronics. This is because the sample has a resistance to heat flow and a capacitance for holding heat. This model will be used to determine the measurement parameters needed to measure a stability event. A stability event would occur if the measured displacement is faster than the sample’s thermal time constant, meaning the measured displacement is unexplainable by thermal expansion. For the interferometer to measure this, it must have a high enough bandwidth and a low enough noise level. The model shown here will determine the required bandwidth and noise level.

### 2.5.2 Gauge Block RC Model

The instrument designed in this thesis is intended to measure gauge blocks typically sized 9 mm by 30 mm by \( L \) mm, where \( L \) can be up to 50 mm. Since the gauge block width is more than three times thinner than its height, the fastest heat transfer will occur across the width to the core of the sample. For gauge blocks with a length smaller than the width, the smaller of the two dimensions should be used. While this model assumes heat transfer in a single dimension, it gives an indication of the measurement bandwidth needed to distinguish stability events from filtered thermal expansion effects.

The thermal capacitance, \( C_{th} \), of the sample is

\[
C_{th} = C_p \rho V, \quad [J \cdot K^{-1}]
\]
where $C_p$ is the specific heat [J·kg$^{-1}$·K$^{-1}$], $\rho$ is the density [kg·m$^{-3}$], and $V$ is the volume [m$^3$]. The thermal resistance, $R_{th}$, is

$$R_{th} = \frac{L}{kA}, \quad [K \cdot W^{-1}]$$

where $L$ is the traveled heat path length, $k$ is the thermal conductance, and $A$ is conducting area. The heat path length is half the smallest side in a sample and the conducting area is twice the surface area in the direction normal to the heat path. The modeled system behaves similarly to a voltage-based RC-circuit except the input is an instantaneous temperature, $T_i$, change at the surface of the sample. The thermal response can, therefore, be characterized by

$$T_o = T_i \left(1 - e^{-t/\tau}\right), \quad (2.105)$$

where $T_o$ is the output temperature response of the sample, $t$ is the time, and $\tau$ is thermal time constant and is equal to $R_{th}C_{th}$. The rate of the sample temperature response is determined by taking the derivative,

$$\frac{dT_o}{dt} = T_i \frac{e^{-t/\tau}}{\tau}, \quad (2.106)$$

which is at its maximum when $t$ is zero. Thus, the maximum sample expansion velocity due to thermal fluctuations is

$$\dot{z}_{CTE} = \frac{z\alpha T_i}{\tau} = \psi \frac{\alpha k}{C_p\rho}, \quad (2.107)$$

where $\psi$ is $\frac{zTA}{LV}$, a constant for the gauge blocks in this research.

This model is assumed to be a worst case scenario because the temperature fluctuation at the surface will always change much slower due to the interaction with the air. Additionally, the sample may absorb some heat from the laser beams which are used to measure the length change. The heat absorbed from the laser will match the heat conducted through the mount and the air after a nominal transient period and thus, can be ignored.

This model also establishes two different measurement criteria. First, the measurement bandwidth must be higher than the thermal time constant of the sample. Otherwise, stability effects will look like a gradual thermal fluctuation. Second, if the measured sample expansion velocity is greater than the value from Equation 2.107, then a measured stability event may have occurred. Table 2.4 shows the material properties used in the following sections to determine the thermal time constant for a gauge block 9 mm by 30 mm by 50 mm.

### 2.5.3 Thermomechanical Model Summary

The summary of the thermomechanical modeling of temperature induced material expansion is shown in Table 2.5. The materials properties used in this model are shown in Appendix C. There are two observations from this data. The first is aluminum and silicon carbide have nearly the same thermal bandwidth, which is the highest of the selected materials. Their maximum expansion rates differ because their respective thermal expansion coefficients have a difference of five times. The second observation is that even for samples smaller than 50 mm, a modest measurement bandwidth of 1 Hz to 10 Hz is needed to keep up with thermal expansion. This means sampling at frequencies higher than this bandwidth (easily achievable) can help reduce noise while still allowing for stability events to appear.
Table 2.4: Nominal sample properties from the thermomechanical model which are consistent between the various material estimates. These are used to establish a Gauge Block Constant to cross compare differing materials for thermal bandwidth and thermal expansion rate.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Nominal Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Length</td>
<td>$z$</td>
<td>0.05 m</td>
</tr>
<tr>
<td>Volume</td>
<td>$V$</td>
<td>$1.35 \times 10^{-5}$ m$^3$</td>
</tr>
<tr>
<td>Heat Path</td>
<td>$L$</td>
<td>0.0045 m</td>
</tr>
<tr>
<td>Conducting Area</td>
<td>$A$</td>
<td>0.003 m$^2$</td>
</tr>
<tr>
<td>Temperature Input</td>
<td>$T_i$</td>
<td>0.005 K</td>
</tr>
<tr>
<td>Gauge Block Constant</td>
<td>$\psi$</td>
<td>12.346 K·m$^{-1}$</td>
</tr>
</tbody>
</table>

Table 2.5: Results from a thermomechanical RC model for various materials used in precision instruments. Aluminum and SiC had the highest thermal bandwidth while the aluminum had the fastest thermal expansion rate at 15 nm·s$^{-1}$. This translates to a maximum Doppler shift of 0.05 Hz.

<table>
<thead>
<tr>
<th>Material</th>
<th>Thermal TC $\tau$ [s]</th>
<th>Thermal BW $f_T$ [Hz]</th>
<th>Expansion Rate $\dot{\alpha}_{CTE}$ [nm·s$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al$_2$O$_3$</td>
<td>1.99</td>
<td>0.08</td>
<td>1.0</td>
</tr>
<tr>
<td>Al7075-T6</td>
<td>0.39</td>
<td>0.41</td>
<td>15.1</td>
</tr>
<tr>
<td>BK7</td>
<td>38.1</td>
<td>0.004</td>
<td>0.03</td>
</tr>
<tr>
<td>Fused silica</td>
<td>30.3</td>
<td>0.005</td>
<td>0.006</td>
</tr>
<tr>
<td>Invar</td>
<td>3.2</td>
<td>0.05</td>
<td>0.075</td>
</tr>
<tr>
<td>SiC</td>
<td>0.34</td>
<td>0.47</td>
<td>3.2</td>
</tr>
<tr>
<td>18-8 stainless steel</td>
<td>4.9</td>
<td>0.03</td>
<td>0.85</td>
</tr>
<tr>
<td>Titanium (Grade 5)</td>
<td>7.1</td>
<td>0.022</td>
<td>0.32</td>
</tr>
<tr>
<td>Zerodur®</td>
<td>28.1</td>
<td>0.006</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

2.6 Data Acquisition Requirements

From Table 2.5 and Equation 2.72, the fastest expansion induced Doppler shift is approximately 0.05 Hz (15.1 nm·s$^{-1}$). To measure stability events, the data acquisition system must be capable of measuring drift rates at least 100 times faster, ±5 Hz, which is the same as measuring velocities of 1.5 μm·s$^{-1}$. While this may not be fast enough to measure the direct characteristics of the stability event, it will be enough to distinguish stability events from thermal drift.

The lock-in amplifier from Figure 2.4 will be used for the data acquisition system. Simulations were performed in Matlab to estimate the filtering and signal to noise level requirements. Since the maximum estimated Doppler shift is ±5 Hz, the laser source split frequency should be at least 5 Hz, although higher is preferable to allow for averaging.

The actual lock-in amplifier will be compiled in Simulink and the phase will be measured using a dSPACE data acquisition system with a sampling frequency below 100 kHz. Thus, a laser split frequency is needed which can be tuned between 1 kHz and 10 kHz. This will allow, at worst, ten data points per cycle, which can then allow for more averaging. The bandpass filter cutoff frequencies were simulated to be ±40 Hz from the split frequency.
In these simulations, the split frequency was modeled at 1 kHz, 5 kHz, and 10 kHz with little variability in the results. This wider filter prevents excessive gain changes and phase errors in the ±5 Hz+fs measurement band. Figure 2.8 shows a Bode plot of the bandpass filter gain and phase error. The low pass filter cutoff of I and Q was 10 Hz. This was also chosen wider than the estimated maximum Doppler shift to prevent excessive gain roll off and phase lag.

**Figure 2.8:** Bode plot of the initial BPF on the input to the data acquisition system. A tight window, ±40 Hz, around a 10 kHz split frequency allows for high spurious signal rejection with minimal gain error and phase lag in the ±5 Hz+fs measurement band.

The simulated displacement is a triangular wave with a 1.5 μm peak-to-peak (pk-pk) value and a period of two seconds. This simulates a signal rapidly changing from 1.5 μm·s⁻¹ to -1.5 μm·s⁻¹, which is the assumed worst case. Figure 2.9 shows the simulated ideal displacement and velocity over ten seconds.

**Figure 2.9:** Simulated displacement (red, left Y-axis) and velocity (blue, right Y-axis). The highest thermal expansion rate is 15 nm·s⁻¹ and to distinguish stability events from thermal effects, the interferometer must be capable of measuring velocities about 100 times faster than this. This means a maximum velocity of 1.5 μm·s⁻¹, which is a Doppler shift of 5 Hz.

There is, of course, always some lag between the ideal displacement signal and the simulated measurement signal. In this research, this effect is not important because the signals are used for measurement, not control. But, an error source that does have a direct effect on the measurement is the noise on the detected signal. Low fringe contrast, low optical power, and poor pre-amplification can all affect the signal fidelity prior to
the measurement system. Figure 2.10 shows the difference from the ideally simulated measurement signal (no noise) with three different noise levels (2σ) at the detector: 0.1 V, 0.05 V, and 0.01 V, all with a 18 V pk-pk nominal signal.

These three irradiance noise levels contribute the following displacement error: 13 pm for 0.1 V, 6 pm for 0.05 V, and 1.2 pm for 0.01 V. As previously described in Section 2.4.1, the purpose of this derivation was to determine how to reduce each uncertainty contribution to either the best attainable or to the 1 pm level. Thus, the laser power stability, fringe contrast, and optical power at the detector should be high enough to obtain 18 V of signal range (with pre-amplification) with a noise level of 0.01 V which is 5.5 parts in 10⁴ (2σ) or better than 12 bits of signal quality. The dSPACE system has analog to digital converters with 16 bit resolution with approximately 1 bit of noise, thus it is possible to achieve this noise level with this data acquisition system. If this noise level can be achieved, then it is possible to measure displacements as low at 1.2 pm (2σ) with a bandwidth lower than 5 Hz. The qualification of the data acquisition and electronics is discussed further in Chapter 6.

**Figure 2.10:** Simulated displacement error from the ideal measurement assuming noise levels of 0.1 V, 0.05 V, and 0.01 V (Gaussian, 2σ) with an 18 V pk-pk nominal signal value. These irradiance noise values lead to displacement errors of 13 pm, 6 pm, and 1.2 pm (2σ), respectively. The data is offset for clarity.

### 2.7 Conclusions

The uncertainty estimate shown in this chapter helps establish some design criteria for the measurement methodology and the interferometer. The major measurement uncertainty sources will come from the refractive index stability, laser frequency stability, periodic nonlinearity in the measurement, and the stability of the interferometer itself. When these four criteria are limited by using compensation techniques or some other method, then the limiting measurement uncertainty should be based on the sample material properties. This is largely dominated by the temperature change uncertainty and the thermal expansion coefficient of the material. While the measurement uncertainty will remain the same, having an estimate of the thermal bandwidth and thermal expansion rate can help distinguish the difference between slow thermal expansion and stability events.

Based on this approximate, 1D RC model, the measurement bandwidth should be in the range of DC to 5 Hz or higher. If the bandwidth is much higher, the measured results can be averaged to increase the signal to noise ratio while still maintaining the possibility of
measuring stability events. The phase measurement was simulated using a lock-in amplifier technique. The simulated measurement and reference signals each had a tight bandpass filter on the input to have high noise rejection. The noise level on the measurement signal must be better than $5.5 \times 10^4$ (2σ) to measure with a noise level of 1.2 pm. This will be used during the interferometer design to establish criteria on the laser amplitude noise, power at the detector, and fringe contrast.
Chapter 3

Eliminating Periodic Errors

Since the Doppler frequency shift measurement technology using a two-frequency source was invented in the 1970’s, heterodyne laser interferometry has been widely used as an accurate positioning sensor to measure displacements of precision stages [31]. The combination of increasing the optical resolution and the rapid development of electronic phase measuring technology made it possible to measure subnanometer displacements. When a helium neon laser (λ = 632.8 nm) is used as an optical source, a commercial displacement interferometer with retroreflectors, which has the optical resolution of λ/2 (316.4 nm), can achieve displacement measurements with a λ/2048 (0.31 nm) resolution from fringe interpolation [49]. However, improper phase interpolation introduces measurement errors because the measured phase shift is not always linear with respect to the Doppler frequency shift from the moving component. This measurement error takes the form of periodic nonlinearity caused by impurity of the interference signals [58]. Figure 3.3 shows a schematic of a linear traverse with periodic errors.

Figure 3.1: (a) Comparison between a linear signal and a signal with periodic nonlinearity, highly exaggerated for illustrative purposes. (b) Linear displacement with 5 nm of periodic errors with the nominal slope removed. The periodic errors typically have a first order component with one cycle per fringe and a second order component with two cycles per fringe. Higher orders may appear from additional ghost reflections or stray signals.
From previous research [32, 59, 60], it is clear the periodic nonlinearity originates from a mixed heterodyne source and imperfect polarizing optics. In the typical heterodyne displacement interferometer, a two frequency, orthogonally polarized source is used, which has polarization orthogonality errors and slightly elliptical beams which contribute errors. These combined with imperfect polarizing optics, polarization alignment between the source and optics, ghost reflections, and electronic nonlinearity all create additional nonlinearity errors [58]. Small leakage components from these invoke an unexpected phase change between reference and measurement signals. In an ideal environment, the periodic nonlinearity is the fundamental error source limiting the implementation of subnanometer displacement measurements when the geometrical errors are minimized. This assumes the measurement is performed in an ideal environment, such as in vacuum, or when the measurement length is minimized so the refractive index effects are minimal. In this research, the measured optical path difference can be up to 50 mm long, which means refractive index effects cannot be ignored. This is discussed further in Chapter 4.

Reducing errors from periodic nonlinearity has been the subject of much research, which can be categorized as either algorithm methods [35, 36, 41, 61, 62] or two spatially separated beam interferometer configurations [63–68]. The reduction method algorithms typically ensure a periodic nonlinearity below 1 nm without changes to the interferometer configuration; however, they require calibration and additional calculation time. Appendix D discusses periodic error algorithms and modeling for displacement interferometry. Alternatively, real time reductions can be implemented with modified interferometer setups using two spatially separated beams. The only limitation of these interferometer configurations is their special and often complicated configurations that limit their applicability in industrial and scientific fields.

### 3.1 Periodic Error Effect for Stability Measurements

The nominal measurement interference signal without periodic errors is

\[ I = A \cos (2\pi f_s t + \phi_z), \]  

(3.1)

where

\[ \phi_z = \frac{2\pi z N f}{c}, \]  

(3.2)

and \( f_s \) is the split frequency, \( f \) is the nominal laser frequency, \( z \) is the optical path length difference, \( N \) is the interferometer resolution, and \( c \) is the speed of light. The measurement interference signal with periodic errors is

\[ M = \Gamma_0 \cos (2\pi f_s t + \phi_z) + \Gamma_1 \cos (2\pi f_s t) + \Gamma_2 \cos (2\pi f_s t - \phi_z), \]  

(3.3)

where \( \Gamma_0 \) is the nominal signal amplitude, \( \Gamma_1 \) is the first order periodic error coefficient, \( \Gamma_2 \) is the second order periodic error coefficient [35, 64]. When \( \Gamma_1 \) and \( \Gamma_2 \) are zero, Equation 3.3 reverts back to the form of Equation 3.1.

The periodic errors from a ideally linear motion depicted in Figure 3.1b have a more subtle effect when it comes to stability measurements. In this research, the target resolution is small and thus, the environment conditions must be well controlled and
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buffered from outside effects. A 50 mm aluminum sample in a ±0.01 K temperature controlled environment will have an ±11.8 nm temperature induced length change during a measurement. Initially, however, the sample must be mounted and the surrounding environment will not be as stable as during the measurement. Thus, there will be thermal soak-out induced drift which means the starting point for the periodic nonlinearity cannot be known. The effect of not knowing the starting point is shown in Figure 3.2.

The sample’s length then fluctuates slowly as a function of temperature over a range of approximately 20 nm. Since the starting point on the periodic nonlinearity curve is unknown, this 20 nm range could be in regions with either high or low errors from the periodic nonlinearity. Figure 3.2a shows an example of the periodic nonlinearity and five different 20 nm sections, all exhibiting different error characteristics. Those five 20 nm traces are then shown in Figure 3.2b, where they are offset to coincide with zero as will be the case in a measurement.

![Figure 3.2: (a) Five different 20 nm sections for an interferometer with ±3 nm of periodic error. Because the starting phase the system is unknown, the exact place on the periodic nonlinearity curve is unknown and uncorrectable. (b) Simulated measurement error due to periodic nonlinearity over a 20 nm length change depending on the starting phase of the measurement.](image)

Figures 3.3a–3.3f show three different simulated periodic error values and 50 different, random 20 nm traces for each periodic error value. The 50 random traces are used to determine the maximum error for a given periodic error.

From Figures 3.3a and 3.3b, the pk-pk periodic error of 6 nm can contribute up to 1.75 nm of error (29%). Figures 3.3c and 3.3d show a 3.4 nm periodic nonlinearity error contributing up to 1.1 nm of error (32%). Figures 3.3e and 3.3f show a 1.5 nm periodic nonlinearity error contributing up to 0.45 nm of error (30%). From these three simulations, the maximum error for a 20 nm displacement appears to be about 30% of the pk-pk periodic error value.

Most measurement and corrective techniques for periodic nonlinearity are designed for stages which displace more than one fringe and typically operate under constant velocity conditions. Because of this, most periodic nonlinearity correction algorithms need at least one fringe of motion or a constant velocity sweep to properly correct the motion [35, 36, 41, 61, 62, 69]. Even when the majority of the nonlinearity is corrected, errors occur with
3.1 Periodic Error Effect for Stability Measurements

Figure 3.3: (a,c,e) The periodic error during a signal fringe of motion for three different periodic error values. (b,d,f) Corresponding error for 50 different, random traces to simulate the error because of an unknown starting phase. Based on these simulations, the maximum error from periodic nonlinearity for a motion during a stability measurement (<20 nm) is about 30% of the pk-pk nonlinearity error.

these algorithms when the motion is nonlinear and noise can be added to the measurement that was not originally present [70]. Appendix D discusses this in more detail with respect to high speed motion stages.

For stability measurements, the measured motion will most likely be less than one fringe. The typical correction algorithms will not work due to the lack of displacement and/or
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Thus, an interferometer is needed which does not have periodic errors, rather than using measurement and correction algorithms. The following sections discuss periodic error free interferometer designs for displacement measurements. The focus of this part of the research was to, not only understand the designs of periodic error free interferometers, but develop and characterize new designs for displacement interferometry. The knowledge learned during this part of the research was then used for designing the stability measuring interferometer.

3.2 Spatially Separated Source

The common feature of most periodic error free heterodyne interferometers is that the two input beams are spatially separated instead of being coaxial and orthogonally polarized. Spatially separating the input beams limits the chances for frequency mixing between the beams. Then, by using clever interferometer designs, it is possible to mitigate unwanted mixed beams, beam overlap, and ghost reflections which reduce or eliminate periodic errors. In the following sections, a common heterodyne source for generating spatially separated beams is presented. Also, two of the more common interferometer designs cited in literature are described in more detail. Lastly, interferometer configurations designed during concurrent research to this work are discussed. This includes confirming measurements of periodic error free interferometry.

The common technique for generating spatially separated beams from a single frequency stabilized laser source is shown in Figure 3.4 [63]. Typically, a stabilized, single frequency laser is used in the type of setup. The beam then passes through an optical isolator to prevent feedback destabilization in the laser cavity (if needed). Then, a half wave plate is used to orient the initial polarization state of the beam. A 50% beamsplitter is used to separate the source into its spatially separated components. Finally, each beam is transmitted through an acousto-optic modulator to introduce a frequency shift proportional to the modulation frequency. For most displacement interferometry applications, a frequency shifting acousto-optic modulator is preferred instead of an amplitude modulating type. This maintains the nominal wavelength of the light used with a slight adjustment, instead of introducing a synthetic wavelength.

![Figure 3.4: Typical heterodyne laser source for generating spatially separated beams. A stabilized laser is split into two beams and two acousto-optic modulators are used to generate two beams with slightly differing frequencies.](image)

The light transmitting through the acousto-optic modulator is diffracted into multiple orders (positive and negative). The frequency of the output beams is \( f_0 + mf_i \), where \( f_0 \) is the stabilized frequency value, \( m \) is the integer fraction order, and \( f_i \) is the input frequency to the
acousto-optic modulator\(^1\). The beam separation between consecutive orders is a function of the nominal laser wavelength, acousto-optic modulator crystal type, and modulation frequency.

By aligning the acousto-optic modulator to the Bragg angle, the output beams are largely limited to the 0\(^{\text{th}}\) and 1\(^{\text{st}}\) order beams, which increases the efficiency of the 1\(^{\text{st}}\) order beam. Figure 3.5 shows a schematic of an acousto-optic modulator with the input beam orthogonally aligned and with the input aligned to the Bragg angle.

![Figure 3.5: Diffraction from an acousto-optic modulator with (a) normal input and (b) input at the Bragg angle. The output beams are modulated based on the driver input frequency \(f_i\).](image)

Typically, the 1\(^{\text{st}}\) order beam is isolated from the other beams using a pinhole. Then, the beams are launched into fibers or steered into the interferometer using a series of mirrors. The key component to this type of heterodyne source is the drive frequencies of the acousto-optic modulators. The acousto-optic modulators are usually driven with slightly different frequencies, which means the difference between the two drive frequencies is the detected heterodyne frequency. If the wavelength is 632.8 nm, for instance, and one acousto-optic modulator is driven at 80 MHz and the other acousto-optic modulator is driven at 80.1 MHz, the detectable interference frequencies are at 0.1 MHz and 160.1 MHz. By applying a modest cutoff filter, the lower frequency can be isolated and further processed to determine the phase.

The cutoff filter can serve two different purposes. The first purpose is to eliminate harmonics at the modulation frequencies. While it is possible to drive one acousto-optic modulator at 40 MHz and another at 80 MHz, this would cause the main heterodyne signal to coincide with the modulation frequency which can cause errors. Another reason this is done is to reduce the heterodyne frequency to a much lower frequency because a particular measurement is not dominated by the need for a high heterodyne frequency. This means typical laboratory equipment can be used instead of dedicated detectors, phasemeters, amplifiers, and filters, which are designed for the 50+ MHz regime. Some of the interferometers in the following sections use this type of spatially separated source.

### 3.3 Wu-type Interferometers

One of the first interferometer configurations specifically designed to limit periodic errors is the layout by Wu, et al. [64]. This interferometer uses the heterodyne splitting scheme

\(^1\)Some acousto-optic modulators produce an optical frequency shift which is an integer multiple of the acousto-optic modulator drive frequency. During this research, acousto-optic modulators with a frequency shift equal to the acousto-optic modulator drive frequency were used. However, newer, more efficient acousto-optic modulators were purchased towards the end of the project, which had an output frequency of twice the modulation frequency.
shown in the previous section. Once the two spatially separated beams with an offset frequency are obtained, each beam is launched into polarization maintaining fiber. The two fibers are then delivered to the interferometer as shown in Figure 3.6.

![Figure 3.6: Schematic of the Wu interferometer. This interferometer configuration uses the spatially separated source from Section 3.2.](image)

One input beam is vertically polarized while the other beam is horizontally polarized. One beam is split into two parallel beams using a beamsplitter and mirror. Then, the two beams transmit through a polarizing beamsplitter and a quarter wave plate, where one beam reflects off the measurement mirror and the other beam reflects off the reference mirror. After passing through the quarter wave plate for a second time, the polarization state is rotated 90° and now the beams reflect. They then traverse to a 50% beamsplitter where the main interference occurs.

The second input beam is also split into two parallel beams using a beamsplitter and a mirror. These beams then interfere with their respective measurement and reference beams in the 50% beamsplitter. Two interference signals can then be detected, and thus, the relative displacement between the two mirrors can be determined.

The interferometer by Wu, et al. demonstrated periodic errors below 50 pm. However, there was some noticeable drift in their periodic error over time, which may be caused by either ghost reflections or birefringence changes in the input polarization maintaining fibers.

This interferometer configuration has been adapted to several different applications including space metrology, surface metrology, and dilatometry systems [71–74]. Additionally, this interferometer is tilt sensitive, which makes it suitable as a three degree-of-freedom interferometer, particularly with differential wavefront sensing (DWS) techniques [75, 76].

A lack of symmetry between measurement and reference beams can cause measurement errors while using this interferometer. To minimize the optical path difference by the initial 50% beamsplitters and mirrors for the two input beams, cube beamsplitters rotated at 45° have been used [71, 72]. This minimizes the optical path difference, although a special coating is needed on the beamsplitter surface to ensure the output beams have equal power. Additionally, adapting this interferometer to measure a sample from both sides while maintaining symmetry and balance is difficult. This must be addressed for measuring the dimensional stability of materials.
3.4 Lawall and Kessler Interferometer

Another interferometer configuration often cited in literature is a system designed by Lawall and Kessler [65]. In this interferometer, shown in Figure 3.7, the acousto-optic modulators are essentially used as beamsplitters and isolators to prevent unwanted stray beams. This interferometer uses a different heterodyne source than the one presented in previous sections because of the combined acousto-optic modulator functions.

A stabilized laser is used as the input into the system [77]. Two parallel beams are then obtained by using a thick plate beamsplitter. The two input beams pass orthogonally through separate, polarization sensitive acousto-optic modulators, each driven at a slightly different frequency. The beams then pass through quarter wave plate and reflect off two mirrors, one as the measurement mirror and the other as the reference mirror. After passing back through quarter wave plate and the acousto-optic modulators, the polarization state is rotated $90^\circ$. These beams are then diffacted and frequency shifted by the acousto-optic modulators due to the change in polarization state. A mirror and beamsplitter combination is then used to interfere the measurement and reference beams. After this, the interference signal at the difference frequency between the two acousto-optic modulators can be detected. The reference signal for this system is typically generated from the acousto-optic modulator drivers, using a frequency mixer and low pass filter.

This interferometer demonstrated errors below 10 pm, which is in the target regime for this research. However, this interferometer has two optical path imbalances, which may cause measurement errors. One imbalance occurs in the initial thick plate beamsplitter where the measurement arm passes through more material than the reference arm. The second imbalance occurs with the combining beamsplitter and mirror combination. As shown in Figure 3.7, the reference beam reflects off one extra mirror prior to the combining beamsplitter.

These two imbalances can cause measurement errors, especially if stability is needed. Additionally, this interferometer configuration is not easily adaptable to measuring an object from both sides. This is further compounded by the size constraint from the acousto-optic modulators which need a large spatial separation due to the size of the components and to properly isolate the first order diffracted beam from the other orders.

**Figure 3.7:** Schematic of the Lawall and Kessler interferometer. In this interferometer, the acousto-optic modulators are polarization sensitive.
3.5 Joo-type Interferometers

A third architecture for linear displacement interferometry without periodic errors was developed by Joo\(^2\) and colleagues \([67, 68, 78, 79]\). One large problem with the previous periodic error free interferometers is their limited applicability for industrial systems. The focus of this research was to design and develop a periodic error free interferometer specifically for industrial applications.

3.5.1 Retroreflector Target Interferometer

Schematics of the Joo-retroreflector (Joo RR) based interferometer are shown in Figure 3.8. This interferometer uses the heterodyne laser source from Section 3.2 to generate the two spatially separated beams. Each beam is split by a 50% beamsplitter. The reflected beams travel to a right angle prism to generate the reference arms in the interferometers. When the reference beams travel back to the initial beamsplitter, they are offset from the input beams to avoid overlap.

The two beams that pass through the beamsplitter travel to a retroreflector attached to the moving stage. When the two beams come back from the moving retroreflector, they are reflected diagonally from their initial input position across the retroreflector. This ensures

\(^2\)Dr. Ki-Nam Joo worked as a postdoctoral researcher at TU Delft in a partner IOP project on subnanometer interferometry. This section contains more detail than the previous two sections because of my involvement in this research. My contributions were in building, testing, characterizing, and reporting this research.
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A reference arm containing a beam with frequency \( f_1 \) overlaps with a measurement arm containing a beam with frequency \( f_2 \). This occurs for the other interference signal, which has a reference arm of \( f_2 \) and a measurement arm of \( f_1 \). Two photodiodes (PD\(_1\) and PD\(_2\)) are used to detect the interfering beams. After assuming \( f_1 - f_2 = f_s \) and simplifying, the two interference signals are

\[
I_1 = \cos \left( 2\pi f_s t + \frac{2\pi N \eta \Delta z}{\lambda} \right) \quad \text{and} \quad (3.4)
\]

\[
I_2 = \cos \left( 2\pi f_s t - \frac{2\pi N \eta \Delta z}{\lambda} \right), \quad (3.5)
\]

where \( N \) is the interferometer resolution, \( \Delta z \) is the stage displacement, and \( \lambda \) is the laser wavelength. The measured phase difference between \( I_1 \) and \( I_2 \) is \( \frac{\pi \eta \Delta z}{\lambda} \). The Doppler frequency shift is the same direction for both beams but the nominal frequency is different. This causes the interference frequency to be different. Thus, the Doppler frequency value is the same but the measured frequency shift from the nominal heterodyne frequency is in opposite directions. When the phase difference is measurement between the two interference signals, the effective resolution is increased by a factor of two. This effect is because there is not a separate reference signal, rather two measurement signals that are both phase shifted in equal and opposite directions. This technique is useful for increasing the measurement sensitivity without many changes to the electronics and signal processing.

**Measurement Setup**

A linear displacement over many fringes is a simple and effective method to measure the periodic nonlinearity. This is assuming the displacement is nominally linear and the stage errors do not occur at the same frequency as the periodic nonlinearity. To determine the amplitude of the periodic nonlinearity after a linear displacement over many fringes, typically a linear fit is removed from the data, leaving the residual error. Then, a Fourier analysis is performed on the residual error, but instead of assuming a constant sampling frequency, a constant displacement step (in fringes) is used, determining the fringe order. When the single-sided Fourier amplitude spectrum is plotted with respect to the fringe order, peaks appear at the first and second fringe order if there are periodic errors present. Also, sometimes, peaks can appear at the half fringe order or third fringe order, which are typically from ghost reflections.

The problem with using this technique is that it assumes the stage errors do not occur at the same fringe order as the periodic errors. The typical method to determine whether the stage is causing the errors or if it is indeed attributed to periodic nonlinearity in the phase measurement is to perform several linear displacements at different velocities. If the periodic error as a function of displaced fringes changes in the Fourier domain, then this can be attributed to the stage. If the periodic error as a function of displaced fringes remains constant, then this is the periodic error in the interferometer. In these experiments, the stage was displaced with several different velocities to separate stage vibrations from periodic nonlinearity.

The periodic nonlinearity of the Joo RR interferometer was assessed by performing 10 \( \mu \)m linear traces with a piezo stage \([80]\). The measurement retroreflector was mounted to the piezo stage and the stage was driven and controlled from its internal capacitance sensor,
as shown in Figure 3.9. The stage was commanded to displace 10 µm in 20 nm steps, which was the smallest step possible. The phase was measured using a commercial lock-in amplifier [81].

![Figure 3.9](image.png)

**Figure 3.9:** Schematic of the test setup for determining the periodic nonlinearity of the Joo-retroreflector target interferometer. A piezo stage was linearly displaced 10 µm to determine the periodic errors.

**Signal Processing**

Since the stage will displace 20 nm per step and the periodic errors are in the nanometer or sub-nanometer range, some selective filtering was needed. First, the linear trend from the displacement data was removed. In the next step, a Fourier analysis was performed to see where the data had high frequency components. In particular, the 20 nm steps show up as a high frequency noise at a fringe order of 7.91. To remove those steps and the low frequency components, the data below 0.4 fringe order and above 4.5 fringe order was set to zero in the Fourier domain. An inverse Fourier transform was then applied to this filtered Fourier data. Figure 3.10a shows the residual error after a linear fit and Fourier filtering. Another Fourier analysis was applied to the filtered data, this time with respect to the displacement in fringes. The results from this analysis are used to determine the periodic nonlinearity, as shown in Figure 3.10.

![Figure 3.10](image.png)

**Figure 3.10:** (a) Residual error from a linear fit after filtering frequency components below 0.4 fringe order and 4.5 fringe order. (b) Results from a Fourier analysis on the data in (a) for determining the amplitude of the periodic nonlinearity. The peaks at 2.2 and 2.55 fringe orders are due to stage vibrations.
Results & Discussion

The residual error after removing a linear fit and after filtering on a single linear trace of 10 µm is shown in Figure 3.10a. The residual error clearly shows nanometer level performance from the Joo retroreflector interferometer. The Fourier analysis, shown in Figure 3.10b, showed peaks at fringe orders of 2.2 and 2.55, which correspond to stage vibrations. These were verified as stage displacements by displacing the stage with a faster velocity which caused these peaks to shift in the frequency domain. The peaks around a fringe order of 0.5 are likely due to errors in driving the stage from its internal capacitance sensor and errors from linear fitting. At the first and second fringe orders, the peaks appear to be in the 30 pm to 40 pm range, which is essentially the noise floor in the Fourier domain, signifying no detectable periodic nonlinearity.

This analysis was performed for eight linear sweeps, each with the same stage speed and data acquisition parameters. This was performed to evaluate the consistency of the periodic errors. Figure 3.11 shows the averaged residual error in the Fourier domain (converted to fringe order). The red peaks correspond to the averaged value plus one standard deviation of the eight measurement values. These results show the periodic nonlinearity was consistently near 50 pm except for stage vibrations (2.2, 2.55, 2.8) and low frequency variations (<0.7). None of the peaks measured correspond to the typical periodic error values at the first or second order.

Figure 3.11: Results from the Fourier analysis after detrending and filtering eight linear sweeps with the Joo retroreflector interferometer. The red signifies the mean periodic error amplitude plus one standard deviation of the eight measurements. The periodic error amplitude is below 50 pm. The three peaks (fringe order 2.2, 2.55, 2.8) are due to vibrations from the stage motion.

In this interferometer configuration, there are only three critical components to align, and none require a rotational alignment about the azimuthal angle. This means the interferometer is insensitive to polarization effects. The three critical alignments are the parallelism between the initial input beams, matching the lateral offset in the right angle prism, retroreflector, and input beams, and the right angle prism tilt alignment. However, the tilt alignment in the right angle prism can be minimized by the manufacturing tolerance of the beamsplitter and right angle prism. This leaves the input beam and the target alignment as the only two aspects to align when in industrial systems, which is the same as all retroreflector-based interferometers.
3.5.2 Plane Mirror Target Interferometer

The interferometer concept to separate the two beams and use a right angle prism can also be adapted for plane mirror targets, as shown in Figures 3.12a and 3.12b, which are commonly used in multi-degree of freedom systems. This interferometer also has minimal (no) periodic errors. The Joo plane mirror interferometer configuration consists of a beamsplitter, a polarizing beamsplitter, a right angle prism, a retroreflector, a quarter wave plate, and a mirror.

In this interferometer, the optical resolution is $\lambda/8$ (79.1 nm) because of the double path interferometer setup. The reference and measurement beams are completely separated until they are combined by the beamsplitter, which eliminates the chances for frequency or polarization mixing. With the exception of ghost reflections, there is also no beam leakage present, thus it is theoretically free from periodic errors. The drawback of this plane mirror interferometer is the unbalanced configuration between the reference and measurement paths. The polarizing beamsplitter and quarter wave plate add a significantly longer glass path for the measurement beams, thus thermal gradients will contribute large errors.

The Joo plane mirror interferometer (Joo PMI) was assessed using the same method presented for the Joo RR interferometer. The spatially separated source from Section 3.2 and the Joo RR interferometer was used for the Joo PMI. These experiments were compared simultaneously to a traditional plane mirror Michelson interferometer, as shown in Figure 3.13.
3.5 Joo-type Interferometers

Figure 3.13: Schematic of the setup for measuring the periodic nonlinearity of the Joo PMI and a commercial Agilent PMI. Both systems were measured simultaneously to assess stage vibrations and to compare the Joo PMI to a commercial alternative.

The Michelson interferometer consisted of an Agilent Zeeman laser and an Agilent plane mirror interferometer [43, 82]. The Zeeman laser (described in more detail in Chapter 5) is a frequency stabilized laser with two coaxial, orthogonally polarized beams with a nominal frequency difference of 3.5 MHz. Part of the beams from the Zeeman laser are split using a 15% beamsplitter for a reference. A polarizer at 45° and PD_r are used to measure the reference frequency. The remaining beam travels to a polarizing beamsplitter where the two beams are split via polarization state.

The reference arm (dashed line) gets reflected off the polarizing beamsplitter, passes through a quarter wave plate, and reflects off M_r. This beam passes back through the polarizing beamsplitter, reflects off the retroreflector, and reflects off M_r a second time. The beam then passes back through the quarter wave plate and now reflects off the polarizing beamsplitter. The measurement arm (solid line) passes through the polarizing beamsplitter and quarter wave plate and reflects off a mirror mounted to the piezo stage. The beam now reflects off the polarizing beamsplitter, the retroreflector, and the polarizing beamsplitter a second time where it then travels to the measurement mirror a second time. This time, the beam passes back through the polarizing beamsplitter where it is interfered with the reference arm with a polarizer at 45° and is detected with PD_m.

The same piezo stage with the same 10 µm displacements was used for the linear traces. After detrending and filtering higher fringe orders, the residual motions measured by the two interferometers have similar noise levels, as shown in Figure 3.14a. The Fourier analysis of the two measurements is shown in Figure 3.14, where the Agilent PMI has a first and second order periodic nonlinearity amplitudes of 250 pm and 100 pm, respectively. The Joo PMI showed no appreciable periodic nonlinearity amplitudes above 50 pm.

However, there are two peaks which have the same nominal amplitude, 150 pm, but occur at a fringe order of 2.2 for the Agilent PMI and at 1.1 for the Joo PMI. This is the same stage vibration that was measured with the Joo RR interferometer since the stage was commanded with the same velocity for both measurements. The vibration amplitude was approximately 150 pm for all three interferometers. Additionally, both the Agilent PMI and the Joo RR interferometer have an optical resolution of $\lambda/4$ (158.2 nm), which is why the vibration occurs at the same fringe order (2.2). The Joo PMI has double the resolution as the other two, $\lambda/8$ (79.1 nm), which is why the vibration occurs at half the fringe order (1.1).

Eight linear traverses were made with the piezo stage to assess the periodic nonlinearity,
Figure 3.14: (a) Residual error from the linear displacement after filtering. Both measurements had similar noise levels and the data is offset for clarity. (b) Results from the Fourier analysis (converted to fringe order). The Agilent PMI shows first and second order peaks at 250 pm and 100 pm, respectively, whereas the Joo PMI has no appreciable periodic nonlinearity. The peaks at fringe orders 1.1 and 2.2 with the same 150 pm amplitude are due to stage vibrations. The slight difference in amplitude is possible due to measurement mirror mounting effects.

The Joo PMI showed little variability in periodic nonlinearity and vibrations.
amplitudes were below 50 pm. The Agilent PMI showed a higher variability in the results, particularly for the first and second order periodic nonlinearity. For the Agilent PMI, the average first order error amplitude was 315 pm with a standard deviation of 90 pm. The average second order error amplitude was 75 pm with a standard deviation of 25 pm. This means the periodic nonlinearity is a time varying effect, which has been demonstrated previously by Hou and Zhao [83].

### 3.5.3 Generalized Interferometer

The Joo PMI can be more generalized as shown in Figure 3.16. Instead of using a right angle prism and a retroreflector to ensure the proper overlapping between measurement and reference arms in the interferometer, a large retroreflector and two smaller retroreflectors can be used instead. This contributes two significant aspects. The first is the alignment tolerance on the right angle prism is removed because retroreflectors are insensitive to tilt. The second contribution is the beams traveling to the mirror are not diagonal from each other, but side-by-side. This is significant because a reflective coating can be placed on the quarter wave plate surface to generate the reference signal.

![Figure 3.16](image)

**Figure 3.16:** (a) Schematic of the generalized Joo PMI. This interferometer uses three retroreflectors to limit the measurement mirror tilt sensitivity and initial component alignment sensitivity. (b) Three dimensional model of the generalized Joo PMI. This model uses a thin coating on the quarter wave plate as a reference mirror.

The addition of the reference mirror removes the interferometer resolution doubling from the system, but it allows for multi-axis system implementation. While this configuration also has an optical path imbalance, it does have a well defined thermal datum for system design aspects. The thermal datum is the reference reflective coating on the quarter wave...
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plate surface. Alternatively, if a separate optical reference signal is generated, the two sets of measurement beams can be used to measure two different mirrors as in a differential interferometer.

Another adaptation of the interferometer is for three axis measurements along the Z-, $\theta_Z$-, and $\theta_Y$-axes. This is done by stacking two generalized interferometers (Figure 3.16a) and applying some initial beam splitting and steering components. This interferometer is shown in Figure 3.17.

![Figure 3.17: Model of the generalized Joo interferometer adapted for three measurement axes. This interferometer can measure one linear and two rotational degrees of freedom.](image)

By knowing the beam spacing between the different measurement axes, the difference between two measurements dividing by the beam separation measures the rotational dimension. This can be further expanded into a five-axis system by adding a third tier to the three-axis system and adding a 45° mirror to the target with an additional reference mirror, as shown in Figure 3.18. This allows for measurements along the Z-, X-, $\theta_X$-, $\theta_Y$-, and $\theta_Z$-axes. This configuration also provides many redundant measurement axes, allowing for self calibration in some specialized systems.

An added benefit of all of these configurations is the input beam alignment. Some specialized systems require input and detection beams to occur inline with the main measurement axis. However, if space is an issue, it is often desirable to align the beams orthogonal to the interferometer. The Joo-type interferometers allow for multiple combinations of input and output beams to suit the intended application without adding additional components. This means more optical components are not needed to adjust the orientation, reducing cost and increasing alignment stability.

### 3.5.4 Joo-type Interferometer Summary

The Joo RR interferometer and the Joo PMI were both demonstrated to have periodic nonlinearity less than 50 pm. Both interferometers also showed the capability to measure subnanometer vibrations due to the stage stepping motion. The motion was determined to be from stage vibrations by verifying it with a commercial interferometer and by changing the stage velocity to shift the peak in the frequency domain. The commercial interferometer
3.6 Conclusions on Eliminating Periodic Errors

All three periodic error free interferometers shown here have demonstrated 50 pm of periodic error or less [64, 65, 67, 68]. This limit is likely due to the algorithm used to assess the periodic errors, the repeatability of the stage, and the consistency of the measurement environment, rather than the actual detection of periodic error. Also, each interferometer utilizes spatially separated beams to eliminate periodic errors.

A common design theme for periodic error free interferometry is to spatially separate the beams to avoid any source mixing. Also, minimizing the number of polarization rotations reduces the chance for periodic error. For sample stability measurements, the
main disadvantage for periodic error free interferometers is their often complex architecture with long beam paths. Thus, designing a balanced interferometer with a minimal optical path length is difficult.

For stability tests, the measured displacement is likely slow and nonlinear. This presents a problem for using algorithm techniques for correcting periodic errors and for designing a system to eliminate source mixing and beam overlap. In non-stability measurements, when the displacement is more than one fringe and linear, the algorithms can effectively detect the presence of periodic errors. This is particularly the case when using a Fourier analysis. As discussed in Appendix D, the continuous elliptical compensation algorithm is very effective correcting periodic errors in linear displacements but has errors when correcting for nonlinear displacements.

The slow and nonlinear motion of a stability measurement is an issue for designing a periodic error free interferometer because assessing the periodic error will be difficult. Because the expected measured displacement is less than 20 nm during a stability measurement and the starting point of the periodic errors is unknown, the results can still have errors at nanometer level. The maximum error from periodic nonlinearity during any 20 nm displacement is approximately 30% of the peak-to-peak periodic error value. Thus, 0.5 nm periodic error can still contribute up to 150 pm of error.

An interferometer designed to measure material stability at picometer levels should meet the following criteria. First, the input beams should be spatially separated to eliminate source mixing. Additionally, the beam paths in the interferometer should avoid coaxial beams with orthogonal polarization states. This eliminates another potential beam mixing source. If this cannot be avoided, then the necessary alignment techniques should be considered during the design phase to reduce stray reflections and ghost reflections at the detector.

Second, a frequency sweep or scan should be implemented to assess the periodic errors in the system if necessary. This will keep the balance in the interferometer but allow for a variable optical path difference greater than one fringe. This will allow for short, linear displacements to be recorded to assess the periodic errors in the interferometer. By implementing a known linear scan, it will also be possible to use periodic error correction techniques to remove any residual periodic error from stray and ghost reflections.

Third, the data acquisition system should accommodate a periodic error correction technique if necessary. Since these measurements do not need to be performed in real-time (as in feedback control systems), the computation time is not an issue. From Appendix D, the continuous elliptical compensation technique [40] showed the greatest periodic error reduction for nonlinear displacements. Thus, a continuous linear sweep correctly timed with this periodic error correction technique can be used to reduce the remaining periodic errors.
3.6 Conclusions on Eliminating Periodic Errors
Chapter 4

Refractive Index Correction

After periodic errors are removed, the next limiting factor in most precision displacement interferometry applications is the environmental conditions of the surrounding air. A difference in the air pressure, temperature, humidity, and CO₂ concentration between measurement and reference beams, along with optical path length differences creates a situation where localized air refractive index differences occur along a beam path. These differences change the instantaneous wavelength of the light which ultimately causes measurement uncertainty because the assumed wavelength is slightly different than the actual wavelength.

Fundamentally, the phase change ($\Delta \phi$) detected from an interference signal is dependent on a length difference between two arms ($L$), a length change ($\Delta L$), a refractive index of the medium ($\eta$), and a refractive index change ($\Delta \eta$) in the form of ($L\Delta \eta + \eta \Delta L$). This means the length measurement uncertainty is proportional to the total measured length which is why optical interferometry with subnanometer uncertainty is difficult to obtain, while subnanometer resolution is readily achievable [58]. Typically, refractive index changes are compensated by correcting measurements using well-known empirical equations, which were derived from theoretical models and environmental parameter measurements [28–30, 84]. In well-controlled environments with minimal air fluctuations and temperature gradients, these equations contribute a relative uncertainty of $2\times10^{-8}$ [84], when not limited by the uncertainty of temperature, pressure, humidity and CO₂ concentration measurements.

In practice, each of these parameters must be continuously measured with low uncertainty and with the same bandwidth as the interference signal for proper in-process correction. However, this procedure is time consuming due to the necessary integration time for low uncertainty measurements for some of the environmental parameters, limiting the measurement bandwidth. Furthermore, this method has limited applicability even with minimized air turbulence because of local variations of refractive index in the beam path.

There are three different methods to measure the refractive index. The first method is an absolute refractometer where the measurement and reference paths in a balanced interferometer both start in vacuum [85–87]. Air is then slowly bled into one path to measure the absolute air refractive index. The second method is a refractometer which only detects refractive index changes by measuring balanced measurement and reference paths.
where the reference path passes through a vacuum environment \[88\]. If absolute distance interferometry is applied to this method, the absolute refractive index can be determined. The last method uses a fixed external cavity as a reference to measure refractive index fluctuations \[89–92\]. These systems are typically called wavelength trackers because they can only track the refractive index changes and a separate system is needed to determine the absolute refractive index value.

An absolute refractometer typically uses optical techniques to measure the absolute air refractive index relative a vacuum where \(\eta\) is defined as one. Conversely, a wavelength tracker detects the refractive index changes using a cavity with a known length. Wavelength trackers typically can only detect refractive index changes; the absolute air refractive index must be initially determined from equations. Either of these techniques are suitable for stability measurements because the environment is nominally stable with minimal air turbulence and flow.

For dynamic applications, two-color interferometry\(^1\) has been proposed and successfully demonstrated to compensate the local refractive index variations \[93\]. Typically, beams with 532 nm and 1064 nm wavelengths from a Nd:YAG laser or a Nd:VY0\(_4\) laser pass through the same path as the main interference beams, so the fluctuations caused by refractive index changes affect all beams simultaneously. The refractive index can then be determined using the dispersion relationship equation, assuming dry air \[94\]. However, the measurement uncertainty is consequently limited by the validity of the equation and the assumed the dry air conditions. Additionally, acoustic waves have been used to measure the refractive index in some displacement interferometry applications \[95\]. This method has demonstrated similar measurement uncertainty to the typical equation-based methods. In either of these alternative techniques, the limiting factor is the equations governing the relationship between the measurement value and the refractive index value.

A refractive index measurement or correction technique which limits refractive index change measurement uncertainty to better than 1 part in \(10^{11}\) is needed for stability measurements. This is three orders of magnitude better than the best available equation-based techniques. For this research, two different wavelength tracking techniques were investigated. The first technique, wavelength correcting interferometry, uses a fixed cavity Fabry-Pérot interferometer as wavelength tracker. The laser wavelength is then stabilized to the Fabry-Pérot cavity, which changes the laser frequency to correct for refractive index changes in real time. The second technique is a wavelength tracker based on a vacuum tube reference using standard heterodyne interferometry. Both topics are discussed in this chapter, including designs, results, and uncertainty analyses.

### 4.1 Measurement Systems

The following sections describe four different measurement systems: an absolute refractometer, a refractometer using a reference vacuum tube, a wavelength tracker based on a

\(^1\)The term ‘two-color’ generally refers to two different laser wavelengths with a large difference between their values. Technically, all heterodyne systems are ‘two-color’ systems. However, a 20 MHz split frequency is a wavelength difference of 0.03 pm at a 633 nm wavelength. This is contrasted by red laser light (633 nm, for instance) versus green laser light (532 nm, for instance) which is a wavelength difference of 99 nm. The former is typically referred to as heterodyne interferometry, whereas the latter can be described as two-color interferometry.
fixed cavity using a heterodyne interferometer, and a wavelength tracker based on a fixed cavity using a Fabry-Pérot interferometer.

### 4.1.1 Absolute Refractometer

An example of an absolute refractometer by Schellekens, *et al.* [85] is shown in Figure 4.1. This refractometer uses two cavities, one with a fixed vacuum tube and one with a tube which can be filled with air or evacuated to match the fixed vacuum tube. By starting both tubes in vacuum and slowly bleeding the air into one tube, the absolute refractive index can be determined.

The laser source for this refractometer is a commercial source with two coaxial, orthogonally polarized beams with an offset frequency between them. A part of the output beam is split using a beamsplitter to generate a reference signal. The two orthogonal beams are interfered using a polarizer aligned to 45° about the azimuthal angle. This is then detected using PD_r, generating the reference signal. The remaining beam travels to the polarizing beamsplitter where it is split into measurement and reference arms. The reference arm is transmitted through the polarizing beamsplitter and passes through the vacuum tube. The beam then passes through a quarter wave plate and reflects off a retroreflector. The beam is then offset and passes back through the quarter wave plate and vacuum tube for a second time. The beam then reflects off a mirror and the polarizing beamsplitter where it is interfered with the measurement beam.

The measurement beam reflects off the polarizing beamsplitter and mirror. The beam then passes through a window into another tube which can be evacuated or filled with air. The beam then passes through the quarter wave plate, reflects off the retroreflector, and then passes back through the quarter wave plate. The measurement beam then passes through the fillable tube for a second time. The beam then transmits through the polarizing beamsplitter where it interferes with the measurement beam at the 45° polarizer.

This refractometer configuration by Schellekens, *et al.* has several advantages. The sensing principle is heterodyne interferometry which has a high signal to noise ratio. The alignment is not susceptible to tilt fluctuations because a retroreflector is used instead of a mirror. However, it does require a larger vacuum tube and optical components, increasing the overall size. Additionally, by starting with two evacuated tubes (inner and outer), the
outer tube can be exposed to the air to determine the absolute refractive index value. Thus, this system is good for both tracking applications and absolute refractometry.

### 4.1.2 Vacuum Reference Cavity

Figure 4.2 shows a simple refractometer by Terrien [88] which can be used for wavelength tracking. The input beam is split into measurement and reference arms using a plate beamsplitter. The reference beam transmits through the beamsplitter and reflects off a mirror. It then passes through a window into a vacuum tube. The reference beam then exits the vacuum tube and reflects off another mirror before passing through the vacuum tube for a second time. The beam the reflects back off the mirror and beamsplitter where it interferes with the measurement beam. The measurement arm follows a similar path expect it initially reflects off the beamsplitter and does not travel through the vacuum tube, although is still passes through both windows.

![Schematic of a refractometer demonstrated by Terrien [88]. An input beam is split where one arm passes through a vacuum tube twice while the other arm follows a balanced path in air.](image)

The interference signal detected by the photodiode is used to detect optical path length changes between the measurement and reference arms. The nominal path length of the measurement and reference arms are balanced and both beams pass through the same number of components. The difference between the two signals is caused by the vacuum tube. The refractive index in a vacuum is one whereas the refractive index of air is approximately 1.00027, at standard temperature and pressure, and is a function of temperature, pressure, humidity, and CO₂ concentration. Even though the physical length is nominally the same between both arms, changes in the environmental parameters will appear as a length change and is detected by the photodiode.

This type of refractometer relies on homodyne interferometry and is not direction sensitive. Additionally, the interference signal is sensitive to optical power changes, which is a particular problem because the intensity of the measurement arm may changed due to scattering and absorption.

Using a vacuum tube can cause some issues when designing an interferometer to measure refractive index changes. Systems without a fixed vacuum tube must account for piping to evacuate the vacuum tube. Also, the window deformation from pressure changes must be considered in the design and mounting. Also, the windows should be compensated in the other arm of the interferometer, which can lead to more complex designs.
4.1.3 Low Expansion Reference Cavity

An alternative method to measure refractive index changes uses a fixed reference cavity with a known nominal length. Figure 4.3 shows an example of a commercial refractometer [89]. As with the refractometer by Schellekens, et al., this refractometer uses a standard commercial heterodyne laser source.

A part from both beams is split from the laser source using a beamsplitter. A polarizer aligned to 45° is used to interfere the two beams and PD$_r$ is used to measure the reference signal. The remaining part from the laser source is sent to a polarizing beamsplitter where it is split into measurement (blue) and reference arms (red).

The reference beam transmits through the polarizing beamsplitter where it reflects off the front of the low expansion cavity after passing through Q$_1$. The reference beam passes back through the Q$_1$ where it is rotated 90° from its original polarization state. The beam then reflects off the polarizing beamsplitter where it is sent to RAP$_2$. RAP$_2$ displaces the reference beam and send it back to the polarizing beamsplitter where it reflects again. The beam then passes through Q$_1$ where it reflects off the low expansion cavity a second time. When it passes back through Q$_1$, its polarization state is rotated back to its original form, which means it will transmit through the polarizing beamsplitter. The reference beam then passes through Q$_2$ and is offset by RAP$_3$. The beam then reflects off the polarizing beamsplitter after passing through Q$_2$. The beam is then sent to RAP$_1$ on top of the polarizing beamsplitter where it reflects again and is eventually steered to a polarizer and PD$_m$.

The measurement beam (blue) reflects off, in this order, the polarizing beamsplitter, RAP$_1$, and the polarizing beamsplitter again, before it passes through Q$_2$. It reflects off RAP$_3$ and passes through Q$_2$ a second time, where it now transmits through the polarizing beamsplitter. The measurement beam then passes through Q$_1$ and enters into the cavity where it reflects off the back surface. Upon reflection, the beam then exits the cavity, passes through Q$_1$, where it reflects off the polarizing beamsplitter, RAP$_2$, and the polarizing beamsplitter again. It passes through Q$_1$ and enters the cavity a second time. After
reflecting off the back surface a second time, the measurement beam then passes through Q$_1$, polarizing beamsplitter, and interferes with the reference beam at a polarizer aligned to 45°. The measurement signal is then detected with PD$_m$.

The measured phase change from this interference signal is a function of path length changes, frequency changes, and refractive index changes. If the cavity remains nominally stable and the laser frequency is stable, then the change in the phase difference between PD$_r$ and PD$_m$ is only due to refractive index fluctuations. This assumes the material used for the cavity is stable and has a low thermal expansion coefficient because fluctuations in cavity length will be measured in the phase difference. Also, the mirrored surfaces should either be machined directly onto the cavity or be mounted in a thermally neutral position. This can increase the cost of the reference cavity or introduce stresses from the mirror mounts which make reduce cavity stability over time.

### 4.1.4 Fabry-Pérot Reference Cavity

Another type of refractometer uses a Fabry-Pérot cavity. A Fabry-Pérot cavity consists of two highly reflecting surfaces, typically one flat and one concave mirror, which help create multiple interferences. The input light passes through the first mirror and reflects off the second mirror and travels back to the first mirror. When the light hits the first mirror, a part is transmitted but the majority is reflected. The reflected part passes back through the cavity and reflects off the second mirror again. This is repeated until the light finally exits the cavity.

If a continuous laser source is used, then light will be added to the cavity continuously and multiple interferences occur prior to exiting. Figure 4.4 shows a schematic of a Fabry-Pérot cavity with short pulse input and the power decaying (denoted by the line width) after multiple passes. If the cavity length matches the frequency of the input light, then the multiple interferences create constructive interference. Conversely, if the cavity length does not match the frequency of the light, destructive interference occurs.

![Figure 4.4: Example of a Fabry-Pérot cavity with multiple reflections. The line width is representative of the optical power. As the number of passes increases, the output power drops. The beams are non-overlapping for clarity. In practice, all beams are coaxial if the windows are aligned properly.](figure)

The multiple passes in a Fabry-Pérot cavity make it highly sensitive to laser frequency changes, refractive index changes, and cavity length changes. When a fixed reference cavity with thermally neutral mirrors is used and a frequency stabilized laser is used as the input,
the change in refractive index can be measured with high sensitivity, provided the laser frequency matches the cavity. Conversely, a tunable laser can be locked to the Fabry-Pérot resonance peak and the measured frequency shift relative to the frequency stabilized laser can be used to determine the length change of the cavity when a mirror is moved [96–99]. However, if the cavity length is fixed and a tunable laser is locked to the resonance peak, refractive index changes in the cavity can then be measured using the frequency shift relative to a reference laser.

This principle was used to measure refractive index changes and implement wavelength corrected interferometry during this research. The principles of traceable Fabry-Pérot interferometry and the design of a wavelength corrected interferometer, along with experimental setups and results are presented in the following sections.

### 4.2 Wavelength Corrected Interferometry

One way to correct for refractive index fluctuations in real time is to use wavelength corrected interferometry. In wavelength corrected interferometry, the refractive index changes are compensated by changing the laser frequency of the optical source used for the interferometer. In this research, wavelength corrected interferometry was applied to traditional displacement interferometry to compare its effectiveness to equation-based methods.

The optical frequency of the interferometry source was locked to the resonance peak of an open Fabry-Pérot cavity. When the cavity is dimensionally stable, refractive index changes measured in the cavity are appropriately corrected by changing the optical frequency, directly linking the refractive index changes to frequency changes. This method can compensate the interferometer wavelength for refractive index changes in real time, eliminating the bandwidth issues of equation-based corrections. A part of the optical source used to do this wavelength corrections and the remaining part is sent to a heterodyne laser interferometer which then measures the displacement independent of the refractive index fluctuations.

Compared to other wavelength tracking methods [85–92, 100, 101], this method does not need any post calculation procedure to compensate the refractive index because the refractive index change is automatically linked to the optical frequency and compensated with the relationship of phase and measurement errors. Figure 4.5 shows the optical configuration for a generic wavelength corrected heterodyne laser interferometer. The optical frequency of a single mode HeNe laser is locked to the resonance peak of an open Fabry-Pérot cavity with the Pound-Drever-Hall (PDH) method [102], which is based on the phase modulation from an electro-optic modulator and demodulation with a lock-in amplifier. After locking, the refractive index fluctuations are directly converted to optical frequency fluctuations using a thin-film heater to control the HeNe laser tube length.

The main part of the beam from the single mode HeNe laser is then converted to heterodyne signals using frequency or continuous phase modulation. The heterodyne signals are then sent to the interferometer where the measurement target is located near the Fabry-Pérot cavity to ensure high correlation between refractive index fluctuations. Because the source frequency is locked to the resonance peak of the open Fabry-Pérot cavity and affected by refractive index changes, the errors originating from refractive index changes
4.2 Wavelength Corrected Interferometry

The optical configuration for a wavelength correcting heterodyne laser interferometer.

The optical frequency of the source is locked to Fabry-Pérot cavity which compensates for refractive index fluctuations in the heterodyne interferometer.

are automatically cancelled in the interferometer.

When the optical frequency of the source is locked to the resonance peak of an open Fabry-Pérot cavity in air, the frequency fluctuation ($\Delta f$) can be expressed with the cavity length change ($\Delta l$) and the refractive index change of air ($\Delta \eta$) by

$$\Delta f = -\frac{\Delta l}{l} - \frac{\Delta \eta}{\eta}$$

where $f$ is the nominal optical frequency of the source, $l$ is the cavity length, and $\eta$ is the air refractive index [98]. As shown in Equation 4.1, linking the refractive index changes to the source frequency changes is desirable if the cavity length changes can be ignored. To minimize this effect, the cavity can be constructed using thermally stable material such as Zerodur® which has a thermal expansion coefficient of approximately $0.05 \mu$m·m$^{-1}$·K$^{-1}$ at room temperature. Then, measuring $\Delta f$ allows for tracking the refractive index changes without any other sensors. Moreover, the frequency measurement improves the measurement sensitivity and accuracy when a highly stable reference frequency is used. In most of cases, however, the reference laser, typically an iodine stabilized HeNe laser, is needed to determine the optical frequency in this type of wavelength tracker, and this limits the applicability and adds complexity and cost.

Since refractive index changes and frequency changes are couple through the cavity, length changes in the cavity will cause a displacement measurement error. The phase, $\theta$, of an interference signal obtained from a displacement interferometer is related to the geometrical path length, $x$, and air refractive index by

$$\theta = \frac{2\pi N \eta f x}{c}$$

where $c$ is the speed of light in vacuum, $N$ is an integer pertaining to the optical resolution. The displacement of the target ($\Delta x$) is derived from Equation 4.2 as

$$\Delta x = \frac{c \Delta \theta}{2\pi N} - \left( \frac{\Delta f}{f} + \frac{\Delta \eta}{\eta} \right) x$$

where the $\Delta$’s represent the change in a nominal value during a measurement period. Apart from the displacements from the phase information, the additional terms caused by $\Delta f$ and
Δη lead to the measurement errors as shown in Equation 4.3. To reduce these errors, a frequency stabilized source and refractive index compensation using equations are typically used. In this investigation, a wavelength tracking technique to remove the additional terms in the displacement is used. When the optical frequency of the source in the interferometer is locked to the open Fabry-Pérot cavity, ∆x can be rewritten as

$$\Delta x = \frac{c \Delta \theta}{2 \pi N} - \left( -\frac{\Delta \eta}{\eta} - \frac{\Delta L}{L} + \frac{\Delta \eta}{\eta} \right) x = \frac{c \Delta \theta}{2 \pi N} + \frac{\Delta L}{L} x \quad (4.4)$$

by substituting Equation 4.1 into Equation 4.3. When a thermally stable cavity with thermally neutral mirrors are used, $\frac{\Delta L x}{L}$ can largely be ignored. The residual cavity length change is an uncertainty source and must be considered in the full analysis. This will be explained later in Section 4.2.4. Consequently, the error caused by refractive index fluctuations is cancelled by changing the source frequency and thus, the real displacement can be measured independent of refractive index fluctuations. This assumes the refractive index in the Fabry-Pérot cavity is the same in the displacement interferometer measurement and reference arms.

### 4.2.1 Transmission Fabry-Pérot Interferometer

A transmission Fabry-Pérot interferometer was used in this research for wavelength tracking and correcting. Figure 4.6 shows a schematic of the transmission Fabry-Pérot interferometer. A beam from a tunable HeNe laser tube is isolated using a free space optical isolator. A part is then split and mixed with a beam from a frequency stabilized laser. The interference is then detected using an avalanche photodiode and a frequency counter is used to measure the frequency difference.

![Figure 4.6: Optical configuration of a transmission Fabry-Pérot interferometer and wavelength tracker. The output beam from the cavity exits on the opposite side from the input, eliminating the high power back-beam.](image)

The beam not sent to interfere with the reference laser passes through an electro-optic modulator, which continuously and linearly changes the phase. The beam then enters the Fabry-Pérot cavity where multiple reflections and interferences occur. A part is transmitted through the opposite side of the cavity where the DC optical power is detected. This signal is then sent to a lock in amplifier, which is used to tune the laser frequency to maintain a resonance peak in the Fabry-Pérot cavity. A transmission Fabry-Pérot cavity is only one type of Fabry-Pérot cavity that can be used. Appendix E describes other cavity designs investigated during this research.
The signal exiting the Fabry-Pérot cavity is [103]

\[
(FP_T) = t_1 t_2 e^{ikL} + t_1 t_2 r_1 r_2 e^{3ikL} + t_1 t_2 r_1^2 r_2^2 e^{5ikL} + t_1 t_2 r_1^3 r_2^3 e^{7ikL} + \cdots \quad (4.5)
\]

where \(k\) is the wavenumber (\(2\pi/\lambda\)), \(t_{1,2}\) and \(r_{1,2}\) are the electric field transmission and reflectivity coefficients for M_1 and M_2, respectively. Equation 4.6 is a geometric series of the form

\[
y = a + ax + ax^2 + ax^3 + \cdots \quad (4.7)
\]

whose sum converges to a solution, providing \(x\) is less than one. The sum of Equation 4.8 is

\[
y = \frac{a}{1 - x}. \quad (4.9)
\]

Applying Equation 4.9 to Equation 4.6 yields

\[
(FP_T) = \frac{t_1 t_2 e^{ikL}}{1 - r_1 r_2 e^{2ikL}}. \quad (4.10)
\]

The total irradiance of the light exiting the Fabry-Pérot, \(I_{FP,T}\) is \((FP_T) \times (FP_T)\). Using this, the gain is

\[
\frac{I_{FP,T}}{I_i} = \frac{t_1^2 t_2^2}{(1 + r_1^2 r_2^2) - 2r_1 r_2 \cos (2kl)}, \quad (4.11)
\]

where \(I_i\) is the input irradiance from the laser source. The gain can be simplified by

\[
\frac{I_{FP,T}}{I_i} = \frac{T_1 T_2}{(1 + R_1 R_2) - 2 \sqrt{R_1 R_2} \cos (2kl)}, \quad (4.12)
\]

where \(T_{1,2}\) is the irradiance transmission coefficient \(T_i = t_i^2\) and \(R_{1,2}\) is the reflectance coefficient \(R_i = r_i^2\) for M_{1,2}, respectively. But, in the complete system shown in Figure 4.6, there are more components which affect the measured intensity from the Fabry-Pérot. Thus, the irradiance of the complete transmission Fabry-Pérot detected by the photodiode is

\[
\frac{I_{sys,T}}{I_i} = \frac{T_1 T_2 T_{OI} T_{bs} T_{EOM}}{(1 + R_1 R_2) - 2 \sqrt{R_1 R_2} \cos (2kl)}, \quad (4.13)
\]

where \(T_{OI}\) is the optical isolator irradiance transmission coefficient, \(T_{bs}\) is the beam sampler irradiance transmission coefficient, \(T_{EOM}\) is the electro-optic modulator irradiance transmission coefficient. If an ideal case is assumed, then \(T_{OI}\) is 90 %, \(T_{bs}\) is 96 %, \(T_{EOM}\) is 90 %. Additionally, both M_1 and M_2 must be partially transmissive, thus, \(R_{1,2}\) was assumed to be 99 % reflective. Figure 4.7 shows the Fabry-Pérot gain and system gain as a function of cavity displacement, where \(R_{1,2}\) is 1-\(T_{1,2}\).

The maximum efficiency of the Fabry-Pérot cavity is approximately 100 % at resonance and drops approximately 18 % when the initial components in the complete system are
Figure 4.7: Ideal gain of the transmission Fabry-Pérot cavity and system as a function of cavity displacement. The system includes modest losses in components before the Fabry-Pérot cavity. The system plot is offset in the X-axis for clarity.

considered. The difference between the ideal cavity gain and the complete system can be mitigated by using high quality components with a low absorption. Figure 4.8 shows the transmission peak for both the cavity and system with different mirror coefficients, assuming $R_1 = R_2$.

Figure 4.8: Close-up of a single resonance peak of the (a) cavity and (b) system in the transmission Fabry-Pérot interferometer. These values are from a numerical simulation where $M_1$ and $M_2$ both had the reflection value labeled in the figure.

The mirror inefficiencies do not limit the peak intensity. Instead of decreasing in value, the mirror inefficiency causes the peak to be broader. This is called an increased linewidth which is a critical component for determining the locking stability. More will be discussed on this topic when discussing the Fabry-Pérot locking uncertainty.

### 4.2.2 Refractive Index Tracking

Figure 4.9 show a photograph of the experimental setup of the wavelength tracker in this research. A single mode HeNe laser [104] with an attached flexible heat film was used as the optical source and was mounted in an aluminum block. The optical isolator was used to prevent destabilization from the Fabry-Pérot reflected back-beam and a half wave plate was used to rotate the polarization state. The light was phase modulated after passing through an electro-optic modulator [105] and incident to the open Fabry-Pérot cavity. Then,
the transmitted light from the cavity was detected with a photodiode and converted to an electronic signal used for the PDH locking method. The demodulated signal from the commercial lock-in amplifier \[106\] was amplified and used for feedback to operate a current amplifier and a thin film resistive heater which controlled the laser tube length.

![Figure 4.9: Photo of the wavelength tracker setup.](image)

The open Fabry- Pérot cavity was 175 mm long and consisted of two parabolic mirrors, kinematic mirror mounts, and two 200 mm long Zerodur\textsuperscript{®} rods to minimize the thermal expansion. The optical frequency shift was measured using a commercial frequency stabilized HeNe laser \[107\] with a fractional frequency stability of $2 \times 10^{-10}$ (10 s).

The performance of the wavelength tracker was evaluated by measuring the environmental parameters concurrently with the frequency shift due to refractive index changes in the Fabry- Pérot cavity. During approximately two hours (7000 s), the relative refractive index slightly increased by $3.26 \times 10^{-7}$ with slow oscillations caused by temperature and pressure changes in the laboratory as shown in Figure 4.10. The frequency shift measured from the avalanche photodiode was converted to the refractive index values using Equation 4.1 to compare with the calculated value from the Edlén formula \[28\]. The experimental results show the frequency tracked the refractive index fluctuations well and the standard deviation
of the difference was 4.93×10⁻⁸.

\[
\text{RI Drift (}\Delta \eta/\eta\text{)} \cdot 1 \times 10^{-8}
\]

![Figure 4.10](image)

**Figure 4.10:** Experimental results of the wavelength tracker compared to the results by calculated by the Edlén equation. The standard deviation of the difference was 4.93×10⁻⁸.

### 4.2.3 Wavelength Corrected DMI

The single mode HeNe laser whose frequency was locked to the open cavity, was directly used as an optical source for the wavelength corrected heterodyne laser interferometer. As previously mentioned, the system consists of two main parts: a wavelength tracker and a heterodyne laser interferometer. The optical schematic is shown in Figure 4.11 and a photograph of the setup is shown in Figure 4.12.

![Figure 4.11](image)

**Figure 4.11:** Optical schematic of the wavelength tracking interferometer and commercial heterodyne laser interferometer measurement. The wavelength tracking interferometer is corrected for refractive index fluctuations in real-time while the commercial system is corrected using equations.

The optical frequency of a single mode HeNe laser is locked to the resonance peak of the open Fabry-Pérot cavity using the PDH method. After locking, the refractive index fluctuations are directly converted to optical frequency fluctuations using a thin-film heater.
to control the HeNe laser tube length. The main part of the light from the single mode HeNe laser, now with the corrected wavelength, passes through an acousto-optic modulator to generate the split frequency for the heterodyne laser interferometer. The original beam and the frequency-shifted beam from the acousto-optic modulator are coaxially overlapped using a birefringent crystal. While not completely coaxial, the spatial separation is small because the distance between the acousto-optic modulator and the birefringent crystal is kept to a minimum [108]. The 'coaxial', orthogonally polarized beams are then used in a single pass, polarizing Michelson interferometer to measure the displacement difference between the reference mirror \( M_r \) and the measurement mirror \( M_m \).

For comparison, a commercial heterodyne laser interferometer [109] was used to measure displacement of the target in addition to this wavelength correcting system. Because both interferometers pass through the same optical components and the same nominal air path, refractive index fluctuations and interferometer motions affect both interferometers simultaneously. The measurement paths of both interferometers are close to the Fabry-Pérot cavity to minimize the environmental difference from spatially separated measurements. The reference and measurement mirrors are fixed and only move by the thermal expansion of the base plate. The wavelength corrected interferometer is the red beams and the conventional interferometer is the blue beams in Figures 4.11 and 4.12.

Figure 4.13 shows the measurement results of the wavelength correcting interferometer compared to the traditional Michelson interferometer. In the wavelength correcting interferometer, the displacement difference between measurement and reference path,
caused by the thermal expansion, was approximately 100 nm during 10 minutes while the displacement by the normal interferometer was less than the 100 nm due to refractive index fluctuations. The temperature and pressure was also measured and used to compensate the displacement of the traditional interferometer using the Edlén equation [28]. The difference between the equation-corrected and wavelength corrected measurements is also shown in Figure 4.13. The standard deviation of the difference between the equation-corrected measurements and the in-process wavelength correcting interferometer is 2 nm.

Figure 4.13: Experimental results comparing the traditional interferometer measurement, the traditional interferometer measurement corrected using the Edlén equation, and the wavelength correcting (WC) interferometer. The difference between the equation-corrected and the wavelength-corrected measurements (Diff.) had a standard deviation is 2.02 nm.

4.2.4 Uncertainty analysis

Although the experimental results of the wavelength correcting interferometer compared favorably to conventional measurements (compensated by well-established equations), the measurement uncertainty based on the theoretical model and practical measurements should be evaluated in order to validate the system performance. The main uncertainty sources are the locking stability, the cavity length stability, and environmental difference between two regions, summarized in Table 4.1.

Table 4.1: Uncertainty analysis results for correction of the displacements caused by the refractive index fluctuation in the interferometer. The Fabry-Pérot temperature change is $\Delta T$ and the displacement of the measurement target is $\Delta x$.

<table>
<thead>
<tr>
<th></th>
<th>Locking Stability $\Delta f$</th>
<th>Length Stability $\Delta l/l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>1.46 MHz</td>
<td>-</td>
</tr>
<tr>
<td>Relative Uncertainty</td>
<td>$3.1 \times 10^{-9}$</td>
<td>$-0.89 \times 10^{-6} \Delta T$</td>
</tr>
<tr>
<td>Uncertainty</td>
<td>$3.1 \times 10^{-9} \Delta L$</td>
<td>$-0.89 \times 10^{-6} \Delta T \Delta L$</td>
</tr>
</tbody>
</table>

The frequency locking stability is determined by the transmission peak linewidth and the free spectral range (FSR) of the cavity. The transmission peak linewidth ($\Delta \nu$) was
previously determined based on an estimate of 98.8% reflectance of both $M_1$ and $M_2$. In these experiments, $\Delta \nu$ was 3.29 MHz and the FSR range was 857.1 MHz. The peak signal from the detector was 0.330 V and the minimum voltage signal in the locking region was 0.183 V. From this data, the frequency locking range, regarded as the locking stability in this investigation, was 1.46 MHz and the relative stability was $3.1 \times 10^{-9}$ [97].

In the wavelength correcting interferometer, the most important parameter is the cavity length stability because the cavity length should be fixed during the measurement to effectively correct the refractive index fluctuations as expressed in Equations 4.1 and 4.4. Thermal effects are typically the main cause for cavity instability, thus stable materials are needed for the cavity. As shown in Figure 4.14, the cavity consists of two Zerodur® rods to minimize thermal expansion and has two aluminum kinematic mirror mounts with steel thumbscrews for mirror adjustments.

\[
\frac{\Delta l}{l} = \frac{(0.19 \alpha_z - 0.015 \alpha_s)}{0.175} = -0.89 \mu m \cdot m^{-1} \cdot \Delta T \quad (4.14)
\]

where $\alpha_z$ (=0.05 $\mu m \cdot m^{-1} \cdot K^{-1}$) and $\alpha_s$ (=11 $\mu m \cdot m^{-1} \cdot K^{-1}$) are the thermal expansion coefficients of Zerodur® and steel, respectively.

In these measurements, the environmental conditions between the Fabry-Pérot optical path, the temperature sensors, pressure sensor, and the interferometer’s measurement path are assumed identical. The system was shielded from air flow and the length change was slow which eliminates dynamic refractive index changes due to stage motions. This is critical for satisfying Equation 4.4.

In practical situations, however, it is not possible to have the exact environmental conditions and measure the differences for all parameters in both regions. To avoid the errors from the environmental difference, the cavity should be located near the interferometer’s measurement path with a minimal gap.

Moreover, this type of interferometric system is difficult in applications where dynamic motion, such as high speed stages, causes localized transient pressure changes which are not
correlated in the cavity locking measurement. In static applications, where the environment is well controlled, the refractive index fluctuations can be successfully corrected without any environmental sensors and time delay using this method.

### 4.2.5 Wavelength Correction Conclusions

As shown in Table 4.1, the dominant uncertainty source of the experimental setup in this investigation is the effective thermal expansion coefficient of the cavity (-0.89 $\mu$m·m$^{-1}$·K$^{-1}$), which is slightly lower than the temperature sensitivity of the refractive index ($1\times10^{-6}$·K$^{-1}$). The kinematic mirror mounts, which were used for precise mirror alignment, led to a worsening of the cavity stability. One consideration is the thermal capacitance of the aluminum and steel, which effectively creates a buffer to temperature changes, which contributes some stability. However, the Fabry-Pérot cavity should be redesigned to minimize the thermal effects, for example, by directly fixing the mirrors to a low expansion support or by using another low expansion material for the kinematic mounts. Also, designing thermally neutral mirror mounts can minimize the thermal expansion effect. This enhancement can reduce the effective thermal expansion coefficient by at least an order of magnitude and thus the uncertainty will be less than in the current system.

Another important issue is the laser locking stability, which determines the short term noise level in the system. The locking stability is affected by the cavity linewidth, control electronics, and actuator bandwidth to change the source laser frequency. Among these three, the actuator performance is critical for a high bandwidth. A resistive thin-film heater was attached to the glass surface of a HeNe laser and used to control the length via thermal expansion in this investigation. Because of the HeNe laser construction and the thin-film heater response time, the heat was slow in transferring to the laser cavity and this caused a time delay in the control loop. As the result, the locking stability was 1.46 MHz, which is low for this kind of system.

For better stability, the thin-film heater should be replaced with a faster actuator such as a piezo-electric transducer. In this case, the locking stability is expected to be better than 1 MHz but careful attention is needed to avoid the alignment problems or PZT hysteresis. A more efficient way is to use a tunable diode laser with current-controlled feedback. This will increase the cost and nominal laser linewidth for the heterodyne system, but the response bandwidth is extremely high and the wider gain bandwidth allows for a smaller cavity.

As previously discussed, this wavelength corrected heterodyne interferometer has several advantages when applied to static measurement applications. Numerous simultaneous environmental parameter measurements are not necessary to correct for refractive index fluctuations. After the initial wavelength is determined, the wavelength in air can be automatically tracked with the Fabry-Pérot which can be used for a stabilized frequency reference and refractive index sensing during a measurement. In addition, there is no time delay for environmental measurements which typically have long integration times relative to the desired measurement bandwidth. The only limit here is the locking stability, and, in turn, bandwidth of the actuator controlling the laser tube length. In principle, this can be orders of magnitude higher than precise temperature and pressure measurements, potentially with the same measurement bandwidth as the desired measurement system. This allows for real time refractive index measurement and correction.
4.3  Heterodyne Phase Tracking

While Fabry-Pérot interferometry is an effective method for measuring refractive index fluctuations, it requires a completely different setup than a traditional displacement interferometer, which must be calibrated and characterized. This adds to the overall system complexity because a free space cavity and a vacuum cavity is needed, along with the corresponding optical components.

More importantly, there is an unknown correlation between the refractometer and the sample-measuring interferometer. Determining this correlation can be difficult, specifically when considering the systematic effects. Therefore, it is beneficial to implement a refractometer within the sample measuring interferometer rather than having a completely separate system. The refractive index change can be measured in a directly correlating system which leaves only the length difference correlation between the sample and vacuum tube. This type of interferometer is described in the following section, including example interferometers and uncertainty estimates.

4.3.1  Example Interferometer System

An interferometer with an internal wavelength tracker assumes there are essentially two interferometers in the sample measuring interferometer, one to measure the sample fluctuations and one to measure the refractive index changes. This also means interferometer instability is largely common to both systems. Thus, the instability would be reduced when the difference between the two systems is taken.

An example of a sample measuring interferometer with an internal refractometer is shown in Figure 4.15. As shown in Chapter 3, spatially separating the input beams is an effective method to limit periodic errors. This interferometer uses a source similar to the source presented in Section 3.2. One beam is directed to the left side of the interferometer where the beam’s polarization is aligned to pass through PBS1. This beam, with frequency \( f_1 \), is then split equally and aligned to have a spatial offset using a BS1 and M1. This separation is the main splitting between sample measuring (solid line) and refractive index measuring (dashed line) interferometers.

\[ \text{Figure 4.15: Schematic of a dual interferometer with one interferometer measuring sample displacements while the other measures refractive index fluctuations. While this interferometer is not balanced, it is an example system used for performing an uncertainty analysis.} \]

The sample measurement beam passes through PBS1 and Q1 (aligned to 45°). This beam then reflects off the sample, passes back through Q1 where the polarization is rotated 90°.
Now the beam reflects off PBS₁, M₃, and M₄, where it then reflects off PBS₂ and passes through Q₂. The beam then reflects off the sample’s right side, and passes back through Q₂ and PBS₂. Finally, the beam passes to BS₃ where it interferes with a reference beam with frequency $f₂$ and is detected by PDₘ.

The refractive index measuring interferometer follows a slightly different path. After being initially split, this beam passes through PBS₁ and Q₁, where it then passes through the vacuum cell. Upon exiting, the beam passes through Q₂. Since both quarter wave plates have the same orientation, the net effect is that of a half wave plate with a 45° orientation. The polarization state of the beam is rotated 90°, where it reflects off PBS₂. After reflecting off M₄, M₃, and PBS₁, the beam then passes through Q₁, the vacuum cell, and Q₂ for a second time. Now, the beam’s polarization state is rotated back to 0°, where it passes through PBS₂. The beam then interferes with a reference $f₂$ beam and is detected by PDᵣ.

The signal detected by PDᵣ will have phase changes from refractive index fluctuations and interferometer vibrations. The signal detected by PDₘ will have phase changes from refractive index fluctuations, interferometer vibrations, and sample length changes. Thus, both signals can be used to cancel refractive index fluctuations and interferometer vibrations.

This interferometer has several advantages. First, it is a double-sided interferometer, which is desired based on the design constraints. Second, this interferometer has a refractive index measuring interferometer co-located, which means a separate refractometer is not needed. Third, the input beams are spatially separated and barring any ghost reflections, periodic errors should be minimized.

In addition to these advantages, this system has several disadvantages for stability measurements. First, there are optical imbalances between the beam inputs and their separation into sample and refractometer beams. Additionally, there are large differences between the reference arms and their respective measurement arms. If the quarter wave plates are not aligned properly, there is a leakage beam in the refractometer measurement arm, which may contribute periodic error.

Assuming the optics are made of a thermally stable materials (fused silica, for instance) and their mounts are relatively stable, this interferometer could be used to measure material stability. Ideally, an external optical reference would be established near the heterodyne splitting source, which is the reference signal for both interferometers. Then, PDₘ would measure the material stability, refractive index changes, and interferometer fluctuations while PDᵣ would measure refractive index changes and interferometer fluctuations. Although this interferometer is not balanced, it can be used as an example to investigate the potential measurement uncertainty if the optical path differences can be corrected. The next section described an uncertainty analysis for this type of interferometer, assuming the interferometer is balanced.

### 4.3.2 Refractive Index Uncertainty Estimate

In Section 2.4, the measurement uncertainty for a double-sided interferometer was presented. In that estimation, the interferometer was assumed to be completely balanced between measurement and reference arms, except for the path difference created by the sample. In this uncertainty estimate for the refractive index measurement, the same
assumption is made, except the sample will be replaced with a vacuum cell. The vacuum cell is assumed to be a tube of length $L$ which has windows to pass the beam through. Assuming this is the only difference between measurement and reference arms in this interferometer, the phase measured is

$$\phi = \frac{2\pi NL(\eta - 1) f}{c},$$  (4.15)

where $L$ is the vacuum tube length. Once again, the phase changes as a function of time and the length, frequency, and refractive index all can change as a function of time as well. The time derivative of the phase is

$$\frac{d\phi}{dt} = \frac{2\pi N}{c} \left[ (\eta - 1) f \frac{dL}{dt} + L(\eta - 1) \frac{df}{dt} + Lf \frac{d\eta}{dt} \right].$$  (4.16)

Equation 4.16 needs to be rearranged to solve for refractive index changes after canceling the time derivatives and switching to discrete time intervals. Additionally, the vacuum tube length will also change as a function of temperature and pressure similarly to Equation 2.84 where

$$\Delta L = \alpha L \Delta T - \frac{3L(1-2\nu)\Delta P}{E}. $$  (4.17)

After rearranging Equation 4.16 and substituting Equation 4.17, the measured refractive index change is

$$\Delta \eta = \frac{c \Delta \phi}{2\pi NLf} - (\eta - 1) \left( \alpha \Delta T - \frac{3(1-2\nu)\Delta P}{E} \right) - \frac{(\eta - 1) \Delta f}{f}. $$  (4.18)

In this derivation, the environment is assumed to be nominally stable, thus the uncertainty sources are assumed uncorrelated. After performing the first order combined uncertainty expansion, the refractive index change uncertainty is

$$U^2_{\Delta\eta} = \left( \frac{c}{2\pi NLf} \right)^2 U^2_{\Delta\phi} + \left( \frac{-c\Delta\phi}{2\pi NL^2 f^2} \right)^2 U^2_L + \left( \frac{-c\Delta\phi}{2\pi NL f^2} + \frac{\eta\Delta f}{f^2} - \frac{\Delta f}{f^2} \right)^2 U^2_f + \left( -\alpha \Delta T + \frac{3(1-2\nu)\Delta P}{E} - \frac{\Delta f}{f} \right)^2 U^2_\eta + \left( -\eta \Delta T + \Delta T \right)^2 U^2_\alpha + \left( -\eta\alpha + \alpha \right)^2 U^2_{\Delta T} + \left( \frac{3(n-1)(1-2\nu)}{E} \right)^2 U^2_{\Delta P} + \left( \frac{3\Delta P(1-2\nu)(1-\eta)}{E^2} \right)^2 U^2_E + \left( \frac{1-\eta}{f} \right)^2 U^2_{\Delta f} + \left( \frac{6\Delta P(\eta-1)}{E} \right)^2 U^2_\nu. $$  (4.19)

To estimate the uncertainty of the measured refractive index, the parameters in Table 4.2 were used. Investigation of the uncertainty sources individually reveals that there are several contributors at the $10^{-12}$ level.
Table 4.2: Parameters for the uncertainty of a BK7 vacuum tube refractive index reference.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal Value</th>
<th>Fractional Uncertainty ( \frac{U_a}{q_a} )</th>
<th>Absolute Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed of light ((c))</td>
<td>299792458 m·s(^{-1})</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Interferometer Constant ((N))</td>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Phase Change ((\Delta \phi))</td>
<td>3.5×10(^{-6}) rad</td>
<td>-</td>
<td>3.5×10(^{-6}) rad</td>
</tr>
<tr>
<td>Refractive Index ((\eta))</td>
<td>1.00029</td>
<td>1×10(^{-8})</td>
<td>-</td>
</tr>
<tr>
<td>Frequency ((f))</td>
<td>473.7555 THz</td>
<td>1×10(^{-8})</td>
<td>-</td>
</tr>
<tr>
<td>Frequency Change ((\Delta f))</td>
<td>200 Hz</td>
<td>-</td>
<td>200+(U_f) Hz</td>
</tr>
<tr>
<td>Nominal Length ((x))</td>
<td>100 mm</td>
<td>-</td>
<td>100 nm</td>
</tr>
<tr>
<td>CTE ((\alpha))</td>
<td>8 (\mu)m·(\text{m}^{-1})·(\text{K}^{-1})</td>
<td>1 %</td>
<td>-</td>
</tr>
<tr>
<td>Temperature Change ((\Delta T))</td>
<td>5 mK</td>
<td>-</td>
<td>0.5 mK</td>
</tr>
<tr>
<td>Pressure Change ((\Delta P))</td>
<td>10 Pa</td>
<td>-</td>
<td>2 Pa</td>
</tr>
<tr>
<td>Modulus ((E))</td>
<td>67 GPa</td>
<td>1 %</td>
<td>-</td>
</tr>
<tr>
<td>Poisson’s Ratio ((\nu))</td>
<td>0.17</td>
<td>10 %</td>
<td>-</td>
</tr>
</tbody>
</table>

\[
U_{\Delta \phi}(U_{\Delta \phi}) = \frac{c}{2\pi N L_f} U_{\Delta \phi} \approx 1.8 \times 10^{-12} \quad (4.20)
\]
\[
U_{\Delta \eta}(U_L) = \frac{-c\Delta \phi}{2\pi N L_f^2} U_L \approx 0 \quad (4.21)
\]
\[
U_{\Delta \eta}(U_f) = \left(\frac{c\Delta \phi}{2\pi N L_f^2} + \frac{9\Delta \phi}{2\pi f^2} - \frac{\Delta \phi}{f^2}\right) U_f \approx 0 \quad (4.22)
\]
\[
U_{\Delta \eta}(U_\eta) = \left(-\alpha \Delta T + \frac{3(1-2\nu)\Delta \eta}{E} - \frac{\Delta \eta}{f}\right) U_\eta \approx 0 \quad (4.23)
\]
\[
U_{\Delta \eta}(U_\alpha) = \left(-\eta \Delta T + \Delta T\right) U_\alpha \approx 1.6 \times 10^{-13} \quad (4.24)
\]
\[
U_{\Delta \eta}(U_{\Delta T}) = \left(-\eta \alpha + \alpha\right) U_{\Delta T} \approx 1.6 \times 10^{-12} \quad (4.25)
\]
\[
U_{\Delta \eta}(U_{\Delta \phi}) = \left(\frac{3(1-2\nu)}{E} U_{\Delta \phi}\right) U_\phi \approx 8.6 \times 10^{-14} \quad (4.26)
\]
\[
U_{\Delta \eta}(U_E) = \left(\frac{3\Delta \phi(1-2\nu)(1-\eta)}{E^2} U_E\right) U_E \approx 2.5 \times 10^{-12} \quad (4.27)
\]
\[
U_{\Delta \eta}(U_f) = \left(\frac{1-\eta}{f}\right) U_{\Delta f} \approx 2.9 \times 10^{-12} \quad (4.28)
\]
\[
U_{\Delta \eta}(U_\nu) = \left(\frac{6\Delta \phi(\eta-1)}{E}\right) U_\nu \approx 0 \quad (4.29)
\]

The estimated combined uncertainty (RSS) is \(4.4\times10^{-12}\). The largest uncertainty contributions come from the phase measurement uncertainty and the temperature uncertainty. However, these are still one order of magnitude better than the desired contribution for this investigation. Therefore, if the refractive index is uniform between the two interferometers in the system, then this technique can be used to compensate the refractive index. For stability measurements, the environment surrounding the interferometer should be kept relatively constant and controlled. Only minor gradients should be present in the system, which means the uniform refractive index is a sound assumption.

### 4.3.3 In-process Refractive Index Correction

The interferometer shown in Figure 4.15 also allows for overall system instability correction. An example of this is shown in Figure 4.16. In Figure 4.16, the configuration is similar to the wavelength correcting interferometry from Section 4.2. But, instead of measuring and correcting for refractive index fluctuations during post processing, it is possible to use the signal from PD\(_r\) as the feedback from a control loop which controls the laser frequency. In
4.3 Heterodyne Phase Tracking

This configuration, refractive index fluctuations and small interferometer perturbations can be corrected by updating the instantaneous laser frequency.

![Schematic of a dual interferometer with one interferometer measuring sample displacements while the other measures refractive index fluctuations. This interferometer uses the signal from PD to control the laser wavelength in a wavelength correcting interferometer.]

The signal measured by PD would then also be corrected for these effects. The sample measurement would then only need to be corrected for thermal effects and pressure-induced changes on the sample length. One disadvantage of this system is this requires a tunable laser with a bandwidth of at least 10 Hz or higher.

For practical reasons, it may be better to use a stabilized laser instead of a tunable laser as the source for the system. If this is the case, then it is still possible to control the refractive index to a set value. An example of this system is shown in Figure 4.17. Instead of changing the laser wavelength to correct for refractive index fluctuations and small interferometer perturbations, a phase modulator can be used to maintain a constant signal from PD. Since the electro-optic modulator is placed before the split between both reference beams, this will effect both the sample measuring interferometer and the refractive index measuring interferometer.

The phase of the reference signal can then be adjusted using a feedback controller to maintain a constant signal from PD. When the refractive index changes, then the signal from PD will also change. That change can be fed into a controller to adjust the electro-optic modulator to maintain a constant value from PD. Thus, the electro-optic modulator will also change the sample measurement reference arm, which will correct the sample measurement signal (PD) by the appropriate amount to cancel refractive index fluctuations and interferometer perturbations.

A distinct advantage of this type of system, a sample measuring interferometer with an internal refractometer, is that the measurement values should be closely correlated because the same interferometer components are used for both measurements. The internal refractometer does not need to be separately characterized because the instability should be common between both measurements. Also, the measurement method for the refractive index is the same as the sample measurement (heterodyne interferometry). This is
Figure 4.17: Schematic of a dual interferometer with one interferometer measuring sample displacements while the other measures refractive index fluctuations. This interferometer uses the signal from PD\textsubscript{r} to control an electro-optic modulator to maintain a constant phase on the refractometer photodiode.

contrasted by Fabry-Pérot interferometry as an alternative which is a different measurement principle.

4.4 Refractive Index Correction Summary

A transmission Fabry-Pérot cavity was used for both refractive index tracking and wavelength correcting interferometry. The refractive index tracking was measured to be within $4.9\times10^{-8}$ which is nearly the limit achievable with Edlén equations. In the wavelength correcting experiments, the difference between the empirical equation-based methods and the wavelength corrected DMI was approximately 2 nm over a 100 nm range.

While a Fabry-Pérot wavelength tracker could be used to correct for refractive index fluctuations, it requires a stable cavity made of thermally stable materials. Additionally, the Fabry-Pérot mirrors must be highly efficient and must be mounted in a thermally neutral plane. This increases the complexity and cost of the cavity design and more optical components are needed to utilize this system in conjunction with a sample measuring interferometer. Since this type of system employs a completely different measurement principle to measure and correct the refractive index, an alternative method should be used to correct the refractive index fluctuations.

An alternative method presented in this work is to develop a dual interferometer. One interferometer measures the sample fluctuations and the other measures refractive index fluctuations. If the refractive index fluctuations are nominally uniform throughout the interferometer, then this configuration could be suitable for measuring refractive index fluctuations. A detailed uncertainty analysis was presented and the two largest uncertainty contributors are the phase measurement itself and the temperature change uncertainty.

For the research in this thesis, a dual interferometer was chosen because the measurement and reference beams from both interferometers would pass through the same components, adding more balance into the system. Additionally, the sample measurement and refractive index measurement would both be performed with heterodyne interferometry. Building a dual system with additional channels for measurements which have the same measurement
principles is easier to achieve than two completely different measurement principles. This system also has the potential for wavelength correcting interferometry, where source frequency is changed to cancel the refractive index fluctuations. This interferometer is discussed in detail in Chapter 6.
Chapter 5

Laser Stabilization

Chapter 2 discussed three main error sources in most heterodyne interferometers. While the frequency change uncertainty and the refractive index change uncertainty are both solely dependent on the optical path difference, Chapter 4 showed how it was difficult to potentially achieve the desired uncertainty level of 1 part in $10^{11}$. Achieving this level of uncertainty for the frequency stability is much more readily available as most calibration lasers have an uncertainty of 2 parts in $10^{12}$. These metrology lasers, however, are often complex and not practical for many interferometry applications, which will be discussed for two such systems in Section 5.1.

In Chapter 3, methods were discussed to minimize optical mixing, which lead to periodic errors in the phase measurement. These methods included minimizing beam overlap in the optics and employing a spatially separated heterodyne laser source. This type of source is not the standard configuration for commercial displacement interferometry systems. Most commercial laser systems consist of a stabilized laser with orthogonally polarized, coaxial beams with a split frequency between the two polarization states. Two examples of common heterodyne interferometry sources are presented in the following sections.

Separating the coaxial beams of a commercial laser system into spatially separated beams will contribute to frequency mixing due to imperfect optics. Also, the added components will contribute to losses in the system, decreasing the optical power available for detection. A more ideal solution to eliminate the frequency mixing is to use a stabilized laser with a high power while achieving the desired frequency stability of 1 part in $10^{11}$. The high power is needed because the heterodyne frequency will be generated after the stabilized laser and the higher output power should mitigate the losses in the heterodyne frequency generation system.

Section 5.3 discusses a novel three-mode laser stabilization technique developed for this research. Using an intrinsic mixed mode signal, the central mode of a three mode laser was stabilized, providing more than 2 mW of power output with a fractional frequency stability of 5 parts in $10^{10}$ relative to an iodine stabilized laser. After tuning the controller and adding environmental isolation, the estimated laser frequency stabilization was better than 2 parts in $10^{11}$ with a one second integration time. This estimation assumes the calibration coefficients relative to the iodine stabilized laser remained constant and there is no Helium Neon line shift. Thus, this frequency stability value is only for short measurement periods.
5.1 Reference Laser Systems

The two reference laser systems described in this section are the iodine stabilized laser and the frequency comb laser system. Both laser systems can be used for stabilizing a 632.8 nm wavelength laser. These sections provide general overviews of the two systems but do not discuss some of the more detailed aspects behind the designs. Also, several variations of both laser systems have been demonstrated; these presented here are for illustrative purposes only.

5.1.1 Iodine Stabilized Laser

The iodine stabilized laser is the practical standard for determining the meter \([18]\). This system, shown in Figure 5.1, comprises a HeNe laser which is stabilized on the R(127)11-5 hyperfine absorption lines of an \(^{127}\text{I}_2\) absorption cell \([110-112]\). The iodine absorption cell is used with a pressure of 17.4 Pa, which corresponds to a coldfinger temperature of 15°C. The frequency dependence of the iodine lines are \(-11.5 \text{kHz} \cdot \text{Pa}^{-1}\). Using a sealed iodine absorption cell, the pressure to temperature relation is \(1.35 \text{Pa} \cdot \text{K}^{-1}\), thus temperature control of the iodine cell coldfinger better than 0.2 K is needed. There are two typical ways for frequency locking (stabilizing) a laser to an iodine absorption cell. One method is to use a piezo-driven cavity mirror (depicted in the figure) and the other is to use an electro-optic modulator and phase modulate in a side loop \([113]\). In most cases, the hyperfine absorption peaks are difficult to view due to intensity fluctuations and multiple derivatives of the gain profile are needed to successfully stabilize the laser \([21, 111, 114]\).

Using this hyperfine absorption technique, the absolute frequency is \(473672214.705 \text{MHz} \pm 0.012 \text{MHz (2σ)}\) with a stability of 5 kHz (\(1 \times 10^{-11}\)) when locked to the ‘i’ component with a one second integration time \([21]\). Since this system is an absolute reference, the absolute wavelength uncertainty and the wavelength stability uncertainty are the same value \(^2\). Over long periods of time, however, the leakage in the absorption cell will cause some absolute frequency drift \([115, 116]\).

The iodine stabilized laser consists of three major components. The laser tube (on the right side in Figure 5.1) has one highly reflective internal mirror which is fixed to the tube. This side is near the output beam. The other side of the laser tube consists of a window with anti-reflection coatings. The beam then exits the laser tube and passes through an iodine absorption cell, which is the second major component. The iodine absorption cell is kept at 15°C by controlling the coldfinger temperature. After passing through the absorption cell, the beam reflects off the other laser mirror which is mounted on a piezo stage, which is the third major component. Most of the light is reflected from this surface but some transmits, which is detected using a photodiode.

In the system shown in Figure 5.1, the components are shielded using passive, low expansion materials. Additionally, the laser cavity is sometimes temperature controlled to ease the amount of correction needed by the piezo stage. The laser is typically 150 mm

\(^1\)This information comes from a private communication with Professor P.H.J. Schellekens.

\(^2\)A laser system which is not an absolute reference typically has two different values for the absolute wavelength uncertainty and the wavelength stability uncertainty. The absolute wavelength uncertainty is the degree to which the vacuum wavelength of a particular laser is known. The wavelength stability uncertainty relates to the amount of deviation from the absolute vacuum wavelength value during operation.
long and contains two Brewster windows which ensure only one polarization state is emitted from the laser. The iodine cell is typically 100 mm long and the overall resonance cavity is approximately 260 mm. The FSR of this cavity is 575 MHz and when the iodine cell is removed, this laser would typically have either two or three modes. However, when the iodine cell is present, the overall gain is lowered and only one mode is present.

The iodine vapor in the absorption cell has a broad absorption curve, which is why only one mode is present. In addition to the broad absorption curve, there are 14 hyperfine absorption peaks labeled ‘a’ through ‘n’. When the laser frequency matches one of these absorption peaks, the output gain drops slightly. By repeatedly scanning across a certain peak, the resonance can be detected at a multiple harmonic of the modulation frequency [21, 111, 114]. This essentially sharpens the gain drop. The output gain drop is detected by PD and fed into a controller, which adjusts the DC level sent to the piezo stage to change the cavity length. The piezo stage is also modulated with an AC signal, typically on the order of 1 kHz and corresponds to a laser frequency modulation of approximately 6 MHz. This provides the repeated scanning of the peak to ultimately control the laser frequency.

The scanning from the piezo mounted mirror results in an output beam which is modulated. The output beam of the iodine stabilized laser has a frequency of approximately 473 THz but it is modulated ±6 MHz at frequency of approximately 1 kHz. This output beam also has a low power, around 100 µW, which is not suitable for most interferometry applications. This output beam can be mixed with a beam sampled from another tunable laser and the difference in frequency can be measured and used to control the tunable laser. Once the tunable laser system is locked relative to the iodine stabilized laser, the main output of the tunable laser can be used for interferometry applications with high frequency stability.

### 5.1.2 Frequency Comb Laser System

Since redefining the meter in 1993, the iodine laser has been the practical standard calibration laser for most national metrology laboratories and calibration institutes [18]. While the iodine laser is compact and a relatively simple system, it has one major drawback which is the iodine absorption cell leaks slowly over time [115, 116]. Thus, the location of the hyperfine peaks shift slightly over time, which decreases the stability. Also, in addition to the iodine cell contamination, the definition of the meter is based on the distance light traveled in 1/c seconds in vacuum. Therefore, in the definition of the meter, the primary unit
of length is dependent on another primary unit, which is the second.

The second is defined as the time interval of 9,192,631,770 radiation cycles corresponding to the transition between two energy levels of the caesium-133 atom [117]. The uncertainty in the measured value of the second using atomic clocks is approximately 1 part in $10^{15}$ [118]. Since the advent of the frequency comb, optical clocks have shown stabilities better than parts in $10^{17}$ [119]. This leads to a future redefinition of the practical standard of the meter, which can be determined with a much lower uncertainty.

A major breakthrough in this research occurred a decade ago when the radio frequency (RF) standards, which are derived from atomic clocks, and the optical frequency standards, which are derived from lasers, were linked using frequency comb lasers. Figure 5.2 shows a simplified schematic of a frequency comb laser comprising a femtosecond (fs) laser locked to an atomic clock that is then used as a reference to stabilize a tunable HeNe laser. This figure does not encompass all of the minute details needed for employing such a system but it gives a general scope of main components. This figure has been adapted from several sources and more detail can be found in their respective works [120–127].

Figure 5.2 is split into four different sections denoted by the gray dashed boxes. Additionally, there are some external components such as the microstructured fiber and clock which are crucial for having a stable system and a central reference. The top box in the figure shows a schematic of a fs-laser system. The central elements are the titanium doped sapphire (Ti:S) crystal which has light directed through it from a pump laser. The pulse train generated is typically 80 MHz to 90 MHz with a pulse width as short at 10 fs using a Kerr locking technique. The central output wavelength is around 830 nm with a width of ±35 nm. The pulse train resonates in an optical cavity comprising a tilt controlled mirror and a translation controlled mirror. Two dispersion prisms are inserted into the optical cavity ultimately to account for the variations in group velocity which will be discussed shortly.

After a part is transmitted through a translation mirror, a small amount is split from the main beam and detected. This signal is fed to a phase locked loop system with respect to an atomic clock. The output drives the translation mirror of the cavity and synchronizes the pump laser to maintain the constant repetition rate and pulse width. At this point, the fs-laser can still shift in wavelength while maintaining the same pulse width and repetition rate. Also, the group velocity of the pulse can change due to atmospheric effects, which means the spacing between optical frequencies is not consistent. Mode matching [120] or ‘$f-2f’$ referencing [127] can be used to correct both of these effects, which are both shown in Figure 5.2.

Prior to the mode matching or ‘$f-2f’$ referencing section, the output of the fs-laser is passed through a microstructured fiber which broadens the initial pulse from 70 nm to nearly 600 nm. Also, because of the wavelengths encompassed by the broadened pulse, more than an octave is available at 1064 nm.

One method for stabilizing the group velocity is to use mode matching. In this method, the broadened pulse train is mixed with both the output of a Nd:YAG laser at 1064 nm and its second harmonic at 532 nm, which is generated using a frequency doubling crystal. Because the output of the Nd:YAG laser is well known using absorption spectroscopy, this can be used to stabilize the group velocity and lock the absolute wavelength in the fs-laser. The triaxial beam is dispersed using a grating and the interference between the 532 nm
Figure 5.2: Schematic of a frequency comb laser metrology system. The top box contains the fs-laser with a translation mirror and a rotational mirror. The translation mirror stabilizes the pulse rate and width in conjunction with the titanium doped sapphire crystal and pump laser. Either the second or third box is needed to stabilize the group velocity by tuning the rotational mirror in the fs-laser which stabilizes the wavelength. The last box contains a schematic for locking a tunable HeNe laser to the frequency comb and generating an output beam.

beam and the fs-laser and the interference between the 1064 nm beam and the fs-laser are detected separately using avalanche photodiodes.

The output signals are relatively weak and at a high frequency. They are then mixed with a frequency synthesized signal from the atomic clock, filtered, and finally amplified. Those signals are then mixed and sent to a controller which controls the tilt angle of the mirror in the fs-laser. This stabilizes the group velocity of the pulse train and the absolute wavelength of the fs-laser.

An alternative method for generating this stabilization signal is to use a ‘$f−2f$’ referencing scheme. The output of the microstructured fiber is split using a dichroic beamsplitter where the visible part is sent to an optical delay, typically generated using an acousto-optic modulator or a Babinet-Soleil compensator. The near infrared part is sent through a frequency doubling crystal (typically β-barium-borate or periodically poled lithium niobate). Both beams are combined on another beamsplitter and passed through a 10 nm optical filter centered around 520 nm. The resulting optical signal is detected and sent to a controller which stabilizes the tilt mirror in the fs-laser.
Once the output of the frequency comb laser has a stable wavelength, group velocity, repetition rate, and pulse width, the output signal can be mixed with a sample signal from a tunable HeNe laser. The signal is then dispersed using a grating and the interference between the fs-laser and tunable laser is detected using an avalanche photodiode. The output is sent to a phase locked loop or other controller which is used to tune the HeNe laser output. Once this system is locked to the frequency comb laser, the output beam can be used for heterodyne interferometry, wavelength sweeping interferometry, and/or absolute displacement interferometry.

Ye, *et al.* [125] and Cundiff, *et al.* [122] present excellent reviews of frequency comb laser and optical metrology techniques. Additionally, they present a collection of wavelengths which have shown uncertainties from $10^{-12}$ to $10^{-15}$, depending on optical frequency. Therefore, frequency comb lasers can be used for precision optical frequency stabilization which is certainly adequate for this research.

### 5.2 Heterodyne Interferometry Lasers

While metrology lasers have high frequency stability, they are generally limited to frequency stabilization and wavelength references rather than practical interferometry applications. The output power of the iodine stabilized laser is low and unsuitable for many applications. Additionally, it usually contains a modulation frequency superimposed on the optical frequency which adds complexity to interference detection. For metrology, this output beam is instead usually mixed with a beam from a single mode HeNe laser tube. The HeNe laser tube is then controlled relative to this mixed signal. However, the output is still 1 mW or less which may not be suitable for some interferometry applications. The mode-locked lasers present even higher frequency stability but they are also costly and require many components and control loops to work effectively. For practical optical systems, a bench-top system is generally desired where the wavelength stability is still adequate and the cost of a system is relatively low. The following sections show two typical stabilized laser systems used for many displacement interferometry applications.

#### 5.2.1 Zeeman Laser

Figure 5.3 shows a schematic of a Zeeman laser system [128]. Typically, a single mode laser is placed inside an annular axial magnet. The axial magnetic field creates the Zeeman effect where the HeNe gain curve is split into two different refractive indices, creating two different polarization states. This is shown on the left side of the figure. When the laser mode is near the side of the curve, the difference frequency $f_z$ can be detected. This is generally detected using the leakage beam shown on the left side of the laser tube. A polarizer is needed to interfere the left circular and right circular polarization states. Because of frequency pulling effects, when the mode is near the side of the gain curve, the signal $f_z$ can be detected and used to control the cavity length which stabilizes the laser. Depending on the strength of the applied magnetic field, $f_z$ typically ranges from 1 MHz to 4 MHz.

This frequency difference is also used as the heterodyne frequency in interferometry applications. The laser output must pass through a quarter wave plate to change orientations from circular polarization states to linear polarization states. The beam is then collimated using a series of lenses and sent to the desired interferometer.
Figure 5.3: Schematic of a Zeeman laser which is used to stabilize the wavelength and generate a heterodyne source. An annular axial magnet around the laser tube splits the HeNe gain curve into two parts, left circular polarization and right circular polarization as shown in the left part of the figure. When the frequency is near the side of the gain curve, the difference $f_z$ can be detected and used to stabilize the wavelength. The output beam is shifted to two orthogonal, linearly polarized beams using a quarter wave plate.

This system requires a tight tolerance on the quarter wave plate to ensure linear polarization states. Additionally, changes in the magnetic field due to temperature or other stray fields can cause destabilization or mode hopping. The output power of this system is typically low, around 500 $\mu$W, although it already contains the heterodyne frequency generation. This is a benefit, because this system is compact, but it is also a disadvantage because there will inherently be frequency mixing between the heterodyne beams due to manufacturing tolerances. Zeeman lasers have shown a frequency stability as high as $10^{-10}$, but their susceptibility to stray magnetic fields and temperature dependence of the magnetic field limits this value to $10^{-8}$ for most practical systems [43].

5.2.2 Two-Mode Intensity Balanced Laser

Another stabilization scheme uses two-mode intensity balancing in the laser [129]. A schematic of the system, including heterodyne frequency generation is shown in Figure 5.4. This laser does not have Brewster windows and the cavity length must be large enough to have two modes. When this occurs, successive modes have alternating linear polarization states, which are used for frequency stabilization. The back beam is once again used for the stabilization scheme. The back beam is split using a polarizing beamsplitter and the DC intensity of each polarization state is detected.

Figure 5.4: Schematic of the two-mode intensity balancing frequency stabilization technique and heterodyne frequency generation using a birefringent crystal. The two orthogonal modes of the back beam are split by polarization and the DC level intensity is recorded. By balancing the difference, the laser can be stabilized. The output beam has one polarization state blocked and then it is rotated to $45^\circ$. An acousto-optic modulator splits the beam based on polarization and a birefringent crystal is used to combine the orthogonal, heterodyne beams.

When the two modes in the laser are nominally symmetric with respect to the gain curve, as shown in the left in the figure, the output intensity of each mode is nominally the same.
This can be detected from the split back beam and used to stabilize the cavity length, which stabilizes the laser frequency. If a sufficiently long laser cavity is used, the laser will operate with either two or three modes. However, a longer cavity generally generates more optical power and if the cavity is selected with nearly four modes, the two outermost modes will not have sufficient power to properly lase. The two central modes will then have higher power; output power around 1.3 mW is achievable per mode [44]. The output of the laser is a coaxial beam with two orthogonally polarized states with a split frequency around 650 MHz. This split frequency is generally perceived as difficult to work with for practical interferometry applications, so an alternative means is typically used to generate a more manageable heterodyne frequency.

One mode can be blocked using a polarizer and a half wave plate is then used to rotate the polarization state to 45°. The beam is then passed through an acousto-optic modulator and a matched birefringent crystal, generating almost coaxial, orthogonally polarized beams with a frequency difference determined by the acousto-optic modulator drive frequency [108, 130]. The output heterodyne frequency is typically 20 MHz for this type of system.

Aside from the higher power in this system compared to the Zeeman laser, the two-mode intensity balanced system also decouples the frequency stabilization from the heterodyne frequency generation. This is useful when smaller split frequencies are desired. Thus, a heterodyne frequency generation system described in Section 3.2 can be used instead. Additionally, the polarizing beamsplitter used prior to the two photodiodes for the stabilization system can suffer from manufacturing tolerances and there will be some leakage from both polarization states onto both detectors. This can limit the sensitivity of the system. However, most commercial systems have a frequency stability around 10⁻⁸ [44, 109].

### 5.3 Three-Mode Laser Stabilization

The motivation for this work was to develop a frequency stabilized HeNe laser with a usable output power greater than 2 mW. Although the two mode intensity balanced laser does have a high power output (>1 mW), it is rather inefficient because the central part of the HeNe gain curve is not used. In this research, the interferometer will be placed in an environmental chamber, which means fiber coupling is likely. Losses up to 25% are common when fiber coupling into polarization maintaining fiber. Coupling in and out of the chamber will mean a maximum efficiency of about 56% with 75% coupling efficiency. For a 1 mW source, that leaves about 560 μW of power available for the rest of the system (not including losses in the optics and coatings).

This research began by trying to duplicate research that used the so-called ‘secondary beat’ of a three mode 633 nm HeNe laser to stabilize the absolute frequency [131–133]. This technique has been shown to have a fractional frequency stability better than 10⁻¹⁰ and higher output power than traditional stabilization methods. The initial hypothesis was that a strong transverse magnetic field could be used to force a particular polarization output and increase the HeNe gain profile to obtain more output power. The findings from this research [134], showed there was a discrepancy between the results found in literature. The research then focused on determining the real causes of the observed ‘secondary beat’ rather than continuing with the magnetic field effects.
The secondary beat stabilization in a three mode laser was investigated assuming a semiclassical model of the three mode laser [135–137]. In practice, the assumed secondary beat is not the beat signal between two interference signals but rather it is an intrinsic mixed mode signal. The intrinsic mixed mode signal is directly correlated to the absolute frequency because of nonlinear interactions between adjacent modes. This allows for laser frequency stabilization with a single mode output and high optical power. This research contradicts previous research [131–133] because the secondary beat frequency, which is akin to the mixed mode signal, cannot be measured without direct measurement of the intermode beat frequencies and subsequent mixing. This is explained theoretically and verified experimentally.

### 5.3.1 Three Mode Laser Model

In previous research, the secondary beat signal, $\nu_b$, was assumed to be the optical interference between the first and second modes, $\nu_{12}$, and the second and third modes, $\nu_{23}$, which can be seen in Figure 5.5 [131–133]. The stabilization signal was generated by placing a polarizer at $45^\circ$ to interfere the three modes, creating the secondary beat signal, where this signal is detected by a slow speed detector and used for stabilization feedback. This was assumed to create a detectable interference signal $\nu_{23} - \nu_{12} = \nu_b$. The secondary beat frequency, $\nu_b$, is on the order of hundreds of kilohertz, which means direct measurement of the laser’s mode frequency spacing should not be needed.

![Figure 5.5: A schematic of the three laser modes including three additional mixed modes. These modes arise from nonlinear optical interaction between $\nu_1$, $\nu_2$, and $\nu_3$.](image)

However, Lamb [135] showed that in addition to the normal main frequencies, i.e., those frequencies whose source is the linear part of the polarization of the active laser medium, there are the so-called combination frequencies whose source is the third-order nonlinear harmonics. The magnitude of the frequency difference between them depends in detail on the exact cavity tuning and the state of excitation of the active medium. Compared to the second-order nonlinear harmonics, it can always be generated without any symmetry restrictions of the medium at the condition of the high intensity such as the HeNe gas inside the laser cavity. Specifically in three mode operation, three additional frequencies, $(2\nu_2 - \nu_3)$, $(\nu_1 + \nu_3 - \nu_2)$, and $(2\nu_2 - \nu_1)$, are generated near the main frequencies, $\nu_1$, $\nu_2$ and $\nu_3$, respectively. It is noted that besides these three combination frequencies, there are more frequencies which do not produce appreciable effects due to the gain bandwidth and threshold of the medium. In this case, each of the three main modes are oscillated by the
interaction with the adjacent modes, which can be seen in Figure 5.5.

These time dependent main frequencies are [137]

\begin{align*}
\nu_1 + \dot{\phi}_1 &= \Omega_1 + \sigma_1 + \rho_1 E_1^2 + \tau_{12} E_2^2 + \tau_{13} E_3^2 - (\eta_{23} \sin \psi - \xi_{23} \cos \psi) E_2^2 E_3 E_1^{-1}, \\
\nu_2 + \dot{\phi}_2 &= \Omega_2 + \sigma_2 + \tau_{21} E_1^2 + \rho_2 E_2^2 + \tau_{23} E_3^2 + (\eta_{13} \sin \psi - \xi_{13} \cos \psi) E_1 E_3, \\
\nu_3 + \dot{\phi}_3 &= \Omega_3 + \sigma_3 + \tau_{31} E_1^2 + \tau_{32} E_2^2 + \rho_3 E_3^2 - (\eta_{21} \sin \psi - \xi_{21} \cos \psi) E_2^2 E_1 E_3^{-1},
\end{align*}

(5.1) through (5.3)

where

\[ \psi = (2\nu_2 - \nu_1 - \nu_3) t + (2\varphi_2 - \varphi_1 - \varphi_3) = \nu_b t + \varphi_b \] (5.4)

and all parameters refer to Lamb’s corrected paper [136]. As shown in Equations 5.1, 5.2, and 5.3, the main frequencies are time varying with a frequency of \( \nu_b \), the same frequency as the secondary beat.

Using the complete model, six different modes are assumed in the three mode laser, which can be seen in Figure 5.5. These include the three main modes (\( M_i \)), which are, in the frequency domain,

\begin{align*}
M_1 &= \nu_1 + \dot{\phi}_1 \\
M_2 &= \nu_2 + \dot{\phi}_2 \\
M_3 &= \nu_3 + \dot{\phi}_3,
\end{align*}

(5.5) through (5.7)

which are found by removing the time-varying phase function from the adjacent mode and simplifying Equations 5.1, 5.2, and 5.3. The three mixed mode frequencies, which arise from interaction with the adjacent modes, are

\begin{align*}
M_{1,m} &= \nu_1 + \nu_b + \dot{\phi}_b \\
M_{2,m} &= \nu_2 - \nu_b - \dot{\phi}_b \\
M_{3,m} &= \nu_3 + \nu_b + \dot{\phi}_b,
\end{align*}

(5.8) through (5.10)

in the absolute frequency domain, where \( M_{i,m} \) is the \( i \)th mode from lowest to highest frequency and the \( m \) indicates a mixed mode. Each mixed mode has the same polarization state as the adjacent main model. This was verified by using a Glan–Thompson polarizer aligned to block the central mode and an optical spectrum analyzer. If the polarization state of the adjacent mixed mode \( M_{2,m} \) was different than \( M_2 \), it would be detected by the optical spectrum analyzer, which was not the case. Additionally, when the outer modes, \( M_1 \) and \( M_3 \), were blocked, their respective adjacent mixed modes were blocked as well.

### 5.3.2 Experimental Verification

To verify the presence of the mixed modes, the experimental setup in Figure 5.6 was used. This setup has a common polarizer for all three different detectors, a low speed photodiode (DC to 500 kHz), a high speed avalanche photodiode (1 MHz to 1.5 GHz), and an optical spectrum analyzer. The low speed detector was used to compare with previous laser stabilization experiments [131–133]. The avalanche photodiode was used to compare with the previous superheterodyning experiment [138]. The optical spectrum analyzer was used to verify the presence of each particular mode during an experiment.
Figure 5.6: Optical schematic for characterizing the three mode laser behavior. A common polarizer is used between the three different detectors and the high pass filter-low pass filter combination behaves like a self mixing circuit.

For these experiments, the polarizer was rotated in increments of 15°, starting at 0°, where the central mode ($M_2$) was only visible on the optical spectrum analyzer. From previous experiments with the three mode laser (25-LHR-121, Melles Griot), the frequency of the intrinsic signal was known to be between 200 kHz and 400 kHz. When a signal in that frequency range was detected on Scope 1, the peak-to-peak value of $P_D_L$ and APD was recorded, as shown in Figure 5.7. It should be noted that the bandpass filter from the high pass filter and low pass filter behaves similarly to a self mixing circuit, which was used in research by Yokoyama, et al. [138].

![Polarizer Angle vs Pk-Pk Signal](image)

Figure 5.7: Measured frequency from both detectors as a function of polarization rotation. The signals are 45° out of phase, which was unexpected.

From these measurements, it is clear the signals from the separate detectors are 180° out of phase (45° based on polarizer angle) meaning the two detectors do not measure the same thing, which was not expected. Additionally, these measurements directly counter previous research [131–133] where a 45° polarizer angle was used to create the secondary beat signal without direct measurement of the intermode beat frequencies. To fully explain these results from these experiments and why they contradict previous research, the three additional mixed modes in the semiclassical three mode laser model must be used.

5.3.3 Theory of Operation

At a polarizer angle of 0°, the four outer modes, $M_1$, $M_{1,m}$, $M_3$, and $M_{3,m}$, are all blocked leaving $M_2$ and $M_{2,m}$. This is clearly visible on the optical spectrum analyzer, however, the resolution is not fine enough to see the mixed mode adjacent to $M_2$. The two central modes $M_2$ and $M_{2,m}$ interfere creating the detectable time domain signal

$$I_{pd}^0 = \cos (2\pi \nu_b t + 3\varphi_2 - \varphi_1 - \varphi_3),$$ (5.11)
where \( I \) is the irradiance, the superscript indicates the polarizer angle, and the subscript indicates the signal is within the detectable bandwidth for a specific detector. The frequency of \( \nu_b \) is within the detectable bandwidth of the photodiode but not within the bandwidth of the avalanche photodiode, thus, the photodiode only measures the mixed modal frequency.

When the polarizer is at 90°, the opposite effect occurs. The two central modes are blocked; the four outer modes interfere and are detected. The time domain signals

\[
I_{pd}^{90} = \cos (2\pi \nu_b t + 2\varphi_2 - 2\varphi_1 - \varphi_3) + \cos (2\pi \nu_b t + 2\varphi_2 - \varphi_1 - 2\varphi_3) \quad \text{and} \quad (5.12)
\]
\[
I_{apd}^{90} = \cos (2\pi \nu_1 t + \varphi_3 - \varphi_1), \tag{5.13}
\]

are detected, where \( \nu_{13} \) is the frequency between the two outer modes. If \( \varphi_1 = \varphi_3 = \varphi_{13} \), then Equations 5.12 and 5.13 become

\[
I_{pd}^{90} = \cos (2\pi \nu_b t + 2\varphi_2 - 3\varphi_{13}) \quad \text{and} \quad (5.14)
\]
\[
I_{apd}^{90} = \cos (2\pi \nu_{13} t). \quad (5.15)
\]

Additionally, the mixed interference modes, \( M_{1,m} \) with \( M_3 \) and \( M_{3,m} \) with \( M_1 \) are assumed to be much lower in signal power than the interference between \( M_1 \) and \( M_3 \), and thus are negligible. Once again, the photodiode detects the mixed modal frequency, whereas the avalanche photodiode detects only the difference frequency between the two outer modes.

With the polarizer at 45°, all six modes interfere to produce numerous interference signals. The detected interference signals are

\[
I_{pd}^{45} = \cos (2\pi \nu_b t + 2\varphi_2 - 3\varphi_{13}) + \cos (2\pi \nu_b + 3\varphi_2 - 2\varphi_{13}) \quad \text{and} \quad (5.16)
\]
\[
I_{apd}^{45} = \cos (2\pi \nu_{12} t + \varphi_2 - \varphi_{13}) + \cos (2\pi \nu_{23} t + \varphi_{13} - \varphi_2) + \cos (2\pi \nu_{13} t) \quad (5.17)
\]

where \( \nu_{12} \) is \( \nu_2 - \nu_1 \) and \( \nu_{23} \) is \( \nu_3 - \nu_2 \). Once again, the high frequency mixed interference modes are assumed negligible in signal strength compared to the main modal beat frequencies \( \nu_{12}, \nu_{23}, \) and \( \nu_{13} \). The avalanche photodiode does detect the secondary beat frequency while the photodiode does not at this polarizer angle.

If the avalanche photodiode signal is examined first, \( \nu_{12} \) differs slightly from \( \nu_{23} \) (Figure 5.5) due to frequency pulling effects [135]. However, both optical signals are detected, which means there are corresponding electrical signals, which get mixed in the transimpedance amplifier. Once the signals are bandpass filtered and amplified, the frequency difference between them can then be detected; this is the true secondary beat signal \( \nu_{b} \).

The signal from the photodiode is the sum of \( I_{pd}^0 \) and \( I_{pd}^{90} \), which produces no signal. This means the mixed modal frequency from \( I_{pd}^0 \), and the secondary beat frequency from \( I_{pd}^{90} \) must be 180° out of phase, causing destructive interference. Since it was already assumed \( \varphi_1 = \varphi_3 = \varphi_{13} \), then this only occurs if \( \varphi_2 + \varphi_{13} = 180° \).

The optical setup shown in Figure 5.8a was used to verify this claim. In this schematic, the signal from the laser is split equally and two separate Glan-Thompson polarizers are aligned to the central and outer modes, respectively. This was confirmed using the optical spectrum analyzer. While the laser is in three mode operation, the signals from PD_0 and PD_90 are indeed 180° out of phase, which can be seen in Figure 5.8b. To ensure this was
not an anomaly with the laser, a different three mode laser (Model 098-2, JDSU) was used in the same setup. When this laser was in three mode operation, the same 180° difference was observed between PD₀ and PD₉₀, which can also be seen in Figure 5.8b.

![Figure 5.8a: Optical schematic for verifying the phase between I₀ pd and I₀₀ pd. Two Glan-Thompson polarizers were used to isolate the inner and outer modes, which was verified using an optical spectrum analyzer.](image)

![Figure 5.8b: Comparison of I₀ pd and I₀₀ pd for two different three mode lasers. The mixed modal beat frequencies are 180° out of phase which shows a low speed detector cannot detect the secondary beat frequency.](image)

**5.3.4 Frequency Calibration**

The mixed modal signal from the center mode, I₀ pd, was used to stabilize the three mode laser. The length of the laser tube, and thus frequency, was controlled via a thermo-electric cooler which was driven by frequency fluctuations in I₀ pd. The optical setup for calibrating the laser with respect to an iodine stabilized laser is shown in Figure 5.9.

![Figure 5.9: Schematic of the calibration setup for determining the effectiveness of the intrinsic mixed mode stabilizations compared to an iodine stabilized laser. The 3 GHz counter measures the difference between the two lasers, which a normal counter measures the mixed mode signals. Correlated fluctuations can be determined and removed to estimate the frequency stability. The optical spectrum analyzer is used to view the modes of the two lasers.](image)
The frequency difference between the three-mode laser and the iodine laser, measured by the high speed counter is, shown in Figure 5.10a. Additionally, the measured intrinsic mode signal corrected with a linear fit to correlate it to frequency fluctuations is also shown in the figure. The difference between the measured and fitted values is shown in Figure 5.10b. The intrinsic mode signal has a sensitivity of $593.6 \text{Hz/Hz}$ relative to the iodine stabilized laser. Using this signal and the thermo-electric cooler, and after correcting for known frequency fluctuations, the laser frequency from $\nu_2$ was stabilized to better than $5.2 \times 10^{-10}$ compared to the iodine stabilized laser.

![Figure 5.10: (a) Comparison between the measured difference and the corrected fluctuations of the mixed mode signal with a sensitivity of 593.6 Hz/Hz. (b) Difference between the measured fluctuations and corrected mixed mode signal. The source of the linear drift is assumed to come from thermal fluctuations in the plasma tube.](image)

The fractional frequency stability Allan deviation and amplitude spectrum are shown in Figure 5.11. The fractional frequency amplitude spectrum, shown in Figure 5.11b has one minor peak at $10^{-2}$ Hz which is likely to be caused by the time constant of the thermal mass in the system. A larger than desired thermal mass was used to buffer the laser from external disturbances which also limited the locking point stability due to long term environmental changes. Since the controller is based on a thermal actuator, changes in the environment from the original testing environment change the transfer function of the controller. Originally, the controller was tuned for an environment with high temperature changes, which meant a tight lock could not be established. When it was compared to the iodine stabilized laser, the controller was not tuned for the new environment and thus a tight lock was still not achieved.

The long term stability (many months) was not assessed due to the limited availability of the reference laser. Instead the laser system was moved to the test facility at TNO Science & Industry into a temperature controlled environment with better than 1°C temperature stability. Additionally, the controller was rebuilt on a single PCB board which reduced noise. The thermal mass of the system was also reduced and shielded with an aluminum cover to keep the temperature uniform in the surrounding environment. The controller was tuned with new gains because the changes to the thermal environment caused the original controller to become unstable. A DC voltage output from the controller proportional to the frequency input was used to determine the value of the intrinsic mixed mode signal. This
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Figure 5.11: Fractional frequency stability Allan deviation (a) and fractional amplitude spectrum (b) of the center mode, $v_2$, when compared with an iodine stabilized laser using the signal generated from $I_{pd}$. This data was corrected for the known frequency fluctuations of the mixed mode signal. (The power spectral density and cumulative power spectrum is shown in Figure 5.1a).

correlation, shown in Figure 5.12a, has a frequency resolution of 10 Hz, limited by the number of bits in the controller. However, once the system is stabilized, the intrinsic mixed mode frequency was stable to 50 Hz, which is minimum frequency step achievable in the controller. This is shown in Figure 5.12b.

The estimated fractional frequency stability using the updated controller and shielded environment is better than 2 parts in $10^{11}$ over one second, as shown in Figure 5.13a. During this measurement period, the peak to peak fractional frequency amplitude spectrum was better than 2 parts in $10^{12}$, as shown in Figure 5.13b. This assumes a constant sensitivity coefficient (593.6 Hz/Hz) between the frequency to voltage converter and absolute frequency stability to mixed mode frequency. The amplitude spectral density shows some peaks around 0.1 Hz, which is the closed loop bandwidth of the system with the updated controller.
parameters in a shielded, more stable environment and with thermal mass removed.

![Graph](image)

**Figure 5.13:** Fractional frequency stability Allan deviation (a) and fractional amplitude spectrum (b) of the center mode center mode $\nu_2$ assuming a sensitivity of 593.6 Hz. This data was corrected for the known frequency fluctuations of the mixed mode signal. Long term stability relative to the iodine laser could not be assessed due to its limited availability. (The power spectral density and cumulative power spectrum is shown in Figure G.1b)

Because the laser controller has a stability of 50 Hz on the mixed mode signal (Figure 5.12b), the subsequent peaks behave similarly to the frequency response of a square wave. Two steps can be taken to improve this system: remove more thermal mass or replace the thermal actuator with a mechanical actuator. These are discussed in more detail in Chapter 7.

An additional benefit of using this three mode laser stabilization system is the central mode has a power greater than 2 mW, which is suitable for interferometry applications which need a higher power source. Two acousto-optic modulators can then be used, similar to the system described in Section 3.2, to generate the heterodyne frequency. This frequency, in general, should be chosen far away from the intrinsic mixed mode signal at 300 kHz to prevent frequency mixing or spurious signals.

### 5.3.5 Conclusions

This research shows there is a detectable, intrinsic signal in a three mode HeNe gas laser which can be used for feedback stabilization. This mixed mode signal is different from the secondary beat frequency because direct measurement of the intermode frequencies is unnecessary. Additionally, the outer and outer-mixed mode signals are 180° from the central and central-mixed mode signal, causing destructive interference for detecting the secondary beat frequency. The current system has demonstrated a short term stability of $2 \times 10^{-11}$, contributing an uncertainty of 1 pm for a 50 mm sample, which is suitable for this research.

Replacing the TEC-based actuator with a non-thermal method of controlling the cavity length would remove the unwanted thermal effects in the system and increase the locking point stability. A possible solution is to use a sealed cavity laser with anti-reflectance coatings on one side of the laser tube and an externally located, piezo controlled laser mirror.
A piezo-controlled mirror would increase bandwidth and remove most heat generation but alignment and the overall system concept need to be considered.

A long-term assessment is still needed to verify the frequency stability compared to a metrology laser system. Additionally, the intrinsic mixed mode may depend on the temperature and pressure of the plasma tube. Previous research by White [139] showed changes to the HeNe mixture, purity, discharge current, and pressure within the plasma tube can cause the whole gain profile to shift in the frequency domain up to 10’s of megahertz. Bloom and Wright [140] demonstrate a 40 MHz line shift over plasma pressures of 2.5 torr to 4 torr, which translates to a line shift sensitivity of \( \sim 200 \text{ kHz Pa}^{-1} \). In that research, the focus was on single mode lasers, which differs from the three mode lasers used in the research in this thesis.

More research is needed to quantify this for 3-mode HeNe lasers and determine its effect on the intrinsic mixed mode signal. By stabilizing the system without using a thermal actuator, potentially more stability can be gained from the system because the cavity length and tube temperature can then be controlled independently. If the HeNe mixture is known and the cavity length, temperature, and discharge current are kept constant, then it may be possible to stabilize the whole gain profile in the frequency domain, which would help increase the stability of the laser.
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Chapter 6

Interferometry Systems

The previous four chapters outlined the research necessary to develop an interferometer suitable for measuring material stability with a low measurement uncertainty. A detailed error budget was put forth in Chapter 2, which set criteria for the uncertainty contributions from periodic nonlinearity, refractive index, and optical frequency. The research discussed in Chapter 3 proved the most effective way for limiting periodic nonlinearity is to spatially separate the two input beams and have no prior mixed states. Chapter 4 showed the refractive index can be measured using a variety of methods. Of the methods shown, the heterodyne phase tracking method showed the most promise because it is performed using similar measurement principles and optical components as the sample measuring interferometer. This eliminates the need for an additional setup and cross-correlation measurements.

Chapter 5 presented research from a novel frequency stabilization technique using an intrinsic mixed mode signal in a three-mode laser. This laser nearly satisfies the frequency stability requirements and has suitable power and contributes no discernible frequency mixing in the systems evaluated during this research\(^1\). An example of a double-sided interferometer for measuring material stability that incorporated each of these techniques was presented in Chapter 4. This interferometer, shown again in Figure 6.1, has spatially separated beams generated from a stabilized source. Internally, it has a vacuum cell for measuring refractive index changes by phase tracking. In principle, if the optical path imbalance can be reduced or removed, this design has the potential to measure material stability.

The largest optical path imbalance occurs because the reference beams do not pass through the same components as the measurement beams. Additionally, the sample measurement arm (red, solid) has a slightly shorter path length than the refractometer measurement arm (red, dashed). This can be mitigated by having the same optical path difference between the sample reference arm and the refractometer reference arm. Correcting the optical imbalance was the focus of two design iterations, shown here. In the preliminary optical concept, the reference arms for both interferometer channels were\(^1\)

---

\(^1\)The stabilized laser presented in Chapter 5 was used as the source for the Joo-type interferometers discussed in Section 3.5. In those configurations, the noise level was approximately 50 pm, which is the limit of the periodic errors as no discernible peaks were detected.
moved into the same location as the measurement arms. This interferometer was used only a basic, commercially available source and optics to establish a baseline measurement of the system. The second iteration corrected a slight optical path imbalance in the first iteration. Also, high-end, commercially available optics were used to perform experiments with the interferometer. After those experiments were completed, custom optics, that minimized the number of optical mounts and alignment axes, were used for further measurements.

The following section introduces the preliminary optical concept. Details and preliminary measurements are discussed in Appendix F. Following that, the generalized interferometer concept is discussed in detail, including the concept and optical modeling. Then, three different setup versions are discussed, particularly noting the detailed differences between setup versions, measurement results, and preliminary conclusions.

### 6.1 Preliminary Optical System Concept

The preliminary optical system concept is shown in Figure 6.2. This optical system contains two interferometers. The optical path length difference in one interferometer (dashed lines) measures sample length changes multiplied by refractive index changes. An accurate measurement for the refractive index in the surrounding environment is needed to decouple refractive index changes from sample length changes. The second interferometer (solid lines) in the optical system measures refractive index changes relative to a vacuum tube. The refractive index change can then be determined using Equation 4.18 and then Equation 2.86 can be used to determine the measured sample drift. For details on this interferometer description, see Appendix F.

This optical system was extensively modeled using Zemax, an optical modeling software package. Because a lateral displacement beamsplitter was used as the main interfering element, the sample measurement arm (SM) and the refractometer reference arm (RR) both pass through an additional 10 mm portion of optical path length compared to their respective interfering beams. Another imbalance in the system is the difference between the \( f \) beam and the \( (f + \delta f) \) beam. The \( f \) beam enters the initial beamsplitter closer to the splitting surface, which means it is split sooner than the \( (f + \delta f) \) beam, which enters further from the splitting surface. This creates an additional optical path length difference which should be corrected in the next design iteration.
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6.2.1 Interferometer Description

One of the more practical ways to alter the preliminary concept from Figure 6.2 was to move the reference and measurement beams out of plane from each other. This also allows the input beams to enter the first beamsplitter on the same side, rather than opposite sides, which eliminates another optical path imbalance. The interferometer without beams is shown in Figure 6.3a with both top and front views to show the beams moved out of plane. Two spatially separated, parallel beams with a known split frequency are still used as the source for this interferometer. The beams then enter a beamsplitter rotated 45° from a traditional configuration, where they are split into four beams; two for the sample measurement and two for the refractometer measurement. Then, two polarizing beam splitters and quarter wave plates similar to the preliminary concept are used. Finally, a lateral displacement beamsplitter is used to interfere the beams into measurement and refractometer signals.

In the ideal configuration, this interferometer will be made of three separate, custom optics. The first optic will be the initial beamsplitter with antireflection coatings designed for 45° input beams and a 50% beamsplitting surface designed for equal splitting at a non-45° input. The second optic will consist of a polarizing beamsplitter (PBS₁), right angle prism acting like a mirror, and a quarter wave plate (Q₁). The polarizing beamsplitter and the mirror will ideally be manufactured from only two pieces of fused silica and Q₁ will be optically contacted to the surface where needed. The third optic will consist of the same components as the second optic, plus an additional lateral displacement beamsplitter for combining the reference and measurement arms. Aside from anti-reflection coating the necessary surfaces, the mirrors connected to the polarizing beamsplitters should be extended by a spacer for additional room for the vacuum tube. A schematic of this three optic setup is shown in Figure 6.3b having a minimum number of optical components to reduce alignment errors between individual components.

Both reference arms for the sample and refractometer measurements come from the same input beam, which is linearly polarized and oriented to pass through PBS₁. Referring to Figure 6.4, the top input beam is split equally at the beamsplitter. This results in the refractometer-reference and the sample-measurement beams, labeled RR and SR,
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Figure 6.3: (a) Schematic of the main optical system for this research. This system is a dual interferometer with one interferometer measuring the sample and the other measuring a vacuum tube for characterizing refractive index changes. With respect to the preliminary concept, the reference input beam was moved out of plane to reduce the optical path imbalance. (b) Model of the main optical system comprising three main optical blocks.

respectively. The input polarization is oriented to transmit the majority of the light through PBS$_1$. Both beams pass through Q$_1$ where they are rotated 45°. When they pass through Q$_2$, they are rotated a further 45°, which makes them reflect off PBS$_2$. They then reflect off M$_2$ and M$_1$ and enter PBS$_1$ from the top. Due to their 90° rotated polarization state from their initial state, the beams reflect off PBS$_1$. They then pass through Q$_1$ and Q$_2$ a second time, where the polarization state is rotated from 90° back to 0°. This causes the beams to pass through PBS$_2$ and into the LDBS. There, they travel to a 50% beamsplitting surface which transmits and reflects equal parts. This is also the interfering surface with the two respective measurement beams.

The two measurement beams come from the bottom input beam, as shown in Figure 6.4 There, they are split into the sample-measurement and the refractometer-measurement (SM and RM, respectively) beams. As with the reference input beam, the initial input polarization state is oriented to transmit most of the light through PBS$_1$. 
Figure 6.4: (a) Top view and front view of the complete optical schematic of the main interferometer concept in this research. (b) Model of the optical system. This system is a dual interferometer for double sided measurements on a sample with its own internal refractometer for refractive index tracking. Two additional interference beams exit from the top of the lateral displacement beamsplitter, although they are not initially used in this system.

The RM beam follows a path similar to that of the RR and SR beams with the same initial polarization state. After being split by the initial beamsplitter, the beam passes through PBS\(_1\) and Q\(_1\) where the polarization state is rotated 45\(^\circ\). The beam then passes through a vacuum tube which has the air removed to provide a refractive index of unity. After passing through the vacuum tube, the beam transmits through Q\(_2\) where the polarization state is rotated a further 45\(^\circ\). Now, the polarization state has been rotated 90\(^\circ\) and it reflects off PBS\(_2\). It then reflects off two more mirrors and PBS\(_1\). The beam then passes through Q\(_1\), the vacuum tube, and Q\(_2\) for a second time. Now the polarization state is oriented back to 0\(^\circ\), where it transmits through PBS\(_2\). The RM beam is then reflected vertically by the lateral displacement beamsplitter where it interferes with the RR beam. This produces two measurement signals from the lateral displacement beamsplitter, one exiting horizontally and one exiting vertically (not shown in the figure). One of these signals is then used to measure the refractive index fluctuations.
The SM beam follows a different path than the RM, RR, and SR beams. After passing through PBS$_1$ and Q$_1$, the polarization state is rotated 45°. The beam then reflects off the sample and passes back through Q$_1$. The polarization state is then oriented to 90° where the beam reflects off PBS$_1$. After reflecting off two mirrors and PBS$_2$, the beam passes through Q$_2$, where the polarization state is rotated back to 45°. After reflecting off the sample a second time, it passes back through Q$_2$, where the polarization state is oriented back to 0°, where it transmits through PBS$_2$. The SM beam then reflects vertically in the lateral displacement beamsplitter where it interferes with the SR beam at the beamsplitting surface. Two interference signals are created, one exiting vertically (not shown) and the other exiting horizontally from the lateral displacement beamsplitter. The complete interferometer with all beams is shown in Figure 6.4a.

The two measured, time-varying irradiance signals detected from PD$_s$ and PD$_r$, respectively, are

\[ I_s \propto \cos (2\pi \Delta f_s t + \phi_s) \quad \text{and} \quad \text{(6.1)} \]
\[ I_r \propto \cos (2\pi \Delta f_s t + \phi_r), \quad \text{(6.2)} \]

where $I_s$ and $I_r$ are the sample and refractometer irradiances, respectively, $\Delta f_s$ is the laser split frequency, and $\phi_s$ and $\phi_r$ are the sample and refractometer phases, respectively. The measured phases are

\[ \phi_s = \frac{2\pi N x \eta f}{c} \quad \text{and} \quad \text{(6.3)} \]
\[ \phi_r = \frac{2\pi NL (\eta - 1) f}{c}, \quad \text{(6.4)} \]

where $N$, the interferometer constant, is two, $x$ is the sample length, $L$ is the vacuum tube length, $\eta$ is the refractive index, $f$ is the absolute laser frequency, and $c$ is the speed of light. Using these equations, combined with the material properties, the measured drift can be determined as described in Section 2.4.

### 6.2.2 Optical Modeling

This interferometer was modeled using Zemax to determine sensitivity coefficients for alignment and stability. The optical setup was assumed to be made of three optics and four fiber couplers, two for inputs and two for output, as shown in Figure 6.5a. Once the sensitivity coefficients for the components and the alignment were determined, a Monte-Carlo simulation was performed, assuming the optics were mounted on aluminum mounts. The worse-case temperature gradient was assumed to be the largest source of component motions. The results from the Monte-Carlo simulation are shown in Figure 6.5b.

The results showed a Gaussian distribution with a ±2σ error of 180 pm. Thus, assuming the phase, refractive index changes, frequency fluctuations, and all other errors are minimal, the resulting drift should be about 180 pm.

Table 6.1 shows the six highest sensitivity coefficients and their estimated error. The physical description of each error is shown in Figure 6.6. Minimal data was available from the manufacturer about the fiber couplers [141]. However, other researchers\(^2\) have shown

---

\(^2\)Personal communication with Dr. Jerald Overcash, University of North Carolina at Charlotte
Figure 6.5: (a) Model of the optical system comprising three optical blocks, sample, vacuum tube, and four fiber couplers, FC₁,₂,ᵣ,ₛ, for beam launching and detection. (b) Results from a Monte-Carlo simulation where the sensitivity coefficients were determined from a Zemax simulation and the randomized variable is component motions due to thermal effects. Based on this estimation, the ±2σ noise level in the system should be 180 nm.

very good stability with these couplers, an estimated 50 nrad, during non-related research. The PBS₁+M₁ optic stability for X-rotation was a highly sensitive error source. This is due to the sample measurement arm traveling a different path than the sample reference arm or the two refractometer beams. As with the difference in the optical path propagation, the sample non-parallelism causes a similar error.

Table 6.1: The seven highest sensitivity coefficients in the interferometer assuming three optic block are used. The fiber coupler error was estimated by talking to other researchers which have used these couplers. The other errors are due to the maximum thermal gradient.

<table>
<thead>
<tr>
<th>Component</th>
<th>Motion</th>
<th>Sensitivity [nm·μrad⁻¹]</th>
<th>Error [μrad]</th>
<th>Value [pm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top Fiber Coupler</td>
<td>X-rotation</td>
<td>1.26</td>
<td>0.05</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>Y-rotation</td>
<td>0.88</td>
<td>0.05</td>
<td>44</td>
</tr>
<tr>
<td>Bottom Fiber Coupler</td>
<td>X-rotation</td>
<td>1.35</td>
<td>0.05</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>Y-rotation</td>
<td>0.88</td>
<td>0.05</td>
<td>44</td>
</tr>
<tr>
<td>PBS₁+M₁</td>
<td>X-rotation</td>
<td>2.33</td>
<td>0.005</td>
<td>11</td>
</tr>
<tr>
<td>Sample</td>
<td>non-parallelism</td>
<td>2.38</td>
<td>0.004</td>
<td>10</td>
</tr>
</tbody>
</table>
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**Figure 6.6:** Model of the optical system highlighting the major error contributors and their directional sensitivity. The input beam alignment in both axes was estimated to be the highest potential error contributor. The X-direction is more sensitive because it creates a longer cosine error for the measurement paths than the reference paths.

### 6.2.3 Optical Path Imbalance

This interferometer configuration has some optical imbalance in three areas: the refractometer windows, the difference between the vacuum tube length and the sample length, and the lateral displacement beamsplitter prior to interference. The imbalance from the vacuum tube can be corrected by placing compensation windows in the other three paths which should mitigate this effect. This system was modeled with the compensation windows and without. Based on the optical modeling, the compensation windows contribute to an additional error source because the vacuum tube motions may not be correlated to the compensation windows. Therefore, these windows were omitted, but they can be added later if needed.

The difference between the vacuum tube length and sample length means the refractive index changes measured by the refractometer will not be directly matched in the sample interferometer measurement. For instance, if the sample is \( x \) and the vacuum tube is \( L \), then the refractive index measured should be scaled by \( L/x \).

The last optical path imbalance can be corrected by placing an equal lateral displacement beamsplitter after the laser source and prior to the acousto-optic modulators. Figure 6.7 shows the main optical system concept including the laser source and heterodyne generation parts. In this system, the optical path imbalance is also corrected for the added optical heterodyne reference. This, however, is only practical when the system is not fiber-fed (free space system) or if the acousto-optic modulators are placed in a vacuum vessel. This also means the beam steering optics that would replace the fiber coupling inputs as modeled in the previous section must provide the same pointing stability.

### 6.2.4 Measurement Systems

The following sections describe several measurement systems during the overall progression of the work in this thesis. Each section presenting a particular system, labeled 1st Measurement System, 2nd Measurement System, and so on, contains a detailed description of the practical implementation, changes from the previous system, measurements with that system, and conclusions. Overall conclusions from all of the different measurement systems are presented at the end of this chapter.
Figure 6.7: Top view (a) and front view (b) of the optical setup correcting for the optical path imbalance in LDBS$_3$ by splitting the reference and measurement beams via an equal and opposite LDBS$_1$. The optical reference detected via PD$_o$ corrects for the imbalance created with LDBS$_1$ by combining with LDBS$_2$. (The acousto-optic modulators generating $f_1$ and $f_2$ are offset in the top view for clarity.)

6.3 1st Measurement System

The 1st Measurement System was built at TU Delft as a proof of concept with a interferometer stability target of 20 nm. This was chosen to establish baseline measurements, which could be improved upon over subsequent measurement system iterations. A photo of the setup during the initial setup procedure is shown in Figure 6.8.

Figure 6.8: Photo of the 1st Measurement System during the initial alignment

6.3.1 Practical Implementation

The periodic nonlinearity research from Chapter 3 was performed concurrently with this phase of the research. The laser source with two acousto-optic modulators was not available, thus a single acousto-optic modulator was used with a 20 MHz split frequency. While this
will mean some frequency mixing will occur, the error foreseen from periodic nonlinearity was assumed to be minimal. Figure 6.9 shows a schematic of the three parts of the optical system: the laser source, the interferometer configuration, and the data acquisition.

**Figure 6.9:** Laser system and heterodyne frequency generation (a), data acquisition system (b) and interferometer components (c) for the 1st measurement system. The stabilized laser was the custom laser from Chapter 5. The optical and electrical reference signals are mixed with a common 19.9 MHz oscillator and filter prior to measuring the phase using two lock-in amplifiers. The interferometer is slightly modified from Figure 6.4, using two penta prisms to simplify alignment.

The laser source was the custom three-mode stabilized laser system described in Section 5. This laser source has high frequency stability and has a high output power, around 2 mW. The output beam from the three-mode laser first passes through a Glan-Thompson polarizer to block the two outer modes. A beam sampler is used to detect the intrinsic mixed mode signal, which is then sent to the laser controller, current amplifier, and Peltier heater controlling the laser tube length. The main beam is then split using a 50% beamsplitter and the transmitted beam passes through an acousto-optic modulator driven at 20 MHz.

Since a low laser power and a lack of anti-reflection coatings contributed to questionable data in the preliminary concept (see Appendix F), the increased power from this custom laser source means more optical power will be available at the detector. Also, the interferometer components were switched to tighter tolerance, off the shelf counterparts with better splitting coatings and anti-reflection coatings that the air-glass transitions to reduce power loss in the interferometer. Two larger polarizing beamsplitters were used (50 mm-edged cubes) to reduce the edge effects. Also, two penta-prisms with a 5 arcsec tolerance used to remove an alignment error in one tilt axis from M1 and M2. Each surface with an anti-reflection coating better than 0.25% is shown by a yellow line. Having a higher powered source and anti-reflection coatings on each of these surfaces meant much higher
power was detected, around 20 µW per signal, with the photodetectors.

Unlike the preliminary concept, the direct interference signal at 20 MHz from the photodetectors was directly visible on an oscilloscope. The interference signal was clearly visible without any assistance from amplifiers, mixers, or filters because a higher optical power was available at the detector. Once on the scope, the signals were optimized by adjusting the alignment to maximize the interference fringe contrast. After finely adjusting the optical components to improve the fringe contrast, the phase was measured by mixing the 20 MHz detection signals with a local oscillator at 19.9 MHz. The 100 kHz difference frequency was filtered using a Butterworth low pass filter, where the signal was then amplified. Both signals were sent to two lock-in amplifiers [81] with a 0.01° phase resolution. The wrapped phase was acquired by a National Instrument data acquisition card and the phase was then unwrapped using a program in Matlab.

The temperature and pressure of the surrounding environment was also measured. Two temperature probes, mounted near the sample, were used to measure the air temperature and another probe was used to measure the sample’s surface temperature. Each of these sensors were calibrated with a 7 mk uncertainty at the VSL Dutch Metrology Institute. Additionally, the VSL Dutch Metrology Institute provided a pressure monitoring station. Each of these was measured using a Matlab program, along with the measured phase.

### 6.3.2 Double Deadpath Measurement

The first measurement with this interferometer was a double deadpath measurement. Neither the sample, nor the vacuum tube was included in this measurement. Thus, the two signals globally should have minimal drift, only a small temperature induced value from the slight optical path difference between the measurement and reference arms. When the difference is taken, the result should be zero for an ideal case. Any difference between the two measured signals should be taken as the baseline minimal noise and drift level of the system.

Figure 6.10 shows the measured double deadpath and the air temperature and pressure over 14 hours. Both measured signals show a drift of nearly 500 nm with approximately 250 Pa of pressure change and 0.25 K temperature change. The temperature showed a continuous ripple of approximately 25 mk every 15 minutes superimposed over a general decrease in temperature. The ripple every 15 minute is consistent with fluctuations in the measured interference signals. Because of the high symmetry in the system, there is a strong correlation between the two interference signals, as shown in Figure 6.10a.

The length change in the interferometers had a noise level of approximately 50 nm, pk-pk, which was unexpected. The reason for this noise is likely to be due to the optical mounts and vibrations in the system. The optical components were mounted on standard tip-tilt mounts that are known to have some drift at the micrometer level. This drift is highly correlated between the two signals because when the difference is taken, as shown in Figure 6.11, the results are quite unexpected.

The difference between the measured length change between the two interferometer, the drift, was less than 1 nm over 13 hours with a 14 nm (pk-pk) noise level. During that same time, the temperature fluctuations were greater than 250 mk and the pressure change was over 250 Pa. Thus, even in a relatively unstable environment (for this type of measurement)
using standard optical components and mounts, this interferometer has low drift.

**Figure 6.10:** (a) Measured length change of the two interferometers, offset for clarity, and (b) environmental changes from the double deadpath interferometer. The length change showed a strong correlation to the temperature fluctuations.

**Figure 6.11:** Difference between the two deadpath signals in the interferometer. The drift appeared to be below 1 nm with a 14 nm (pk-pk) noise level. The noise level was still higher than expected but significantly lower than the 50 nm noise level in the individual interferometer measurements.

### 6.3.3 30 mm Gauge Block Measurement

After assessing the double deadpath, a 30 mm steel gauge block was measured using this interferometer. The vacuum cell was still not available for refractive index compensation. However, measuring the temperature and pressure and correcting with the Edlén equation
permitted assessment of the drift at nanometer levels. The measured results from almost ten hours of testing are shown in Figure 6.12.

![Graph showing length change over time](image1)

![Graph showing temperature and pressure changes over time](image2)

**Figure 6.12:** (a) Measured optical path length change of the reference deadpath and the sample arm in the interferometer. (b) Air and sample surface temperature changes and pressure change during the measurement. The measured length change showed a strong correlation to temperature changes.

The measured deadpath, which was the reference, increased 200 nm before decreasing back down to the starting value. The gauge block signal only changed 100 nm, before decreasing back down to near the starting value. This artifact in the measurement is clearly temperature driven as shown in Figure 6.12b. The temperature change was less than in the double deadpath measurements and the peak length change in both the reference and gauge block signals coincide with the peak temperature difference. Also, the air temperature changed faster than the gauge block temperature due to a higher thermal mass and slower time constant with the sample. This is important to note the difference because the air temperature is used for refractive index correction and the sample temperature is used for thermal expansion correction.

The noise level for each interferometer was approximately 50 nm, which was similar to the double deadpath measurements. While the optical mounts will contribute some noise, the more important issue is the potential effect when using the vacuum tube. This is explained in more detail in the following section.

The drift in the system was assessed by removing the fluctuations from known effects such as temperature and pressure changes. The difference between the deadpath and the sample measuring signal was 100 nm. When converting to a length change value, this was
divided by two because this interferometer has an interferometer resolution of two. The measured length change is determined from

$$\Delta L_{\phi} = \frac{\lambda}{2\pi N} (\phi_r - \phi_s),$$

(6.5)

where $\Delta L_{\phi}$ is the measured length change from phase fluctuations, $\lambda$ is the nominal wavelength, $N$ is the interferometer resolution, and $\phi_r$ and $\phi_s$ are the measured and unwrapped phase values for the reference and sample measuring signals.

The measurement was corrected for known frequency fluctuations using

$$\Delta L_{\text{freq}} = -\frac{\Delta f}{f} L_o,$$

(6.6)

where $\Delta L_{\text{freq}}$ is the length change due to frequency fluctuations, $\Delta f/f$ is the fractional change in laser frequency, and $L_o$ is the nominal gauge block length (30 mm).

Correcting for refractive index and thermal expansion fluctuations was more difficult because the phase measurements and the environmental parameter measurements occurred at two different sampling rates. The phase and frequency fluctuations were measured at 4 Hz, whereas the temperature and pressure was measured at 0.1 Hz. The temperature and pressure signals were digitally upsampled to 1 Hz using a linear interpolation. The phase fluctuations were low-pass filtered using a digital Butterworth filter with a cutoff frequency of 1 Hz. The filtered phase signals were then downsampled four times to have a sampling rate of 1 Hz. The digital downsampling and upsampling of the signals and additionally filtering may slightly alter the measured values but it should give an indication of whether the data is suitably corrected for refractive index fluctuations and thermal expansion effects.

Rather than using the complete Edlén formula to correct for refractive index fluctuations, estimated correction values based on a sensitivity function were used. From Estler [31], a $1 \times 10^{-8}$ relative refractive index change is caused by changes of -0.01°C, 3.73 Pa, and 1% RH. This correction is suitable for cases where the environmental parameters have minimal fluctuation around standard temperature, pressure, and humidity (20°C, 101 kPa, and 40% RH). The relative humidity was assumed constant for these experiments. The length change due to refractive index fluctuations is

$$\Delta L_{RI} = -\left(\frac{\Delta P}{3.73} - \frac{\Delta T_a}{0.01}\right) \times 10^{-8} L_o,$$

(6.7)

where $\Delta P$ is the air pressure change and $\Delta T_a$ is the air temperature change. The sample was corrected for thermal expansion effects by

$$\Delta L_{CTE} = -\alpha_s L_o \Delta T_s,$$

(6.8)

where $\alpha_s$ is the thermal expansion coefficient of steel (11.8 $\mu$m·m$^{-1}$·K$^{-1}$) and $\Delta T_s$ is the sample temperature change. The last correction needed was for the pressure fluctuations. This was corrected by

$$\Delta L_P = \frac{3L_o (1 - 2\nu_s) \Delta P}{E_s},$$

(6.9)

where $\nu_s$ is the Poisson ratio for steel (0.3) and $E_s$ is the elastic modulus of steel (190 GPa). The total corrected length change is

$$\Delta L = \Delta L_{\phi} + \Delta L_{\text{freq}} + \Delta L_{RI} + \Delta L_{CTE} + \Delta L_P.$$
Figure 6.13a shows the measured sample length change and the correction components. The sample displaced a maximum of 50 nm which was largely due to thermal expansion induced fluctuations. The refractive index change had the next highest impact at about 10 nm. The refractive index was largely driven by pressure fluctuations which changed as much as 125 Pa. The laser frequency-induced and pressure driven length change was minimal, as expected.

The total sample length change after compensating for known effects is shown in Figure 6.13b. This measured drift has a noise band of 5 nm pk-pk, which was still higher than anticipated, but lower than the deadpath measurement. The measured length change showed no appreciable drift, except between 5 and 7 hours. This is likely due to an improper temperature correlation. As stated previously, the temperature sensor was placed on the sample surface which has a slightly different value than the sample core temperature. This could lead to an improper thermal expansion correction. If the surface temperature was different from the core temperature by 2.8 mk, this is conceivable \(1 \text{ nm} \cdot \alpha^{-1} \cdot L^{-1}_o\). However, the mean value of this disturbance was about 1 nm, which was four times less than the total noise band. Thus, it can not be decisively stated that this drift is noise or due to a temperature measurement error.

### 6.3.4 Interpreting Drift Data

There are several methods for interpreting drift data. An Allan deviation is typically used to find an optimal data averaging point. Also, the Allan deviation typically has an upswing at high integration times which means averaging more data points does not improve the measurement because drift has occurred. A single sided amplitude spectrum from a Fourier analysis gives an indication where a resonance occurs at a specific frequency. Also, the Fourier analysis shows where \(1/f\) noise begins. A power spectral density plot shows the amount of power in a signal at a specific frequency. A cumulative power spectrum plot sums the power spectral density signal and is useful in determining the total error contribution in a signal and the specific frequency at which an error occurs. These four analyses were performed on the double deadpath drift data and the 30 mm gauge block drift data. The results from the Allan deviation and single sided amplitude spectrum are shown in Figure 6.14. The power spectral density and cumulative power spectrum are shown in Appendix G.

Figure 6.14a shows the Allan deviations of the deadpath and gauge block drift measurements. The deadpath measurement had a higher noise level (7 nm pk-pk) compared to the gauge block noise (5 nm pk-pk) and the Allan deviation data reflects this over short integration times. The two Allan deviations have their lowest point at just after \(10^3\) seconds, which corresponds to high stability over 20 min. Afterwards, an upswing occurs in both Allan deviations, signifying drift. The Fourier analysis, shown in Figure 6.14b, shows most of the spectrum at frequencies higher than \(10^{-4}\) Hz are below 100 pm. Also, there are no distinct peaks in the Fourier domain, only a very broad section between \(10^{-3}\) Hz and \(10^{-1}\) Hz.

### 6.3.5 Vibration Cancellation

The 50 nm noise superimposed over long term fluctuations was mostly canceled between the two interferometers because the noise was mostly common between both interferometers.
This noise is likely attributed to the many optical mounts used and different vibration modes causing slight optical path changes in the measurements. This vibration error was not taken into account during the analysis in Chapter 2 for determining sample drift and the analysis in Chapter 4 for correcting refractive index fluctuations. In the presence of vibrations, the interferometer may behave differently.

Since this interferometer is used with and without the vacuum tube, three different phase assessments are needed: one for the sample measurement, one for the vacuum tube measurement, and one for the deadpath measurement. When vibrations are present, displacement, \( x_v \), is induced in the reference arm of all three potential interferometers. The common vibrations in the respective measurement arms should cancel, thus, this is only for the uncommon vibrations. The measured phases when this displacement is considered are

\[
\phi_s = \frac{2\pi N (x - x_v) \eta f}{c}, \quad (6.11)
\]
\[
\phi_r = \frac{2\pi N \left( L \eta - x_v \eta \right) f}{c}, \quad \text{and} \quad (6.12)
\]
\[
\phi_{dp} = \frac{-2\pi N x_v \eta f}{c}, \quad (6.13)
\]
where $\phi_s$, $\phi_r$, and $\phi_{dp}$ are the measured phase values for the sample, refractometer, and deadpath, respectively, $x$ is the sample length, $\eta$ is the refractive index, $f$ is the laser frequency, $c$ is the speed of light, $N$ is the interferometer constant, $L$ is the vacuum tube length, and $x_v$ is the vibration induced displacement. The time varying variables are $\phi_s$, $\phi_r$, $\phi_{dp}$, $x$, $\eta$, $f$, $L$, and $x_v$. Thus, for constant sampling intervals, the measured phase change for the three interferometers is

\[
\Delta \phi_s = \frac{2\pi N}{c} [\eta f \Delta x - \eta f \Delta x_v + (x - x_v) f \Delta n + (x - x_v) \eta \Delta f], \tag{6.14}
\]

\[
\Delta \phi_r = \frac{2\pi N}{c} [\eta f L - \eta f \Delta x_v + (L - x_v) f \eta \Delta n + (L(\eta - 1) - x_v \eta)], \tag{6.15}
\]

\[
\Delta \phi_{dp} = -\frac{2\pi N}{c} [\eta f \Delta x_v + x_v \eta \Delta f + x_v f \Delta n], \tag{6.16}
\]

where the $\Delta s$ represent changes from the starting value. The desired measurement value is the sample length change, $\Delta x$, which is

\[
\Delta x = \frac{\Delta \phi_s c}{2\pi N \eta f} + \Delta x_v - (x - x_v) \frac{\Delta \eta}{\eta} - (x - x_v) \frac{\Delta f}{f}, \tag{6.17}
\]

after rearranging Equation 6.14. Equation 6.17 has three variables, $x_v$, $\Delta x_v$, and $\Delta \eta$ which must be known to determine the sample length change. The other variables are either known at the start of a measurement ($x$, $f$, $N$, $\eta$, $c$), measured ($\Delta \phi_s$), or are sufficiently reduced by other means ($\Delta f$). When the deadpath interferometer is used as the reference interferometer, the refractive index change must be determined using another method. However, the deadpath interferometer can be used to correct for vibration induced length changes, as shown here. Rearranging Equation 6.16 yields

\[
\Delta x_v = \frac{-\Delta \phi_{dp} c}{2\pi N \eta f} - x_v \frac{\Delta f}{f} - x_v \frac{\Delta \eta}{\eta}. \tag{6.18}
\]
Substituting Equation 6.18 into Equation 6.17 results in

\[ \Delta x = \frac{\Delta \phi_s c}{2\pi N\eta f} - (x - x_v) \frac{\Delta \eta}{\eta} - (x - x_v) \frac{\Delta f}{f} - \frac{\Delta \phi_{dp} c}{2\pi N\eta f} - x_v \frac{\Delta f}{f} - x_v \frac{\Delta \eta}{\eta} \]  

(6.19)

which simplifies to

\[ \Delta x = \frac{(\Delta \phi_s - \Delta \phi_{dp}) c}{2\pi N\eta f} - x \frac{\Delta f}{f} - x \frac{\Delta \eta}{\eta}, \]  

(6.20)

cancelling the vibration induced length changes. Therefore, the deadpath interferometer can be used to correct for vibrations in the interferometer. But, a frequency stabilized laser and another method for refractive index characterization is still needed to maintain a low measurement uncertainty of \( \Delta x \).

When the vacuum tube is used, the internal refractometer is needed to cancel refractive index changes. The refractive index change, including vibration induced length changes, is

\[ \Delta \eta = \frac{\Delta \phi_s c}{2\pi Nf (L - x_v)} - \frac{(\eta - 1) \Delta L}{(L - v)} - \frac{\eta \Delta x_v}{(L - x_v)} - \frac{(L (\eta - 1) - x_v \eta) \Delta f}{f (L - x_v)} \]  

(6.21)

which is determined by rearranging Equation 6.15. Equation 6.21 can be substituted into Equation 6.17 to cancel refractive index changes. Assuming the sample length is the same length as the vacuum tube \( (x = L) \), the sample length change after rearranging is

\[ \Delta x = \frac{(\Delta \phi_s - \Delta \phi_{dp}) c}{2\pi N\eta f} - x \frac{\Delta f}{f} + \frac{(\eta - 1) \Delta L}{\eta} + \frac{(\eta - 1) L \Delta f}{f}. \]  

(6.22)

Equation 6.22 contains four separate terms which determine the resolution of the sample length change. The first term is driven by the phase resolution of the two interferometers. The second term is driven by the laser frequency stability and sample size, which is expected. The laser frequency stability, \( \Delta f \), is assumed to be small enough to have a minimal affect on \( \Delta x \). The third term is driven by the vacuum tube length stability. Assuming the vacuum tube length does not change more than 10 nm due to temperature or drift (after correcting for thermal expansion), then the contribution to the measured sample length change is minimal because \( (\eta - 1) / \eta \) is 2.6\times10^{-4}. Because the last term contains \( \Delta f / f \), it has a minimal affect on the length change. Thus, the sample length change is largely driven by the phase resolution of both interferometers and is nominally

\[ \Delta x \approx \frac{(\Delta \phi_s - \Delta \phi_{dp}) c}{2\pi N\eta f}. \]  

(6.23)

This is not valid when the sample and vacuum tube are different lengths \( (x \neq L) \) because an added multiplier is needed when substituting the refractive index from Equation 6.21 into Equation 6.17. If \( \kappa \) is \( L / x \), then the sample length change becomes

\[ \Delta x = \frac{\Delta \phi_s c}{2\pi N\eta f} + \Delta x_v - (x - x_v) \frac{\Delta f}{f} - \frac{(x - x_v) \kappa}{\eta} \left[ \frac{\Delta \phi_s c}{2\pi Nf (L - x_v)} - \frac{(\eta - 1) \Delta L}{(L - v)} - \frac{\eta \Delta x_v}{(L - x_v)} - \frac{(L (\eta - 1) - x_v \eta) \Delta f}{f (L - x_v)} \right]. \]  

(6.24)
When the vibration amplitudes are small (<100 nm), then \( \frac{\kappa(x-x_v)}{L-x_v} \approx 1 \). Then, Equation 6.24 simplifies to

\[
\Delta x \approx \frac{(\Delta \phi_s - \kappa \Delta \phi_r) c}{2\pi N \eta f} - \chi \frac{\Delta f}{f} + \frac{(\eta - 1)}{\eta} \Delta L + \frac{(\eta - 1)}{\eta} L \Delta f .
\]

(6.25)

Similar to the previous case where the vacuum tube length changes are minimized and the laser frequency is stable, the sample length change is determined by

\[
\Delta x \approx \frac{(\Delta \phi_s - \kappa \Delta \phi_r) c}{2\pi N \eta f}.
\]

(6.26)

When the sample length change must be corrected for thermal expansion and pressure induces fluctuations, Equations 6.22 and 6.25 should be used for the correction in the appropriate case.

### 6.3.6 1st Measurement System Summary & Conclusions

A double deadpath measurement of the 1st Measurement System showed minimal drift, less than 0.4 nm (2\( \sigma \)) over any 20 min measurement period. Over the full 13 hour measurement, the pk-pk noise level was better than 14 nm. The noise level and drift of each individual interferometer was relatively high, 50 nm and 500 nm, respectively. However, double deadpath measurements showed this was largely common to both interferometers when the difference was taken. The individual interferometer’s large length change is likely due to thermal effects in the optics due to a strong correlation and a sensitivity of approximately 1700 nm·K\(^{-1}\). The source of the 50 nm noise level is assumed to be the optical mounts, which were commercial kinematic mounts with varying natural frequencies.

A 30 mm steel gauge block was measured to establish a baseline measurement. The deadpath signal was used as the reference, which changed a maximum of 200 nm, in an environment changing \( \sim 0.2 \) K and 125 Pa. The sample measurement signal fluctuated only 100 nm and was strongly correlated with temperature fluctuations. The difference between the two measurements was taken and converted to a total sample length change of about 50 nm. This also had a strong correlation with thermal fluctuations and a weak correlation with refractive index changes. The measured length change was corrected for thermal expansion effects and refractive index changes using the Edlén equation. The measured drift was less than 0.5 nm (2\( \sigma \)) over 20 min and combined with the 0.4 nm drift from the interferometer, the sample induces less than 0.1 nm (2\( \sigma \)) instability. In the long term, both Allan deviations showed the characteristic upswing signifying drift, which should be reduced and pushed to higher integration times for future systems.

A Fourier analysis was performed on both drift signals which showed no distinct peaks and less than 100 pm amplitudes on all frequencies below \( 10^{-4} \) Hz. The difference between the two systems, with the double deadpath measurement having slightly more error, is probably due to slight alignment changes when implementing the sample and a lower temperature and pressure change during the course of the measurement.

The 1st Measurement System used the high powered stabilized laser from Chapter 5 and anti-reflection coated optics, including two penta-prisms instead of mirrors which improved optical power and alignment stability. More optical power was available for detection as a result. Thus, the fringe contrast could be used as feedback for the alignment to enhance the interference.
6.4 2nd Measurement System

The purpose of the 2nd Measurement System was to improve the 1st Measurement System in three areas: stabilizing the optical alignment and mounts, shielding and stabilizing the environment, and limiting source mixing. These target improvements were chosen because the 1st Measurement System showed a high common-mode noise rejection but the base noise level for each individual signal was almost 50 nm. If the noise level could be reduced to the 1 nm to 5 nm range and the same common-mode noise rejection ratio was still valid, the measurement results could be improved by a factor of ten or more. Also, placing the interferometer in a pressure sealed environment would also limit refractive index changes and improve temperature stability, provided limited heat sources were in the sealed chamber. Lastly, the source from the 1st Measurement System still had the potential for frequency mixing with the main $f_0$ beam and a $\delta f_0$ component in the $f_1$ beam. Correcting this potential for a mixed state will limit the chances for periodic error in the measurement.

6.4.1 Custom Optics & Mounts

Custom fused silica optics were manufactured by TNO Science & Industry, shown in Figure 6.15. Fused silica was chosen as the material because of its low thermal expansion coefficient, low birefringence, and low refractive index change as a function of temperature (compared to BK7, another typical optical material). The optics consisted of a beamsplitter for generating two spatially separated beams with minimal optical path difference between the two output beams after the splitting surface. Next there are two optics consisting of two polarizing beamsplitters with built-in right angle prisms and attached quarter wave plates. The final optic also had a lateral displacement beamsplitter attached at the output to combine and interfere the beams in the interferometer.

![Beamsplitter Optic Left PBS Optic Right PBS Optic](image)

Figure 6.15: Model of the three component custom optics manufactured by TNO Science & Industry. The initial beamsplitting optic has custom anti-reflection coatings on the input and output surfaces and a custom 50% beamsplitting coating in the middle. The left PBS optic consists of a polarizing beamsplitter, quarter wave plate and right angle prism. The right PBS optic consist of a polarizing beamsplitter, quarter wave plate, right angle prism, and lateral displacement beamsplitter.

3The maximum optical path difference is driven by the dimensional tolerance of 0.1 mm in the manufacturing process.
The beamsplitting optic has anti-reflection coatings specifically designed for a 632.8 nm wavelength laser beam entering and exiting the optic at 45°. Because the beam enters at 45°, the refracted beam hits the beamsplitting surface at 74°. The power splitting ratio was specified to be better than 55%/45%. This was verified using a power stabilized laser and a power meter, with the beamsplitter having an output ratio of 52%/48% with less than 2% lost from the input.

The left polarizing beamsplitter optic was designed to transmit nearly all of one polarization state and reflect the other polarization state (where it would exit the interferometer and not be used). Figure 6.16 shows a comparison between the left polarizing beamsplitter splitting efficiency and the efficiency of a high tolerance, commercial polarizing beamsplitter [142]. This efficiency was measured using a Glan-Thompson polarizer placed in the beam path prior to the polarizing beamsplitter. The transmitted and reflected intensities were measured using DC-level photodetectors. As the Glan-Thompson polarizer was rotated, the transmitted and reflected beams both increase until the polarization is nominally aligned with the polarizing beamsplitter transmission axis. Here, the transmitted polarization is at its peak, whereas the reflected beam is reduced in power. After normalizing to the maximum power, the commercial polarizing beamsplitter still have 10% leakage, whereas the custom TNO optics had 1.2% leakage.

![Figure 6.16: Comparison between a high quality commercial PBS (a) and the custom TNO PBS (b). As the Glan-Thompson polarizer (placed before the polarizing beamsplitter) is rotated through 360°, two transmission peaks appear where the Glan-Thompson polarizer is aligned to the polarizing beamsplitter axis. The reflected beam should be minimal at this point. The commercial and TNO polarizing beamsplitters had leakages of 10% and 1.2%, respectively.](image)

The polarizing beamsplitter coating for the left PBS optic has a high splitting ratio which should also limit leakage paths in the interferometer. The right angle prism was built into the polarizing beamsplitter to improve stability (only two glass pieces are used) and to use manufacturing tolerances to provide alignment tolerances. This simplified the number of mechanical mounts for optics in the overall system. The quarter wave plate was purchased from a commercial supplier [143], which was subsequently cut, mounted, and aligned to the polarizing beamsplitter optic.

The right PBS optic was designed as a mirror opposite of the left PBS optic. The
optic also contained a 30 mm lateral displacement beamsplitter attached on the output side. The 30 mm lateral displacement beamsplitter allows for a grid spacing of 30 mm between beams, both directions, prior to interference. All optical surfaces were polished with a \( \lambda/10 \) specification over any 5 mm area, although the permitted flatness of the whole surface was larger. Anti-reflection coatings, less than 0.25%, were added to all optical surfaces with air-glass transitions.

The custom optics were designed to use manufacturing tolerances to establish a nominal system alignment. Custom mounts would then be used for the final alignment, as shown in Figure 6.17. In addition to three mounts for the optics, a fourth large mount was manufactured for the input fiber coupling. The detection fiber coupling was attached to the right PBS optic mount to also limit the number of mounts and alignment axes. Also, mounts and alignment mechanisms were designed for the vacuum tube and sample.

![Figure 6.17: Photo of the custom optics and mounts manufacturing by TNO, housed in the vacuum vessel. The light enters from fibers couplers mounted on the left aluminum block. The right block holding the right PBS optic also includes mounts for the detection fiber couplers.](image)

Each mount was designed to hold the optics in a kinematic arrangement with minimal applied force. To accomplish this, a Y-shaped, V-groove channel was machined into each mounting surface and three 2 mm spheres were placed in each V-groove, providing three well defined contact points for the optic. Because each of the three optics were large, the weight of the optic was estimated to be sufficient as a mounting force. Thus, no external force or mechanism was applied to the optic, which may cause stress. The three spheres on the bottom flat of the optic provided one linear and two rotational constraints. Models and photographs of the mounts are shown in Figure 6.18.

Two more degrees of freedom (DOFs), one linear and the last rotation, were constrained using two fine-pitch screws with balled ends attached to the mount. The two balled ends provided two well defined contact points while the fine-pitch screws would be used for lateral adjustments. The last linear DOF was not constrained because this DOF was in-line with the main optical axis and the measurement system was insensitive in this direction.

Figure 6.19 shows the fiber coupling input mount (which holds two commercial 5-DOF collimators), the sample mount, and the vacuum tube mount. The sides of the mounting
Figure 6.18: Models and photos of the three optic mounts. (a),(d) Initial beamsplitter mount. (b),(e) Left PBS optic mount. (c),(f) Right PBS optic mount. The right PBS optic mount also includes mounts for the detection fiber couplers. The mounts where manufactured from stress relieved aluminum to limit gradients. The mounts used V-grooves with 3 spheres per mount (not shown) to constrain the optics in 3-DOFs. Two other DOFs are constrained using the ball-ended fine pitch screws.

The sample mount was a hinge flexure with a cantilever arm as shown in Figures 6.19b and 6.19e. A leaf spring was also machined into the mount and a ball-ended, fine-pitch screw was used to align the rotation about the Y-axis. The alignment about the X-axis was done using an external push bar and fine pitch screws which can be retracted once the sample is aligned. Lastly, the mount also contained a V-groove with for placing three 2 mm spheres to kinematically mount the sample.

The vacuum tube mount was similar to the sample mount. Instead of using a single axis hinge, a two axis hinge was machined into the vacuum tube mount to provide rotational alignment about the X- and Y-axes. The alignment was also done with two fine pitched screws. One screw pushes on the side of the mount while the other screw pushes from below. The vacuum tube will also rest on four spheres, to constrain four DOFs of the cylinder.

The manufacturing tolerances for the mounts and the placement of the mounts were also used to establish a nominal alignment for the system. As shown in Figure 6.20, each mount for the fiber coupling and optics had a slip-fit 3 mm dowel hole and a 3.1 mm wide slot which were used to align the mounts to a common baseplate. The mating dowel pins were press-
Figure 6.19: Model and photo of the input fiber coupling mount (a)(d), sample mount (b)(e), and vacuum tube mount (c)(f). The input fiber coupling mount was designed to be stiff to limit mechanical vibrations. The sample mount and vacuum tube mount both used flexures and fine pitch screws (not shown) to align their respective components.

fit into the base along the same line to build a nominal datum in the system. Each mount was screwed into the baseplate with three screws with a raised patch around the mounting through hole to have a more well defined contact point, rather than two mating flat surfaces. This raised patch technique was also used on the fiber coupling mounts. During alignment, these well defined patches can be shimmed to adjust the mount about the Y- and Z-axes and shift the optic in the X-direction. Figure 6.20 shows these features on the mounts.

6.4.2 Vacuum Vessel & Shielding

A shielded environment was created for the 1st Measurement System by covering the interferometer with 4 cm thick insulation foam. This created an approximately 50:1 reduction between the temperature outside of the box and the temperature within the box over the duration of the measurements. However, the two interferometer signals still showed fluctuations at 12 minute to 15 minute intervals which was consistent with the temperature controller in the laboratory. In addition, although the interferometer was shielded, the box still had several heat sources inside, including a pressure sensor and photodetectors. In the 2nd Measurement Setup, the goal was to reduce the temperature fluctuations by a factor of ten and remove heat sources from the surrounding environment. This was done by adding more shielding and moving the setup to a better measurement environment.

The interferometer and source were moved from the laboratory at TU Delft to an ISO Class 6 cleanroom facility jointly operated by TU Delft and TNO Science & Industry. In this new facility, the temperature fluctuations in the laboratory environment were less than
Figure 6.20: Bottom view of the (a) input fiber coupling mount, (b) initial beamsplitter mount, (c) left PBS optic mount, and (d) right PBS optic mount. Each mount has a raised patch around the mounting holes to establish a well defined contact point with the baseplate. Each mount also has a 3 mm slip fit dowel hole and a 3.1 mm wide slot to provide initial alignment with respect to the common baseplate.

1 K and the interferometer was placed in a large vacuum vessel previously used for space instrumentation experiments.

The vacuum vessel also allows for several changes to the system from the first generation. The source and interferometer were decoupled using fibers fed into the vessel. This removed one heat source near the original system. Also, the pressure sensor was mounted on the vessel, which eliminated another heat source due to its electronics. The interferometer was fiber fed and the interference beams were launched into fibers, which eliminated photodetector heat sources. The remaining potential heat source in the vacuum vessel were the temperature probes which supply minimal heat load and absorption of the laser in the optics which should also be minimal.

The area of non-overlapping air path is of the most concern for temperature fluctuations because this will cause spatially and temporally shifting refractive index changes. The largest non-overlapping air path in the interferometer is in the area where the sample and vacuum tube are mounted. This was shielded with an aluminum plate to help maintain a uniform temperature profile in the surrounding area. Figure 6.21a shows the aluminum shield around the air path difference. Also, the shield was designed to limit the gaps for air currents to flow into the air path. A second aluminum isolation cover was placed around the whole system to also make a uniform temperature profile across the interferometer and limit
gradient effects, as shown in Figure 6.21b. Then, the interferometer with cover was placed in the vacuum vessel which contained a passive vibration isolation table for frequencies greater than 400 Hz. The whole vacuum vessel was then placed on a separate passive vibration, air damped system which reduced resonances at frequencies greater than 1 Hz. The vacuum vessel and lab bench with equipment is shown in Figure 6.21c.

Figure 6.21: (a) Local aluminum shield directly blocking air currents around the non-overlapping air paths. (b) Large aluminum shield around the complete optical system for further isolation. All mounts and shield were made of aluminum to maintain minimal thermal gradients and provide a uniform air temperature surrounding the optical system. The aluminum shield is approximately 600 mm wide. (c) Photo of the vacuum vessel, jack for removing the door, and peripheral equipment setup in the lab.

6.4.3 Laser System & Fiber Alignment

For the 2nd Measurement Setup, the laser system from the 1st Measurement Setup was improved by tuning the three-mode laser stabilization controller and removing thermal mass, as described in Chapter 5. Also, the laser stabilization benefited from a better
controlled environment with enough air flow to transfer heat away from the laser system.

After stabilizing the laser, the beam was split equally and passed through two acousto-optic modulators, driven at 19.99 MHz and 20.00 MHz, respectively. The alignment of the acousto-optic modulators was optimized by measuring the power of the 1st order beam. The acousto-optic modulators were driven by two function generators which did not provide enough power to obtain a high efficiency. Prior to the acousto-optic modulator, each beam had greater than 500 µW of available power, but after diffracting, the maximum power achieved was about 250 µW per beam.

The two 1st order diffracted beams from the two acousto-optic modulators were then launched into polarization maintaining fibers connected to a vacuum feedthrough using commercial 5-DOF fiber couplers. Half wave plates were placed before the fiber couplers to adjust the polarization angle to align them with the polarization axis of the polarization maintaining fiber. The alignment was adjusted using two methods while measuring the power output of the other end of the fiber. The coupling alignment was adjusted by the three displacement DOFs and the two rotational DOFs (tip and tilt). Better alignment provided a higher output power at the end of the fiber.

The roll axis, or polarization axis, was aligned by thermally stressing the fiber and placing a fixed polarizer before the power meter on the fiber output. The core of polarization maintaining fiber is pre-stressed with two slightly differing refractive indices. If the polarization axis of the beam is aligned to one axis, the axis defined by the polarizer axis before the power meter, then stressing the fiber should induce no optical power degradation. If the polarization axis of the beam is not aligned, then the fiber behaves like a half wave plate and the output angle is dependent on applied stress. When this occurs and the fiber is stressed, the output power drops significantly. Thus, the polarization axis is aligned by minimizing the power drop while stressing the fiber.

Aligning the coupler and the polarization axis is an iterative process because rotating the half wave plate to adjust the polarization could influence launching alignment and vice versa. After meticulous alignment, the power output of both beams was greater than 190 µW, which is an efficiency of approximately 80%.

After launching the light into the fibers, the lower output beam was collimated using the same 5-DOF commercial coupler, with the desire to obtain a near infinite wavefront radius. This was done using the setup shown in Figure 6.22. A beamsplitter was placed before the input fiber coupler. The light was then launched into the fiber and collimated at the output to a nominally flat wavefront. A mirror was mounted to the right PBS optic mount where the beam was aligned to reflect back down the fiber. The output beam power was then measured and used as feedback for the alignment. The highest power is obtained when either the wavefront radius is near infinity and the pointing is normal to the mirror or when the focal point of the coupler is coincident and normal at the mirror surface. To distinguish the difference between the two, the nominal beam diameter was checked along its length between the output coupler and the mirror to ensure a constant diameter rather than a converging spot size.

The second output beam (top beam) was aligned to the lower beam using the the main interference surface in the left PBS optic. After establishing a nominal alignment, fine tuning alignment was done by placing an aperture after the optic, which was in line with
The bottom beam. The top beam was then aligned to ensure it overlapped with the bottom beam after interfering. This established a position alignment. The angular alignment was performed by adjusting the tip and tilt while looking at the spot overlap at a far distance away (across the room), while still maintaining the same spatial location in the aperture. This established a position alignment in two rotational directions and two lateral directions. The third rotational direction (polarization) was established from the fiber coupler and polarization maintaining fiber. The beam focus was also checked to ensure a constant diameter throughout the beam length rather than a converging or diverging beam. As with the initial fiber input alignment, this was an iterative process because each alignment was not mutually exclusive.

6.4.4 Practical Implementation

After relocating the setup and peripheral equipment to TNO Science & Industry, the interferometer was placed in the vacuum vessel. After the laser setup was built, the fiber coupling was performed, followed by the collimation and interferometer alignment. The system was measured in a double deadpath configuration to compare with the previous double deadpath measurements of the 1st Measurement Setup. The two interference beams were coupled into polarization maintaining fiber and detected using photodetectors outside of the vessel. A schematic of the laser system and optical setup is shown in Figure 6.23.

The phase was measured using a custom two-channel lock-in amplifier programed in Simulink which ran on a dSPACE system, as shown in Figure 6.24. The reference signal was generated by mixing the two acousto-optic modulator driver signals to generate a reference signal at 10 kHz. This was then acquired by dSPACE at 75 kHz. The reference signal was then band-pass filtered and sent to a phase locked loop. The output of the phase locked loop was sent to two voltage controlled oscillators with a 90° phase offset, which generated matched sine and cosine signals, $R_c$ and $R_s$, respectively. Four multipliers were
Figure 6.23: Schematic of the interferometer and laser source for the 2nd Measurement System. The custom three-mode stabilized laser from Chapter 5 was split equally and upshifted by two acousto-optic modulators driven at slightly different frequencies. After the two beams were launched into fibers, they were collimated and aligned into the custom three component optics. The interference beams were then collected by two more fibers and the light was sent to two fiber-coupled photodetectors for further signal processing.

used in conjunction with the two measurement signals, which were also filtered at the same bandpass filter cutoff frequencies, and the four outputs were sent to four low pass filters at 20 Hz. The phase was then calculated using two arctangent functions, maintaining sign consistency with the quadrant location, and then the phase was unwrapped, converted to nanometers, and displayed on screen.

Figure 6.24: Block diagram of the electronics and data processing for the 2nd Measurement System. The acousto-optic modulators were driven by two function generators. A synchronized output from each function generator was mixed and sent to a custom lock-in amplifier built in dSPACE. The two interference signals from PD_{dp1} and PD_{dp2} were multiplied with in-phase and quadrature components of the function generator reference signals, generating two phase values.

The phase was acquired using a separate computer and a multi-channel National Instruments data acquisition card [144]. Since the resolution of the card was only 12-bit with a finite range, this normally provides a range against resolution problem for the measurement. This was alleviated by taking the unwrapped phase (-\pi to \pi) and dividing it by \pi, which created an output signal of -10 V to 10 V in dSPACE. This was then sent to the analog output channel where it was acquired by the NI 6025E card using the Matlab Data Acquisition Toolbox. The wrapped phase (scaled -10 to 10) was converted to phase by dividing by ten, multiplying by \pi, and the wrapped phase was unwrapped. The phase was then converted to nanometers and used to determine the length change of the interferometer.
6.4.5 Measurements

The double deadpath interferometer was measured to establish a baseline noise level and drift in the interferometer. Figure 6.25 shows the measured length change of the two interferometers for two separate measurements. The first measurement (M1) showed about 20 µm of length change over 21.5 hours. The first three hours show typical thermal soakout drift behavior. The second measurement (M2) showed less overall length change from the interferometers, only 10 µm over 15 hours.

Since both measurements and both interferometers were in double deadpath configurations, the difference between the two deadpath measurement signals (S1 and S2) was taken to determine the drift during the measurement. The measurements showed 30 nm pk-pk drift in M1 and 35 nm pk-pk drift in M2, as shown in Figure 6.25b.

![Figure 6.25: (a) Two measurements (M1 and M2) of the measured double deadpath length change of both interferometers (S1 and S2). The length change and noise level of each individual interferometer was much higher than anticipated. (b) Drift between the two deadpath interferometers for both measurements. The drift showed a significant reduction from the individual interferometer measurements but was still much higher than previous measurements.](image)

Several distinct observations were made from the individual interferometer measurements and the measured drift. The overall length change from the individual interferometers was very high compared to previous measurements (about 20 times higher). Also, the short term noise level, 3 µm, was also much higher. The overall length change, however, showed the characteristic profile of a slow thermal system. Also, even though the length change was high and the noise was very high (about 60 times higher), the difference between the
interferometers produced a high common mode rejection.

The high noise and high overall length change was caused by the input fibers. In this system, the reference signal was taken from the function generators driving the acousto-optic modulators. However, after launching into the fiber, the frequency output on the other end of the fiber in the system changes with applied stress or temperature which produces a Doppler shift inside the fiber. Thus, the frequency output of each fiber is continuously changing from outside temperature changes and applied stresses such as vibration. This was not anticipated in the initial design of the system, thus there was limited space to correct this effect by placing an optical reference in the vacuum vessel.

Ideally, four signals should have been measured in this system: the two main interference signals, the electrical reference, and an optical reference in the vacuum vessel. By splitting a portion and interfering the two input beams, the length change induced from the fiber would be decoupled from the measurement provided the phase locked loop maintained consistent locking in the dSPACE system. Also, the phase difference between the electrical reference and optical reference could be used to estimate the applied stress on the fiber by measuring the phase changes. However, due to space limitations, this could not be performed with this current setup.

The measured drift values were also higher than expected because the original measurements had a noise level of approximately 7 nm pk-pk and about 1 nm drift over 10 hours. These measurements showed considerably higher drift in an environment that was more shielded with better, more stable alignment and higher quality optics. One likely cause of this is the limited common mode noise rejection obtainable from the system, even though both interferometers see the same source beams. The drift is decoupled 100 times from the measured length change of the individual interferometers. This decoupling ratio was similar in previous experiments.

The drift data was analyzed using the same two techniques described in the 1st Measurement System: the Allan deviation and the single sided Fourier amplitude spectrum amplitude, as shown in Figure 6.26. The Allan deviations showed a 4 nm single standard deviation value over the full integration time with no characteristic dip and upswing. Instead, the Allan deviation appears to continuously trend upward, which confirms the time domain results showing drift.

The Fourier analysis showed 1/f noise behavior at frequencies lower than 0.1 Hz. This appears to be driven by interferometer drift and refractive index fluctuations and is slightly higher than in the 1st Measurement System results.

6.4.6 Periodic Nonlinearity

During measurements with the 2nd Measurement System, periodic nonlinearity was observed in the measured signals. Figure 6.27 shows two screen shots of the dSPACE readout screen. The top plot (green) shows the difference between the two deadpath interferometers (drift) and the bottom plot shows the wrapped fringes of the length change of the two interferometers (red and blue). When the length change for the two interferometers is fairly rapid, the wrapped fringes display a sawtooth-type form. During those rapid length change periods, the stability signal shows a sinusoidal-like behavior with a pk-pk value of 0.4 nm with a period matching the same period of the sawtooth wrapped fringes. This is a clear
Figure 6.26: Allan deviation (a) and single sided amplitude spectrum (b) of the measured drift from Figure 6.25b. The Allan deviation was about 20 times worse than the previous measurements and shows continuous drift. The single sided amplitude spectrum showed distinct 1/f noise characteristics. (The power spectral densities and cumulative amplitude spectra are shown in Figure G.3.)

indication of periodic nonlinearity in the measurement.

This was mimicked by holding the input fibers which caused an artificial length change in S1 and S2 spanning several fringes, while the drift exhibited a sinusoidal behavior. This was caused by frequency mixing between the two axes in the polarization maintaining fiber. Moreover, the value of the periodic nonlinearity changed depending on the amount of stress applied. This was a clear indication that the periodic nonlinearity amplitude was time dependent and stress dependent but was not repeatable for similar applied stresses. For instance, after holding a heat source near the fiber, one periodic nonlinearity was observed. However, after removing the heat source, waiting for thermal equilibrium, and then reapplying the same heat source near the fiber, the periodic nonlinearity amplitude and length change rate was not consistent. Thus, the periodic nonlinearity observed had a temporal amplitude fluctuation, which is difficult to remove from the measurement using signal processing techniques.

Knarren [145] showed modeling the polarization maintaining fiber as a linear birefringent retarder is an effective way to describe the polarization degradation in the fiber. Also, typical polarization maintaining fiber has an extinction ratio around 100:1, which essentially causes 10% frequency mixing in the fibers. The panda fibers used in this research were specified with an extinction ratio of better than 100:1, which should result in a periodic error amplitude between 4 nm and 10 nm. In this setup, one of the first components encountered by the beams is a high extinction ratio polarizing beamsplitter (greater than 1000:1). This polarizing beamsplitter blocks much of the unwanted mode but some mixing still remains within the main mode. Additionally, there is a still a small leakage portion transmitted by the polarizing beamsplitter, which contributes to the 0.3 nm periodic nonlinearity amplitude seen in this research.

6.4.7 2nd Measurement System Summary & Conclusions

For the 2nd Measurement System, the optical system was moved to a more stable environment and placed into a vacuum vessel which could be used to shield the interferometer and
ultimately perform experiments in vacuum (although this specific system was not measured in vacuum). Vacuum compatible, custom optics and mounts were also used to eliminate the multitude of optics and separate mounts from the 1st Measurement System. The laser system was placed outside of the vessel and split into two different beams with slightly different frequencies after up-shifting with two acousto-optic modulators. After launching into fiber, the two beams were aligned in the interferometer and two interference signals were generated and launched out of the vessel via two more fibers. The signals were then detected and the phase was measured using a custom two-channel lock-in amplifier relative to the difference between the acousto-optic modulator drive frequencies.

The individual interferometer signals S1 and S2 showed length changes greater than 10 µm in two double deadpath measurements, M1 and M2, which lasted 21.5 and 15 hours,
The measured drift (difference between S1 and S2 for a given measurement) was about 30 nm to 35 nm, which was higher than anticipated. The noise level over short timespans increased from 50 nm in the 1st Measurement System to near 3 µm in these measurements.

The increased noise and overall length change of S1 and S2 was attributed to not having an optical reference in the vacuum vessel. Thermal and mechanical stress on the input fibers created an artificial length change that was measured by the system. This length change was not due to drift but to the Doppler shifts in the fibers.

While stressing the fibers and inducing artificial length changes into the system, first order periodic nonlinearity was observed. The periodic nonlinearity amplitude was time varying and was not repeatable over several experiments. The periodic nonlinearity was from frequency mixing in the fiber and stress-induced changes to the polarization state in the fiber.

Another practical observation was made when closing the 700 kg door of the vacuum vessel. The added weight and impact forces when aligning the mounting holes of the door caused tip and tilt of the whole vacuum vessel on its air vibration isolation. The tip and tilt of the vacuum vessel in conjunction with the optics resting on the three small spheres created a difficult situation when sealing the vessel while maintaining alignment. Fortunately, the five point kinematic mounts were sufficiently stable that realigning a displaced optic did not require additional fiber coupling adjustments or a complete system realignment. This did, however, force an additional iterative process where the fringe contrast was observed while placing the vacuum vessel door. If the fringe contrast dropped too low, the door was removed and the optics were realigned.

### 6.5 3rd Measurement System

The three key points addressed from the 2nd Measurement System in the 3rd Measurement System were the lack of an optical reference inside the vacuum vessel, the time varying periodic nonlinearity from the fibers, and not placing the optics on rolling elements. This was accomplished by reverting back to commercial optic mounts and adapting them to use the custom optics. The stabilized laser signal was directly fed into the vacuum vessel and the acousto-optic modulators were placed in the vessel. By placing the acousto-optic modulators in the vacuum vessel, the periodic nonlinearity from the fiber was eliminated. Also, since the system was completely free space, from the acousto-optic modulators to the main interfering surface, an optical reference was not needed. Lastly, the optics were placed on three separate tip-tilt mounts and clamped. While this eliminates the kinematic mount, it alleviates the issue of misalignment while mounting the door.

### 6.5.1 Practical Implementation

A schematic and photos of the optical system are shown in Figure 6.28. A Glan-Thompson polarizer was used after the input fiber coupler (FC) to block unwanted polarization states. However, placing the door on the vacuum vessel while maintaining alignment was an arduous task to say the least. This was a clear lesson where additional constraints were necessary for the optic mounts.
with a high extinction ratio ($10^5$ is typical for a Glan-Thompson polarizer). After blocking unwanted polarization states, a half wave plate was used to reorient the polarization state such that it transmitted through PBS$_1$. The input beam was then split vertically using a beamsplitter and mirror to create a lateral displacement beamsplitter (LDBS$_1$). The bottom beam (red) was up-shifted in an acousto-optic modulator driven at 20 MHz ($f_1$). Then, two mirrors were used to align the beam into the interferometer. The top beam (blue) was up-shifted in an acousto-optic modulator driven at 19.99 MHz ($f_2$). It also was aligned via two mirrors into the interferometer.

![Diagram](image)

**Figure 6.28:** (a) Optical schematic of the 3rd Measurement System. The stabilized laser was directly launched into a fiber and sent into the vacuum vessel. The polarization of the beam was cleaned using a Glan-Thompson polarizer prior to splitting into two beams and passing through two acousto-optic modulators. The two beams were then directed into the interferometer. The data acquisition system was the same from Figure 6.24. (b) and (c) Two photos of the system showing the acousto-optic modulators added in the vacuum vessel.

Two photodetectors, PD$_{dp1}$ and PD$_{dp2}$, were placed in the vacuum vessel to measure the two deadpath interferometer signals, S1 and S2. The data acquisition from Figure 6.24 was used to measure the phase. Also, the wrapped fringes were acquired with the NI data acquisition card using Matlab as previously described.
6.5.2 Initial Short Measurement

An initial short term measurement of the double deadpath interferometer showed the noise level and length change of the individual interferometers was much less than the 2\textsuperscript{nd} Measurement System. As shown in Figure 6.29, the two interferometers, S1 and S2, changed less than 50 nm and the relative drift over 45 minutes was about 500 pm pk-pk.

\begin{figure}[h]
\begin{center}
\includegraphics[width=\textwidth]{figure6.29.pdf}
\end{center}
\caption{(a) Initial measurement from the 3\textsuperscript{rd} Measurement System with the custom optics and commercial mounts. The length change and noise level from the individual interferometers was significantly reduced from previous measurements. (b) Difference between the two interferometer signals (drift) and difference after removing a strong correlation to the interferometer length change using a linear least squares fit. The correlation to the interferometer length change suggests a cosine error in the measurement.}
\end{figure}

The S1 and S2 length change appeared to be inversely proportional to drift. The correlation coefficient between each individual interferometer and the drift was -0.705 and -0.710, respectively. When S1, S2, and the drift change with a similar form, this suggests there is a cosine error between the two interferometers due to imperfect initial alignment. This would occur if BS\textsubscript{1} from Figure 6.28a is misaligned. The solid beams from BS\textsubscript{1} will transmit parallel to the input, with the manufacturing wedge angle, because the beamsplitter in the transmission axis behaves like a plane plate. The reflected beams, however, reflect at a different angle based on the initial alignment BS\textsubscript{1}. If BS\textsubscript{1} is not aligned perfectly, the optical path length of the dashed beams is slightly longer than the solid beams. As the interferometer fluctuates due to temperature, the fluctuation rate is slightly different per interferometer from this cosine error.
This effect was corrected by applying a linear least squares fit between the difference (drift) and $S_2$. $S_2$ was chosen because it was designated as the ‘reference’ signal and is used consistently for all of the measurements in this and subsequent sections. To perform the least squares fit, the matrix $Q$ is

$$Q = [P_1 \ P_2 \ \ldots \ P_i \ \mathbf{1}], \quad (6.27)$$

where $P_1$ through $P_i$ are column vectors (of the same length) containing the parameters to which the data correlates, and $\mathbf{1}$ is a vector (of the same length as $P_1$) that contains only ones to correct for an offset. The matrix $A$ is a $n$ by 1 matrix containing the fitting coefficients and offset for the $n$ columns in $Q$. This is determined by

$$A = (Q^\top Q)^{-1} Q^\top \Delta S, \quad (6.28)$$

where $\Delta S$ is the difference between $S_1$ and $S_2$. The compensated drift is then

$$\Delta S_c = \Delta S - (A_1 P_1 + A_2 P_2 + \ldots + A_{n-1} P_i + A_n) \quad (6.29)$$

In this instance, $Q = [S_2 \mathbf{1}]$ and Figure 6.29b shows $\Delta S$ and $\Delta S_c$. The short term noise levels of both the drift and the compensated drift are still at similar levels, suggesting this noise level is not due to the cosine error, as is expected. This means this noise is likely due to another effect such as direct pressure fluctuations or refractive index.

From Figure 6.30a, the drift Allan deviation had two dips dropping to 20 pm, one at three seconds and the other at 150 seconds, before the typical upswing. The first dip is most likely due to short term noise averaging, while the second dip is the drift in the system. When the cosine error was compensated, the first dip in the Allan deviation remained the same and the Allan deviation continued to decrease where the second dip occurred. Overall both the corrected and uncorrected Allan deviations were an order of magnitude lower than the 1st Measurement System.

The single sided Fourier amplitude spectrum, shown in Figure 6.30b, showed the $1/f$ ramp start at approximately 0.03 Hz with amplitudes of a few picometers at higher frequencies. The slight uptick between 0.01 Hz and 0.02 Hz is likely refractive index fluctuations in the system, caused by air currents generated by the thermal sources in the vessel. The cosine error compensation reduced the low frequency amplitudes by half.

After the initial measurement was performed, the results from the 1st Measurement System were confirmed, at least for relatively short timespans. Also, the changes to the setup from the 2nd Measurement System clearly had an impact on the measurements. The overall drift was less, but more importantly, the individual interferometer length change was almost two orders of magnitude less and the noise was significantly lower. The short term drift noise was a few nanometers in the 1st Measurement Systems, whereas the noise dropped to approximately 100 pm in this test. These are clear indicators that the fiber did cause false length changes and instability in the previous system.

Also, these measurements showed a strong correlation to the individual deadpath measurements. This suggested there was a cosine error between the two interferometers which was corrected using a linear least squares approximation.
6.5.3 Daily Measurements

Two longer measurements were performed with this measurement system as shown in Figure 6.31. In both measurements, M1 and M2, the length change of each interferometer, S1 and S2, showed a strong correlation to each other. The length change of the first measurement, M1, was fairly linear for 2.1 µm over 15.5 hours. The second measurement, M2, showed sinusoidal drift with a range of 900 nm over 24 hours.

The drift in M1 was about 25 nm and had a 0.976 correlation coefficient with both M1,S1 and M1,S2. After removing the correlation using a linear least squares fit, the corrected drift was better than 10 nm pk-pk. The drift in M2 was also approximately 25 nm but had a slightly lower correlation coefficient of 0.90 with both M2,S1 and M2,S2. After removing the correlation, the corrected drift was also better than 10 nm pk-pk.

In both measurements, the short term drift noise level had bands where it was low and other bands where it was more than ten times higher. At the time, the cause of this was unknown. In the 4th Measurement System, this effect also occurred and the source was noise in the data acquisition from analog to digital conversion saturation. In these measurements, now that the source is known, the probable cause is thermal expansion changing the alignment. When the alignment changed, the fringe contrast was increased and the voltage input into the dSPACE system was outside ±10 V.

The data from Figure 6.31b was analyzed using the Allan deviation and a single sided Fourier amplitude spectrum, as shown in Figure 6.32. The drift Allan deviations for M1 and M2 were below 1 nm until the characteristic upswing after 20 min. After applying the cosine correlation correction, the Allan deviations dropped significantly for longer integration times. The corrected M1’s upswing is not as strong as it is prior to the correction. The corrected M2 shows a similar trend to M2 until 200 seconds before dipping further and the drifting. The short term limit to the Allan deviation is presumably the noise caused by saturating the analog to digital converters. The long term limit is likely the consistency of the cosine correction. The single sided Fourier amplitude analysis showed similar to trends.
Figure 6.31: (a) Two measurements (M1 and M2) of the individual interferometer drift (S1 and S2) using the 3rd Measurement System. Placing the acousto-optic modulators in the vacuum vessel largely removed the artificial length change caused by fiber elongation. (b) Measured drift of each interferometer and measured drift after compensating for the cosine error. These drift measurements had bands of high noise which was caused by voltage saturation in the dSPACE (discovered later).

Figure 6.32: Allan deviation (a) and single sided amplitude spectrum (b) of the two drift measurements and the two compensated drift measurements. The Allan deviation was reduced ~5 times from the 1st Measurement System. The Fourier analysis showed minimal components in the high frequency regime. The middle frequency regime is still dominated by refractive index fluctuations. The low frequency regime suggests long term drift but was reduced after removed the cosine effect.
in previous measurements. The drift showed high common-mode rejection at frequencies higher than 0.1 Hz. At frequencies lower than 0.1 Hz, the noise is dominated by spatial and time varying refractive index fluctuations which are uncommon between measurement and reference arms in the interferometer. This effect can only be reduced by either measuring the refractive index with the internal refractometer if possible or correcting the measurements using the Edlén equation. However, since these effects are localized variations, reducing this effect for measurements in air will be limited. The low frequency amplitude is dominated by thermal expansion effects due to daily temperature cycles.

6.5.4 Long Term Measurement

A long term measurement was performed over 100 hours which would allow for four daily cycles to be viewed. Figure 6.33a shows the measured length change of the two interferometer signals, S1 and S2, during the measurement. The measurement started on a Thursday morning, as evidenced by the 1 µm length change over the first 24 hours, followed by another daily thermal cycle on Friday up to 50 hours. Over the weekend, the next two smaller bumps, the maximum length change was much lower than the previous two days presumably because the thermal fluctuations in the laboratory were minimal. The last upswing in the data is due to thermal effects starting Monday morning.

![Figure 6.33a](image)

**Figure 6.33:** (a) Long term measurement of the individual interferometers using the 3rd Measurement System. The results clearly show a daily cycle. The last two cycles were lower because the measurement started on a Thursday and those days landed on the weekend. (b) Drift between the two interferometer signals and the temperature of the system. The temperature was clearly a driver of the measured length changes.
The difference between S1 and S2 was less than 22 nm pk-pk, over 100 hours, as shown in Figure 6.33b. Figure 6.33b also shows the temperature fluctuations with a clear and direct correlation to the length change of S1 and S2, and the drift.

Similar to the previous measurements, there were periods where the noise level was much higher than other periods. This was due to saturation in the dSPACE analog to digital converters but was only discovered in later measurements.

The drift data, which was correlated to S1 and S2 with a coefficient of 0.95 and temperature with a coefficient of 0.94, was corrected for both fluctuations using a least squares approximation. Both S2 and the temperature were used because they had a correlation coefficient of 0.85 with respect to each other. The drop in correlation coefficient between temperature and S2 is probably due to a thermal lag. Thus, the drift may have two effects, one directly related to cosine error and one related to thermal gradients in the system. The corrected drift data and the original drift data is shown in Figure 6.34.

![Drift vs Time](image.png)

**Figure 6.34:** Original drift results and compensated drift results for the long term measurement. The measurements were corrected using a linear least squares approximation assuming correlations due to temperature (thermal expansion) and the individual interferometer length change (cosine). The high noise bands are due to voltage saturation in the dSPACE system. The higher order effects are likely caused by a lag between the measured temperature and the effect on the system which would cause a temporal shift.

The 22 nm pk-pk dropped to 9 nm pk-pk after correcting for cosine and thermal effects. Additionally, if the saturation had not occurred, the correlation correction may have been more accurate and a better correction of the drift data will improve results. Assuming the high noise areas actually had the noise level without the saturation in the dSPACE system, the pk-pk error would be halved to approximately 4.5 nm.

The Allan deviation results, shown in Figure 6.35a, showed a similar short term deviation to the daily measurements with an initial upswing due to the dSPACE saturation error, followed by a downswing to the low drift regime and then overall drift on a final upswing. After compensating for thermal and cosine effects, the Allan deviation was approximately ten times better, although the large upswing still signifies drift.

The single sided Fourier amplitude spectrum, Figure 6.35b, showed similar results to the previous measurement, with high mechanical coupling in the higher frequencies, refractive index effects in the middle frequencies, and daily cycles in the lower frequencies. There was no difference between the drift amplitude spectrum and the corrected drift amplitude spectrum except in the low frequency area where the daily cycles were canceled for the
corrected drift. This can be seen at frequencies lower than $3 \times 10^{-4}$ Hz.

6.5.5 3rd Measurement System Summary & Conclusions

The fiber induced errors such as false length change and periodic nonlinearity were corrected in the 3rd Measurement System by fiber feeding a single stabilized laser beam and performing the splitting inside the vacuum vessel. This added heat sources into the system but the thermal power input remained constant and the system could reach a thermal equilibrium after a soakout period (~10 hours in this case). The custom optics still provided a simpler interferometer alignment and the noise level was much lower than the measurements with commercial optics. Also, the added stress by placing the optics on a flat surface and applying a vertical force to hold the optic in place had little effect in these measurements. However, for these measurements to be improved, then this should be assessed in more detail.

The initial measurement showed a significant improvement from the previous systems in both the dual interferometer length change, the drift, and the noise level. The dual interferometer length change and the drift showed a strong correlation, which suggested a cosine error from the alignment of the initial beamsplitter. Two longer measurements showed similar effects although the measured drift had periods where the data was affected by the dSPACE saturation.

The long term measurement showed the interferometers and drift had a clear correlation to daily thermal cycling. Since the drift can be affected by a cosine error and by thermal gradients in the optics, the drift was corrected for both effects using a least squares approximation. After correcting, the corrected drift showed periods with significant noise and a higher order effect which is assumed to be thermal lag between the temperature change and the effect on the interferometer. A phase mismatch between these two will create a higher order error in the difference.
Currently, for short measurements below one hour, the drift from the instrument is in the sub-nanometer range. For longer measurements, the thermal influence is much more critical and limits the interferometer drift to a few nanometers.

6.6 4th Measurement System

The previous measurements showed a little improvement over the original results in the 1st Measurement System. The noise level was reduced and optical alignment was easier with the custom optics. For this next measurement system, many small practical adjustments were made to the system and a manufacturing defect in the custom optics was corrected. The lateral displacement beamsplitter on the right PBS optic had a dual coating at the main interference surface. This dual coating created a double reflection at the beamsplitting surface meaning surface fringes appeared in the output beam even when only one beam was used as the input. This created a lateral sensitivity to the fringe contrast which could degrade the interference signal and cause error.

This was corrected by removing the defective component and using commercial lateral displacement beamsplitters as the main interfering surface. Also, another commercial lateral displacement beamsplitter was used to generate an optical reference signal.

Some of the practical improvements to the system included mounting a pressure sensor on the vessel, wiring vacuum feedthrough connectors for the electrical signals to pass between, and realigning the entire interferometer. This allowed for a fully pressure sealed environment in the chamber with the aim of reducing the refractive index fluctuations.

6.6.1 Practical Implementation

The optical setup schematic and two photos are shown in Figure 6.36. The laser source remained the same from previous measurements. After the two acousto-optic modulators, a beamsplitter was used to split 15% of the input beams, which were combined using a lateral displacement beamsplitter to generate an optical reference signal. This was used instead of an electrical reference signal as used in the previous setups. The electrical reference gave a cleaner signal but did not account for refractive index variations in the air or thermal effects in the acousto-optic modulators which may have caused phase shifts. These effects could have contributed to a false length change similar to when each individual acousto-optic modulator signal was fiber fed, although not to the same magnitude.

The last lateral displacement beamsplitter in the interferometer, mounted to PBS₂, was removed and two commercial lateral displacement beamsplitters were used instead as interfering elements. A separate optical mount was used to hold the commercial lateral displacement beamsplitters in place. This will contribute some instability because they are not directly mounted on the right PBS optic. However, this did provide a temporary solution to the manufacturing defect while that part was being manufactured again.

The data acquisition system, shown in Figure 6.37 was slightly modified from the previous version, removing the mixed function generator signals. This reduced some of the artificial noise on the reference signal from the mixer. However, the overall noise remained the same because the optical signal has slight phase shifts from the electrical signal due to thermal and refractive index effects. Additionally, the three photodetector signals were
Figure 6.36: Schematic of the optical layout for the 4th Measurement System. The source remained the same from the previous system. An optical reference was added, measured by PD<sub>o</sub>, to account for phase shifts in the signal between the acousto-optic modulator drive and the actual optical output. Also, commercial lateral displacement beamsplitters were used to interfere the measurement and reference arms of the two interferometers. (b) Photo of the setup after shielding the input section. (c) Photo of the setup after shielding the air paths in the interferometer.

In the previous measurements, there were sections where the noise level was low enough to see the bit noise in the NI data acquisition card. The dSPACE system, however, did have a sufficiently low enough noise level to observe smaller fluctuations than what was observable by the NI system due to range against resolution limitations. This issue was alleviated by...
setting up another channel in the dSPACE and NI systems for sending a super fringe signal. As shown in Figure 6.38, the difference between the two unwrapped phase signals from the two interferometers was calculated. This provided a signal with the measured drift between the two interferometers.

![Schematic of the added super fringe phase resolution enhancement.](image)

**Figure 6.38:** Schematic of the added super fringe phase resolution enhancement.

The difference was then multiplied by a known constant $S_F$, 200 to 600 in these measurements, and then the sine and cosine of the signal was calculated. This generates in-phase and quadrature signals of the drift which have a period equal to $S_F$ times the original lock-in in-phase and quadrature rates. Another arctangent function was then used to calculate the phase of the super fringe signal and then a gain was applied to scale it from -10 V to +10 V for the dSPACE output. When the data was collected in Matlab using the NI data acquisition card, the wrapped fringes of $\pm \pi$ were equal to $\lambda/S_F$. Figure 6.39 shows a schematic of the signals sent to the NI data acquisition from dSPACE.

![Simulation of 1 µm and 1.04 µm displacements from the two interferometers. The difference is calculated and then multiplied by 250, prior to being phase wrapped. This allows for a resolution enhancement of 250 times, while the wrapped range is reduced 250 times. SF is the super fringe signal.](image)

**Figure 6.39:** Simulation of 1 µm and 1.04 µm displacements from the two interferometers. The difference is calculated and then multiplied by 250, prior to being phase wrapped. This allows for a resolution enhancement of 250 times, while the wrapped range is reduced 250 times. SF is the super fringe signal.

An example of this analysis is shown here. The length change of the interferometers (S1 and S2) over 10 seconds are 1 µm and 1.04 µm, which is a drift between the two interferometers of 40 nm. This corresponds to changes of 1.58 fringes and 1.643 fringes for S1 and S2, respectively. The difference between S1 and S2 is only 0.063 fringes. However, if the super fringe technique is used, the difference becomes 15.802 fringes. Since the NI data acquisition system can resolve 12 bits over a 20 V range, the smallest possible resolution without the super fringe technique is $(0.154 \text{ nm})/N$ with a maximum displacement before phase wrapping of $\lambda/N$, where $N$ is the interferometer resolution. Using the super fringe technique, the smallest resolution is $(0.154 \text{ nm})/(S_F N)$ and the range is reduced to $\lambda/(S_F N)$. There are some practical limitations with the noise level and phase
unwrapping but the following measurements all used $S_F$ values of 250 or higher.

### 6.6.2 Atmospheric Measurements

After aligning the system and generating interference signals in the same double deadpath configuration, the vacuum vessel was pressure sealed. Additionally, a slight over pressure was generated using compressed nitrogen. This was done to ensure the vacuum vessel was truly pressure sealed. The over pressure was not released from the vacuum vessel because a large pressure jump in the measured data would indicate the pressure sealing of the vessel was not successful.

#### Common-Mode Rejection

The 4\textsuperscript{th} Measurement System had a much lower noise level and vibrations were much more distinguishable than with the previous measurement systems because the tank was pressure sealed. The vacuum vessel resting on the air vibration isolation had a natural frequency near 1 Hz. This mode was excited by pushing on the vacuum vessel and results in a deformation of the mounting breadboard and a length change in the two interferometers, shown in Figure 6.40a. The difference (drift) between the two signals, confirms a better than 40 dB reduction in vibration amplitude. Additionally, the residual drift still had a profile similar to the excitation amplitude due to the cosine error. After taking this into account and correcting the measurement, the reduction was better than 330:1. This explains why the measured drift and corrected drift values at higher frequencies, greater than 10 Hz, show minimal contribution to the overall error.

![Figure 6.40](image.png)

**Figure 6.40:** Measured length change (a) and drift and compensated drift (b) for the 4\textsuperscript{th} Measurement System after oscillating the vacuum vessel on its air vibration isolation at its natural frequency. The interferometer has a mechanical decoupling better than 115:1 on the direct difference (drift). After correcting for the cosine error, the reduction is better than 330:1.

#### Initial Measurement

Figure 6.41 shows the measured deadpath drift from the two interferometers and the drift between the two interferometers. Additionally, the temperature of the air near
the interferometer and the optical breadboard where the components were mounted was measured. Also, the pressure was monitored during this measurement to ensure the vessel remained pressure-sealed.

![Graph showing length change and drift over time](image)

**Figure 6.41:** (a) Measured length change from the two interferometers, S1 and S2, and difference (drift) using the 4th Measurement System. (b) Air and optical breadboard temperature change and pressure change during the day. The slight pressure drop not indicative of a loss of over pressure. The measured length change from S1 and S2 did not closely follow the temperature fluctuations.

The measured drift over the first 1.5 hours was minimal until the system showed significant fluctuations and noise. When this measurement was stopped the following day, the noise level was apparent on the dSPACE readout screen. The interference signals were checked using an oscilloscope and the signal values were greater than $\pm 13$ V. The gain in the preamplifier was reduced to $\pm 7.5$ V and the noise was immediately eliminated on the dSPACE readout. This led to the assumption that the previous noise spikes were also driven by a similar phenomena.

Another observation was the individual interferometer signals did not have a strong correlation to the temperature. Also, the temperature change over 1 day was more than 1.5 K in the tank, and greater than 2.5 K outside the tank, which was much higher than anticipated. Upon further inquiry, the laboratory temperature regulation was not working properly and was undergoing repairs. The tank was pressure sealed and only had minimal fluctuations over the full day. The pressure change appears similar to the temperature change which would be expected as per the ideal gas law. However, due to some compressibility in the air and some heat-induced air currents from heat sources, this relationship is not perfect. Also,
the pressure resolution (10 Pa), limits a potential pressure correlation to the data without heavy filtering, which will add considerable delay.

The saturation in the dSPACE system was corrected by ensuring only ±5 V was sent to the system from the initial signal. This allowed for a doubling of the signal strength without reaching the saturation voltage threshold.

**Sealed Vessel Measurement In Air**

The double deadpath interferometer was measured again, as shown in Figure 6.42. In this measurement, S1 and S2 did not closely follow the 0.3 K thermal fluctuations. However, the drift between S1 and S2 did have a strong correlation.

![Graph showing length change of interferometers](image)

**Figure 6.42:** (a) Length change of the two interferometers after correcting the over saturation issue with dSPACE. (b) Drift between the two interferometers and the corresponding temperature measurement of the air. (c) Corrected drift after compensating for the thermal fluctuations and the cosine error. The pk-pk corrected drift is better than 1.6 nm and the noise level is significantly reduced from previous measurements because the refractive index fluctuations are lower in the pressure sealed environment.

As shown in Figure 6.42b, the temperature change is closely tracked by the drift until it slowly diverges towards the end of the measurement. Also, the drift noise level is consistent throughout the measurement, which means the dSPACE was not saturated. The correlation to temperature and the slight divergence between the two towards the end is an indication that the interferometer has a thermal dependence and there is still a cosine error between the two measurement signals. The reasoning behind the suspected cosine error is because
the length changes for S1 and S2 are in a nominally constant direction and the difference between the thermal changes and the drift appears to be growing at a constant rate.

The drift data was corrected for both thermal fluctuations and individual interferometer changes using a linear least squares fit. After correcting the drift for thermal and cosine effects, the corrected drift was better than 1.6 nm pk-pk over a 23 hour measurement, as shown in Figure 6.43. Also, the noise level is much lower than in previous measurements, which could be from the pressure sealed environment which limited refractive index changes.

![Corrected drift after compensating for the thermal fluctuations and the cosine error.](image)

**Figure 6.43:** Corrected drift after compensating for the thermal fluctuations and the cosine error. The pk-pk corrected drift is better than 1.6 nm and the noise level is significantly reduced from previous measurements because the refractive index fluctuations are lower in a pressure sealed environment.

Figure 6.44 shows the corrected drift results in terms of the Allan deviation and single sided amplitude spectrum. In each analysis, the values were generally an order of magnitude lower or more than previous measurements over a similar timespan. The Allan deviation starts out at less than 5 pm before drifting slowly up to 50 pm over 20 min, which seems to be the most stable region for this interferometer. After that, the Allan deviation increases to 300 pm over about 3 hour time spans, before leveling off. The correlation correction for the temperature and cosine effects significantly reduce the Allan deviation upswing at long integration times.

The Fourier analysis showed a large improvement in the middle frequency range from 0.001 Hz to 0.1 Hz which is caused by sealing the vacuum vessel and limiting pressure fluctuations. The amplitudes above 10 pm all come from frequencies below 0.001 Hz.

### 6.6.3 Vacuum Measurement

After measuring in a sealed environment, the system was assessed in a vacuum environment at ~3 mbar (300 Pa) for 170 hours. The measurement was started on a Friday morning and the first 10 hours were removed because of vibrations from pumping and because the turbulence from the rapid changes in refractive index caused numerous phase jumps in the ‘super-fringe’ data. Figure 6.45 shows the length change of the two interferometers, S1 and S2, and the differences (drift) and the fitted correlation to temperature and cosine effects.

As with the previous measurements, the thermal fluctuations outside the vacuum vessel were unacceptable (±2°C pk-pk), which translated to greater than ±0.5°C pk-pk in the
Figure 6.44: Allan deviation (a) and single sided amplitude spectrum (b) of the corrected drift measurements. The Allan deviation was significantly lower from previous measurements with a lower noise level even at short integration times. Also, no upswing was present, signifying little drift. The single sided amplitude spectrum was an order of magnitude lower than previous measurements. This indicates the saturation issue is fixed and the thermal and cosine corrections lead to lower measured drift. (The power spectral density and cumulative amplitude spectrum is shown in Figure G.5a.)

Figure 6.45: (a) Measured length change of the two interferometers in a vacuum environment over 160 hours. The two signals are offset for clarity. (b) Difference between S1 and S2 (drift) and the corresponding correlation after correcting for thermal effects and the cosine error. The correlation does not perfectly follow the drift due to differing thermal time constants and the temperature was measured at non-ideal locations.
vacuum vessel near the interferometer. Also, although the temperature probes were measuring in non-ideal locations, they remained in the same spots for this measurement to maintain consistency. Thus, the temperature correlation was not as exact as the previous measurement in the sealed air environment. Each interferometer showed deviations around 2 µm and the difference was under 10 nm pk-pk, which was similar to previous measurements. After correlating temperature and cosine effects, the fitted parameters showed significant gaps, likely due to differing thermal time constants. The drift after removing the temperature and cosine correlation is shown in Figure 6.46.

![Comp. Drift vs Time](image)

**Figure 6.46**: Measured drift after compensating for the thermal effects and cosine error. The daily thermal cycle effect is reduced but the frequency was increased to a 10 hour cycle because of improper fitting. Overall, the compensated drift was better than 2 nm pk-pk over 160 hours.

After removing the thermal and cosine effects, the compensated drift was better than 2 nm pk-pk over 160 hours with the added higher frequency drift due to an improper correlation. In the uncompensated data, there is clearly a daily cycle, whereas the compensated data had a decrease in the daily cycle amplitude but the drift over a 10 hour cycle increased.

The Allan deviation, shown in Figure 6.47, at 1 second was 3 pm and decreased to near 1 pm after integrating for 15 seconds. The Allan deviation then showed a steady increase to 300 pm after integrating for $4 \times 10^4$ seconds (~10 hours). After that peak, the Allan deviation then decreases to almost 100 pm. Thus, the improper correlation between temperature and cosine effects caused an increase in the Allan deviation over 10 hours but the long term effects are near 100 pm ($1 \sigma$).

The single sided amplitude spectrum showed the $1/f$ starting point shift to near $10^{-2}$, which is almost ten times better than the measurements in air. Also, the only slight peak occurs near $3 \times 10^{-5}$ Hz, which corresponds to the 10 hour effects from inaccurate fitting.

### 6.6.4 4th Measurement System Summary & Conclusions

Four significant changes were made to the system between the 3rd and 4th Measurement Systems. The defective lateral displacement beamsplitter on the right PBS optic was removed and is currently in the process of being manufactured again. In the meantime, two commercial lateral displacement beamsplitters were used to continue measurements with the system. The electrical reference was switched to an optical reference to account for refractive index fluctuations and errors in the acousto-optic modulators. Additionally, the
Figure 6.47: Allan deviation (a) and single sided amplitude spectrum (b) for the compensated drift measurement in vacuum. The peak in the Allan deviation is from the improper temperature and cosine correlation, which manifests as a 10 hour cyclic error. The amplitude spectrum shows a significant decrease from previous measurements in the $10^{-4}$ Hz to $10^{-1}$ Hz range because the refractive index has little effect in a light vacuum environment. (The power spectral density and cumulative amplitude spectrum is shown in Figure G.5b.)

The measurement in vacuum (3 mbar) showed a significant drop in refractive index effects, particularly in the $10^{-4}$ Hz to $10^{-1}$ Hz regime. The vacuum measurements did not have a perfect temperature and cosine correlation because the temperature was measured in the wrong spots. However, this was done to ensure consistency between this and previous measurements. Overall, the compensated drift was better than 2 nm over 160 hours.

6.7 Comparisons & Conclusions

Aside from switching to a medium vacuum environment, which is difficult to implement because the optic mounts are not vacuum compatible, the biggest gain to be made in the
system is by controlling the temperature at least an order of magnitude better than to which it is currently controlled. Also, more thermal shielding and buffering between the laboratory and the vacuum vessel with further improve the measurements. While a better thermal environment and more thermal shielding will globally improve measurements, changing the optic mounts to a more dedicated and kinematic system will also improve the stability of specific components. Currently, modular commercial mounts were used as a practical means to obtain measurements. In the 2nd Measurement System, new mechanical mounts were designed and built but were not successfully implemented due to other unforeseen effects. However, adapting those custom mounts should be viewed as the logical ‘next step’.

Several measurement setups did show decent results. The 1st Measurement System had two good initial measurements, one measuring the double deadpath (MS1 DP) and one measuring the 30 mm steel gauge block (MS1 GB). The 3rd Measurement System had a marginally successful long term measurement (MS3), although it had increased noise bands due to saturation in the dSPACE system. Lastly, two long term measurements with the 4th Measurement System showed the additional benefit of being in a pressure sealed environment in air (MS4 Air) and finally a light vacuum environment (MS4 Vac). The Allan deviations for these five measurements are shown in Figure 6.48.

![Figure 6.48: Comparison of the Allan deviation from five different measurements using three different measurement systems. The measurements in air in an unsealed environment (MS1 DP, MS1 GB, & MS3) showed essentially the same trend, whereas the sealed measurement in air (MS4 Air) and the vacuum measurement (MS4 Vac) showed a large decrease at short integration times. In the long term, this interferometer is limited to ∼300 pm (1σ) likely from temperature and cosine effects.](image)

The first three measurements (MS1 DP, MS1 GB, and MS3) all show a similar trend with the only differences in the short integration times, which are likely due to varying levels of shielding and alignment. After pressure sealing the vacuum vessel, the short term (less than $10^3$ seconds) Allan deviation drops significantly because the refractive index fluctuations were minimized. The pressure sealed environment also showed a decrease of nearly an order of magnitude to 300 pm over the long term. The vacuum measurement showed a further reduction in the Allan deviation for below $10^3$ seconds, although the long term stability is still limited to approximately 300 pm (1σ).
The difference between the sealed environment and the vacuum environment is also apparent in the single sided amplitude spectrum, showed in Figure 6.49. Here, there is a significant amplitude decrease between $10^{-4}$ Hz and $10^{-1}$ Hz.

**Figure 6.49**: Single sided amplitude spectrum comparison between the pressure sealed environment measurements in air versus the light vacuum environment. The low and high frequency regions are largely unaffected by the vacuum environment but the middle frequency regime shows more than an order of magnitude difference in the amplitude from the refractive index fluctuations.
Chapter 7

Conclusions

The main goal of the research in this thesis was to design, build, and characterize an instrument for material stability testing. Interferometry was chosen as the measurement method because an instrument could be designed largely independent of the sample size and it did not require a grounded measurement target, compared to other measurement methods such as capacitive sensing. A double side interferometer was chosen as the configuration because it removed a large measurement uncertainty source by not measuring with respect to a reference plate and the measurement is directly traceable to the meter.

One unique aspect of this research differentiating it from comparable research was the focus on the capability to measure stability events. Most measurement systems of this type typically obtain a low noise level by averaging many data points. However, averaging can filter out stability events which would make them show up as slow thermal drift. Since stability events are a characteristic sought in this research, a high level of averaging was unsuitable for reducing noise. Instead, a sample model centered around the thermal bandwidth was developed.

Using a simplified thermomechanical model, the maximum thermal bandwidth for typical materials used in precision applications was estimated. For 50 mm long, gauge block sized samples, aluminum 7075-T6 and silicon carbide had the highest bandwidth, approximately 0.5 Hz. For smaller samples, the thermal band should increase because the thermal capacitance is reduced and the heat path is smaller. Thus, any thermal effects should show up in the 1 Hz or lower regime.

For stability events to be present in the data, they would most likely appear at frequencies higher than the thermal bandwidth. Otherwise, they would likely be a slower thermal expansion driven effect. Therefore, the target measurement bandwidth was chosen to be 25 Hz or higher.

A detailed uncertainty analysis was performed assuming a balanced interferometer with no contribution to the measurement uncertainty. The uncertainty analysis identified two large uncertainty contributors, the laser frequency stability and the refractive index fluctuations. In addition to those error sources, periodic nonlinearities were also identified as a large error contributor and must be addressed in the interferometer design. Lastly, since temperature fluctuations in the system have a finite controllable band and error contribution,
that error combined with the material thermal expansion was another large uncertainty contributor.

The previously stated thermomechanical model was developed as a method to overcome the length change measurement uncertainty when identifying stability events. While the length change uncertainty sets a boundary to which the length change can be estimated, it does not limit identifying stability events. Based on the thermomechanical model, the maximum length change rate due to thermal expansion should occur at a rate defined by the material properties and sample geometry. If the measured length change occurs at rates faster than this and the interferometer is capable of detecting these events, then the interferometer can make some assessment of the material stability even though the length change measurement uncertainty would normally prohibit this.

Research in three specific areas, periodic nonlinearity reduction, refractive index correction, and laser frequency stabilization, was needed prior to applying this principle. Once those error sources were reduced below their target level and a suitable interferometer configuration was investigated which demonstrated minimal drift, then applying the thermomechanical model can be used to identify stability events.

The following four sections summarize the findings from the main research topics investigated during this work. Following that, some future work and recommendations for future system generations is outlined.

7.1 Periodic Nonlinearity Reduction

In Chapter 3, research on reducing and eliminating periodic errors was presented. Periodic errors are caused by frequency mixing, imperfect polarization optics, and stray reflections. In most displacement interferometry systems, these are typically 1 nm to 5 nm. In dedicated, high-end displacement interferometers, the periodic error can be as low as 0.3 nm, as demonstrated during this research. However, special alignment techniques and expensive optics are needed to accomplish this. Additionally, no periodic error is desired as this is particularly problematic for feed forward control systems, where the periodic error is magnified.

For stability measurements, the feed forward error does not cause a problem, however, it still leads to a measurement error. The measured displacement in stability measurements is slow and nonlinear which also presents a problem when correcting periodic errors.

Because the starting phase value of the measurement is unknown, predicting the starting point on the periodic nonlinearity curve is difficult. Also, since the measured drift is likely to be much less than one fringe, the periodic error effect can be difficult to assess and correct. Assuming the drift is less than 20 nm, which is expected from measurements in a highly controlled environment and stable interferometer, the maximum periodic error contribution is approximately 30% of the nominal pk-pk periodic error over one fringe. For typical periodic error values of 1 nm to 5 nm, this means a potential uncertainty contribution of 300 pm to 1.5 nm.

Several algorithms were presented which either measured periodic errors or measured and compensated periodic errors. These algorithms were generally designed for systems which have either a linear or predictable motion, thus, they were tested for their suitability
for use in stability measurements. The only algorithm which showed some promise for correcting periodic errors was the continuous elliptical compensation. However, this algorithm requires at least one fringe of nominally linear motion to properly correct errors. Therefore, either a scanning method is needed for inducing a known fringe displacement or another alternative should be used instead.

A common theme of interferometers which demonstrate minimal or no periodic error is they typically have spatially separated beams which limits the amount of frequency mixing and relaxes the tolerances on polarization components. Then, by aligning to minimize detected stray reflections, the periodic error can be significantly reduced or eliminated.

While not specifically tailored to stability measurements, research was performed on interferometer configurations which showed no appreciable periodic nonlinearity to the noise level of 50 pm. These interferometers, called Joo-type interferometers, were designed for a series of configurations and a variety of implementations. Two difference configurations, one with a retroreflector target and another with a plane mirror target, were built, tested, and characterized. A generalized Joo-type interferometer was also presented, suitable for scalable systems which may require multiple measurement axes.

In terms of stability measurements, this research demonstrated that spatially separating the input beams in a heterodyne interferometer is more effective at reducing periodic errors than any algorithm-based solution. Thus, the interferometer for stability measurements should have spatially separated input beams to reduce periodic errors.

### 7.2 Refractive Index Correction

Correcting for refractive index fluctuations is the most difficult error source to overcome in this research. A target measurement bandwidth of 25+ Hz creates a strong contrast compared to accurate temperature and pressure measurements which have bandwidths around 0.1 Hz because of their integration time for noise reduction. Thus, for effective characterization and correction, another measurement method was sought which would allow for measurements at the same interferometer measurement bandwidth.

Fabry-Pérot interferometers are commonly used as refractometers where one arm passes through an open cavity and the other passes through a vacuum cavity. By balancing the Fabry-Pérot cavities and making them out of thermally stable materials, the refractive index can be measured effectively. However, errors will still persist when the Fabry-Pérot cavity is not dimensionally stable. Plus, this system will have a different measurement correlation to refractive index than in the interferometer because two drastically different measurement principles are used.

To minimize the cavity stability effect, five different Fabry-Pérot cavity designs were presented. Two cavities has a doubling of the free spectral range and one cavity quadrupled the free spectral range. By doubling or quadrupling the free spectral range, the cavity length can be shorter by that amount, making it less susceptible to length changes.

The most promising of the three alternative designs is the folded Fabry-Pérot. In this system, the FSR is doubled when compared to traditional etalons. When used for displacement measurements and sensor calibration, this interferometer is well suited because the moving element is insensitive to tip and tilt and neither the input nor output
beams must be transmitted through this component. The estimated finesse is only slightly less than the transmission cavity which means the locking stability should not be affected. This system should use a hollow retroreflector to minimize polarization effects and to increase the mirror efficiency.

Fabry-Pérot interferometry was also tested experimentally for refractive index tracking and wavelength correcting interferometry. In both cases, a transmission Fabry-Pérot cavity was used. The refractive index tracking was measured to be within $4.9 \times 10^{-8}$ which is nearly the limit achievable with Edlén equations. In the wavelength correcting experiments, the difference between the equation based methods and the wavelength corrected DMI was approximately 2 nm over a 100 nm range.

While this method could be used to correct for refractive index fluctuations, it requires a stable cavity made of thermally stable materials. Additionally, the Fabry-Pérot mirrors must be highly efficient and must be mounted in a thermally neutral plane. This increases the complexity of the cavity design and more optical components are needed to utilize this system in conjunction with a sample measuring interferometer. Since this type of system employs a completely different measurement principle to measure and correct the refractive index, an alternative method should be used to correct the refractive index fluctuations.

An alternative method presented in this work is to develop a dual interferometer. One interferometer measures the sample fluctuations and the other measures refractive index fluctuations. If the refractive index fluctuations are nominally uniform throughout the interferometer, then this configuration could be suitable for measuring refractive index fluctuations. A detailed uncertainty analysis was presented and the two largest uncertainty contributors are the phase measurement itself and the temperature change uncertainty.

The design chosen in this research is a dual interferometer because the measurement and reference beams from both interferometers would pass through the same components, adding more balance into the system. Additionally, the sample measurement and refractive index measurement would both be performed with heterodyne interferometry. Building a dual system with additional channels for measurements which have the same measurement principles is easier to achieve than two completely different measurement principles. This system also has the potential for wavelength correcting interferometry, where source frequency is changed to cancel the refractive index fluctuations.

### 7.3 Laser Frequency Stabilization

In this research, the technology for laser frequency stabilization was not the limiting factor but rather the practical aspects of implementing a stabilized laser with enough power suitable to obtain a detectable interference signal. Iodine stabilized lasers have more than enough frequency stability for this research but their output power is much lower than even conventional displacement interferometry laser sources. Tunable lasers locked to a stabilized femtosecond laser and cesium atomic clock also have a very high frequency stability but are still research tools themselves. Additionally, both systems have a high cost which was unattractive for this research.

Conventional displacement interferometry systems typically have a two frequency output with coaxial, orthogonally polarized beams. Splitting these beams into two separate
components will result in some frequency mixing which was not desired. A two-mode intensity balanced laser system could be used for as a source but its power output is still relatively low because it does not use a central cavity mode which typically has a higher output power.

Instead, a three-mode stabilized laser was researched during the course of this work. The three-mode laser uses the central mode of the laser as the main beam supplied to the interferometer and, in this case, had over 2 mW of usable power. An intrinsic mixed mode signal arising from third order harmonics was used to stabilize the laser.

The mixed mode signal at nominally 300 kHz was detected, filtered, amplified, and converted to a square wave. Then, a microcontroller was used as a pulse counter and PID controller. The PID output was sent to a current amplifier and then a Peltier cooler which changed the temperature of the laser tube. By changing the tube temperature, and thus, length, the absolute frequency of the central mode was stabilized.

This novel laser system had a fractional frequency stability of $5 \times 10^{-10}$ compared to an iodine stabilized laser. After moving the laser system to a temperature controlled environment, removing some thermal mass, shielding the system, and tuning the controller, an estimated short term stability of $2 \times 10^{-11}$ was achieved.

In practical applications, a heterodyne frequency was generated using an acousto-optic modulator driven at 20 MHz or two acousto-optic modulators at 20 MHz and 19.99 MHz. The resulting heterodyne frequencies at 20 MHz and 10 kHz were both sufficiently far from the 300 kHz mixed mode signal which had no effect on the measurements.

### 7.4 Interferometer & System Design

Several interferometer generations were designed, built, and tested during this research. The Preliminary Optical Concept of a double sided interferometer showed two important criteria that must be considered when designing an interferometer. First, the optical power at the detector is crucial for obtaining clear interference signals. Second, anti-reflection coatings are needed on all air-glass transition surfaces to reduce the power loss in the interferometer. This preliminary concept was refined into a more robust interferometer configuration and several optical path length differences were corrected. This interferometer was described in detail and contained an internal phase refractometer for correcting refractive index fluctuations. Also, modeling of this interferometer estimated a stability of 90 pm.

The 1st Measurement system was the first demonstrator of the Main Optical System concept. A higher powered, novel laser source and optics with anti-reflection coatings were used, which showed clear interference signals directly from the detector. Measurements were performed in a double deadpath configuration (no sample or vacuum tube present) and with a 30 mm gauge block. After correcting for thermal expansion, refractive index changes, frequency fluctuations, and pressure changes, the measured drift of the gauge block was comparable to the double deadpath measurement.

The Allan deviation for these measurements showed sub-nanometer performance up to integration times of $10^4$ seconds. The low point in the Allan deviations appeared at an integration time of $10^3$ seconds. Aside from expected but higher than wanted environmental fluctuations, the limiting noise source was the optics and mounts. Each optic was mounted
separately using commercial tip-tilt stages which are known to drift and vibrate at slightly different rates. This contributed to short term noise band of 50 nm in the individual interferometer measurements.

Since vibrations on this order of magnitude were not originally considered, the measured length change equations were reexamined in the presence of common vibrations to ensure the sample measurements, the deadpath measurements, and the refractometer measurements would all see the vibrations cancel. Based on the theory, the common vibrations should completely cancel although there are still additional coupling variables that may affect the measurements at the picometer range. Also, the difference between vacuum tube length and sample length was considered and confirms that a linear correction on the refractometer phase measurement signal is needed to fully compensate the difference. This correction is suitable for up to a ten times difference between sample length and vacuum tube length and 100 nm vibration induced length changes.

For the 2nd Measurement System, custom optics and mounts were manufactured by TNO to provide a more stable and less stressful mount condition for the optics. The optics consisted of three components: an initial beamsplitter, a left PBS optic, and a right PBS optic. These new optics and mounts were used in a different laboratory jointly operated by TU Delft and TNO. The system was placed inside a vacuum vessel and was fiber fed in and out of the vessel to remove heat sources from the system. The heterodyne frequency generation was done outside of the vacuum vessel and each of the spatially separated beams was launched into its own PM fiber and sent to the interferometer.

Preliminary measurements showed the fibers caused large false frequency changes which were due to differences between the two fibers’ stress and expansion. While the individual interferometer signals saw large length changes, the drift between the two interferometers was in the tens of nanometers. The false length changes and high noise level (several micrometers) could have been corrected by placing an optical reference prior to the interferometer but after the fiber connection into the vessel. However, periodic nonlinearity ranging between 0.2 nm and 0.5 nm was discovered in the measured drift data. This was also caused by the fibers but would not have been corrected by placing an optical reference in the vacuum vessel.

Because the fibers were the source of the main issues with the 2nd Measurement System, the next system eliminated separate input fibers. Instead, a single fiber carrying the stabilized laser signal was sent to the vacuum vessel and the optical heterodyning was performed inside the vessel using the two acousto-optic modulators. Also, the optic mounts where switched back to commercial alternatives because the custom mounts were not compatible with the changed source.

The initial measurements with the 3rd Measurement System showed considerable improvement over the previous two systems. The overall interferometer fluctuations were less than 50 nm per hour and the drift was better than 0.3 nm per hour. This initial measurement was also the first indication of a cosine error in the measurement. The individual interferometers and the drift had similar profiles. After applying a linear least squares fit for the cosine error, the drift was about 60 pm for the 45 minute measurement.

Subsequent measurements showed more measured length change and drift in the system then in the initial measurements. Also, these measurements had periods of very high noise
and the source of the noise was unknown at the time. Later, it was discovered that the noise was from voltage saturation in the dSPACE system. The probable cause is the length change in the interferometer caused the fringe contrast to increase, which then exceeded the voltage in the dSPACE input.

One long term measurement of 100 hours showed four clear cycles due to daily temperature fluctuations. This measurement also suffered from the same voltage saturation problems of the previous measurement. The drift clearly showed correlation to temperature fluctuations and it was corrected for cosine effects and thermal fluctuations. The corrected drift was better than 9 nm pk-pk and would have been less if the voltage did not saturate the dSPACE system. Some higher order effects were also seen in the corrected data which is likely due to a phase lag between the temperature measurement and its effect on the interferometer.

An optical reference signal was added for the 4th Measurement System, replacing the electrical reference signal. Also, a manufacturing defect with the right PBS optic was corrected by removing the lateral displacement beamsplitter portion and using commercial components in its place. Also, the resolution was enhanced at the expense of the range by using a super fringe technique. The difference between the two interferometers was calculated in dSPACE and then multiplied by a constant and re-wrapped into wrapped fringes. Then, the wrapped fringes are acquired by the main data acquisition system, unwrapped, and then divided by the super fringe constant. This allows for a variable measurement resolution depending on the noise level observed. Using a super fringe constant of 250, which was case for the 4th Measurement System, the smallest resolvable length is 0.6 pm (theoretically).

These measurements were performed in a pressure sealed environment, rather than just as with shielding the interferometer in previous experiments. After the initial measurement, the voltage saturation was discovered and corrected. Another measurement was made with a 10 nm pk-pk drift which had a strong correlation to the temperature change. Also, a smaller cosine effect was visible in the data. After correcting for temperature and cosine effects, the resulting corrected drift was better than 1.4 nm pk-pk over 23 hours. The Allan deviation, single sided amplitude spectrum, amplitude spectral density, and cumulative amplitude spectrum were all an order of magnitude better than previous measurements. Also, because the interferometer was in a pressure sealed environment, the refractive index fluctuations were less than in previous measurements. The peak in the Allan deviation was at 0.4 nm (1σ). This interferometer was also tested for mechanical coupling which showed the drift was decoupled from the individual interferometer length change by 115 times. After accounting for cosine effects, the decoupling was better than 330 times. A measurement in vacuum over 160 hours showed the double deadpath interferometer drift was less than 2 nm pk-pk after correcting for thermal cycles and the cosine error. The Allan deviation showed a minimum of near 1 pm at an integration time of 10 seconds and a maximum of 0.3 nm (1σ) at 10^3 seconds.

### 7.5 Conclusions for Stability Testing

The drift measurements using this interferometer showed little influence from mechanical effects on the interferometer, especially when the cosine error was corrected. The next
largest effect was due to spatial and temporal refractive index fluctuations in beam paths in air. This effect typically occurred at frequencies lower than 0.1 Hz. The effect of the vacuum tube for in-process refractive index correction was not assessed due to budgetary limitations. Aside from improving the temperature and pressure stability of the surrounding environment, implementing a refractometer is the only way to reduce refractive index influences on measurements in air.

Improving the temperature and pressure stability will also improve measurements. Some measurements were subjected to 1 K to 2 K temperature changes, which were much higher than anticipated. In the original uncertainty estimate, the maximum temperature change was assumed to be 10 mK. These measurements had fluctuations up to 200 times worse. Also, more investigation is needed to determine the thermal correlation to the drift, which should be near zero. Instead, there was a 90+% correlation in most measurements. One possible source is thermal gradients in the large optics.

Thermal gradients in the optics explain both a thermal dependency and the cosine error. The location where the temperature is being measured still has some lag between when the increase is measured and when the beam in the optic is affected by the increase. However, each interferometer lag may differ depending on the location of the heat source. Thus, the drift between the two interferometers will change in a profile similar to the thermal changes in the system. Because there is a lag in the system, there will also be a difference in the rate of expansion, which means there will be a cosine effect on the measurement. Reducing the outside thermal fluctuations and shielding the interferometer are the only effective ways to limit this.

The refractive index fluctuations occurred in the $10^{-3}$ Hz to $10^{-1}$ Hz frequency regime and the mechanical influence was in the $10^{-1}$ Hz and higher regime. It is unclear at this time what specifically affects the measurement in the lower frequency regime, $10^{-3}$ Hz and lower. While thermal effects have some influence, daily temperature cycles for instance, this does not explain all of the drift. Another source is the mechanical mounts shifting in the low frequency regime, possibly driven by thermal effects as well. Modifying the custom mounts to accommodate the heterodyne frequency generating part and the optical reference should improve the mechanical stability. Also, shielding the heat from the acousto-optic modulators from the remaining optical components should improve the system. More specific improvements to the system are discussed in the following section.

Another limiting external factor in this research was due to facility issues and delays with the custom optics. This reduced the time available for performing stability testing. Additionally, issues with power in the laboratory, air supply to the optical benches, computer crashes, and scheduling time for the optical bench with other ongoing research projects all reduced the time allocated for measuring and, in some case, data was lost on potentially successful measurements. Additionally, since this is a research tool, individual experiments showing one day of data sometimes took many days or even weeks to make changes from previous measurements and perform a successful measurement. This also limited the amount of measurements that were performed.

Currently, the interferometer is still being modified and double deadpath measurements are still being performed. More research is needed to definitively say whether this interferometer can be used for material stability assessments. If the thermal and cosine effects scale linearly, then achieving a 10 mK stability in the surrounding environment...
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should produce results in the 10 pm to 20 pm range. Then, the vacuum tube should be implemented and another series of characterization tests should be performed. If those are successful, then samples and the thermomechanical model can be investigated in more detail. This may include a more rigorous three dimensional model of the sample, rather than the simplified one dimensional model presented in this research.

At this time, this research and interferometer shows inconclusive results as a tool for determining material stability.

7.6 Recommendations & Future Work

Several steps should be taken to improve the interferometer and obtain better results. Once these steps are taken, the possibility of using this system for stability measurements can be re-evaluated. The two largest improvements to the system to obtain better measurements are to improve the temperature stability to 10 mK and to perform measurements in a vacuum environment. There are practical limitations to achieving both of these that will be addressed in the following section.

7.6.1 Periodic Nonlinearity

Spatially separating the two heterodyne beams prior to fiber coupling into the vacuum vessel caused many problems, including periodic nonlinearity. One way to still fiber couple the system using this technique, which places the heat sources far away from the interferometer, is to add high extinction ratio polarizers after launching the light into the system. This polarization cleanup can block much of the unwanted mixed states. This should be tested using a periodic error free interferometer, such as the Joo-type interferometers which showed no significant periodic nonlinearity in a comparable free-space version. The sensitivity to thermal effects and mechanical stresses should also be assessed. Also, an optical reference should be placed after the polarization cleanup in the system to eliminate the frequency shift in the fibers.

If periodic errors are still present in the system, then a modulation should be added to one input beam which would cause a known linear length change in the data. Then, a periodic error correction algorithm can be used to further reduce the periodic errors. The continuous elliptical compensation algorithm, discussed in Appendix D showed the most promise for eliminating periodic nonlinearity. This algorithm is time consuming and computationally expensive to perform but this can be performed post-process and offline.

7.6.2 Refractive Index Correction

The internal refractometer using the vacuum tube was not used due to budgetary limitations. Two vacuum tubes were purchased but did not meet the required specifications. The input and output beams must be highly parallel, thus, this vacuum tube should not have wedged windows. Using wedged windows makes the alignment much more critical than with plane parallel windows.

Alternatively, a Fabry-Pérot based refractometer can be used to measure the refractive index changes. The mirrors mounted to the fixed cavity should be thermally neutral
with respect to the low expansion cavity. This will reduce the refractive index change measurement uncertainty. An electro-optic modulator and either an acousto-optic modulator or faster laser controller (see next section) will be needed to implement this. The electro-optic modulator can be used for scanning the Fabry-Pérot cavity and provide the looking signal for the Pound-Drever-Hall method while the acousto-optic modulator or laser can be used in feedback to change the frequency to remain locked to the laser.

One issue that may arise from using the acousto-optic modulator is the pointing stability will change as a function of frequency. This may limit the stability in the Fabry-Pérot cavity. However, if the laser is used, as carried out during this research for wavelength tracking and wavelength correcting, then this technique should be fairly robust.

7.6.3 Laser Stabilization

Replacing the TEC-based actuator with a non-thermal method of controlling the cavity length would remove the unwanted thermal effects in the system and increase the locking point stability. A possible solution is to use a sealed cavity laser with anti-reflectance coatings on one side of the laser tube and an externally located, piezo controlled laser mirror. A piezo-controlled mirror would increase bandwidth and remove most heat generation but alignment and the overall system concept need to be considered.

A long-term assessment is still needed to verify the frequency stability compared to a metrology laser system. Additionally, the intrinsic mixed mode may depend on the temperature and pressure of the plasma tube. Changes in temperature and pressure may cause density changes in the HeNe mixture, which may affect the mixed mode signal. By stabilizing the system without using a thermal actuator, potentially more stability can be gained from the system because the cavity length and tube temperature can then be controlled independently.

7.6.4 Interferometer & System Design

The interferometer, and in particular the optic mounts, should have several improvements made to increase the likelihood of obtaining better results. First, the periodic nonlinearity from the fibers should be investigated. If the periodic nonlinearity can be eliminated by having polarization cleanup after collimating the light in the vacuum vessel, then the custom mounts should be modified to allow for an optical reference. If the periodic nonlinearity cannot be eliminated, then the mounts should be modified to accommodate the acousto-optic modulators. The acousto-optic modulator should also be shielded to mitigate heat transfer into the interferometer. The mounts should also be modified, in general, for an optical reference. This provided a much cleaner reference signal rather than the electrical reference.

The lateral displacement beamsplitter on the right PBS optic should be manufactured and mounted back on the optic. The optic mounts should also have a soft vertical spring added to apply a mounting force on the optics. While this adds unwanted stress, the practical limitations of mounting the vacuum vessel door outweigh the added stress.

For measurements in air, the vacuum vessel does not appear to provide any additional benefit except for pressure sealing the environment. The thermal transfer into the tank
was about a 3:1 reduction. When the 4 cm insulation foam was used in the preliminary measurement system, the reduction was greater than 50:1. If measurements in vacuum are not necessary, then a double thick insulation foam box should provide much more stability than the vacuum vessel. This, in combination with characterizing the refractive index changes using the vacuum tube, is the most viable way to improve the measurement and reduce the noise level and uncertainty.
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Abbreviations

1D  one dimensional
18-8 SS  standard grade stainless steel
Al₂O₃  alumina
Al7075-T6  aluminum, aircraft grade
AC  a signal oscillating at a nominally known frequency
AOM  acousto-optic modulator
AR  anti-reflection
ASD  amplitude spectra density
APD  avalanche photodiode
BC  birefringent crystal
BK7  Borosilicate glass, Schott
BPF  band-pass filter
bs  beam sampler
BS  beamsplitter
CAS  cumulative amplitude spectrum
CCD  charge-coupled device
CMM  coordinate measuring machine
CO₂  carbon dioxide
CTE  coefficient of thermal expansion
DC  signal with a nominal offset, no fluctuations
DMI  displacement measuring interferometer
DOF  degree of freedom
DWS  differential wavefront sensor
ECDL  external cavity diode laser
EOM  electro-optic modulator
EUV  extreme ultra-violet
f₁,₂  frequency
fₛ  split frequency
fs  femtosecond
FP  Fabry-Pérot
FPGA  field programmable gate array
FSR  free spectral range
FWHM  full-width half-maximum
GUM   Guide to the Expression of Uncertainty in Measurement
H     half wave plate
HeNe  Helium-Neon
HPF   high pass filter
HV    high voltage
I     in-phase signal, from lock-in amplifier
ISO   International Organization for Standardization
LB    lower bound
LDBS  lateral displacement beamsplitter
LPF   low-pass filter
M     mirror
NI    National Instruments
NIST  National Institute for Standards and Technology, US Metrology Laboratory
Nd:YVO$_4$ Neodimium Doped Yttrium Vanadate
Nd:YAG Neodimium Doped Yttrium Aluminum Garnet
OI    optical isolator
OSA   optical spectrum analyzer
P     polarizer
PBS   polarizing beamsplitter
PCB   printed circuit board
PD    photodiode or photodetector
PDH   Pound-Drever-Hall
PH    pin hole
PID   proportional-integral-derivative
pk-pk peak-to-peak
PLL   phase-locked loop
PM    polarization maintaining (fiber)
PMI   plane mirror interferometer
PP    penta prism
ppm   parts per million
PZT   lead zirconate titanate, typically an actuator or sensor
Q     quarter wave plate, typically for figures
QWP   quarter wave plate, typically for descriptions
Q     quadrature signal, from lock-in amplifier
RAP   right angle prism
RC    resistance-capacitance [circuit]
$R_c$ reference cosine signal
RF    radio frequency
$R_s$ reference sine signal
RR    retroreflector, also called a corner cube
RSS   root-sum-square
SiC   silicon carbide
SNR   signal to noise ratio
TEC   thermo-electric cooler (or peltier)
Ti:S  titanium doped sapphire
UB    upper bound
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ULE</td>
<td>Ultra Low Expansion material</td>
</tr>
<tr>
<td>UV</td>
<td>ultra violet</td>
</tr>
<tr>
<td>VCO</td>
<td>voltage-controlled oscillator</td>
</tr>
</tbody>
</table>
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Maxwell’s Equations

When a point charge, $q$ [C], is placed in an electric field, $E$ [N·C$^{-1}$ or V·m$^{-1}$], the force, $F_E$, due to the electric field on the charge is

$$F_E = qE.$$  \hfill (B.1)

If a point charge is moving, the force, $F_M$, experienced is proportional to the velocity, $v$, of the motion by

$$F_M = qv \times B,$$  \hfill (B.2)

where $B$ is the magnetic field [T or N·A$^{-1}$·m$^{-1}$] where the motion occurs. When both fields are simultaneously acting on the same charge, the total force, $F$, on the charge is

$$F = F_E + F_M = q(E + v \times B).$$  \hfill (B.3)

B.1 Faraday’s Induction Law

One of many contributions to electromagnetic theory by Faraday is that a magnetic flux, $\Phi_M$, in the presence of a closed conducting loop, $C$, generates a current along the loop. The magnetic flux [T·m$^{-2}$ or N·A$^{-1}$·m$^{-3}$], a scalar quantity, is the strength of a magnetic field for a given surface area $S$

$$\Phi_M = \oint_C B \cdot dS.$$  \hfill (B.4)

A time varying change in magnetic flux creates a proportional electromotive force, $emf$, given by

$$emf = -\frac{d\Phi_M}{dt}.$$  \hfill (B.5)

Similarly, an electromotive force in a closed conducting loop exists only as a result of an electric field, resulting in

$$emf = \oint_C E \cdot dl,$$  \hfill (B.6)

where $l$ is integrated along closed loop $C$. When the conducting loop remains constant and is completely enveloped by the magnetic field, the conditions for the Faraday Induction Law
are true. In other words, solving and rearranging Equations B.4 and B.5 with Equation B.6 yields

$$\oint_C \mathbf{E} \cdot d\mathbf{l} = - \iint_A \frac{\partial \mathbf{B}}{\partial t} \cdot d\mathbf{S},$$  \hspace{1cm} (B.7)

which states that a point charge in a time varying magnetic field experiences a force or a stationary point charge in a changing magnetic field experiences a force. Because the charge experiences a force, it must be in the presence of an electric field, even in the absence of a current source. As a result, a change in magnetic field has an accompanying electric field.

### B.2 Gauss’s Law: Electricity

For a charge completely enclosed within a closed area $A$, the electric field intensity flux $\Phi_E$ [N·C$^{-1}$·m$^{-2}$ or V·m$^{-3}$] is

$$\Phi_E = \iint_A \mathbf{E} \cdot d\mathbf{S},$$  \hspace{1cm} (B.8)

where the vector $d\mathbf{S}$ is the outward normal vector of the area. The double contour integral denotes a closed surface. If there is a continuous charge distribution density, $\rho$, throughout the volume, $V$, enclosed by, $A$, then using Coulomb’s Law it can be shown that

$$\iint_A \mathbf{E} \cdot d\mathbf{S} = \frac{1}{\epsilon} \iiint_V \rho dV,$$  \hspace{1cm} (B.9)

which is Gauss’s Law for electricity. The constant $\epsilon$ is the electric permittivity of the medium

$$\epsilon = \epsilon_r \epsilon_0,$$  \hspace{1cm} (B.10)

where $\epsilon_r$ is the dielectric constant or relative electric permittivity to a vacuum and $\epsilon_0$ is the electric permittivity in a vacuum which is derived to be $8.8542 \times 10^{-12}$ C$^2$·N$^{-1}$·m$^{-2}$.

### B.3 Gauss’s Law: Magnetism

The complement to Equation B.9 is Gauss’s Law for magnetism. However, because there are no magnetic monopoles (sinks or sources), the net magnetic flux across an enclosed surface is always zero. Thus, Gauss’s Law for magnetism is

$$\iint_A \mathbf{B} \cdot d\mathbf{S} = 0.$$  \hspace{1cm} (B.11)

### B.4 Ampere’s Circuital Law

The last main equation to describe electromagnetism is Ampere’s Circuital Law. It states that on a closed conducting loop, $l$, the total magnetic field surrounding the loop is proportional to the current, $i$, carried in the loop

$$\oint_C \mathbf{B} \cdot d\mathbf{l} \propto \sum i.$$  \hspace{1cm} (B.12)
The summation of currents around the loop occurs if there is more than one closed conducting loop. The proportionality in Equation B.12 is through the permeability of the medium, \( \mu \). For a perfect vacuum, the permeability, \( \mu_o \), also called the permeability of free space, is defined as \( 4\pi \times 10^{-7} \text{ N} \cdot \text{s}^2 \cdot \text{C}^{-2} \). Similar to the permittivity of a medium, the permeability of a medium is

\[
\mu = \mu_r \mu_o, \tag{B.13}
\]

where \( \mu_r \) is the relative permeability. The general solution is found using Equation B.13 and assuming the current in Equation B.12 is non-uniform, yielding

\[
\oint_C \mathbf{B} \cdot d\mathbf{l} = \mu \iint_A \mathbf{J} \cdot d\mathbf{S}, \tag{B.14}
\]

where \( \mathbf{J} \) is the current density (per unit area) and \( d\mathbf{S} \) is the incremental normal vector of the surface. Although this is true for a closed loop, this equation breaks down when a capacitor is charged, for example. In this case, the current through the capacitor is zero, resulting in no magnetic field. However, in practice, there is a magnetic field between the capacitor plates. The electric field, \( E \), on a capacitor plate is

\[
E = \frac{Q}{\varepsilon A} \tag{B.15}
\]

where \( Q \) is the charge and \( A \) is the plate area. Rearranging and taking the time derivative yields

\[
\varepsilon \frac{\partial E}{\partial t} = \frac{i}{A} \tag{B.16}
\]

which was contributed by Maxwell. This led to the definition of the current density vector, \( \mathbf{J} \),

\[
\mathbf{J} \equiv \varepsilon \frac{\partial \mathbf{E}}{\partial t} \tag{B.17}
\]

describing a time change in an electric field. As a result, Ampere’s Circuital Law was then restated to

\[
\oint_C \mathbf{B} \cdot d\mathbf{l} = \mu \iint_A \left( \varepsilon \frac{\partial \mathbf{E}}{\partial t} + \mathbf{J} \right) \cdot d\mathbf{S} \tag{B.18}
\]

which is similar to Faraday’s Induction Law, but showing that a time varying electric field has a associated magnetic field. This occurs even in the absence of a current in the loop.

### B.5 Integral Form

The simplest form of Maxwell’s Equations is when the charge density distribution, \( \rho \), and the current density vector, \( \mathbf{J} \) are zero. Thus, the four basic equations in integral form are

\[
\oint_C \mathbf{E} \cdot d\mathbf{l} = - \iint_A \frac{\partial \mathbf{B}}{\partial t} \cdot d\mathbf{S}, \tag{B.19}
\]

\[
\oint_C \mathbf{B} \cdot d\mathbf{l} = \mu \varepsilon \iint_A \frac{\partial \mathbf{E}}{\partial t} \cdot d\mathbf{S}, \tag{B.20}
\]

\[
\iint_A \mathbf{E} \cdot d\mathbf{S} = 0, \quad \text{and} \tag{B.21}
\]

\[
\iint_A \mathbf{B} \cdot d\mathbf{S} = 0. \tag{B.22}
\]
### B.6 Differential Form

To transfer Maxwell’s equations to a vector or differential form, Gauss’s Divergence Theorem and Stoke’s Theorem are used. The Gauss Divergence Theorem,

\[
\iiint_V \nabla \cdot \mathbf{F} \, dV = \oiint_A \mathbf{F} \cdot d\mathbf{S}, \tag{B.23}
\]

states that a net change in energy across a surface boundary enclosing a specific volume is a result of a change in energy density within the area. Stoke’s Theorem,

\[
\oint_C \mathbf{F} \cdot d\mathbf{l} = \iiint_A \nabla \times \mathbf{F} \cdot d\mathbf{S}, \tag{B.24}
\]

states that the line integral of a vector field of a bounded surface is equal to the surface integral curl of the vector field. The gradient, divergence, and curl of a vector are needed to finish the derivation of Maxwell’s equations in differential form. For a vector, \( \mathbf{F}(x, y, z) \), the gradient, divergence, and curl are

\[
\text{grad} \ (\mathbf{F}) \equiv \nabla \mathbf{F} = \frac{\partial \mathbf{F}}{\partial x} \hat{i} + \frac{\partial \mathbf{F}}{\partial y} \hat{j} + \frac{\partial \mathbf{F}}{\partial z} \hat{k}, \tag{B.25}
\]

\[
\text{div} \ (\mathbf{F}) \equiv \nabla \cdot \mathbf{F} = \frac{\partial F_x}{\partial x} + \frac{\partial F_y}{\partial y} + \frac{\partial F_z}{\partial z}, \quad \text{and} \tag{B.26}
\]

\[
\text{curl} \ (\mathbf{F}) \equiv \nabla \times \mathbf{F} = \begin{vmatrix}
\hat{i} & \hat{j} & \hat{k} \\
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
F_x & F_y & F_z
\end{vmatrix}. \tag{B.27}
\]

When Stoke’s Theorem (Equation B.24) is applied to the Faraday Induction Law (Equation B.7)

\[
\oint_C \mathbf{E} \cdot d\mathbf{l} = \iint_A \nabla \times \mathbf{E} \cdot d\mathbf{S} = -\iint_A \frac{\partial \mathbf{B}}{\partial t} \cdot d\mathbf{S}, \tag{B.28}
\]

the curl of the electric field and the time-varying magnetic field are integrated over the same area. It follows that

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}. \tag{B.29}
\]

Applying Stoke’s Theorem in a similar fashion to Ampere’s Circuital Law (Equation B.18) yields

\[
\nabla \times \mathbf{B} = \mu \left( \frac{\epsilon}{\epsilon} \frac{\partial \mathbf{E}}{\partial t} + \mathbf{J} \right). \tag{B.30}
\]

Applying Gauss’s Divergence Theorem (Equation B.23) to his Law for electricity (Equation B.9) results in

\[
\iiint_A \mathbf{E} \cdot d\mathbf{S} = \iint_V \nabla \cdot \mathbf{E} dV = \frac{1}{\epsilon} \iint_V \rho dV, \tag{B.31}
\]

and similarly for his Law for magnetism (Equation B.11)

\[
\iiint_A \mathbf{B} \cdot d\mathbf{S} = \iint_V \nabla \cdot \mathbf{B} dV = 0. \tag{B.32}
\]
As with integrating over the same area with Stoke’s Theorem, the integration of Equations B.31 and B.32 over the same in volume results in

\[ \nabla \cdot \mathbf{E} = \frac{\rho}{\epsilon} \quad \text{and} \quad \nabla \cdot \mathbf{B} = 0. \]  

(B.33) \hspace{1cm} (B.34)

Once again, if the current and charge distribution densities are both zero, then Maxwell’s Equations in differential form are

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \]  

(B.35)

\[ \nabla \times \mathbf{B} = \mu \epsilon \frac{\partial \mathbf{E}}{\partial t}, \]  

(B.36)

\[ \nabla \cdot \mathbf{E} = 0 \quad \text{and} \quad \nabla \cdot \mathbf{B} = 0. \]  

(B.37) \hspace{1cm} (B.38)
B.6 Differential Form
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Material Property Tables

The following tables were used in Chapter 2 for the thermomechanical sample model.

Table C.1: Alumina (99.5%) material properties used for phase uncertainty and thermomechanical model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Nominal Value</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTE</td>
<td>$\alpha$</td>
<td>8.4 $\mu$m·m$^{-1}$·K$^{-1}$</td>
<td>84 nm·m$^{-1}$·K$^{-1}$</td>
</tr>
<tr>
<td>Elastic Modulus</td>
<td>$E$</td>
<td>375 GPa</td>
<td>3.8 GPa</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>$\nu$</td>
<td>0.22</td>
<td>0.02</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>$k$</td>
<td>35 W·m$^{-1}$·K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Resistance</td>
<td>$R_{th}$</td>
<td>0.043 K·W$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Specific Heat</td>
<td>$C_p$</td>
<td>880 J·kg$^{-1}$·K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>3890 kg·m$^{-3}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Capacitance</td>
<td>$C_{th}$</td>
<td>46.21 J·K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Time Constant</td>
<td>$\tau$</td>
<td>1.99 s</td>
<td></td>
</tr>
<tr>
<td>Thermal Bandwidth</td>
<td>$f_T$</td>
<td>0.08 Hz</td>
<td></td>
</tr>
<tr>
<td>Expansion Rate</td>
<td>$\dot{\xi}_{CTE}$</td>
<td>1.0 nm·s$^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>
Table C.2: Aluminum 7075-T6 material properties used for phase uncertainty and thermomechanical model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Nominal Value</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTE</td>
<td>$\alpha$</td>
<td>23.5 $\mu$m·m$^{-1}$·K$^{-1}$</td>
<td>235 nm·m$^{-1}$·K$^{-1}$</td>
</tr>
<tr>
<td>Elastic Modulus</td>
<td>$E$</td>
<td>72 GPa</td>
<td>0.7 GPa</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>$\nu$</td>
<td>0.33</td>
<td>0.03</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>$k$</td>
<td>130 W·m$^{-1}$·K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Resistance</td>
<td>$R_{th}$</td>
<td>0.011 K·W$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Specific Heat</td>
<td>$C_p$</td>
<td>960 J·kg$^{-1}$·K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>2730 kg·m$^{-3}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Capacitance</td>
<td>$C_{th}$</td>
<td>35.38 J·K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Time Constant</td>
<td>$\tau$</td>
<td>0.389 s</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Bandwidth</td>
<td>$f_T$</td>
<td>0.41 Hz</td>
<td>-</td>
</tr>
<tr>
<td>Expansion Rate</td>
<td>$\dot{z}_{CTE}$</td>
<td>15.1 nm·s$^{-1}$</td>
<td>-</td>
</tr>
</tbody>
</table>

Table C.3: BK7 material properties used for phase uncertainty and thermomechanical model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Nominal Value</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTE</td>
<td>$\alpha$</td>
<td>4.5 $\mu$m·m$^{-1}$·K$^{-1}$</td>
<td>45 nm·m$^{-1}$·K$^{-1}$</td>
</tr>
<tr>
<td>Elastic Modulus</td>
<td>$E$</td>
<td>65 GPa</td>
<td>0.7 GPa</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>$\nu$</td>
<td>0.19</td>
<td>0.02</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>$k$</td>
<td>1 W·m$^{-1}$·K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Resistance</td>
<td>$R_{th}$</td>
<td>1.5 K·W$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Specific Heat</td>
<td>$C_p$</td>
<td>800 J·kg$^{-1}$·K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>2350 kg·m$^{-3}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Capacitance</td>
<td>$C_{th}$</td>
<td>25.38 J·K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Time Constant</td>
<td>$\tau$</td>
<td>38.1 s</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Bandwidth</td>
<td>$f_T$</td>
<td>0.004 Hz</td>
<td>-</td>
</tr>
<tr>
<td>Expansion Rate</td>
<td>$\dot{z}_{CTE}$</td>
<td>0.03 nm·s$^{-1}$</td>
<td>-</td>
</tr>
</tbody>
</table>

Table C.4: Fused Silica material properties used for phase uncertainty and thermomechanical model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Nominal Value</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTE</td>
<td>$\alpha$</td>
<td>0.55 $\mu$m·m$^{-1}$·K$^{-1}$</td>
<td>6 nm·m$^{-1}$·K$^{-1}$</td>
</tr>
<tr>
<td>Elastic Modulus</td>
<td>$E$</td>
<td>70 GPa</td>
<td>0.7 GPa</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>$\nu$</td>
<td>0.17</td>
<td>0.02</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>$k$</td>
<td>1.38 W·m$^{-1}$·K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Resistance</td>
<td>$R_{th}$</td>
<td>1.09 K·W$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Specific Heat</td>
<td>$C_p$</td>
<td>740 J·kg$^{-1}$·K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>2200 kg·m$^{-3}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Capacitance</td>
<td>$C_{th}$</td>
<td>21.98 J·K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Time Constant</td>
<td>$\tau$</td>
<td>30.3 s</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Bandwidth</td>
<td>$f_T$</td>
<td>0.005 Hz</td>
<td>-</td>
</tr>
<tr>
<td>Expansion Rate</td>
<td>$\dot{z}_{CTE}$</td>
<td>0.006 nm·s$^{-1}$</td>
<td>-</td>
</tr>
</tbody>
</table>
### Table C.5: Invar material properties used for phase uncertainty and thermomechanical model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Nominal Value</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTE</td>
<td>α</td>
<td>1.05 µm·m⁻¹·K⁻¹</td>
<td>10 nm·m⁻¹·K⁻¹</td>
</tr>
<tr>
<td>Elastic Modulus</td>
<td>E</td>
<td>140 GPa</td>
<td>1.4 GPa</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>ν</td>
<td>0.21</td>
<td>0.02</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>k</td>
<td>22.5 W·m⁻¹·K⁻¹</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Resistance</td>
<td>Rₜₜ</td>
<td>0.067 K·W⁻¹</td>
<td>-</td>
</tr>
<tr>
<td>Specific Heat</td>
<td>Cₚ</td>
<td>487 J·kg⁻¹·K⁻¹</td>
<td>-</td>
</tr>
<tr>
<td>Density</td>
<td>ρ</td>
<td>8000 kg·m⁻³</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Capacitance</td>
<td>Cₜₜ</td>
<td>52.6 J·K⁻¹</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Time Constant</td>
<td>τ</td>
<td>3.16 s</td>
<td></td>
</tr>
<tr>
<td>Thermal Bandwidth</td>
<td>fₜ</td>
<td>0.05 Hz</td>
<td></td>
</tr>
<tr>
<td>Expansion Rate</td>
<td>ₗ̇ₜₜ</td>
<td>0.075 nm·s⁻¹</td>
<td></td>
</tr>
</tbody>
</table>

### Table C.6: Silicon Carbide material properties used for phase uncertainty and thermomechanical model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Nominal Value</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTE</td>
<td>α</td>
<td>4.4 µm·m⁻¹·K⁻¹</td>
<td>45 nm·m⁻¹·K⁻¹</td>
</tr>
<tr>
<td>Elastic Modulus</td>
<td>E</td>
<td>410 GPa</td>
<td>4.1 GPa</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>ν</td>
<td>0.21</td>
<td>0.02</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>k</td>
<td>150 W·m⁻¹·K⁻¹</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Resistance</td>
<td>Rₜₜ</td>
<td>0.01 K·W⁻¹</td>
<td>-</td>
</tr>
<tr>
<td>Specific Heat</td>
<td>Cₚ</td>
<td>800 J·kg⁻¹·K⁻¹</td>
<td>-</td>
</tr>
<tr>
<td>Density</td>
<td>ρ</td>
<td>3150 kg·m⁻³</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Capacitance</td>
<td>Cₜₜ</td>
<td>34.02 J·K⁻¹</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Time Constant</td>
<td>τ</td>
<td>0.34 s</td>
<td></td>
</tr>
<tr>
<td>Thermal Bandwidth</td>
<td>fₜ</td>
<td>0.47 Hz</td>
<td></td>
</tr>
<tr>
<td>Expansion Rate</td>
<td>ₗ̇ₜₜ</td>
<td>3.2 nm·s⁻¹</td>
<td></td>
</tr>
</tbody>
</table>

### Table C.7: 18-8 Stainless Steel material properties used for phase uncertainty and thermomechanical model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Nominal Value</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTE</td>
<td>α</td>
<td>16.6 µm·m⁻¹·K⁻¹</td>
<td>166 nm·m⁻¹·K⁻¹</td>
</tr>
<tr>
<td>Elastic Modulus</td>
<td>E</td>
<td>193 GPa</td>
<td>1.9 GPa</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>ν</td>
<td>0.305</td>
<td>0.03</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>k</td>
<td>16.3 W·m⁻¹·K⁻¹</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Resistance</td>
<td>Rₜₜ</td>
<td>0.092 K·W⁻¹</td>
<td>-</td>
</tr>
<tr>
<td>Specific Heat</td>
<td>Cₚ</td>
<td>500 J·kg⁻¹·K⁻¹</td>
<td>-</td>
</tr>
<tr>
<td>Density</td>
<td>ρ</td>
<td>7890 kg·m⁻³</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Capacitance</td>
<td>Cₜₜ</td>
<td>53.26 J·K⁻¹</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Time Constant</td>
<td>τ</td>
<td>4.90 s</td>
<td></td>
</tr>
<tr>
<td>Thermal Bandwidth</td>
<td>fₜ</td>
<td>0.032 Hz</td>
<td></td>
</tr>
<tr>
<td>Expansion Rate</td>
<td>ₗ̇ₜₜ</td>
<td>0.85 nm·s⁻¹</td>
<td></td>
</tr>
</tbody>
</table>
Table C.8: Titanium (Grade 5) material properties used for phase uncertainty and thermomechanical model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Nominal Value</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTE</td>
<td>$\alpha$</td>
<td>9 $\mu$m$\cdot$m$^{-1}$$\cdot$K$^{-1}$</td>
<td>90 nm$\cdot$m$^{-1}$$\cdot$K$^{-1}$</td>
</tr>
<tr>
<td>Elastic Modulus</td>
<td>$E$</td>
<td>110 GPa</td>
<td>1.1 GPa</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>$\nu$</td>
<td>0.34</td>
<td>0.03</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>$k$</td>
<td>7.2 W$\cdot$m$^{-1}$$\cdot$K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Resistance</td>
<td>$R_{th}$</td>
<td>0.21 K$\cdot$W$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Specific Heat</td>
<td>$C_p$</td>
<td>565 J$\cdot$kg$^{-1}$$\cdot$K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>4420 kg$\cdot$m$^{-3}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Capacitance</td>
<td>$C_{th}$</td>
<td>33.71 J$\cdot$K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Time Constant</td>
<td>$\tau$</td>
<td>7.08 s</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Bandwidth</td>
<td>$f_T$</td>
<td>0.022 Hz</td>
<td>-</td>
</tr>
<tr>
<td>Expansion Rate</td>
<td>$\dot{z}_{CTE}$</td>
<td>0.32 nm$\cdot$s$^{-1}$</td>
<td>-</td>
</tr>
</tbody>
</table>

Table C.9: Zerodur® material properties used for phase uncertainty and thermomechanical model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Nominal Value</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTE</td>
<td>$\alpha$</td>
<td>0.07 $\mu$m$\cdot$m$^{-1}$$\cdot$K$^{-1}$</td>
<td>10 nm$\cdot$m$^{-1}$$\cdot$K$^{-1}$</td>
</tr>
<tr>
<td>Elastic Modulus</td>
<td>$E$</td>
<td>90 GPa</td>
<td>0.9 GPa</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>$\nu$</td>
<td>0.24</td>
<td>0.03</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>$k$</td>
<td>1.46 W$\cdot$m$^{-1}$$\cdot$K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Resistance</td>
<td>$R_{th}$</td>
<td>1.03 K$\cdot$W$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Specific Heat</td>
<td>$C_p$</td>
<td>800 J$\cdot$kg$^{-1}$$\cdot$K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>2530 kg$\cdot$m$^{-3}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Capacitance</td>
<td>$C_{th}$</td>
<td>27.32 J$\cdot$K$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Time Constant</td>
<td>$\tau$</td>
<td>28.1 s</td>
<td>-</td>
</tr>
<tr>
<td>Thermal Bandwidth</td>
<td>$f_T$</td>
<td>0.006 Hz</td>
<td>-</td>
</tr>
<tr>
<td>Expansion Rate</td>
<td>$\dot{z}_{CTE}$</td>
<td>0.0004 nm$\cdot$s$^{-1}$</td>
<td>-</td>
</tr>
</tbody>
</table>
Appendix D

Periodic Error Modeling

As discussed previously in Chapter 3, two types of periodic error algorithms are typically employed in displacement interferometry applications. The first type of algorithm is a periodic error measurement algorithm and the second type is a algorithm that measures and corrections period error. While many of these algorithms have been described in literature, there is very little cross comparison between algorithms. This research was performed to establish a baseline cross comparison between algorithms. Two example data sets, one with constant velocity and one with constant acceleration are used to characterize the effectiveness of each algorithm. Following that, the two correction algorithms are applied to a practical situation simulating the overlap errors in a lithography system due to periodic error.

D.1 Example Dataset Generation

Two different data sets have been generated to demonstrate the effectiveness of each algorithm. One dataset assumes a constant velocity of 13 µm·s⁻¹, which is a constant Doppler frequency shift of 41.3 Hz. The other dataset assumes a constant acceleration of 20 µm·s⁻². In both cases, a single pass interferometer was assumed. The heterodyne frequency was 1 kHz and the phase change from displacement was simulated over 1 second with 9600 data points, which is divisible by 320, specifically needed by one compensation algorithm to work properly. A lock-in amplifier based measurement technique, shown in Figure D.1, was used to simulate quadrature signals, and ultimately, obtain the phase.

![Figure D.1: Schematic of the lock-in amplifier used to generate the simulated signals. Instead of a signal reference signal (Ref) and phase locked loop as used in normal systems, digital sine and cosine signals were generated as the two reference signals.](image-url)
The split frequency, velocity, and acceleration values were chosen to simplify the computation time rather than performing the simulations using a megahertz level split frequency and higher velocities. Also, since this is theoretical research, the phase locked loop is not necessary for generating the matched sine and cosine pairs. The two digital reference signals created

\[ R_c = \cos(2\pi f_s t) \]  
\[ R_s = \sin(2\pi f_s t), \]

where \( f_s \) is the heterodyne frequency. The measurement signal with periodic errors was

\[ M = \Gamma_0 \cos(2\pi f_s t + \phi_x) + \Gamma_1 \cos(2\pi f_s t) + \Gamma_2 \cos(2\pi f_s t - \phi_x) \]

where

\[ \phi_x = \frac{2\pi x N}{\lambda} \]

and \( \Gamma_0 \) is the nominal signal amplitude, \( \Gamma_1 \) is the first order periodic error coefficient, \( \Gamma_2 \) is the second order periodic error coefficient, \( x \) is the displacement, \( N \) is the optical resolution (2), and \( \lambda \) is the laser wavelength (632.8 nm) [35]. For these data sets, \( \Gamma_0, \Gamma_1 \) and \( \Gamma_2 \) were 1, 0.026, and 0.019, respectively. Essentially, the reference sine and cosine signals are individually multiplied with the measurement signal, creating two mixed signals. The high frequency component of each signal is filter with the same two pole, low pass Butterworth filter with a cutoff frequency of 200 Hz. Finally, the phase is determined by unwrapping an arctangent function performed on the two signals. Figure D.2 shows the two generated data sets after dropping the first 1600 data points due to the initial filter effects and removing DC offsets.

Figure D.2: Simulated displacement of the two sample data sets. The one dataset assumes a constant velocity of 13 \( \mu \)m·s\(^{-1}\) and the other assumes a constant acceleration of 20 \( \mu \)m·s\(^{-2}\). These data sets have an initial section removed due to initial filter effects.

D.2 Periodic Error Measurement Algorithms

There are two typical algorithms used to measure the presence of periodic errors: a single sided Fourier amplitude spectrum and a Fourier peak separation. In these two algorithms, the periodic error value is measured but cannot be corrected. To correct periodic errors, three
typical algorithms are: the Lissajous fit, the Continuous Elliptical Compensation, and the Chu-Ray algorithm. The Lissajous Fit can correct for periodic errors but does not explicitly measure the periodic error value. Thus, the single sided Fourier amplitude spectrum is needed in conjunction with this algorithm to fully measure and correct periodic errors. The Continuous Elliptical Compensation is based on a Lissajous fitting technique, however, it has addition components making it suitable for continuous correction and updating in real-time. The third algorithm, the Chu-Ray, is an algorithm that can measure and correct for periodic errors and is designed to be implemented in real-time.

In the following sections, each of these algorithms is briefly described and are implemented on the two previously described example data sets. Following those sections, a brief summary and comparison between algorithms is discussed.

D.2.1 Single Sided Fourier Amplitude Spectrum

The single sided Fourier amplitude spectrum is arguably the simplest method to measure periodic errors if the measured phase is supposed to be linear. Once the unwrapped phase is measured, the measured displacement, $x$, can be determined by Equation D.4. A best-fit, low-order polynomial fit, $x_{\text{fit}}$, is then determined using a least squares approximation. Then, the residual error, $x_e$, is determined by taking the difference between the measured data and the polynomial fit. Since this algorithm assumes a constant sampling time and a linear displacement, the linear fit can be used to determine the fringe passing frequency, $f_s$.

First, the estimated displacement in fringes\(^1\) is determined by

$$f = \frac{N x_{\text{fit}}}{\lambda}, \quad (D.5)$$

which is essentially taking the fitted displacement and dividing by the fringe spacing ($\lambda/N$). The fringe passing frequency\(^2\) is then calculated by

$$f_s = \left| \frac{\sum_{i=2}^{n} n}{\sum_{i=2}^{n} (f_i - f_{i-1})} \right|, \quad (D.6)$$

where $n$ is the number data points in $x_{\text{fit}}$. For the constant velocity sample dataset, $f_s$ is 121.7 points per fringe. A single sided Fourier analysis is then applied to the residual error, $x_e$, where the time domain data is transferred to the frequency domain. The frequency values from the single sided Fourier analysis must be appropriately scaled using $f_s$.

D.2.2 Fourier Peak Separation

Another periodic nonlinearity measurement technique uses peak separation in the Fourier domain to measure the first and second order periodic nonlinearity [35]. Similar to the single sided Fourier analysis, the Fourier peak separation is intended for situations where the velocity is constant. From Equation D.3, measured interference signal contains three different frequency components $(f_s + f_d)$, $(f_s)$, and $(f_s - f_d)$, where $f_s$ is the nominal

\(^1\)A fringe in this analysis is defined as the normalized displacement causing a $2\pi$ phase change in the measured signal. As the phase changes from 0 to $2\pi$, the displacement in fringes is 0 to 1.

\(^2\)The units of fringe passing frequency is points per fringe of displacement. This is akin to frequency but rather than based on time, this is based on length.
heterodyne frequency and \( f_d \) is the measured frequency shift due the Doppler frequency. When the Doppler frequency is constant from a constant velocity motion, the amplitudes of the three peaks in the frequency domain are used to determine the amount of periodic nonlinearity.

From Vivek and Patterson [35], the maximum phase error from the first order periodic nonlinearity occurs when
\[
\phi_{e,1} \approx \frac{\Gamma_1}{\Gamma_0} \sin (\Delta \phi_x).
\] (D.7)

Likewise, the maximum second order periodic nonlinearity occurs when
\[
\phi_{e,2} \approx \frac{\Gamma_2}{\Gamma_0} \sin (2\Delta \phi_x).
\] (D.8)

In both cases, it is assumed the first and second order periodic error amplitudes are much smaller than the nominal signal amplitude (\( \Gamma_0 \gg \Gamma_1, \Gamma_2 \)). The total first and second order periodic nonlinearity values can then be determined by
\[
L_{e,1} = \text{range} \left( \frac{\phi_{e,1} \lambda}{4\pi N} \right) \quad \text{and}
\] (D.9)
\[
L_{e,2} = \text{range} \left( \frac{\phi_{e,2} \lambda}{4\pi N} \right), \quad \text{where}
\] (D.10)
\[
\text{range} (A) = \max (A) - \min (A).
\] (D.11)

Figure D.3 shows the peak separation for the constant velocity dataset which has calculated periodic errors of 2.0 nm and 1.1 nm, first and second order, respectively. This differs slightly from single sided amplitude spectrum results (1.9 nm and 0.9 nm, respectively).

**Figure D.3:** Peak separation in the frequency domain from the original measurement signal (M) and one of the reference signals (Rc). The measurement signal splits into three different peak, which (left to right) are the main measurement signal, first order error, and second order error. The magnitude of peaks is then used to determine the periodic error amplitude.

### D.2.3 Lissajous Compensation

Lissajous compensation involves fitting an ellipse to the quadrature outputs of a lock-in amplifier and using those fitted parameters to correct the data post-process. As
shown shortly, this process is computationally difficult but could be suitable for stability measurements because only measurement, not control is necessary. This means the corrected data does not need to be generated in real-time.

From Figure D.1, the measurement signal is multiplied by a sine and a cosine signal with the same frequency in the lock-in amplifier. After the two multipliers, the two signals are

\[
I = \cos(2\pi f_s t) [\Gamma_0 \cos(2\pi f_s t + \phi_s) + \Gamma_1 \cos(2\pi f_s t - \phi_s)] \quad \text{and (D.12)}
\]

\[
Q = \sin(2\pi f_s t) [\Gamma_0 \cos(2\pi f_s t + \phi_s) + \Gamma_1 \cos(2\pi f_s t) + \Gamma_2 \cos(2\pi f_s t - \phi_s)]. \quad \text{(D.13)}
\]

These signals are then low pass filtered, which simplify to

\[
I = \frac{1 + \Gamma_2}{2} \cos(\phi_s) + \frac{\Gamma_1}{2} \quad \text{and (D.14)}
\]

\[
Q = -\frac{1 - \Gamma_2}{2} \sin(\phi_s), \quad \text{(D.15)}
\]

where \(\Gamma_1\) and \(\Gamma_2\) are the first and second order periodic error coefficients [36]. When no periodic errors are present, plotting \(I\) versus \(Q\) results in a circle, as shown in Figure D.4a. However, when periodic errors are present, the plot of \(I\) versus \(Q\) results in a tilted ellipse, also shown in Figure D.4a. The general form of Equations D.14 and D.15, including errors from the lock-in amplifier technique are

\[
I_g = a \cos(\phi_s + \varphi) + I_o \quad \text{and (D.16)}
\]

\[
Q_g = b \sin(\phi_s) + Q_o, \quad \text{(D.17)}
\]

where \(a, b, \varphi, I_o,\) and \(Q_o\) are all fitted parameters. These parameters are shown in Figure D.4b in conjunction with the tilted ellipse.

One way to solve for these parameters is to employ a least squares approximation to a generalized ellipse in conic form. Once those parameters are determined from the least
squares fit, the parameters from Equations D.16 and D.17 can be determined. The fitting process involves many computation steps and transformations. Table D.1 shows the fitted parameters for the two data sets from Equations D.16 and D.17. Although the input periodic error amplitudes, $\Gamma_1$ and $\Gamma_2$ are the same for both data sets, the filtering and delay changes cause errors between the respective fitting parameters. Once the Lissajous fit parameters are determined, compensated phase from Eom, et al. [36] is

$$\phi_c = \arctan \left( \frac{\cos(\varphi)}{\sin(\varphi) + \frac{b(I-I_o)}{a(Q-Q_o)}} \right), \tag{D.18}$$

### D.2.4 Continuous Elliptical Compensation

The continuous elliptical compensation technique is an extension of the Lissajous compensation technique. This algorithm, also by Eom, et al. [40], is designed to use an occasional Lissajous fit on the data to continuously corrects for periodic error. This technique has several advantages because it can be used to update data in real time and the algorithm can adjust to changing periodic error. However, this technique still uses the same time consuming Lissajous fitting technique to determine the periodic error coefficients.

The principle of the algorithm is the same as with the Lissajous fit. The quadrature signals obtained from the lock-in amplifier are modified using fitted parameters to correct for periodic errors. One of the quadrature signals is corrected using a multiplier determined after obtaining the initial Lissajous fit parameters ($a$, $b$, and $\varphi$). The multiplier constant, $V$, is calculated by

$$V = \frac{10a}{b} \sin(\varphi) + 5. \tag{D.19}$$

Once the multiplier constant is determined, one of the quadrature signals, $I$, can be corrected by

$$I_c = \frac{b \left( (0.1V - 0.5)Q + I \right)}{a \cos(\varphi)}, \tag{D.20}$$

where $I_c$ is the corrected quadrature signal and $I$ and $Q$ are the original quadrature signals. The corrected length, $L_c$, is then determined by

$$L_c = \frac{\lambda}{2\pi N} \arctan \left( \frac{I_c}{Q} \right). \tag{D.21}$$

**Table D.1: Lissajous fit parameters for the two data sets.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Linear Dataset</th>
<th>Nonlinear Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.347</td>
<td>0.452</td>
</tr>
<tr>
<td>$b$</td>
<td>0.341</td>
<td>0.453</td>
</tr>
<tr>
<td>$\varphi$ [rad]</td>
<td>0.033</td>
<td>0.057</td>
</tr>
<tr>
<td>$I_o$</td>
<td>0.011</td>
<td>-0.013</td>
</tr>
<tr>
<td>$Q_o$</td>
<td>0.0065</td>
<td>-0.030</td>
</tr>
</tbody>
</table>
where the corrected length, \( L_c \), is then calculated by \( \frac{\Delta \phi}{2\pi N} \). In these calculations, the fitting and compensation algorithm was implemented in Matlab. The first 320 data points of \( I \) and \( Q \) were used to determine the fitting parameters and the multiplier constant \( V \) and the compensated quadrature signal \( I_c \). The phase was then calculated using \( I_c \) and \( Q \). The algorithm then proceeds to the next set of 320 data points, where a new \( V \) is determined, along with a new compensated quadrature signal \( I_c \). This proceeds until the data set is complete, where a matrix of phase data is used to determine the compensated length. The phase is then unwrapped and multiplied by a constant to determine the compensated length.

As with the original Lissajous compensation, the continuous elliptical compensation needs an additional measurement algorithm to determine the periodic errors. Once again the single sided Fourier amplitude spectrum is used on \( L_c \) to determine the periodic errors.

### D.2.5 Chu-Ray Algorithm

The Chu-Ray algorithm \([41]\) is designed to correct for periodic errors in real-time using simple look-up tables and shift registers which can be implemented using a field programmable gate array (FPGA). The algorithm is not explained in detail here, however, the reader is directed to authors’ original papers \([41, 62]\).

In summary, over relatively short displacements (several fringes) for relatively smooth displacements, the length change can be described by

\[
\Delta L = A x^2 + B x + C + \alpha_1 \cos (2\pi \phi_x) + \beta_1 \sin (2\pi \phi_x) + \alpha_2 \cos (4\pi \phi_x) + \beta_2 \sin (4\pi \phi_x),
\]

(D.22)

where \( x \) is the measured displacement from the phase, \( A, B, \) and \( C \) are polynomial coefficients for the overall motion profile, \( \phi_x \) is the measured phase, \( \alpha_{1,2} \) are the amplitude coefficients for the first and second order cosine fit, and \( \beta_{1,2} \) are the amplitude coefficients for the first and second order sine fit. Since Equation D.22 has seven unknown parameters that must be determined, this is cumbersome to solve in real-time. However, Equation D.22 can be simplified into two separate equations, each with the same form with only five terms; three terms for the gross displacement and two terms for the periodic error compensation. Then, the algorithm can be simplified to operate in real-time.

The algorithm takes the first 320 data points and compensates for the first order periodic error. During the next 320 data points, the original 320 data points are further compensated for the second order periodic error, while the current 320 data points are corrected for the first order periodic error. Thus, there is a lag of 640 data points before the algorithm is compensating for both first and second order periodic errors. Additionally, the displacement during the 320 data points must be greater than one fringe, otherwise, the previous compensation values are used and the current ones are discarded.

### D.2.6 Simulation Results

Figure D.5a shows the residual error as a function of fitted fringes for the original constant velocity data set and the residual error after compensating using the Lissajous fit, continuous elliptical compensation, and the Chu-Ray algorithm. The residual error from the original displacement is 4.5 nm pk-pk, resulting from 1.9 nm first order error and 0.9 nm second order error. This is closely matched to the periodic error determined by the Fourier peak analysis, showing 2.0 nm and 1.1 nm, respectively.
The residual error after performing the Lissajous fit showed the first order error decreased to 0.9 nm and the second order error was largely eliminated, as showing in Figure D.5a. The Chu-Ray algorithm and the continuous elliptical compensation both showed significant improvement over the original residual error. The Chu-Ray algorithm shows the two steps needed for full compensation, whereas the continuous elliptical compensation showed a low amplitude, high frequency error which can be reduced with a model’s low pass filter.

The single sided amplitude spectrum showed a significant reduction in periodic nonlinearity from the original data set. The peaks using the Chu-Ray algorithm are less well defined and have less amplitude. The peaks in the continuous elliptical compensation were significantly lower and are below the 10 pm threshold in Figure D.6.

When the motion is nonlinear, as is in the constant acceleration data sets, the residual error shows some slight differences from the linear example. The residual error for the original constant acceleration data set and after compensating with the three algorithms is shown in Figure D.6. The original data set shows the same periodic nonlinearity as in the linear example. The Lissajous fit shows a slight reduction in amplitude at low frequencies but the amplitude increases to higher amplitudes as the velocity increases. Also, there is an overall waviness or low-frequency component which is not in the original signal. This

Figure D.5: (a) Residual error after removing the best fit linear line from the original, Lissajous fitted, continuous elliptical compensation, and Chu-Ray algorithm data. The periodic error is significantly reduced for the Chu-Ray and Elliptical compensation algorithms. (b) Single sided Fourier amplitude spectrum of the residual error in (a). The continuous elliptical compensation amplitude is well below the 10 pm amplitude limit of the plot.
is due to an imperfect fit because of the near zero velocity at the start of the simulation. The Chu-Ray algorithm and continuous elliptical compensation show similar trends to their previous linear example.

![Error vs Time Graph](image)

**Figure D.6:** Residual error after removing the best fit, second order polynomial from the original constant acceleration data set and after correcting using the Lissajous fit, the continuous elliptical compensation, and the Chu-Ray algorithm.

### D.2.7 Simulations for High Speed Stages

In lithography systems, the image overlay error between the mask and the wafer is a critical parameter to reduce. Reducing the overlay error between subsequent layers in a chip means smaller linewidths can be achieved and more functions can be placed with a higher density. In this research, the effect of periodic nonlinearity in interferometers and the overall optical design on the overlay error used for feedback on the wafer stages was investigated and estimated. Two different measure-and-correct algorithms were simulated for characterizing and compensating the periodic nonlinearity under estimated operating conditions. Also, interferometer design parameters such as heterodyne split frequency and sampling frequency are considered.

The simulation parameters were estimated from a lithography tool projecting a 26 mm wide slit and scanning a distance of 33 mm at a constant speed of 600 mm/s and a maximum stage acceleration of 35 m/s$^2$. At this velocity and acceleration, the wafer stage has a position and velocity profile similar to the profile shown in Figure D.7, where two consecutive dies scans are shown. In these simulations, a four pass Michelson plane mirror interferometer is used to measure the displacement. A schematic of the interferometer and electronics is shown in Figure D.8. The measurement and reference signals are sent to a digital lock-in amplifier to measure the phase. Both signals are band-pass filtered to remove aliasing and DC intensity fluctuations. Matching sine and cosine signals are generated from the reference signal using a phase locked loop. Two multipliers are used, mixing a sine and a cosine reference signal with the measured signal. Low pass filters remove the high frequency components, generating quadrature signals (X,Y) for the continuous elliptical fit [40]. The quadrature signals are also sent to an arctangent function, which computes the phase ($\phi$) after unwrapping. This is then used for the Chu-Ray compensation algorithm [41].

From Figure D.9, it is clear there are several unwanted signals in the measurement bandwidth as a function of stage velocity. If the split frequency is too low, the doppler shift...
D.2 Periodic Error Measurement Algorithms

Figure D.7: Profiles for the stage position (blue) and velocity (red) in the scanning and slit directions while scanning two consecutive dies. The slit direction is held at a constant position while the wafer is scanned.

Figure D.8: Schematic of a plane mirror interferometer measuring the wafer stage scanning motion axis (not to scale). An individual die is illuminated and then the stage shifts in the orthogonal direction, while reversing the scan direction. The signals are then sent to a digital lock-in amplifier and controller.

induced frequency change will pass through zero frequency, causing a direction ambiguity. Additionally, when a negative doppler shift occurs, there can be multiple harmonics in the measurement bandwidth. Also, there is first and second order periodic nonlinear where the former occurs at the split frequency ($f_s$) and the latter is mirrored from the main frequency shift with respect to the split frequency.

Figure D.9: Signals in the measurement bandwidth as a function of velocity for a 10 MHz heterodyne frequency. The main measurement signal sweeps from approximately 4 MHz to 16 MHz with several harmonics and 1st and 2nd order periodic components in the measurement bandwidth.
When determining the optical system specifications, there are several user controlled variables. The laser split frequency \((f_s)\) can be chosen to shift the overall measurement bandwidth. The bandpass filter should be selected to limit aliasing and slow amplitude fluctuations while also accommodating the measurement frequency range. A higher sampling frequency \((F_s)\) can be chosen with the tradeoff of less resolution (typically). The laser power can be increased to reduce noise at the detector. The periodic nonlinearity from frequency mixing should be reduced to also limit errors.

The source of periodic nonlinearity has been widely investigated and alignment techniques have been proposed for limiting periodic nonlinearity. In these simulations, the periodic errors were modeled as described by Wu [146]. Additionally, there are several algorithms for either measurement or measurement-and-correction of periodic nonlinearity. Assessing periodic nonlinearity and the interplay between other error sources and optical design parameters is important in displacement interferometry. Additionally, this investigation is simulated situations which mimic the practical application. This is particular to the controller design because the phasemeter updates at a much higher rate than the controller. A typical phasemeter must update at megahertz rates while a controller will typically run at 20 kHz with a mechanical bandwidth limit of 300 Hz. Thus, it is important to see how this downsampling will affect the measurement for the controller.

There are three main algorithms used in this investigation. The first algorithm is only used for characterizing the nonlinearity amplitude when the motion is linear. After detrending the main displacement, a single sided Fourier amplitude spectrum is calculated on the residual error. If the frequency axis is appropriately scaled for displacement (or fringes), the single sided amplitude spectrum can be used to detect the amplitude of periodic errors, either those fundamental to the interferometer or those due to stage motions. The second algorithm used is a continuous elliptical compensation algorithm by Eom, et al. [40], which is based on their Lissajous fitting algorithm [36]. The last algorithm used in this work is the Chu-Ray algorithm for first and second order periodic non-linearity correction [41].

**Simulation Results**

Simulations were performed assuming different heterodyne frequencies, different sampling rates, and varying levels of periodic nonlinearity. The complete profile from the start of the acceleration in the scan direction to half way through the scan. This was chosen because the rapid acceleration in the scan direction and deceleration in the slit direction combined with the periodic errors may affect the overall alignment. The alignment error is this paper is deviation from the ideal path assuming no periodic errors. The alignment error was determined by simulating a nominal displacement profile and also the simulated values after correcting with the two algorithms. The simulated measurements were then downsampled to 20 kHz where the offset, noise level (standard deviation), and error range was calculated.

**20 MHz Split Frequency**

Displacement interferometers often have a heterodyne frequency of 20 MHz because it is a high enough frequency to account for, a high stage velocity in both directions. The sampling frequency was 130 MHz, which was 5× the highest doppler frequency shift. Because the stage speed is high and the controller bandwidth is low in comparison, the direct periodic errors in the scan direction are not seen. However, there was a consistently increasing
offset as a function of periodic error amplitude, as shown in Figure D.10. The uncorrected measurements also showed significant noise and a high range of errors, although these were at frequencies much higher than the mechanical bandwidth of 300 Hz and can be reduced with proper filtering. The results are similar for the slit direction where there was little noise added from the algorithms but an increasing offset as a function of periodic error amplitude. The offset error in the slit direction was approximately half the offset error in the scan direction. In both directions, the periodic error correction algorithms reduced the noise and range of the error but did not reduce offset error. In the high periodic nonlinearity case, the correction algorithms increased this error in the slit direction.

Figure D.10: Offset error from the ideal path during illumination for the scan and slit directions assuming a 20 MHz heterodyne frequency with a 130 MHz sampling frequency. The simulations were nominally the same between positive doppler shifting (black) and negative doppler shifting (grey). In each case, the two periodic error algorithms did not compensate this offset and made the error worse for higher periodic error amplitudes. (Amplitude [nm], 1st(2nd); A, 0.25(0.1); B, 0.5(0.18); C, 0.75(0.27); D, (0.35); E, 1.25(0.45); F, 1.25(0.55); G, 1.25(0.63); H, 1.25(.73); I 2.5(1.12) )

10 MHz Split Frequency

Since the doppler frequency shift is at most 7 MHz, it is possible to use a 10 MHz heterodyne frequency without passing through zero frequency. Also, because the highest measured frequency is around 17 MHz, the requirements for the sampling frequency can be reduce 80 MHz while still having 5 points per cycle at the highest frequencies.

The same simulations for a 20 MHz heterodyne frequency were performed assuming a 10 MHz heterodyne frequency and an 80 MHz sampling rate. These results, shown in Figure D.11a, had a similar trend for the scan direction compared to the 20 MHz results. However, in the slit direction, the results has a different trend where the periodic error correction algorithms increased the offset error.

The slower split frequency also allowed for a higher sampling frequency than in the 20 MHz case. The same simulations were repeated, but this time with a sampling frequency of 112 MHz, as shown in Figure D.11b. The effect of the higher sampling frequency is quite clear in the slit direction. The uncorrected results showed a significant offset, while the corrected results show a similar trend to the previous 10 MHz case. Also, the magnitude of the offset error is slightly more with a higher sampling frequency.
These simulations show there is a coupled effect between the offset error and the amount of periodic nonlinearity in the measurement system. This offset error increase with increased periodic nonlinearity and will ultimately contribute uncertainty to the overlay error in the lithography tool. The difference in heterodyne frequency in the system had little effect on this offset error but the sensitivity to sampling frequency effects suggest this could an aliased or spurious signal in the desired measurement band. In these simulations, this was accounted for, thus it is not quite clear what causes this effect. In each of the simulations, both periodic nonlinearity algorithms reduced the pk-pk error and the noise level when compared to uncorrected measurements. The Chu-Ray algorithm had pk-pk errors and noise levels that were approximately twice the values obtained after correcting using the continuous elliptical fit. In most cases, the pk-pk error was less than 0.5 nm and the noise level was approximately 0.1 nm, typically the resolution of a commercial phasemeter.
D.3 Algorithm Summary

These simulations show two distinct results which are undesirable for stability measurements. The first result is the measured displacement should be linear or close to linear for the these algorithms to properly measure or compensate. This is especially for the continuous elliptical compensation, which showed the largest reduction in the periodic error. When the displacement was linear, the periodic error was near zero after using this compensation technique. However, when the displacement was nonlinear, the periodic error was not zero, although it was still better than using the Lissajous compensation. In dimensional stability measurements, the measured displacement is assumed to be nonlinear which reduce the effectiveness of algorithm-based periodic error compensation.

The second distinct result from these simulations is the total displacement during a measurement or compensation period should be greater than one fringe (or more), to properly measure or compensate periodic errors. If there is less than one fringe of displacement, the measurement algorithms have difficulty measuring the periodic error because the sampling frequency is less than the displacement frequency. This is because these algorithms use a Fourier domain analysis which a full fringe of displacement is needed to measure a complete cycle.

In the case of the Lissajous fit, and its extension, the Continuous Elliptical Compensation, a small displacement means the fitted ellipse can show up as a hyperbole or a parabola, which is not enclosed and limits the feasibility of the algorithms. The Chu-Ray algorithm needs at least a complete cycle (at least one fringe) to properly determining the correction parameters.

From this analysis, it is clear that removing periodic errors already present in stability measurements is difficult and prone to errors and improper correction. Thus, an interferometer designed for stability measurements should be designed to have no source mixing and no mixed polarization states to significantly reduce the chance for periodic errors. Another consideration is to implement a constant velocity scan greater than one fringe, which will then allow for a compensation technique to be implemented. This, however, may introduce an instability because a modulating component is needed and it may create an imbalance in the system. The following sections detail interferometer designs which are specifically designed to mitigate source mixing and periodic errors. From these examples, several interferometer design adaptions will be considered for a stability measuring interferometer.
Appendix E

Fabry-Pérot Interferometry

A Fabry-Pérot cavity consists of two highly reflecting surfaces, typically one flat and one concave mirror, which helps create multiple interferences. The input light passes through the first mirror and reflects off the second mirror and travels back to the first mirror. When the light hits the first mirror, a portion is transmitted but the majority is reflected. The reflected portion passes back through the cavity and reflects off the second mirror again. This is repeated until the light finally exits the cavity.

If a continuous laser source is used, then light will be added to the cavity continuously and multiple interferences occur prior to exiting. If the cavity length matches the frequency of the input light, then the multiple interferences create constructive interference. Conversely, if the cavity length does not match the frequency of the light, destructive interference occurs.

The multiple passes in a Fabry-Pérot cavity make it highly sensitive to laser frequency changes, refractive index changes, and cavity length changes. A standard Fabry interferometer configuration uses a tunable laser to lock to the Fabry-Pérot resonance peak and the frequency shift is measured when one cavity mirror is moved [96–99]. From this, the displacement can be calculated using the nominal cavity length and the calibrated optical frequency. In principle, a tunable laser source and a stabilized optical frequency standard are necessary to measure the frequency shifts in Fabry-Pérot interferometry.

An external cavity diode laser (ECDL) with 635 nm wavelength is an attractive, tunable source due to its wide tunable range (10 nm) and its narrow linewidth. The frequency shift can be measured with an iodine stabilized He-Ne laser up to a few tens of gigahertz, which is dependent on the bandwidth of the photodetector used. Thus, the displacement can be measured continuously without any fly back states in the range of a few micrometers [98]. Alternatively, if the cavity is dimensionally stable, refractive index changes can be measured using the same technique. However, using an ECDL is a costly solution and standard HeNe laser tube is more attractive because of its low cost and high reliability.

The major drawback from using HeNe lasers is that the tunable range of the HeNe laser is rather narrow, only approximately 1.5 GHz. In this case, the free spectral range of the Fabry-Pérot cavity should be narrower than the gain bandwidth of the HeNe laser [97]. However, this leads to using long cavities because of the narrow bandwidth, which are undesirable.
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because they decrease the stability of the system caused by mechanical vibrations, laser frequency instabilities, and refractive index changes [98].

If a Fabry-Pérot based system is used for refractive index measurements, it must have a stable reference cavity. This is an issue for this research because a major assumption of this work is all components will have some dimensional instability over time. Therefore, a smaller cavity is more desirable because thermal effects are reduced. However, a longer cavity is more desirable because the increased sensitivity for the Fabry-Pérot interferometer.

The following sections detail several Fabry-Pérot interferometer configurations including several novel designs to reduce the physical cavity length but increase the effective cavity length. There are two standard Fabry-Pérot interferometers, one based on a reflecting cavity and the other based on a transmitting cavity. The transmitting cavity design was presented in Chapter 4. Thus, only the reflecting cavity is presented here. Then, a folded configuration and a quarter wave plate based configuration are discussed. Finally, a combination system, the folded, QWP-based Fabry-Pérot interferometer is shown.

### E.1 Reflectance Fabry-Pérot Interferometer

A schematic of the traditional reflectance Fabry-Pérot interferometer is shown in Figure E.1. In this interferometer, a HeNe laser tube is locked to the resonance peak of the Fabry-Pérot cavity. The beam from the HeNe laser passes through an optical isolator to ensure back reflecting beams do not destabilize the laser. Then a portion, usually 4%, is split from the HeNe laser using a beam sampler (bs). The beam is then phase modulated using an electro-optic modulator, which is used for the PDH locking technique [102]. After passing through a 50% beamsplitter, the beam enters the Fabry-Pérot cavity of length, $L$, consisting of two mirrors, $M_1$ and $M_2$, with reflectances $R_1$ and $R_2$, respectively. The measurement beam passes back through $M_1$, where it reflects off the beamsplitter and is detected with a photodiode.

![Figure E.1: Optical configuration of a reflectance Fabry-Pérot interferometer. The output beam from the cavity exits the same place where it entered.](image-url)

The portion split from the beam sampler travels to another 50% beamsplitter where it interferes with a frequency stabilized laser and is detected with an avalanche photodiode. When the resonance peak is detected with the photodiode, a lock-in amplifier can be used to determine the derivative of the peak using the electro-optic modulator’s phase modulation. This creates a servo signal to control the HeNe laser to stabilize the laser frequency relative...
to the cavity length. Once the peak is locked, the cavity length change and the refractive index change in the cavity is transferred to laser frequency modulations which are detected by the frequency change detected by avalanche photodiode.

The signal exiting the Fabry-Pérot cavity is

\[
(FP_R) = t_1^2 r_2 e^{2ikL} + t_1^2 r_1 r_2^2 e^{4ikL} + t_1^2 r_1^2 r_2^3 e^{6ikL} + t_1^2 r_1^3 r_2^4 e^{8ikL} + \cdots \tag{E.1}
\]

\[
= t_1^2 r_2 e^{2ikL} \sum_{p=0}^{\infty} r_1^p r_2^{p+1} e^{2pikL}, \tag{E.2}
\]

where \( t_1 \) is the electric field transmission coefficient for \( M_1 \), \( r_{1,2} \) are the electric field reflectance coefficients for \( M_1 \) and \( M_2 \), respectively, \( k \) is the wavenumber \((\lambda/2\pi\eta)\), \( L \) is the cavity length and \( p \) is the cavity pass number. Equation E.2 is a geometric series of the form

\[
y = a + ax + ax^2 + ax^3 + \cdots \tag{E.3}
\]

\[
= \sum_{p=0}^{\infty} ax^p, \tag{E.4}
\]

whose sum converges to a solution, providing \( x \) is less than one. The sum of Equation E.4 is

\[
y_\Sigma = \frac{a}{1 - x}. \tag{E.5}
\]

Applying Equation E.5 to Equation E.2 yields

\[
(FP_R)_\Sigma = \frac{t_1^2 r_2 e^{2ikL}}{1 - r_1 r_2 e^{2ikL}}. \tag{E.6}
\]

The total intensity of the light exiting the reflecting Fabry-Pérot, \( I_{FP,R} \) is \( (FP_R)_\Sigma (FP_R)_\Sigma \). Thus, the gain can be simplified to

\[
\frac{I_{FP,R}}{I_i} = \frac{T_1^2 R_2}{(1 + R_1 R_2) - 2 \sqrt{R_1 R_2} \cos (2kL)}, \tag{E.7}
\]

where \( I_i \) is the input intensity, \( T_1 \) is the intensity transmission coefficient for \( M_1 \) and \( R_{1,2} \) are the intensity reflectance coefficients for for \( M_1 \) and \( M_2 \), respectively. Figure E.2 shows the cavity gain as a function of cavity displacement, where \( R_1 \) is 99\%, \( T_1 \) is \((1-T_1)\), and \( R_2 \) is 100\%. This is assumed to be the ideal case. For the complete system, shown in Figure E.1, there are more components which affect the measured intensity from the reflecting Fabry-Pérot. The intensity of the complete reflecting Fabry-Pérot detected by the photodiode is

\[
I_{sys,R} = T_{OI} T_{bs} T_{EOM} T_{BS} R_{BS} (R_1 + I_{FP,R}) I_i, \tag{E.8}
\]

where \( R_1 \) is reflective intensity coefficient of \( M_1 \), \( T_{OI} \) is the optical isolator intensity transmission coefficient, \( T_{bs} \) is the beam sampler intensity transmission coefficient, \( T_{EOM} \) is the electro-optic modulator intensity transmission coefficient, and \( T_{BS}, R_{BS} \) are the beamsplitter transmission and reflectance intensity coefficients. If an ideal case is assumed, then \( T_{OI} \) is 90\%, \( T_{bs} \) is 96\%, \( T_{EOM} \) is 90\%, \( T_{BS} \) is 50\%, and \( R_{BS} \) is 50\%. Figure E.2 also shows the system gain as a function of cavity displacement, where \( R_1 \) is 1-T_1.
Figure E.2: Ideal gain of the reflectance Fabry-Pérot cavity and system as a function of cavity displacement. The system includes modest losses in components before and after the Fabry-Pérot Cavity. The system plot is offset in the X-axis for clarity. The system has a DC offset from a high power back beam.

The reflecting Fabry-Pérot cavity has an ideal gain near four when the cavity displaces $\lambda/2$. However, when the full system is considered, the range drops to near one, where 75% of the drop occurs from passing through the 50% beamsplitter twice. The remaining 5% drop is from the other optical elements. In addition to the drop in peak height, the DC offset is increased. This is from the input beam reflectance off $M_1$.

Another important aspect to consider in Fabry-Pérot interferometry is the stringent requirements on reflectance and transmission coefficients for components. Figure E.2 assumed the reflectivity of $M_1$ was 99% and $M_2$ was 100%, which is considered ideal. However, as the reflectance decreases, the Fabry-Pérot gain drops dramatically. This is shown in Figure E.3 where $R_1$ is the value listed and $R_2$ is 100%.

Figure E.3: Close-up of a single resonance peak of the (a) cavity and (b) system in the reflectance Fabry-Pérot interferometer. These values are from a numerical simulation where $M_1$ has the value listed and $M_2$ has 100% reflectance.

The largest contributor to the overall system deficiency is the losses in the 50% beamsplitter. Because the measurement signal passes through it twice, there is a 75% drop in intensity at minimum. This will be further decreased because beamsplitters usually have an efficiency around 45%, which drops the efficiency another 5% to 20%. There are two ways to mitigate this problem. The first method is to assume the input beam is vertically
polarized and the 50% beamsplitter is replaced by a polarizing beamsplitter. By placing a quarter wave plate between the polarizing beam splitter and the Fabry-Pérot cavity, the measurement beam travels back to the polarizing beam splitter with a horizontal polarization state. This is due to passing through the quarter wave plate twice, once on the way to the cavity and once on the way back from the cavity.

This configuration improves the overall efficiency, but there is still an issue with the beam initially reflected from $M_1$. This back reflected beam also benefits from the increased efficiency, which adds a high DC offset into the measurement. Detectors in Fabry-Pérot interferometers usually have a very high gain to increase the $Q$ (gain factor). Since both the offset and the measurement signal get amplified by the same amount, the $Q$ is not enhanced by an increased detector gain. Thus, a transmission Fabry-Pérot interferometer is typically used instead.

### E.2 QWP Fabry-Pérot Interferometer

A schematic of the QWP Fabry-Pérot interferometer is shown in Figure E.4. In this system the light passing through the electro-optic modulator is assumed to be vertically polarized, which in this case means it will pass through the polarizing beamsplitter. The cavity consists of a quarter wave plate with a highly reflective coating on one surface and a mirror, spaced $L$ distance apart.

![Figure E.4: Optical configuration of a Fabry-Pérot interferometer using a QWP with a mirror coating to create multiple polarization states. Since a polarizing beamsplitter is used, only horizontally polarized beams are detected, which means the beams must travel the Fabry-Pérot cavity twice before being detected.](image)

The back beam incident on the mirror-coated quarter wave plate has the same polarization state as its input, thus, it passes back through the polarizing beamsplitter and does not get detected. The first cavity pass rotates the polarization state $90^\circ$ because the beam passes through the quarter wave plate twice. When a portion transmits through the quarter wave plate, it reflects off the polarizing beamsplitter and gets detected. The second pass rotates the polarization state another $90^\circ$, which means the transmitted portion passes through the polarizing beamsplitter and does not get detected. This polarization rotation means the cavity appear to have a length of $2L$, thus the output beam phase changes with $4kL$. 
The mathematical representation of the QWP Fabry-Pérot cavity is

\[
(FP_Q) = q_r M + q_r^2 e^{2ikL} Q_+ \sum_{p=0}^{\infty} r_p^2 q_r^p e^{Aikp} + q_t^2 r_t e^{Aikp} Q_\parallel \sum_{p=0}^{\infty} r_p^2 q_r^p e^{Aikp+\pi},
\]  
(E.9)

where

\[
M = \begin{bmatrix}
1 & 0 \\
0 & -1 \\
\end{bmatrix},
\]

\[
Q_+ = \sum_{p=0}^{\infty} q_{abs}^{4p+2} \begin{bmatrix}
\cos^2 \gamma + e^{i(4p+2)(\gamma/2+\gamma_q)} \sin^2 \gamma \\
1 - e^{i(4p+2)(\gamma/2+\gamma_q)} \cos \gamma \sin \gamma \\
\end{bmatrix},
\]

\[
Q_\parallel = \sum_{p=0}^{\infty} q_{abs}^{4p+4} \begin{bmatrix}
\cos^2 \gamma + e^{i(4p+4)(\gamma/2+\gamma_q)} \sin^2 \gamma \\
1 - e^{i(4p+4)(\gamma/2+\gamma_q)} \cos \gamma \sin \gamma \\
\end{bmatrix},
\]

\[
E_\parallel \text{ and } E_\perp \\
\]

\[
E_{o} = T_{OIT_{bs}T_{EOM}} (PBS_r) (FP_Q) (PBS_t) E_{i},
\]

where \((PBS_r,t)\) are the reflectance and transmission Jones matrices for the polarizing beamsplitter and \(E_i\) is a 2x1 input electric field Jones matrix. The total detected electric field in Jones matrix form is

\[
E_o = \begin{bmatrix}
\alpha_{1,||} & 0 \\
0 & \alpha_{2,||} \\
\end{bmatrix}
\]

and

\[
E_o = \begin{bmatrix}
\alpha_{2,\perp} & 0 \\
0 & \alpha_{1,\perp} \\
\end{bmatrix},
\]

respectively, where \(\alpha_{1,||}\) and \(\alpha_{2,||}\) is the transmission coefficients for the vertical and horizontal polarization states and \(\alpha_{1,\perp}\) and \(\alpha_{2,\perp}\) are the reflectance coefficients for the horizontal and vertical polarization states.

The ideal scenario is when \(\alpha_{1,||} = \alpha_{1,\perp} = q_{abs} = 1, \alpha_{2,||} = \alpha_{2,\perp} = \gamma_q = 0, \gamma = p/2\), and \(q_{abs}\) is \((1 - 0.25\%)\). The quarter wave plate absorption coefficient is from an assumed anti-reflection coating on the surface. When this occurs, Equation E.10 simplifies to

\[
E_o = T_{OIT_{bs}T_{EOM}} \begin{bmatrix}
0 & 0 \\
0 & 1 \\
\end{bmatrix} \begin{bmatrix}
0 \\
\frac{q_r^4 q_{abs}^2 e^{2ikL}}{1 - r_t^2 q_r^4 q_{abs}^2 e^{4ikL}} \\
0 \\
\end{bmatrix} \begin{bmatrix}
1 & 0 \\
0 & 1 \\
\end{bmatrix} E_i,
\]

(E.14)
Thus, in the ideal case, the total Fabry-Pérot cavity and systems gains are

\[
\frac{I_{FP,Q}}{I_i} = \frac{Q_i^2 R Q_{abs}^2}{1 + R^2 Q_i^2 Q_{abs}^2 - 2 R Q_i Q_{abs} \cos(4kL)}
\]

and

\[
\frac{I_{FP,Q}}{I_i} = \frac{T_{Qf} T_{bs} T_{EOM} Q_i^2 R Q_{abs}^2}{1 + R^2 Q_i^2 Q_{abs}^2 - 2 R Q_i Q_{abs} \cos(4kL)} \tag{E.16}
\]

respectively. The best-case scenario is when \( R \) is 100\%, \( Q_r \) is 99\%, and \( Q_{abs} \) is 99.75\%, which is considered the highest transmission possible with a properly designed anti-reflection coating. Figure E.5 shows the cavity and system gains as a function of cavity length change.

![Figure E.5: Ideal gain of the QWP Fabry-Pérot cavity and system as a function of cavity displacement. The system includes modest losses in components before the Fabry-Pérot cavity. The system plot is offset in the X-axis for clarity. This cavity has twice as many peak per displacement as the reflectance and transmission Fabry-Pérot interferometers.](image)

Because of the added losses in the quarter wave plate, the peak intensity for both the cavity and system is less than in the transmission Fabry-Pérot. However, the quarter wave plate effectively doubles the cavity length, which means the resonance peaks occur twice as often as in the transmission Fabry-Pérot.

As with the transmission and reflectance Fabry-Pérot interferometers, the mirror coating efficiency has an effect on the linewidth and peak intensity value, as shown in Figure E.6. In these simulations, the quarter wave plate mirror coating has the value listed while the mirror has a 100\% reflectance. Contrary to the transmission Fabry-Pérot system, the mirror coating efficiency increase the linewidth and increases the peak intensity, although the ratio remains the same.

However, both the cavity gain and system gain are unaffected by the back beam from the initial reflection off the quarter wave plate mirror. This is because its polarization state is the same as the input polarization state, which transmits back through the polarizing beamsplitter and is eventually blocked by the optical isolator. In the practical case, there is a slight influence from the back beam because the transmission and reflectance matrices are
**Figure E.6:** Close-up of a single resonance peak of the (a) cavity and (b) system in the QWP Fabry-Pérot interferometer assuming ideal polarization effects. These values are from a numerical simulation where the mirror on the quarter wave plate and opposite cavity mirror both had the reflection value labeled in the figure.

Typically

\[
P_{BS_r} = \begin{bmatrix} 0.98 & 0 \\ 0 & 0.02 \end{bmatrix} \quad \text{and} \quad \begin{bmatrix} 0.04 & 0 \\ 0 & 0.96 \end{bmatrix}
\]  \hspace{1cm} (E.17)

Thus, when a vertically aligned beam is used as the input, approximately 4% of the back beam is detected which is a slight offset and should have minimal effect on the overall system stability. The imperfect polarizing beamsplitter also affects the Fabry-Pérot gain, as shown in Figure E.7.

**Figure E.7:** Cavity gain for the QWP Fabry-Pérot interferometer assuming non-perfect phase retardence in the quarter wave plate. Because of the polarization switching, additional peaks with \( \pi \) phase difference appear. Also, the peak intensity for the desired peaks drops dramatically as a function of phase error.

Figure E.7 also shows the effects of an imperfect quarter wave plate. In the ideal case, the quarter wave plate creates a perfect 45° retardation. Thus, the total Fabry-Pérot output alternates between vertically and horizontally polarized beams. Then, because the measurement beam passes through a polarizing beamsplitter, the vertical beam is
transmitted and not detected whereas the horizontal beam is reflected to a detector. Figure E.8 shows the output intensity as a function of the number of passes in the Fabry-Pérot. This estimate is for an ideal QWP Fabry-Pérot with reflectances of 99% and 100% for $Q_r$ and $R$, respectively, and a transmission of 99.75% for $Q_{abs}$.

![Figure E.8: Comparison between both polarization state outputs and their sum as a function of cavity passes for an ideal case. The of the 500 passes, only 250 are detected because those are the horizontal polarization state.](image)

Because of the losses in $Q_r$ and $Q_{abs}$, a new input beam takes approximately 500 passes to completely decay in Fabry-Pérot. If the quarter wave plate is perfect, the total output is half of the ideal output because 50% is lost due to the polarization exchange. If the quarter wave plate is not perfect, the output polarization state from the Fabry-Pérot becomes elliptical. The creates an error because the odd passes in the Fabry-Pérot are 180° out of phase from the even passes due to the polarization rotation. Figure E.9 shows the effect of quarter wave plate phase error as the power output decays. The phase errors of $\lambda/1000$ and $\lambda/500$ are minimal which means the detected signal contains mostly components from $Q_\perp$ and only has a small portion from $Q_\parallel$. As the phase error increases to $\lambda/100$ and $\lambda/50$, the detected signal has increased components from $Q_\parallel$.

The shape of the curves in Figure E.9 appear to be Bessel functions of the 1st kind for $J_\alpha$ for $\alpha$ integer orders of 0 and 2 for the horizontal and vertical polarization states, respectively. Rather than solve this analytically, the rotated quarter wave plate Jones matrix was determined numerically, assuming steady state was reached after 500 passes. Table E.1 shows the estimated quarter wave plate Jones matrices for each of the four different phases errors. These values were used in Equation E.9 to determine the Fabry-Pérot gain as a function of displacement shown in Figure E.7.

As the phase error in the quarter wave plate increases, a peak appears at $\pi$ intervals with respect to the main peak. This is because passing through a quarter wave plate twice introduces a 180° phase shift ($\pi$ in radians). When the quarter wave plate is error free, the only the first series in Equation E.9 must be considered. However, as the error increases, both series must be considered for the complete answer.

The reflectance, transmission, and quarter wave plate Fabry-Pérot interferometer configurations all suffer from the same drawback. Both mirrors must be aligned in both rotational directions to ensure proper cavity stability. In fixed cavity situations (refractometers, for instance), this means four rotational directions must be pre-aligned and mounted in a stable
configuration. In moving cavity situations (linear calibration systems, for instance), the

Table E.1: Steady state Jones matrices for the two polarization states as a function of quarter wave plate phase error. When the phase error is small, $\lambda/1000$ in (a) and $\lambda/500$ in (b), most of the detected signal is the desired horizontal polarization state. As the phase error increases to $\lambda/100$ in (c) and $\lambda/50$ in (d), both polarization states are detected. This causes the additional peaks in Figure E.7.

<table>
<thead>
<tr>
<th>$\lambda/1000$</th>
<th>$\lambda/500$</th>
<th>$\lambda/100$</th>
<th>$\lambda/50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.08 + 0.23i</td>
<td>0.73 + 0.35i</td>
<td>0.47 + 0.09i</td>
<td>0.52 + 0.02i</td>
</tr>
<tr>
<td>0.92 + 0.23i</td>
<td>0.28 + 0.36i</td>
<td>0.47 + 0.09i</td>
<td>0.52 + 0.02i</td>
</tr>
<tr>
<td>0.92 + 0.23i</td>
<td>0.08 - 0.23i</td>
<td>0.47 + 0.09i</td>
<td>0.52 + 0.02i</td>
</tr>
<tr>
<td>0.08 - 0.23i</td>
<td>0.72 + 0.35i</td>
<td>0.53 - 0.09i</td>
<td>0.48 - 0.01i</td>
</tr>
<tr>
<td>0.92 + 0.23i</td>
<td>0.27 - 0.35i</td>
<td>0.47 + 0.09i</td>
<td>0.52 + 0.02i</td>
</tr>
<tr>
<td>0.08 - 0.23i</td>
<td>0.72 + 0.35i</td>
<td>0.47 + 0.09i</td>
<td>0.52 + 0.02i</td>
</tr>
</tbody>
</table>

Figure E.9: Detected signal by polarization state and sum as a function of cavity passes for various quarter wave plate phase error values. When phase error is small, $\lambda/1000$ in (a) and $\lambda/500$ in (b), most of the detected signal is the desired horizontal polarization state. As the phase error increases to $\lambda/100$ in (c) and $\lambda/50$ in (d), both polarization states are detected. This causes the additional peaks in Figure E.7.
alignment must remain stable during the motion of one mirror in addition to the stable pre-alignment. This adds stringent requirements to minimize the straightness error of the moving mirror stage.

### E.3 Folded Fabry-Pérot Interferometer

One method to mitigate the mirror tilt sensitivity is to use a retroreflector. Using a retroreflector has five distinct advantages. The first advantage is the input mirror angular alignment is the only critical alignment. The second advantage is there is no back beam because it can be in a transmission mode. The third advantage is the moving element is rotationally insensitive, making initial alignment easier. The fourth advantage is a sensor can be placed on the moving element without worrying about interfering with a transmission beam. The fifth advantage is the free spectral range is double the free spectral range of the reflectance and transmission Fabry-Pérot interferometers and has the same free spectral range as the QWP Fabry-Pérot. A schematic of a folded Fabry-Pérot interferometer is shown in Figure E.10.

**Figure E.10:** Optical configuration of a folded Fabry-Pérot interferometer using a retroreflector to effectively lengthen the cavity.

This Fabry-Pérot interferometer has many of the same components as with the transmission Fabry-Pérot interferometer. After passing through the electro-optic modulator, the beam travels to the Fabry-Pérot cavity which is comprised of a mirror and a hollow retroreflector\(^1\). A portion of the beam is transmitted into the cavity, where it reflects off the hollow retroreflector and is displaced. It passes back to the initial mirror where a portion is transmitted and detected. The remaining portion gets reflected where it travels to the retroreflector again and then back to the input mirror. Most of the beam reflects again where it reflects of the retroreflector for a third time and then passes back to the mirror after being displaced. Here, another portion is transmitted and detected.

The detected signal can be represented mathematically by

\[
(FP_f) = r^2 e^{2iKL} \sum_{p=0}^{\infty} (rr)^2 r^{2p} e^{4pikL}, \quad (E.19)
\]

\(^1\)Standard retroreflectors have added glass paths which will increase the absorption and polarization effects per cavity pass in the Fabry-Pérot. A hollow retroreflector is better suited towards this application because these effects can be minimized by eliminating the added glass path, glass-to-air transitions, and has less polarization errors\([147]\). Additionally, a hollow retroreflector typically has a flat back instead of the usual three-faceted back, thus it is easier for mounting components.
where $t$ and $r$ are the mirror electric field transmission and reflection coefficients and $(rr)$ is the hollow retroreflector electric field reflection coefficient. The sum of this series is

$$
(FP)_{\Sigma} = \frac{t^2 e^{2ikL}}{1 - (rr)^2 r^2 e^{4ikL}}.
$$

(E.20)

Similar to the reflectance and transmission Fabry-Pérot interferometers, the folded Fabry-Pérot cavity and system gains are

$$
\frac{I_{FP,f}}{I_i} = \frac{T^2}{\left(1 + (RR)^2 R^2\right) - 2 (RR) R \cos (4kL)}
$$

and

(E.21)

$$
\frac{I_{sys,f}}{I_i} = \frac{T^2 T_O T_b T_{EOM}}{\left(1 + (RR)^2 R^2\right) - 2 (RR) R \cos (4kL)}
$$

(E.22)

where the uppercase variables are the intensity coefficients instead of electric field coefficients. Both the cavity gain and system gain are shown in Figure E.11 as a function of cavity length change.

![Figure E.11: Ideal gain of the folded Fabry-Pérot cavity and system as a function of cavity displacement. This cavity has twice the number of peaks as the reflectance and transmission cavities. The system includes modest losses in components before the Fabry-Pérot cavity. The system plot is offset in the X-axis for clarity.](image)

As with the QWP Fabry-Pérot interferometer, the folded Fabry-Pérot interferometer has four peaks per wavelength traveled which increases the free spectral range. Additionally, peak gains are near 1 and 0.82 for the cavity and system when the retroreflector is assumed lossless. As with the transmission Fabry-Pérot interferometer, the linewidth increases when the output mirror efficiency decreases, as shown in Figure E.12. In these calculations, the retroreflector is assumed to have a reflectance of 100%.

The folded and QWP Fabry-Pérot interferometers both have double the free spectral range of the reflectance and transmission Fabry-Pérot interferometers. However, the folded and quarter wave plate configurations can be used simultaneously to further increase the free spectral range and combine advantages of both systems.

### E.4 QWP-Folded Fabry-Pérot Interferometer

The QWP Fabry-Pérot interferometer only needs one access port because the input and measurement beams travel the same path. This makes initial alignment simpler, eliminates
Figure E.12: Close-up of a single resonance peak of the (a) cavity and (b) system in the folded Fabry-Pérot interferometer. These values are from a numerical simulation where the mirror and retroreflector both have the reflection value labeled in the figure. Because the light reflects off two “lossy” surfaces per pass, the peak intensity drops rapidly.

the back beam, and doubles the free spectral range. If a hollow retroreflector is added to this system, as shown in Figure E.13, the system can also benefit from an additional free spectral range doubling and tilt insensitivity for the moving component

Figure E.13: Optical configuration of a folded Fabry-Pérot interferometer using a quarter wave plate with a mirror coating to create multiple polarization states and length doubling using a retroreflector. Since a polarizing beamsplitter is used, only horizontally polarized beams are detected, which means the beams must travel the Fabry-Pérot cavity four times before being detected.

One again, if the input beam is assumed to be vertically polarized and passes through the polarizing beamsplitter, it then travels to the Fabry-Pérot cavity comprising a quarter wave plate with a mirror coating, a hollow retroreflector, and another mirror. The beam reflects off the retroreflector and is displaced before traveling to the mirror. It then reflects off the mirror where it reflects off the retroreflector again and is displaced again. This time, when it passes through the quarter wave plate a second time, the polarization state is rotated 90° where a portion will be transmitted and detected. Then, every second pass in the Fabry-Pérot cavity will result in a beam with a horizontal polarization state, which will be detected.

Rather than define a complete generalized solution, this mathematical representation of the cavity assumes a perfect polarizing beamsplitter, a perfect quarter wave plate with perfect alignment and a mirror and retroreflector with 100% reflectivity and no polarization
effects. While this is an overly simplified assumption, it will allow for a common comparison (ideal cavities) between the five different Fabry-Pérot configurations. This simplifies the mathematical expression for the QWP-folded Fabry-Pérot cavity to

\[
(FP_{Qf}) = q_i^2 (rr)^2 r q_{abs}^2 e^{4ikL} \sum_{p=0}^{\infty} (rr)^4 r^{2p} q_{abs}^4 q_r^{2p} e^{8ikL},
\]

(E.23)

whose sum is

\[
(FP_{Qf})_\Sigma = \frac{q_i^2 (rr)^2 r q_{abs}^2 e^{4ikL}}{1 - (rr)^4 r^2 q_{abs}^4 q_r^2 e^{8ikL}}.
\]

(E.24)

Using Equation E.24 and the aforementioned assumptions, the cavity gain is

\[
\frac{I_{FP,Qf}}{I_i} = \frac{Q_i^2 (RR)^2 R Q_{abs}^2}{(1 + (RR)^4 R^2 Q_{abs}^4 Q_r^2) - 2 (RR)^2 R Q_{abs}^2 Q_r \cos (8kL)},
\]

(E.25)

which is shown in Figure E.14.

![Figure E.14: Ideal gain of the QWP-folded Fabry-Pérot cavity and system as a function of cavity displacement. This cavity has four times the number of peaks as the reflectance and transmission cavities. The system includes modest losses in components before the Fabry-Pérot cavity. The system plot is offset in the X-axis for clarity.](image)

### E.5 Fabry-Pérot Cavity Comparison

Several different metrics are typically used to compare differences between Fabry-Pérot cavities. These are the free spectral range (FSR, \(\delta \nu\)), the full-width half-maximum (FWHM, \(\delta \lambda\)), and the finesse (\(\mathcal{F}\)). The FSR is an important parameter for tracking and locking a laser to a fixed cavity because the FSR must be less than the gain bandwidth of the laser. For instance, most HeNe lasers have a gain bandwidth around 1.5 GHz. Thus, the FSR of a Fabry-Pérot cavity to stabilize this HeNe laser must be less than 1.5 GHz to ensure the laser peak is always visible. The FWHM determines the peak linewidth and from the combination of FSR and FWHM, the finesse can be determined, which is essentially the sharpness of the peak. If a peak has a high finesse, then the locking stability is more efficient because slight changes in laser frequency or cavity length cause a large signal change. If the finesse is low, then the locking sensitivity is also low.
Figure E.15 shows a comparison of the ideal peak intensity for each of the five cavity types. Clearly, the reflectance cavity has the highest peak. The transmission and QWP cavities appear to have a broader peak with a wider linewidth. The folded and QWP-folded appear to have the same aspect ratio as the reflectance peak but their peak intensity is much lower but their linewidth is also smaller.

![Comparison of Cavity Gain vs Displacement](image1)

**Figure E.15:** Comparison of a single resonance peak for each of the five Fabry-Pérot cavities for the ideal case. This shows clear distinctions between the line width and the peak gain.

This is contrasted by the peak intensity of the complete systems, which is shown in Figure E.16. In this comparison, the common initial components such as optical isolators, etc. are assumed to all have the same loss between Fabry-Pérot cavities. Because the reflectance Fabry-Pérot interferometer includes passing through a 50% beamsplitter twice, the power is dropped by 75%, plus the losses in the other components. Thus, the reflective, transmission, and folded systems all have a peak gain above 0.5, although the transmission system has a much wider linewidth. The QWP and QWP-folded systems have a lower peak intensity, which is due to the additional losses in the quarter wave plate anti-reflection coating (assumed 0.25%).

![Comparison of System Gain vs Displacement](image2)

**Figure E.16:** Comparison of a single resonance peak for each of the five Fabry-Pérot systems. This shows clear distinctions between the line width and the peak gain.

In this comparison, two different cavity lengths, $L$, will be assumed. The length $L$ has been shown in each of the five optical layouts for the Fabry-Pérot interferometers. The cavity lengths assumed will be 50 mm and 150 mm. The FSR in the frequency domain is

$$\delta \nu = \frac{c}{ML},$$

(E.26)
where \( c \) is the speed of light, \( M \) is the optical resolution of the Fabry-Pérot cavity, and \( L \) is the cavity length shown in the optical layout. For the reflectance and transmission Fabry-Pérot cavities, the optical resolution is two. For the QWP and folded systems, the optical resolution is four. The QWP-folded cavity has the highest optical resolution, eight, of the cavities shown. Table \( E.2 \) summarizes the FSR for the two cavity lengths. When the cavity is short (50 mm), the FSR of the reflectance and transmission cavities is insufficient to continuously stabilize the laser. The folded and QWP cavities are only marginally stable and depend on the HeNe mixture in the supply laser because the gain bandwidth depends on the mixture. When the cavity is larger, however, all configurations presented in this work can be used for locking the HeNe laser.

**Table E.2:** Calculated free spectral range for two different cavity lengths for each of the five cavity types.

<table>
<thead>
<tr>
<th>( L )</th>
<th>( (FP)_R )</th>
<th>( (FP)_T )</th>
<th>( (FP)_Q )</th>
<th>( (FP)_f )</th>
<th>( (FP)_{Qf} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 mm</td>
<td>3000</td>
<td>3000</td>
<td>1500</td>
<td>1500</td>
<td>750</td>
</tr>
<tr>
<td>150 mm</td>
<td>1000</td>
<td>1000</td>
<td>500</td>
<td>500</td>
<td>250</td>
</tr>
</tbody>
</table>

In this research, however, the desired Fabry-Pérot use is not for displacement or laser frequency measurements, but rather for refractive index measuring, tracking, or correcting. If the cavity is assumed fixed, and the supply laser is locked to the resonance peak, then refractive index changes in the cavity can be measured. If the cavity is not perfectly fixed or stable even though it is assumed stable, then cavity instability will show up as a refractive index change, which is undesirable. Ideally, the cavity will be a compact, monolithic structure, which is insensitive to thermal variations in the environment. In practice, the cavity will consist of mirror, supports, mounts, and adjustment mechanisms to fine-tune the alignment. Thus, a smaller cavity is more desirable because the environmental factors are minimized.

The FWHM was determined numerically for the ideal Fabry-Pérot cavities and system, from Figures \( E.15 \) and \( E.16 \). The FWHM is the width of the peak at the half of the maximum peak value (\( \delta \lambda \)). After determining \( \delta \lambda \), the linewidth in the frequency domain is determined by

\[
\delta \nu = \frac{\delta \lambda \delta \nu}{\lambda}.
\]  
(E.27)

Once the linewidth is determined, the finesse is found by

\[
\mathcal{F} = \frac{\delta \nu}{\delta \nu_\lambda}.
\]  
(E.28)

The linewidths of the five Fabry-Pérot interferometers and their finesse are shown in Table \( E.3 \). The linewidth is not affected by the gain in the cavity and nor is it dependent on cavity length. This means the linewidth is the same for both the ideal Fabry-Pérot cavity and the ideal Fabry-Pérot system. Since the maximum value and FWHM are scaled by the same amount, the net difference is zero. The linewidth is not dependent on cavity length because the FSR scales with the cavity length by a counter balancing amount, thus this net effect is also zero.

Since the FSR, however, is dependent on the cavity length, the cavity finesse, which determines the locking stability, does vary between Fabry-Pérot cavity types. Based on this
Table E.3: Linewidth at full-width half-maximum in megahertz and calculated finesse for each of the five Fabry-Pérot cavities. All surfaces which transmit light are assumed to transmit 0.5% and reflect 99.5%. Any surface which does not transmit light is assumed to have a reflectance of 100%. This is estimated as the ideal case.

<table>
<thead>
<tr>
<th>$L$</th>
<th>$(FP)_R$</th>
<th>$(FP)_T$</th>
<th>$(FP)_Q$</th>
<th>$(FP)_f$</th>
<th>$(FP)_{Qf}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 mm</td>
<td>1.20</td>
<td>2.39</td>
<td>0.90</td>
<td>0.60</td>
<td>0.30</td>
</tr>
<tr>
<td>150 mm</td>
<td>0.40</td>
<td>0.80</td>
<td>0.20</td>
<td>0.20</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Finesse ($\mathcal{F}$) 2510 1254 1674 2510 2510

analysis, the transmission Fabry-Pérot cavity has the lowest finesse of the five shown. The QWP cavity was marginally better, whereas the reflectance and folded cavities were twice as good. The QWP-folded cavity had the height calculated ideal finesse.

These results do not take into account the inefficiencies in the optical components and it does not account for the back-beam which may saturate the detector. Additionally, the main difference between the transmission and folded Fabry-Pérot cavities and the others is these two interferometers must deal with two mirror surfaces with a reflectance less than 100%. In the other cases, all mirror surfaces are assumed perfect, except the main transmission mirror, which is common in all cases. Table E.4 shows the calculated finesse, assuming all mirror surfaces have the same reflectance coefficient.

Table E.4: Calculated cavity finesse as a function of mirror efficiency. These values assume all relevant mirrors and reflecting surface have the reflectance efficiency listed, except for the ideal case which was described in Table E.3.

<table>
<thead>
<tr>
<th>Reflectance</th>
<th>$(FP)_R$</th>
<th>$(FP)_T$</th>
<th>$(FP)_Q$</th>
<th>$(FP)_f$</th>
<th>$(FP)_{Qf}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal</td>
<td>2510</td>
<td>1254</td>
<td>1674</td>
<td>2510</td>
<td>2510</td>
</tr>
<tr>
<td>99.5%</td>
<td>1257</td>
<td>1254</td>
<td>1003</td>
<td>1254</td>
<td>1003</td>
</tr>
<tr>
<td>99%</td>
<td>631.6</td>
<td>625.4</td>
<td>555.9</td>
<td>625.4</td>
<td>555.9</td>
</tr>
<tr>
<td>98.5%</td>
<td>425.3</td>
<td>415.7</td>
<td>384.0</td>
<td>415.7</td>
<td>383.9</td>
</tr>
<tr>
<td>98%</td>
<td>323.6</td>
<td>311.1</td>
<td>292.9</td>
<td>311.0</td>
<td>292.7</td>
</tr>
<tr>
<td>97.5%</td>
<td>263.9</td>
<td>248.2</td>
<td>236.5</td>
<td>248.1</td>
<td>236.3</td>
</tr>
</tbody>
</table>

As the mirror coatings decrease in efficiency, there is a drastic decrease in the finesse, which is expected. However, the dropoff for the transmission Fabry-Pérot is not quite as step as the other four interferometers.

E.6 Summary & Conclusions

Fabry-Pérot interferometry uses multi-beam interference to detect the resonance peak in an optical cavity. When all beams are in phase, the constructive interference occurs, greatly increasing the DC output of the system. Fabry-Pérot interferometers typically have one of three main applications. The first is to stabilize a laser frequency, by locking to a resonance peak in a fixed cavity. The second is to use the Fabry-Pérot cavity displacement to calibrate a sensor. A tunable laser is typically locked to the resonance peak. If the laser remains locked, the tunable laser frequency change is proportional to the cavity length change. The third typical application is to have a tunable laser track a resonance peak in a fixed Fabry-
Pérot cavity. If the cavity is stable, then refractive index changes will be tracked by the tunable laser locked to the resonance peak.

Based on this analysis of these five Fabry-Pérot cavities, the reflectance, folded, and QWP-folded cavity all have the highest ideal finesse, and the QWP-folded cavity has the smallest free spectral range. The net effect is a smaller cavity can be used with the same effect as a larger cavity, to achieve the same free spectral range, linewidth, and finesse. In applications where the cavity stability is critical, the smaller cavities will lead to a higher overall stability because their dimensional change due to environment effects is decreased.

The added bonus of a smaller cavity might be mitigated due to the added alignment components or other special considerations needed in the cavity design for the QWP, folded, and QWP-folded cavities. Additionally, as the mirror efficiency decreases, the dropoff for the transmission Fabry-Pérot cavity is not as steep and it does not have to deal with a high power back-beam. Also, it does not have many components other than two mirrors and their accompanying support structure. Thus, this Fabry-Pérot configuration is well suited for Fabry-Pérot refractometry applications.
Appendix F

Preliminary Optical System

The first generation interferometer configuration comprised a similar layout to the interferometer shown in Figure 6.1. The reference input beam was moved to enter the interferometer on the same side as the measurement input beam, removing the large optical path imbalance between the reference and measurement beam arms for each interferometer. The last imbalance to fix was the difference between the sample measurement arm and the refractometer measurement arm. A beamsplitter was needed where the output beams each had the same path length in the glass.

One method to solve this was to use a normal cube beamsplitter at 45° as shown in Figure F.1. This was adapted from researchers at EADS/Astrium and the University of Konstanz in Germany which successfully employed this technique in their adapted Wu-type interferometer [72, 74]. From Snell’s Law, the refracted beam passes through at an angle

\[
\theta_r = \arcsin\left(\frac{\eta_a \sin(\theta_i)}{\eta_g}\right),
\]

where \(\theta_{i,r}\) are the incident and refracted beams, respectively, and \(\eta_{a,g}\) are the air and glass refractive index values, respectively. For most optical glasses, \(\theta_r\) is typically between 22° and 29°. The beam incident to the splitting surface is not a 45°, which means an uneven splitting ratio will occur when using cube beamsplitters without a special coating to account for this. When a normal 50% beamsplitter is used, the output splitting ratio is approximately 70%/30%.

Figure F.1: Schematic of the rotated beamsplitter. The input and transmitted beams are parallel. The parallelism of the output reflected beam depends on the alignment of the beamsplitter.
F.1 Interferometer Concept

This concept was adapted for this research to devise the interferometer shown in Figure F.2. The interferometer uses a source which has two linearly polarized input beams with frequencies of $f_1$ and $f_1 + \delta f$ whose initial polarization state allows them to pass through PBS$_1$. Both beams pass through a 50% beamsplitter turned 45°, resulting in four beams, RM, SR, RR, and SM (top to bottom Figure F.2). The RM and RR beams are the refractometer-measurement arm and refractometer-reference arm, respectively and interfere to create the refractometer signal. The SR and SM beams are the sample-reference arm and sample-measurement arm, respectively, and interfere to create the sample measurement signal. The SR and RR beams follow the same path. First they pass through PBS$_1$, Q$_1$

![Figure F.2: Optical schematic of the 1st generation interferometer. This is a dual interferometer with one interferometer measuring refractive index changes and the other measures sample fluctuations. (RM, refractometer-measurement arm; SR, sample-reference arm; RR, refractometer-reference arm; SM, sample-measurement arm)](image)

and Q$_2$, where the polarization state changes 90°. Both quarter wave plates are oriented to produce a half wave plate when passing through both from the same direction. They then reflect off PBS$_2$, M$_2$, M$_1$, and PBS$_1$. They pass through Q$_1$, Q$_2$, and PBS$_2$ where they then are combined at the lateral displacement beamsplitter. The RM beam also follows the same exact path except it passes through a vacuum tube twice between the two quarter wave plates.

The SM beam passes through PBS$_1$ and Q$_1$ where it reflects off one side of the sample. It passes through Q$_1$ again and then reflects off PBS$_1$, M$_1$, M$_2$, and PBS$_2$. It then passes through Q$_2$, reflects off the other side of the sample, passes through Q$_2$ again, as well as PBS$_2$. It then travels through the lateral displacement beamsplitter where it interferes with the SR beam. Ideally, to compensate for the windows of the vacuum tube, the windows are extended through the three other beams.

In this interferometer, the sample signal measures sample length changes, plus refractive index changes and interferometer perturbations. The refractometer signal measures refractive index changes and interferometer perturbations. However, this interferometer largely compensates for interferometer component motions because the motions are largely common to both the sample measurement and refractometer measurement. Additionally, the nonpolarizing beamsplitter used as an interference element creates two equal beams for each measurement. Thus, the difference between the two photodetector signals (PD$_s$, PD$_r$, PD$_s$, PD$_r$).
PD,) measures the sample length change while correcting for refractive index effects and, if desired, quadrant detectors (Qx, Qy) can measure the sample tilt versus interferometer tilt if needed.

Large, fast displacements should not occur from material stability-induced motion and thus, the measurement environment should be very stable. One main assumption for this interferometer to work effectively is the air refractive index is uniform throughout all beam paths. The added vacuum tube allows the refractometer signal to follow the localized refractive index changes in the system, in a directly correlated wavelength tracker. This eliminates the uncertainty from measuring the refractive index with a separate refractometer (i.e. typical Fabry-Pérot configuration) and determining its cross correlation to the refractive index in this interferometer. Additionally, if the refractive index is uniform throughout the beam paths, the limiting uncertainty in the modified Edlén formula can be overcome because an equation-based correction is not needed [28–30]. This was discussed in more detail in Section 4.3.

The polarization states throughout the interferometer is shown in Figure F.3 to further clarify the beam path evolution. Each beam passes through and reflects off a surface the same number of times and at the same polarization state except for the SM beam because it reflects off the sample. This causes a slight discrepancy in the phase change from reflectance stacking. Because some polarization effects or phase jumps may occur at a reflecting surface, a difference in order can cause an error if the polarization effect or phase jump is large. The net electric field at each detector can be described as

\[
E_s \propto J_{sys,sm}E_{sm} + J_{sys,sr}E_{sr}
\]

\[
E_r \propto J_{sys,rr}E_{rr} + J_{sys,rm}E_{rm}
\]

where \(E_s\) and \(E_r\) are the net sample and refractometer electric fields, \(J_{sys,i}\) is the Jones matrix representing the system for the \(i\)th beam path, and \(E_i\) is the initial electric field for the \(i\)th beam. Because this interferometer is largely balanced, the Jones matrices for the SR, RR, and RM beams are identical. The Jones matrix for the SM beam is different from the other three but if there is no source mixing between \(E_f\) and \(E_{f+\delta f}\), then the chance for mixed polarization states and periodic nonlinearity is minimal. Additionally, all important reflection angles are at either 45° or 90°, which minimizes phase change errors and polarization rotation.

There is one instance where a leakage beam can affect the measurement and cause a mixed state, potentially leading to periodic nonlinearity. When the RM, SR, and RR beams pass reflect off PBS2, some leakage component will pass through from improper splitting and alignment. When the beams travel around a second time and then pass through PBS2, they may overlap with the first pass leakage component. This effect can be minimized by proper alignment techniques. Both PBS1 and PBS2 can be slightly tilted which will create an offset between the desired and leakage beams. An iris can then be used to optically isolate the desired beam prior to detecting.

### F.2 Source and Data Acquisition

For this interferometer generation, a commercial heterodyne laser [109] with a 20 MHz split frequency was used as the source. The two polarization states were split using a polarizing
beamsplitter and one state passed through a half wave plate to rotate its polarization state by 90°. Two mirrors were then used to align and steer the beams into the interferometer. After passing through the interferometer, the two signals were detected using commercial photodetectors. The nominal 20 MHz signal was too fast to acquire and generate a phase measurement equipment readily available. Thus, the 20 MHz signal was mixed with a common, 19.975 MHz signal, which results in a signal with 25 kHz and 39.975 MHz components.

The high frequency signals were rejected using a low pass butterworth filter with a cutoff frequency at 30 kHz and the resulting signal was then amplified. Finally, the phase was measured using a lock-in amplifier [106] with a time constant of 300 ms and an output signal between ±1.8 V. A 12-bit data acquisition system [144] was used to collect the signal. Because the data acquisition system was 12 bits over a 20 V range, the minimum phase resolution was approximately 0.5°, corresponding to 0.44 nm. This was enhanced by applying a 14 dB gain prior to acquiring the signal, which means 18 V of the possible 20 V range was used. This increased the resolution to 0.1°, corresponding to a theoretical displacement resolution of 0.09 nm. The phase was measured with a 20 kHz sampling rate every 20 ms (50 Hz) and averaged into a single data point (400 point averaging). Because of lag in the data acquisition computer and loop timing, the effective sampling frequency was 34 Hz.

**F.3 Preliminary Measurements**

A baseline measurement was desired to estimate whether this interferometer configuration had the potential to measure material stability effectively. Previous research by Ren, *et al.* showed a thin film sample could be used as an effective reference material because the optical path length difference caused by the sample in a balanced interferometer is negligible [148]. Additionally, the thermal expansion of the sample is also negligible because the nominal length is so short. Using a thin film sample, the desired interferometer stability was 20 nm or better. If the initial measurements showed drift at this level or below, then this interferometer configuration was deemed suitable for further development.

The interferometer including the source used in the tests is shown in Figure F.4. This system also used the data acquisition system described in the previous section. The sample measured was an 86 nm thin film of silver coated on a 1 mm thick glass slide. The silver
sample’s thermal expansion effects are negligible (approximately 4 pm) and the refractive index effects induced should be no more than the spatially separated effects. A vacuum tube was not included in these measurements because the optical path difference was only 86 nm and the 1 mm glass slide extends through all four beams. The spacing between the two polarizing beamsplitters and the sample was kept minimal (around 4 mm), which limits the room for air flow. Lastly, temperature and pressure were not explicitly monitored nor controlled. From previous experiments, the laboratory temperature fluctuates approximately ±1°C per 12 min to 15 min.

The refractometer signal in this interferometer is the dead path signal, which should have no phase changes in an ideal measurement situation. Some distinct observations were made during the course of aligning and setting up this interferometer. The most profound observation was the lack of optical power at the detector. Using a 2 GHz oscilloscope, the interference signals were not directly visible. This is most likely from the losses in the optical components. The initial beamsplitter had a very low splitting efficiency. Additionally, none of the optics had anti-reflection coatings, which meant every glass-air transition was a loss of approximately 4% power.

After frequency mixing, filtering, and amplifying, the two 25 kHz interference signals were clearly visible on the oscilloscope. The measured data was logged in 30 min intervals (44 min including lag). An error in the Matlab code used to measure the data caused the measurement to stop after 66 data sets were taken. Also, there was a long delay in between the end of one dataset and the start of the next data set and each starting time and displacement value was reset to zero. This meant it was difficult to piece together the data in one continuous measurement.

However, analyzing the data as 66 separate measurements of the thin film sample was possible. Figure F.5 shows each of the 66 measurements for the 44 minute intervals. The results show the measured length change was within 60 nm with the majority of the values in an 8 nm spread around zero. These measurements show two distinct attributes: the observable linear drift was minimal and the noise level was approximately the same between all measurements. This is a clear indication that this interferometer produces repeatable
measurements with minimal drift. A linear fit was taken of each of the 66 measurements to
determine the linear drift. Figure F.6 shows the drift rate in pm·hr\(^{-1}\) on the left axis for each of these measurements. The mean linear drift rate was 0.4 pm·hr\(^{-1}\) with a standard deviation value of 16.5 pm·hr\(^{-1}\) when comparing the drift from all 66 measurements. The spread in these drift rates indicate some measurement dependency on the surrounding environment and optical setup. However, these measured values are much lower than anticipated. The noise level in the system was much higher than anticipated. The mean measured length change was 1.9 nm rms, and the maximum of the 66 measurements was 2.8 nm rms and the minimum was 1.5 nm rms, which is shown in Figure F.6 on the right axis. This noise level is approximately two orders of magnitude higher than the estimated drift rate which suggests a true value for drift cannot be determined with noise levels this high. The high noise level is a combination of a low signal to noise ratio at the detector and perturbations from the surrounding environment.

The long term drift was assessed after correcting the data acquisition system to properly log measurements without resetting to zero after each interval. The same 86 nm thin film sample was measured using the identical signal conditioning system for measurement periods of 9.3 hours and 12.7 hours. The results from these measurements are shown in Figure F.7 with the ±2σ bands shown in the dashed lines. The linear drift from the 12.7 hr
measurement was -14.4 pm and from the 9.3 hr measurement, it was 4 pm. This is an average drift rate of 1.1 pm-hr\(^{-1}\) for the 12.7 hr measurement and 0.4 pm-hr\(^{-1}\) for the 9.3 hr measurement. Both of these measurements showed a length change of 1.6 nm rms. As with

![Figure F.7: Two long term measurements of the thin film sample. Both measurements showed a minimal drift rate.](image)

the short term repeatability experiments, the measured linear drift rate was much less than the observed noise. Both of these drift rates are in agreement with drift rate results from the short term measurements. However, the exact drift rate is difficult to determine due to the relatively high amounts of noise.

There are three main sources of measurement noise: noise from the laser source, noise from the electronics and data acquisition, and environmental fluctuations. Noise from the laser source and electronics was measured by placing a 45° polarizer directly in front of the laser source. The beam was then split using a 50% beam splitter and detected using the same two detectors from the experiments. The phase difference between the two signals was processed and measured using the same electronics and characteristics as in the experiments. Figure F.8 shows the measured phase noise from the laser head. These results show the laser, signal processing, and data acquisition contribute approximately 0.6 nm (±2σ) in the thin film experiments.

![Figure F.8: Long term phase noise of the laser source, detection, and data acquisition system. While no linear drift is measured, this combination of source to data acquisition has a much higher noise level than anticipated.](image)

The Allan variance from the laser and electronics noise and the two long term measurements is shown in Figure F.9. The variance show similar trends with the laser and
electronics noise at a consistent order of magnitude lower until approximately 300 seconds of averaging. After this time, it is unclear whether the long term measurements start to converge with the laser and electronics. These measurements do not show the characteristic upswing that occurs in typical Allan variance figures [149]. This suggests that this interferometer is stable for long term measurements.

The phase noise from the lock-in amplifier was assessed by using a function generator and a BNC splitter to send the same signal to the measurement and reference inputs in the lock-in amplifier. This gives an indication of whether the laser phase noise is from the frequency/intensity stability of the laser head itself or the phase detectors and data acquisition. The measured results showed a phase noise of approximately 0.2 nm (±2σ), which is three times lower than the measured laser phase noise.

One parameter that was not taken into consideration when measuring the laser phase noise was the optical power at the detector. The optics used in these measurements were not anti-reflection coated, which means approximately 4% of the light was lost at each of the approximately 28 glass-air transitions and 10% at each of the three mirror surfaces. Assuming 300 μW of power from the source, that leaves about 15 μW of power assuming all beamsplitters were perfect. Additionally, a portion of the beam was lost due to using a pin photodiode. When the laser phase noise was directly measured, the measured signal was clearly visible on an oscilloscope. However, in the thin film experiments, the signal was buried in noise due to the low optical power (approximately 1 μW to 3 μW) at the detector. The signal could only be seen on the oscilloscope after frequency mixing, low pass filtering, and then amplifying by 60 dB. This lack of power contributes to a low signal to noise ratio, which must be addressed.

The tilting effect on the sample was not addressed in this version. It is possible that the observed displacements could be attributed to rotational motions of the thin film sample. Based on optical modeling, the sample tip and tilt sensitivity is approximately 11 pm·μrad⁻¹ and 13 pm·μrad⁻¹, respectively. The effects of tip and tilt should be negligible compared to the observed noise level.

The temperature in the laboratory has been measured previously with ±1°C changes every 12 min to 15 min. The refractive index changes are largely common between both measurement and reference signals and the sample creates only an additional 86 nm of

![Figure F.9: Allan variance of the two long term drift measurements of the thin film sample compared to the laser phase noise. This did not show the typical characteristic up-swing with long integration times signifying this system has minimal drift.](image-url)
optical path difference, which can be considered negligible for these experiments. What is not clear based on this information is the effect of thermal gradients and localized refractive index changes in the glass. Because the temperature variations can be large, and rapid, this can cause significant changes of the glass refractive index, which will be translated to phase noise at the detector. These issues will be evaluated in depth when improvements to the system are performed.

F.4 1st Generation Summary & Conclusions

This single pass interferometer was designed, built, and tested for both short term and long term drift using a 86 nm thin film silver sample. The thin film sample was chosen because it reduces the effect from refractive index and laser frequency changes, while still having the same beam paths in the system as with a sample. In a non-controlled, but shielded environment, the mean short term and long term linear drift estimates were approximately 1 pm·hr$^{-1}$, which was much lower than anticipated.

The short term measurements showed a fairly repeatable trend with an rms drift rate of 16.5 pm·hr$^{-1}$, which is about 33 times higher than the mean drift rate. This shows some influence from the surrounding environment and dependence on optical mount stability.

Although the estimated linear drift values were higher from the short term measurements than the long term measurements, the noise level prohibits a proper estimate of the actual value. Even with the measured noise level, typically, most measurements will exhibit some noticeable drift. Because these measurements did not exhibit any appreciable amount of drift, it can be inferred this interferometer configuration is highly insensitive to its own stability. Another factor that skews the long term drift to appear better is that it may be temperature induced drift. If this is the case, the temperature fluctuations will cause positive and negative length changes to be measured, which averages out over time.

The high noise yet low drift behavior could also be from a spurious signal in the data acquisition system. Because the optical power of the heterodyne signal at 20 MHz was very low, a stray signal in the electronics at either 20 MHz or at 25 kHz could easily cause the wrong signal to be measured. This was check separately for each of the peripheral components in the data acquisition and none was found. Also, the data showed consistent measurements taken over a period of about 2 weeks, which is another reason to suspect a spurious signal was not being measured.

The next generation interferometer for this research must address several issues. The two largest issues are the noise in the detection and data acquisition system, and the lack of optical power at the detector. Optics with anti-reflection coatings and a higher powered laser source can help reduce both issues. Another issue to address is the beam separation. In the current system, the spacing between the beams was 5 mm. In practice, it is difficult to place a sample without clipping another beam. Additionally, the vacuum cell will need space for the beam to pass through while having walls sufficiently thick to support the vacuum.
Appendix G

Power Spectral Density Plots

Figure G.1: Fractional frequency stability power spectral density and cumulative power spectrum of the 3-mode laser using the first controller specifications (a) and the second controller after making improvements and removing thermal mass.
Figure G.2: Power spectral density and cumulative power spectrum of the double deadpath (DP) and 30 mm gauge block (GB) measurements from the 1st Measurement System.

Figure G.3: Power spectral density and cumulative power spectrum of the two deadpath measurements from the 2nd Measurement System.

Figure G.4: Power spectral density and cumulative power spectrum of the long term deadpath measurement from the 3rd Measurement System.
Figure G.5: Power spectral density and cumulative power spectrum of the long term deadpath measurements from the 4th Measurement System in air (a) and vacuum (b).
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Summary

The main goal of the research in this thesis was to design, build, and characterize an instrument for material stability testing. Interferometry was chosen as the measurement method because an instrument could be designed largely independent of the sample size and it did not require a grounded measurement target, compared to other measurement methods such as capacitive sensing. A double side interferometer was chosen as the configuration because it removed a large measurement uncertainty source by not measuring with respect to a reference plate and the measurement is directly traceable to the meter.

One goal for this instrument is to be capable of measuring stability events, which are estimated to occur at higher frequencies than the thermal bandwidth of the sample. Measuring these stability events may give insight into the fundamental stability of a material. Based on this hypothesis, a thermomechanical model was developed to determine the maximum thermal bandwidth for typical materials used in precision systems. For 50 mm long, gauge block sized samples, aluminum 7075-T6 and silicon carbide had the highest bandwidth, approximately 0.5 Hz. For smaller samples, the thermal band should increase because the thermal capacitance is reduced and the heat path is smaller. Thus, any thermal effects should show up in the 1 Hz or lower regime. To observe and measure stability events, the instrument must be capable of measuring at a higher bandwidth than 1 Hz, thus, the target measurement bandwidth for this system is 25 Hz or higher.

For short term measurements, less than one hour, the target measurement uncertainty for a 50 mm sample is 10 pm ($k=2$) in both air and vacuum. For longer measurements, up to four weeks, the target measurement uncertainty for a 50 mm sample is 100 pm ($k=2$). Research in three specific areas, periodic nonlinearity reduction, refractive index correction, and laser frequency stabilization, was needed to build an instrument with a high resolution and a low measurement uncertainty.

Periodic nonlinearity, caused by frequency mixing, imperfect polarization optics, and stray reflections, can typically cause nanometer level errors in displacement interferometry measurements. Because the starting phase value is unknown in displacement interferometry and the measured length change is likely to be less than one fringe, the periodic nonlinearity is difficult to assess and correct. For typical periodic error values of 1 nm to 5 nm, this means a potential uncertainty contribution of 300 pm to 1.5 nm. Thus, the stability measuring interferometer was designed to have a spatially separated source which does not contribute frequency mixing. By having no overlap among beams in the interferometer prior to the main interfering element, the periodic nonlinearity can be avoided.

Correcting for refractive index fluctuations is the most difficult error source to overcome
in this research. A target measurement bandwidth of 25+ Hz creates a strong contrast compared to accurate temperature and pressure measurements which have bandwidths around 0.1 Hz because of their integration time for noise reduction. Thus, for effective characterization and correction, another measurement method was sought which would allow for measurements at the same interferometer measurement bandwidth. One such measurement method is to use wavelength correcting interferometry where the laser source is locked to the resonance peak of a Fabry-Pérot cavity with a fixed length. Using this technique, it is possible to correct refractive index fluctuations at a bandwidth much higher than using environmental parameter measurements and with a lower measurement uncertainty than the empirical equation-based methods typically employed. Using this technique requires a laser with a fast actuator and a stable Fabry-Pérot cavity, two items which were not available during this research.

An alternative method presented in this thesis is a dual interferometer. One interferometer measures the sample fluctuations and the other measures refractive index fluctuations. The refractive index fluctuations are measured by having a balanced interferometer with the only optical path length difference caused by the reference arm passing through a vacuum tube while the measurement arm does not. If the refractive index fluctuations are nominally uniform throughout the interferometer, then this configuration could be suitable for measuring refractive index fluctuations. A detailed uncertainty analysis was presented and the two largest uncertainty contributors are the phase measurement itself and the temperature change uncertainty.

In this thesis, the technology for laser frequency stabilization was not the limiting factor but rather the practical aspects of implementing a stabilized laser with enough power suitable to obtain a detectable interference signal while accounting for a complex optical system and the possibility of fiber coupling losses. Iodine stabilized lasers have more than enough frequency stability for this research but their output power is much lower than even conventional displacement interferometry laser sources. Tunable lasers locked to a stabilized femtosecond laser and cesium atomic clock also have a very high frequency stability but are still research tools themselves. Additionally, both systems have a high cost which was unattractive for this research.

A three-mode stabilized laser was researched during the course of this work. The three-mode laser uses the central mode of the HeNe laser as the main beam supplied to the interferometer and, in this case, had over 2 mW of usable power. An intrinsic mixed mode signal arising from third order harmonics was used to stabilize the laser. The mixed mode signal at nominally 300 kHz was detected, filtered, amplified, and converted to a square wave. Then, a microcontroller was used as a pulse counter and PID controller. The PID output was sent to a current amplifier and then a Peltier cooler which changed the temperature of the laser tube. By changing the tube temperature, and thus, length, the absolute frequency of the central mode was stabilized. The second generation system had an estimated short term stability of $2 \times 10^{-11}$. The intrinsic mixed mode signal had a relative sensitivity of $593 \frac{Hz}{Hz}$ to the absolute frequency.

Several different interferometry system generations are presented, centered around a double-sided, balanced design with an internal refractometer for wavelength tracking. This design was chosen because it is directly scalable based on the sample size and it can be comprised of only a few optical components if manufactured appropriately.
Initial measurements were performed in a double deadpath configuration (no sample or vacuum tube present) and with a 30 mm gauge block. After correcting for thermal expansion, refractive index changes, frequency fluctuations, and pressure changes, the measured drift of the gauge block was comparable to the double deadpath measurement. The Allan deviation for these measurements showed sub-nanometer performance up to integration times of $10^4$ seconds. The low point in the Allan deviations appeared at an integration time of $10^3$ seconds. Aside from expected but higher than wanted environmental fluctuations, the limiting noise source was the optics and mounts. Each optic was mounted separately using commercial tip-tilt stages which are known to drift and vibrate at slightly different rates. This contributed to short term noise band of 50 nm in the individual interferometer measurements.

After two other system iterations were made, the fourth iteration resulted in significant short term improvements due to pressure sealing. In the pressure sealed environment, a double deadpath measurement was made with a 10 nm pk-pk drift which had a strong correlation to the temperature change. Also, a smaller cosine effect was visible in the data. After correcting for temperature and cosine effects, the resulting corrected drift was better than 1.4 nm pk-pk over 23 hours. The Allan deviation, single sided amplitude spectrum, amplitude spectral density, and cumulative amplitude spectrum were all an order of magnitude better than previous measurements. Also, because the interferometer was in a pressure sealed environment, the refractive index fluctuations were less than in previous measurements. The peak in the Allan deviation was at 0.4 nm ($1\sigma$). This interferometer was also tested for mechanical coupling which showed the drift was decoupled from the individual interferometer length change by 115 times. After accounting for cosine effects, the decoupling was better than 330 times. A measurement in vacuum over 160 hours showed the double deadpath interferometer drift was less than 2 nm pk-pk after correcting for thermal cycles and the cosine error. The Allan deviation showed a minimum of near 1 pm at an integration time of 10 seconds and a maximum of 0.3 nm ($1\sigma$) at $10^3$ seconds.

Currently, the interferometer is still being modified and double deadpath measurements are still being performed. More research is needed to definitively say whether this interferometer can be used for material stability assessments. If the thermal and cosine effects scale linearly, then achieving a 10 mK stability in the surrounding environment should produce results in the 10 pm to 20 pm range. Then, the vacuum tube should be implemented and another series of characterization tests should be performed. If those are successful, then samples and the thermomechanical model can be investigated in more detail. This may include a more rigorous three dimensional model of the sample, rather than the simplified one dimensional model presented in this research. At this time, this research and interferometer shows inconclusive results as a tool for determining material stability.
Samenvatting

Het hoofddoel van het in dit proefschrift beschreven onderzoek was het ontwerpen, bouwen en karakteriseren van een instrument voor het meten van materiaal stabiliteit. Als meetmethode is interferometrie gekozen, omdat dan een instrument ontworpen kan worden dat grotendeels onafhankelijk is van de afmetingen van het te meten object en bovendien hoeft het object niet geaard te zijn, zoals bij capacitive meting. Een dubbelzijdige interferometer is gekozen vanwege de directe traceerbaarheid naar de meter als lengtestandaard en omdat door niet te meten ten opzichte van een referentieplaat een grote bron van meetonzekerheid verdwijnt.

Één doel van dit instrument is om stabiliteitsgebeurtenissen te kunnen meten, waarvan verwacht wordt dat ze een hogere frequentie hebben dan de thermische bandbreedte van het meetobject. Het meten van deze stabiliteitsgebeurtenissen kan inzicht geven in de fundamentele stabiliteit van materialen. Op basis van deze hypothese is een thermisch model ontwikkeld om de maximale thermische bandbreedte te bepalen voor materialen die toegepast worden in precisie systemen. Voor 50 mm lange, op eindmaten gelijkende meetobjecten hebben aluminium 7075-T6 en siliciumcarbide de hoogste bandbreedte, ongeveer 0,5 Hz. Voor kleinere objecten zou de thermische bandbreedte toe moeten nemen, omdat de thermische capaciteit afneemt en het thermisch pad kleiner is. Daarom wordt ingeschat dat thermische effecten optreden bij 1 Hz of lagere frequenties. Om zulke stabiliteit gebeurtenissen waar te nemen moet het instrument met meer dan 1 Hz bandbreedte meten, en daarom is de beoogde meetbandbreedte voor dit systeem 25 Hz of hoger.

Voor korte termijn metingen, korter dan een uur, is de beoogde meetonzekerheid voor een 50 mm object 10 pm ($k=2$); zowel in lucht als in vacum. Voor langere termijn metingen, tot en met vier weken, is de beoogde meetonzekerheid voor een 50 mm object 100 pm ($k=2$). Om een instrument te bouwen met een hoge resolutie en een lage onzekerheid was nader onderzoek nodig in drie specifieke interferometrische aandachtsgebieden: periodieke niet-lineariteit, brekingsindex correctie en laser frequentie stabilisatie.

Periodieke niet-lineariteit, veroorzaakt door frequentie menging in de laserbundels, onperfecte polarsatie optiek en ongewenste reflecties, kan bij verplaatsings interferometrie meetfouten veroorzaken in het nanometer gebied. Aangezien de aanvangswaarde van de interferentie fase onbekend is bij verplaatsings interferometrie en de lengteverandering waarschijnlijk minder is dan een fractie van de laser golflengte, is de periodieke niet-lineariteit moeilijk te bepalen en te corrigeren. Voor typische periodieke fouten van 1 nm tot 5 nm betekent dit een bijdrage in de meetonzekerheid van 300 pm tot 1,5 nm. Debelangrijkste meetfout ontstaat door periodieke niet-lineariteit ten gevolge van frequentie
menging. De interferometer voor stabiliteitsmeting is speciaal ontworpen met ruimtelijk gescheiden laserbundels om zodoende frequentie menging te vermijden.

In dit onderzoek blijken de meetfouten veroorzaakt door de benodigde correcties voor brekingsindex variaties blijken het moeilijkst. Nauwkeurige temperatuur en druk metingen met een bandbreedte rond de 0,1 Hz vraagt om integratie tijd voor onderdrukking van ruis en dit contrasteert sterk met een nagesŃereefde meetbandbreedte van 25+ Hz. Daarom is voor effectieve karakterisatie en correctie een andere meetmethode gezocht die meet met dezelfde bandbreedte als de interferometer. Een voorbeeld van een dergelijke meetmethode is het gebruik van golflengte gecorregeerde interferometrie waarbij de laserbron gekoppeld wordt aan een resonantie piek van een Fabry-Pérot holte met een vaste lengte. Met deze techniek is het mogelijk om te corrigeren voor brekingsindex variaties met een veel hogere bandbreedte dan bij metingen van omgevingsparameters en tevens met een lagere meetonzekerheid dan de op empirische vergelijkingen gebaseerde methode die vaak wordt toegepast. Deze techniek vereist echter een snelle actuator en een stabiele Fabry-Prot holte die beiden niet beschikbaar waren voor dit onderzoek.

Een alternatieve methode die in dit proefschrift wordt gepresenteerd is een dubbele interferometer. De eerste interferometer meet de variaties van het object en de andere meet de brekingsindex variaties. De variaties van de brekingsindex worden gemeten door een gebalanceerde interferometer met slechts één verschil in de optische weglengten veroorzaakt doordat de referentie arm een vacumbuis bevat en de meet arm niet. Wanneer de brekingsindex variaties uniform zijn door de gehele interferometer, dan kan deze configuratie geschikt zijn om de brekingsindex variaties te meten. Een gedetailleerde onzekerheidsanalyse wordt gepresenteerd en de twee grootste onzekerheidsbijdrage komen van de fasemeting van de interferentie en de meting van de temperatuurverandering.

In dit proefschrift was de technologie voor frequentie stabilisatie niet de beperkende factor, maar meer de praktische implementatie van een laserbron met voldoende vermogen om een detecteerbaar interferentie signaal te verkrijgen, rekening houdend met het complexe optische systeem en de mogelijke verliezen in de fiberkoppelingen. Jodium gestabiliseerde lasers hebben voldoende frequentie stabiliteit voor dit onderzoek, maar hun uitgangsvermogen is zelfs veel lager dan van normale voorverplaatsing interferometrie gebruikte laserbronnen. Instellbare lasers gekoppeld aan een gestabiliseerde femto-seconde laser en een cesium atoomklok hebben ook een heel hoge frequentie stabiliteit, maar zijn zelf nog altijd onderzoeksgereedschap. Bovendien zijn beide systemen duur en dat was onaantrekkelijk voor dit onderzoek.

Een drie-mode gestabiliseerde HeNe laser is onderzocht tijdens dit project. De drie-mode laser maakt gebruik van de centrale mode van de HeNe laser als hoofdbundel voor de interferometer en had, in dit geval, meer dan 2 mW nuttig vermogen. Een intrinsiek mixed-mode signaal veroorzaakt door derde orde harmonische werd gebruikt om de drie-mode laser te stabiliseren. Het mixed-mode signaal van nominaal 300 kHz werd gedetecteerd, gefilterd, versterkt en omgezet naar een blokgolf. Daarna is een microcontroller gebruikt als pulsenteller en PID regelaar. Het uitgangssignaal van de PID regelaar werd naar een stroomversterker gestuurd om met een Peltier element de temperatuur van de laserbuis te regelen. Door de temperatuur van de buis aan te passen, en dus de lengte van de buis, werd uiteindelijk de absolute frequentie van de centrale mode gestabiliseerd. De tweede gerealiseerde versie had een geschatte korte termijn stabiliteit van 2×10−11 en het intrinsiek
mixed-mode signaal had een relatieve gevoeligheid van 593 Hz/Hz ten opzicht van de absolute frequentie.

Verschillende generaties interferometer systemen worden gepresenteerd, gebaseerd op een dubbelzijdig, gebalanceerd ontwerp met een interne refractometer voor het volgen van de golflengtevariaties. Dit ontwerp is gekozen, omdat het direct schaalbaar is met de grootte van de meetobjecten en omdat het slechts enkele op specificatie gefabriceerde optische componenten bevat.

De eerste metingen betroffen een dubbele symmetrische configuratie (zonder sample en vacumbuis) en met een 30 mm eindmaat. Na correctie voor thermische uitzetting, verandering van de brekingsindex, frequentie variaties en drukveranderingen, was de gemeten drift van de eindmaat vergelijkbaar met de dubbele symmetrische meting. Bij integratie tijden tot $10^4$ seconden blijven de gemeten Allan-afwijkingen, bepaald uit de Allan-variantie, beperkt tot sub-nanometer niveau. Het minimum in de Allan-afwijkingen lag bij een integratie tijd van $10^3$ seconden. Afgezien van verwachte, maar hoger dan gewenste, fluctuaties in de omgevings omstandigheden, bleken de optiek en de montage ervan de beperkende ruisbronnen. Elk optisch element was apart gemonteerd met commerciële tip-tilt tafels waarvan bekend is dat deze drift en trillen. Dit veroorzaakte een korte termijn ruisband van 50 nm in de individuele interferometer metingen.

Na twee verdere systeem iteraties resulteerde de vierde iteratie in significante korte termijn verbeteringen door het beperken van drukvariaties. In een tegen drukvariaties afgesloten omgeving werd een dubbele symmetrische meting uitgevoerd met 10 nm top-top drift waardoor de meest ongewenste fluctuaties en andere omgevingsfactoren, waaronder de temperatuur en de druk, beperkt waren. Het minimum in de Allan-afwijkingen lag bij een integratie tijd van $10^3$ seconden. Afgezien van verwachte, maar hoger dan gewenste, fluctuaties in de omgevings omstandigheden, bleken de optiek en de montage ervan de beperkende ruis bronnen. Elk optisch element was apart gemonteerd met commerciële tip-tilt tafels waarvan bekend is dat deze drift en trillen. Dit veroorzaakte een korte termijn ruisband van 50 nm in de individuele interferometer metingen.

Op dit moment wordt de interferometer nog altijd gemodificeerd en dubbele symmetrie metingen worden nog steeds uitgevoerd. Meer onderzoek is nodig voordat definitief geconcludeerd kan worden dat deze interferometer geschikt is voor het meten van materiaal stabilité. Als de thermische en cosinus fouten lineair schalen dan kunnen resultaten in het 10 pm tot 20 pm bereik gehaald worden mits de omgeving binnen 10 mK gestabiliseerd wordt. Tevens zou de vacumbuis ingebouwd moeten worden voor een nieuwe serie karakterisatie metingen waar mee, bij geslaagde metingen, de meetobjecten en de thermische modellen in meer detail onderzocht kunnen worden. Dit kan een uitgebreider driedimensionaal model zijn van het te meten object in plaats van het vereenvoudigde eendimensionale model zoals gepresenteerd in dit onderzoek. De tot nu toe verkregen
meetresultaten uit dit onderzoek en deze interferometer geven nog geen uitsluitsonderzoek over de bruikbaarheid van dit concept als gereedschap voor materiaal stabiliteitsonderzoek.
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