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A B S T R A C T   

Chemical process systems (CPSs) involve complex dynamic processes. Besides, the emergent and uncertain 
hazards and disruptions cannot be identified entirely and prevented by conventional methods. In those situa
tions, resilience for CPSs plays an essential role in absorbing, adapting to disruptions, and restoring from 
damages. Systemic modeling plays a vital role in assessing resilience. A system-based analysis model, system- 
theoretic accident model, and process (STAMP) can provide a robust framework. This paper develops a 
comprehensive methodology to systematically model and assess system resilience. The STAMP is employed to 
model and analyze the system safety of a process system. A new method of dynamic resilience assessment is then 
proposed to quantify the resilience of the system. The proposed method is applied to the diesel oil hydrogenation 
system. The results show that it quantifies the resilience of complex process systems considering human and 
organizational factors in a dynamic manner.   

1. Introduction 

1.1. Resilience and literature review 

Given the rapid development of highly complex chemical process 
systems, more attention should be devoted to resilience analysis in the 
process industries. Subsystems and components of the process system 
are highly coupled and interdependent. Additional social factors (e.g., 
management, policy, human, and organizational factors) and their in
teractions with technological factors (e.g., equipment failure, process 
parameter variation) make the systems much more complex. Although 
many efforts have been made to prevent accidents, escalations, and 
domino effects, accidents still occur due to various social and techno
logical factors [1–3]. Even under a rigorous risk management program, 
accidental disturbances not absorbed by the system may still lead to 
catastrophic consequences [4]. This indicates that while preventing 
accidents, it is also essential to handle uncertain disturbances, emer
gency events, and system state changes to ensure that the system oper
ates within the set target threshold (i.e., safe state). Resilience analysis 

was motivated by a general unease with the inadequacy of earlier safety 
approaches, such as event chain models of accident causality, probabi
listic risk analysis, and reliability methods [5]. Resilience assessment is 
more dynamic and more suitable than risk assessment to dispose of 
complex systems after uncertain disruptions because it is concerned not 
so much with the reliability of individual components but with under
standing and facilitating a system’s ability to actively ensure that sys
tems do not get out of control [5–8]. Especially in dealing with 
emergency events and disruptions, building a resilient system is more 
appropriate than risk assessment. Risk management aims at preventing 
accidents and reducing the consequences of accidents. Resilience 
assessment intends to improve the ability of the system to respond to 
emergencies, such as prediction, absorption, adaptation, and recovery. 
Resilience assessment extends the conventional risk assessment to the 
post-accident stage. It evaluates the system’s ability to anticipate, 
absorb, adapt to disruptions and recover from failures and accidents Zio 
[9]. 

As a new research paradigm within the field of safety science, peer 
researchers proposed different resilience quantification methods based 
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on the characteristics of various fields [2,10–17]. Hollnagel (2011) 
defined the concept of resilience engineering for the first time, in which 
resilience was defined as “the ability that makes a system both safe and 
efficient, allowing it to maintain and recover a dynamic state of equi
librium while keeping functioning after a mishap or under permanent 
stress”. By accepting the nature of resilience, the focus turns to effec
tively discovering interdependent factors and interactions in the system, 
thereby creating a more flexible and resilient process. Hosseini and 
Barker [14] proposed a new method to quantify resilience as a function 
of absorptive, adaptive, and restorative capacities using Bayesian net
works. The example of an inland waterway port is used to demonstrate 
the method. Leveson et al. [18] employed the STAMP model to assess 
system resilience through utilizing it to the safety culture of the NASA 
Space Shuttle program. Beach et al [19]. used STAMP to qualitatively 
analyze the resilience of a complex cyber-physical system. Poulin and 
Kane [20] developed a taxonomy for infrastructure resilience by 
comparing 274 articles. Yang et al [21]. proposed a comprehensive 
approach based on deterministic and probabilistic metrics to assess the 
resilience of the equipment system. To prevent escalation of accidents of 
chemical process system, Sun et al [3]. developed a comprehensive 
approach based on resilience engineering and dynamic Bayesian 
network to assess the performance of safety barriers for chemical process 
system. The results show that the proposed method can be used to 
quantify each safety barrier’s performance and enhance the safety 
management strategy to prevent and mitigate the escalation of acci
dents. Cincotta et al. [22] proposed a methodology to increase the 
resiliency of process plants by considering both the vulnerability and 
recoverability phases to prevent fire domino effects. Kammouh et al 
[23]. developed a novel method to evaluate the time-dependent resil
ience of engineering systems using resilience indicators. Mottahedi et al 
[24]. presented a novel methodology, considering unavailable data, to 
quantify the resilience of infrastructure systems by using expert judg
ment and fuzzy set theory. Cai et al [25]. proposed a new 
availability-based engineering resilience metric and considered resil
ience as an intrinsic ability and an inherent attribute of an engineering 
system. Zhang et al [26]. introduced a hybrid method based on a finite 
element model and dynamic Bayesian network to design a general 
resilience assessment approach for mechanical structure. More relevant 
research in chemical process systems (CPSs) can be seen in Table 1. 
Although the works described above show significant progress on 
resilience assessment, most previous studies believed that resilience is 
the static property of a system, which fails to reflect the highly inter
dependent and complex property of technical, organizational, and 
human-made factors in the chemical process industry. 

1.2. IRML method and corresponding limitations for resilience assessment 

Infrastructure Resilience-Oriented Modelling Language (IRML) is a 
graphical method to model and assess system resilience. It is capable of 
representing the system structure and functional dependencies. IRML is 
a comprehensive method comprising four main parts: system represen
tation, structure analysis, qualitative analysis, and quantitative resil
ience assessment [35]. More details about IRML can be seen in Filippini 
and Silva [36]. Although it is a hybrid method for resilience assessment, 
some limitations limit its application. Firstly, in terms of system 
modeling, it can simplify the complex and nonlinear system to provide a 
better understanding. As a price, however, it sacrifices the accuracy and 
the level of detail of the representation [36]. Besides, it cannot consider 
the feedback and complex relationships among components. In other 
words, IRML is not a systems-theoretic method, which makes it different 
to accurately reflect the dependencies and interactions among sub
systems and components in complex systems. Secondly, it quantifies the 
resilience of the system by adding up the functionality or performance 
status of each subsystem. According to the relevant literature on resil
ience engineering, however, resilience is expressed by the ratio of the 
area at the bottom of the performance curve to the total area rather than 

Table 1 
A summary of resilience studies for chemical process systems.  

References Research fields Methods Advantages 

Gong and You 
[27,28] 

Resilience 
optimization of 
CPSs 

Multiobjective  

two-stage 
adaptive 
robust mixed- 
integer 
fractional 
programming 
(ARMIFP) 
model. 

This method can 
combine the 
resilience 
assessment with 
corresponding 
resilience 
improvement 
strategies to ensure 
maximum 
resilience and 
minimum total 
capital cost under 
the worst-case 
scenario.   

Azadeh et al  
[29]. 

Performance 
evaluation of safety 
and human 
resources of CPSs 

Questionnaires 
and data 
envelopment 
analysis (DEA). 

Discussing the 
performance of 
the resilience 
assessment and 
the integrated 
resilience 
assessment. 

Jain et al [30]. Process upset 
events prediction 
analysis of CPSs 

Process Resilience 
Analysis 
Framework 
(PRAF); Bayesian 
deep learning. 

It improves 
PRAF and 
integrates 
technical factors 
with social 
factors; it can 
predict 
uncertain 
disruptions. 

Jain et al [31]. Maintenance 
strategy 
optimization of 
CPSs 

Process Resilience 
Analysis 
Framework 
(PRAF); Bayesian 
regression. 

The proposed 
method 
improves PRAF 
and integrated 
technical factors 
with social 
factors; It can be 
used to 
determine the 
optimal 
maintenance 
policy for 
optimal and 

safer plant 
operations.    

Jain et al [32]. Uncertain 
disruptive events 
prediction of the 
chemical and 
pharmaceutical 
industry 

Process Resilience 
Analysis 
Framework 
(PRAF); Monte 
Carlo Markov 
Chain (MCMC); 
Global sensitivity 
analysis (GSA) 

The proposed 
approach 
employed 
information of 
their process 
plant to make 
decisions rather 
than historical 
databases; It can 
solve two types 
of uncertainty: i) 
process-inherent 
uncertainty, and 
ii) external or 
unknown 
disruptions. 

Zinetullina et al  
[33]. 

Quantitative 
Resilience 
assessment of CPSs 

Functional 
Resonance 
Analysis Method 
(FRAM); Dynamic 
Bayesian network 
(DBN). 

The proposed 
approach used 
FRAM to 
determine the 
root causes of 
the accident, 
enhancing the 
accuracy of the 
DBN model. 

Chen et al [34]. 

(continued on next page) 
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a simple addition of performance [34]. 
To overcome those two shortcomings, we proposed a resilience 

assessment approach using the STAMP model and a new resilience 
metric Section 2.1 discusses how it works. A new quantification method 
for system resilience is developed to measure system resilience Section 
2.2.2 presents this method. 

1.3. STAMP model for resilience assessment 

STAMP was introduced by Leveson [37] to investigate the highly 
complex socio-technological interactions qualitatively. According to 
STAMP, system safety can be viewed as a control problem. The cause of 
the accident is unexpected interactions between subsystems and com
ponents that violate safety constraints. STAMP has been proven to be an 
effective method to analyze safety in a highly complex system, and 
widely applied in various fields, such as water contamination accidents, 
railway accidents, aviation, financial crises, medical industry, and 
long-distance pipeline transportation industry [38–44]. Performing 
STAMP analysis in the initial stage of the quantitative resilience 
assessment of the complex systems can more strictly analyze the 
non-linear interdependent factors and interactions between complex 
technical-human-organizational factors to better reflect the situation in 
the system. STAMP can be employed to model the system systematically. 
However, it is a qualitative approach. 

1.4. Objective and organization of the study 

Inspired by the quantitative method of IRML, this study aims to 
propose a comprehensive approach, including the STAMP model and a 
novel resilience metric, to assess the dynamic resilience of complex 
systems, in which the complex interactions and interdependency among 
subsystems and components are considered. Besides, the influence of 
information feedback on the system resilience is included in the pro
posed methodology. We adopted a two-step method: First, STAMP is 
used to systematically analyze a process system’s safety. Second, the 
dynamic resilience assessment method is proposed to quantify the 
resilience of the STAMP model. 

The remaining parts of this paper are organized as follows. The 
proposed methodology of dynamic resilience assessment is presented in 
Section 2. The application of this approach to the diesel oil hydroge
nation system is presented in Section 3. Section 4 compares the proposed 
method with the IRML method for assessing system resilience behavior. 
Finally, conclusions are drawn in Section 5. 

2. The proposed methodology 

The methodology is developed in this section to assess the system 
resilience under the influence of disruption, which includes two main 
parts: modeling the system using STAMP and developing a novel 

resilience metric to quantify the system’s resilience. 
Firstly, the safety constraints, control loops, process model, and 

control structure should be identified to model the system. In this step, 
the system-theoretic process analysis (STPA) is used to identify system 
hazards and accidents, construct control structures, determine potential 
unsafe control actions, and find out the causes of dangerous control 
actions (UCA). After that, a STAMP model is built. Then, the modeling 
parameters and the formula of system resilience should be determined to 
quantify the system resilience. Each step of the methodology is discussed 
in detail in the following section. The specific process is shown in Fig. 1. 

2.1. STAMP modeling 

In system and control theory, STAMP views the highly complex 
system as a combination of dependent subsystems and components, 
maintaining a dynamic equilibrium state through information and 
control feedback loops. STAMP defines safety management as a 
continuous control task rather than preventing component failure events 
from imposing necessary constraints to limit safety changes and adap
tations of system behavior [37]. STAMP consists of three main concepts: 
safety constraints, control loops, and process models, and control 
structure. 

(1) Safety constraints are measures that must be imposed on a system 
to ensure the system operates within a safe range. Accidents may occur if 
there are no safety constraints or the safety constraints fail to control the 
hazards. 

(2) Control loops can conceptualize the system as a control system. 
The safety constraints, logic control, and information feedback in the 
control loops are critical to ensure system safety. The basic control loop 
of STAMP can be seen in Fig. 2. It consists of five main elements: 
controller, process model, actuator, controlled process, and sensor. 

(3) In system theory, the system is regarded as a hierarchical struc
ture. In this structure, each level imposes constraints on the activities of 
the levels below it. That is, constraints at higher levels or lack of 

Table 1 (continued ) 

References Research fields Methods Advantages 

Hazardous material 
(HAZMAT) storage 
resilience 
assessment of 
chemical plants 

TNT equivalency 
method; Heat 
radiation model; 
Stochastic 
dynamic 
algorithm. 

They proposed 
dividing 
resilience metric 
into four parts (i. 
e., resistance, 
mitigation, 
adaptation, and 
restoration) and 
quantifying their 
capacity; It can 
be used to 
enhance storage 
policy and 
prevent domino 
effects.  

Fig. 1. The proposed methodology for assessing the system resilience.  
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constraints allow or control lower-level behavior [37,46]. In the light of 
the control structure, the roles and responsibilities of each element of 
STAMP can be determined. 

2.2. Dynamic resilience assessment 
STAMP is an effective method to model a process system. IRML can 

simulate the system’s response to failure propagation to check whether 
the system can handle the disruptions [36]. Besides, IRML facilitates the 
identification of functional relationships among components. However, 
this method transforms the system model into a more straightforward 
and neutral dependency network [36] to omit details of the system and 
subsystems. Besides, it cannot consider the complex interactions and 
feedback information of components and subsystems. Therefore, we use 
STAMP to model the system systematically. Based on this, a compre
hensive method, including a novel resilience metric, is proposed to 
assess the dynamic resilience of process systems, which is shown in 
Section 2.2.2. 

The proposed method simulates the response of a system to a 
disturbance, which may affect one or multiple nodes. This method was 
developed based on nodes simulation through the STAMP model. Every 
node is associated with a dynamic behavior in response to disturbance 
(buffering) or recovery from failure. The quantitative method consists of 
two main parts: i) determination of disruption duration (Td), buffering 
time (Tb), and recovery time (Tr), and ii) resilience assessment. 

2.2.1. Resilience metric of IRML 
In the first part, the main task is to assign numerical values to time 

parameters (Td, Tb, and Tr). The disruption duration (Td) refers to the 
time period from the moment the disruption is imposed on the initial 
node to the moment that the disruption withdraws. The buffering time 
(Tb) is the interval from the time when disruption affects the node to the 
time when this node fails. It represents the ability of a node to resist 
disruptions. Tb can be regarded as the capacity of a node to absorb and 
adapt to disruptions. Recovery time (Tr) represents the time interval 
between the start of maintenance and the restoration of a node to the 
node’s recovery. It indicates the recovery ability of node, determined by 
maintenance resources (e.g., maintenance policy, maintenance 
personnel, respond speed, etc.) of the system. It is worth noting that 
those parameters can be obtained from the operational data of the plant. 
There are four assumptions to note in this part:  

• Assumption 1: As long as the disruption persists, only failure events 
are active in the model. Only when the disturbance stops, nodes will 
start to recover [36]. This is because if a node is repaired before the 
disruption disappears, the existing disruption will continue to affect 
the node.  

• Assumption 2: The node can be restored only when its parent nodes 
are restored to the original state.  

• Assumption 3: If the time for the last node in the system to recover to 
its original state is greater than the time for the first node affected by 
disruption to fail for the second time, the system cannot be restored 
to its original state and will fall into a loop. This indicates that the 
existing maintenance resources are insufficient to deal with the 
impact caused by the disruption on the system, and additional 
maintenance resources (such as professional rescue teams, govern
ment support, etc.) are needed to help the system restored to its 
original state.  

• Assumption 4: If the system falls into a loop, to avoid overestimating 
the resilience, we only quantify the system resilience of the time 
interval from t0 to tx. The tx indicates the moment when the system is 
restored to its original state. For a system trapped in a loop, the tx 
refers to the moment when the initial node fails for the second time. 

In the second part, the simple metric of system resilience can be 
represented as the sum of the subsystems’ functionality state [36], as 
shown in Eq. (1): 

r(S) = s 1 + s 2 + ⋯ + s n (1)  

where S represents the system, r(S) indicates the resilience of the system, 
n represents the number of the subsystem, s_n represents the function
ality state of the subsystem n. The functionality state of subsystem can be 
binary, i.e., 0 and 1. 0 represents the failure of a subsystem, and 1 in
dicates the subsystem is functioning. Filippini and Silva [36] described 
the specific process of the quantitative method of IRML in their paper. 

2.2.2. The proposed resilience metric 
With various combinations of the functionality states of sub-systems, 

it only represents the system functionality. In this paper, resilience is 
seen as a system’s ability to actively ensure that the system does not 
operate out of control. Therefore, a novel resilience metric should be 
proposed to quantify resilience for complex systems. In the light of the 
resilience framework proposed by Bruneau et al [47]., resilience can be 
expressed as Eq. (2). 

R
(
t
⃒
⃒el) =

φ(t|el) − φ(td|el)

φ(t0) − φ(td|el)
(2)  

where R(t
⃒
⃒el)represents the resilience at time t; el refers to the disruption 

event l;φ(t
⃒
⃒el)is the functionality of the system at time t; φ(td

⃒
⃒el) indicates 

the system’s lowest functionality (0 in this paper); φ(t0) is the system’s 
initial functionality before the occurrence of disruption Eq. (2). can be 
converted into Eq. (3) by integrating Eq. (2) on the time term. 

R(S) =

∫ tx
t0

R(t)dt
R(t0)(tx − t0)

(3)  

whereR(S)is the system resilience; R(t)represents the functionality 
function of the system; R(t0) is the system’s initial functionality before 
the occurrence of disruption (1 in this paper); tx is the time that the 
system functionality is fully recovered; t0 is the time that the disruption 
occurs. 

The IRML method only considers the subsystems in the system, and 
the interaction of components in the subsystems is omitted. Besides, it 
uses the sum of functionality to express resilience directly. Those will 
lead to an inaccurate resilience assessment. To overcome the de
ficiencies of IRML, we take into account Eq. (3) and the components 
states of subsystems; therefore, Eq. (1) can be replaced by Eq. (4). 

R(t) =

⎡

⎢
⎢
⎢
⎣

∑m1

j=1
s1m1(t)

m1
+

∑m2

j=1
s2m2(t)

m2
+⋯ +

∑mi

j=1
snmi(t)

mi

⎤

⎥
⎥
⎥
⎦

/

i (4) 

Fig. 2. The basic control loop of STAMP [45].  
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where i represents the system consists of i subsystems, the subsystem n 
consists of mi components, and the subsystem state can be represented as 
the average of the components’ state. Therefore, the system resilience 
can be represented as Eq. (5). 

R(S) =

∫ tx
t0

⎡

⎢
⎢
⎢
⎣

∑m1

j=1
s1m1(t)

m1 +

∑m2

j=1
s2m2(t)

m2 + ⋯ +

∑mi

j=1
snmi(t)

mi

⎤

⎥
⎥
⎥
⎦

/

idt

R(t0)(tx − t0)
(5) 

To illustrate this method, a simple example is given here to explain 
its calculation process. We take the simple STAMP model in Fig. 2 as an 
example to demonstrate the application of the method. There are four 
nodes in Fig. 2, and the time parameters are assigned to these four nodes, 
respectively, which is the first part of this quantitative method. Note that 
the time parameters are determined by practitioners based on the real 
situations (e.g., maintenance resources) when using the proposed 
method. For a simple presentation of the proposed method, assuming 
that the disturbance occurs at node 3; A step function is considered, 
which goes from 0 to 1 at time T0=1 [36]; The Td, Tb, and Tr are 2, 1, 1 
(time unit is set in terms of an hour). The response of the nodes in the 
system is shown in Table 2. According to Table 2, the functionality 
variation is shown in Fig. 3. In the light of Eq. (5) and Fig. 3, the resil
ience behavior of the example model can be seen in Fig. 4. 

It can be seen from Fig. 3 and Fig. 4: it took 5 h from the change in 
system resilience to enter a loop. When the disturbance occurs at node 3 
at T0 (1 hour), the system functionality is not immediately affected. This 
is because of the buffering time (Tb) of node 3, during which the influ
ence of the disturbance is absorbed partially, and the system adapts to 
the disrupted condition to some extent. If no external interventions (e.g., 
maintenance) are taken during this time period, node 3 will fail after the 
Tb ends. When node 3 fails, the failure will propagate to node 4 through 
the shortest path, (there is only one path, i.e., 3→4). While Tb of node 4 
can also absorb and adapt to the disturbance for a certain period (1 
hour), then node 4 fails. The failure will then propagate to node 1 at the 
fourth hour. Meanwhile, node 3 recovers at the fourth hour, since 
T0+Td+Tr3=4. Simultaneously, when node 3 fails and node 4 recovers, 
the effects of the two nodes on the system functionality are counter
acted. The term of ‘jump’ is introduced to represent this phenomenon. 
This phenomenon also occurs at the fifth hour, because at this moment 
node 2 fails and node 4 recovers. The rest can be done in the same 
manner. 

It is worth noting that Fig. 2 is a directed and cyclic network due to 
the feedback. If node 2 recovers, its failure is propagated to node 3, the 
recovery process of the system will continue to circulate. In other words, 
the time when node 3 fails for the second time is: 
Tf32=T0+Tb3+Tb4+Tb1+Tb2+Tb3, while the recovery time of node 2 is: 
T2r =T0+Td+Tr3+Tr4+Tr1+Tr2. If Tf32 is bigger than T2r, the system can 
recover to its original state. If Tf32 is less than T2r, the failure propagation 
will start again, called ’Loop’ in this paper. We define the recovery time 
of the last node of the system (node 2 in this case) as tx. To avoid 
overestimating the resilience, we only quantify the system resilience of 
the time interval from t0 to tx, which is assumed in A4 in Section 2.2.1. 

According to the definition mentioned above, it can be seen from 
Table 2 that the Tf31=T0+Tb3=2, which means that the first failure time 
of node 3 is 2 h. While, the second failure time of node 3 is: 
Tf32=Tf31+Tb4+Tb1+Tb2+Tb3=6. T2r=T0+Td+Tr3+Tr4+Tr1+Tr2=7, this 
means that this system cannot restore to its original state within those 
kinds of time parameters (i.e., T0=1, for Td, Tb, and Tr are 2, 1, 1), which 
is shown in Fig. 4. In other words, as described in A2 and A3 in Section 
2.2.1, before node 2 recovers to its initial state, the effects of its failure 
propagated to node 3, causing node 3 to fail for the second time. 
Therefore, the system resilience will fall into a loop. The end state of the 
system functionality is 0.75, while the end state of the system resilience 
is 0.871. It is worth noting that some repaired nodes may fail again 
before the entire system is repaired. Thus, the system cannot be restored 
to its previous state. Unless the buffering time of the node is increased or 
the repair time of the node is reduced (e.g., S21 and S31 in Fig. 8 and 
Fig. 9), achieving these requires additional maintenance resources, like 
government support. 

3. Case study 

3.1. Description of diesel oil hydrogenation system 

The process of diesel oil hydrogenation illustrates the proposed 
methodology, as shown in Fig. 5. Diesel oil first enters the buffer tank to 
avoid pump cavitation. Then it is mixed with hydrogen in a mixer. The 
mixed gaseous hydrogen and liquid diesel fuel are preheated through 
heat exchangers and enter the furnace. The mixture is heated to a certain 
temperature and then enters the reactor. The product of the reactor is 
cooled to 49 ◦C and then enters the high-pressure separator. High-purity 
hydrogen is generated at the top of the separator. Most of the gas is 
returned to the furnace as recycled hydrogen. The hydrogenated oil is 
separated from the middle of the high-pressure separator and enters the 
low-pressure separator. Due to the decrease in pressure, the hydrogen 
and low-molecular hydrocarbons dissolved in the oil are separated from 
the oil. The refined oil finally enters the fractionating tower. Various 
hydrocarbons will be produced at the top of the tower, and multiple 
products will be produced at the bottom of the tower. The specific 
process is shown in Fig. 5. 

It is worth noting that pressure control is essential during the whole 
process. Because the pressure in the buffer tank is about 0.38 MPa, while 
the pressure in the furnace and reactor is very high, up to 5.7 MPa. If the 
pressure in the reactor flows back into the buffer tank, it will cause 
excessive pressure in the buffer tank, and an explosion will happen. For 
example, on March 12, 2018, a buffer tank exploded in the diesel oil 
hydrogenation process system and caused a massive fire at the Jiujiang 
petrochemical company in Jiujiang, Jiangxi, China [48,49]. The main 
cause of the accident was the pressure flow-back, which caused the 
pressure in the buffer tank to surge beyond its design pressure. In this 
paper, the pressure control system of the diesel oil hydrogenation pro
cess system is utilized to illustrate the proposed methodology. 

3.2. The stamp modeling 

Before assessing the resilience of the pressure control system for the 

Table 2 
The response of each node.  

Node Parameters Pre-disruption The moment when the disruption affects the nodes (hour) Fail Recover 

1 Timepoint – T0+Tb3+Tb4 T0+Tb3+Tb4+Tb1 T0+Td+Tr3+Tr4+Tr1  

Node state 1 1 0 1 
2 Timepoint – T0+Tb3+Tb4+Tb1 T0+Tb3+Tb4+Tb1+Tb2 T0+Td+Tr3+Tr4+Tr1+Tr2  

Node state 1 1 0 1 
3 Timepoint – T0 T0+Tb3 T0+Td+Tr3  

Node state 1 1 0 1 
4 Timepoint – T0+Tb3 T0+Tb3+Tb4 T0+Td+Tr3+Tr4  

Node state 1 1 0 1  
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diesel oil hydrogenation system, it is necessary to model the system. 
STAMP is used to model the system, and STPA is used to identify system 
hazards. 

In this case, the system has the characteristics of high temperature, 
high pressure, flammability, and explosiveness. Two unexpected events 
are critical. The first is a physical explosion caused by high pressure, 
such as the aforementioned Jiujiang accident. The second one is leakage, 
which may lead to accidents, like fire, explosion, or contamination. 

Therefore, the high-level hazards of the system related to those two 
unexpected events are high pressure, flow rate, and liquid level in the 
system and devices. Keeping those variables within the safe range is the 
safety constraint of the system. For illustrative purpose, analysis is 
conducted based on the pressure control system of the diesel oil hy
drogenation process system in this paper, which means that pressure is 
the critical variable. 

Before identifying the system control structure, the first task to be 
conducted is to determine the entities and their roles in the system. For 
this study, the facility includes a buffer tank, valves, pump, furnace, 
reactor, recycle hydrogen compressor, and controllers. The controllers 
include indicators, alarms, and controllers for main variables (e.g., 
temperature, pressure, level). The main task of controllers is to keep the 
variables in the process of diesel hydrogenation within the set value or 
certain range to ensure system safety. The specific facilities and their 
roles are shown in Table 3. According to the STAMP and STPA method, 
the system control structure of the pressure control system is shown in 
Fig. 6. 

To ensure system safety, the operation and process parameters must 
be monitored and controlled. Besides, unsafe control actions (UCA) 
should be identified. According to the pressure control system of the 
diesel oil hydrogenation process system, all components (e.g., corporate, 
plant manager, controller, actuator, and sensor) and their interactions 
should be considered. The UCAs can be divided into four categories; 
namely, control action required for safety is not provided, control action 
is unsafe, control action required for safety occurs too early or too late, 
and control action required for safety is stopped too soon or applied too 
long, respectively [37]. The specific UCAs and their causes are shown in 

Fig. 3. The functionality behavior of the example model.  

Fig. 4. The system resilience behavior of the example model.  

Fig. 5. Schematic diagram of the diesel oil hydrogenation process system.  
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Table 4. 

3.3. Dynamic resilience assessment using STAMP 

The STAMP model of the pressure control system for the diesel oil 
hydrogenation system is constructed in the previous section. In the light 
of the principle technological procedure described in Section 2.2, the 
task of this part is to conduct the dynamic resilience assessment for 
STAMP. Assume that the disruption occurred at the controller in the 
control room (i.e., node 3). Engineers can determine the location of 
disruption based on real situations and requirements when using this 
method. It is worth noting that since node 3 issued the wrong command, 
and the command was transmitted to the node below node 3, node 1 and 

2 are functioning before the feedback information from node 11 reaches 
node 3. When the disruption occurs at node 3, the remaining nodes in 
the system may be affected, that is, system response. Node 4, node 5, 
node 6, node 7, node 8, node 9, node 10, and node 11 are the potentially 
affected nodes. 

As can be seen from Fig. 6, each node is affected by different nodes. 
Since each node has a different buffering time (Tb) and recovery time 
(Tr), nodes are affected to different degrees. Those parameters can be 
obtained from the actual data and operational records of the plant. For 
example, maintenance data are recorded in the plant, so Tb is the time 
interval from initial installation to failure time, and Tr is the time in
terval from the start of maintenance to the recovery to normal state. T0 
represents that a disruption event occurs at node 3 after the system runs 
for T0 min (10 min in this paper). Due to the lack of actual data on the 
process parameters of the pressure control system, to illustrate the 
application of the proposed methodology, the assigned value of Td, Tb 
and Tr are shown in Table 5. 

Due to the interaction between components in the system, disruption 
affects nodes in multiple paths. For example, node 3 is affected by the 
disruption and by node 11 (i.e., information feedback), which means 
that the child node of a node in the STAMP model may also be the parent 
node of the node. In other words, the proposed method considers the 
interaction between components and considers the influence of infor
mation feedback on components. This is the difference between the 
proposed method in this paper and the IRML method. 

When the node starts to be affected by the disruption, its state will 
change. Since a node may be affected by multiple nodes, there are many 
paths for disruption to propagate to a node. The disruption will propa
gate to the downstream nodes in the shortest path. A failed node may 
recover if the disturbance stops, which means that all ancestor nodes 
have recovered in their turn [36]. If the recovery speed of the system is 
less than the fault propagation speed, the system will fall into a loop or 
breakdown, which is described in A4 in Section 2.2.1. For example, 
when node 11 fails, the fault will propagate to node 3. If the nodes in the 
system are not fully recovered before node 3 fails a second time, the 

Table 3 
The facilities’ roles of the diesel oil hydrogenation process.  

Facility Roles 

Buffer tank 
Valves 

Protects pumps Relief valve: open the valve to reduce the pressure 
or temperature in the container when the variable exceeds the 
threshold; Emergency shut down valve: when the system is 
abnormal, the valve is used to cut off the process to isolate the 
unit; Safety valve: open the valve to reduce the pressure or 
temperature in the container when the variable exceeds the 
threshold 

Pump Pumps diesel oil from the buffer tank into the mixer 
Mixer Mixes diesel oil and gaseous hydrogen 
Heat exchanger Preheats the mixture 
Furnace The mixture of diesel and hydrogen is heated to a specific 

temperature 
Reactor Hydrogenation reaction in the presence of the catalyst 
Compressor Maintains a high pressure in the reaction system; recycle 

hydrogen from the separator 
Indicators Displays variables in the system or device (local and at control 

room) 
Alarms Requires emergency action by an operator (site operator or 

control room operator) to reduce or shutdown inflow 
Controllers Reduces or stops inflow by the automatic controller (DCS or SIS)  

Fig. 6. The control structure of the pressure control system of the diesel oil hydrogenation process system.  
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resilience behavior of the system enters a loop or completely breaks 
down. The specific situation depends on the buffering time (Tb) and 
recovery time (Tr) of each component of the system. In other words, the 
system will only recover completely when the total recovery time of the 
system is less than or equal to the total failure propagation time. The 
specific paths are shown in Table 6. 

According to Table 5, Table 6, and the technological procedure 
described in Section 2.2, the state of each node in the system is shown in 
Table 7. The system resilience behaviors of Scenario 1, Scenario 2, and 
Scenario 3 are calculated based on Table 7, and the results are shown in 
Fig. 7, Fig. 8, and Fig. 9, respectively. 

The simplified representation of the pressure control system is 

employed to demonstrate the proposed approach. In this study, one node 
(i.e., node 5 in Fig. 6) is utilized to represent the all-related logical 
controllers. This is a simplified representation of the control system. In 
reality, different and independent controller logics are used to actuate 
the ESD and safety valves. It can be seen from Fig. 7, the larger the Td 
(disruption duration), the smaller the resilience of the system. When Td 
increases, the possibility of the system returning to its original state is 

Table 4 
The UCAs for the pressure control system.  

Category UCAs Causal factors Safety constraints 

Control action 
is not 
provided 

The emergency 
shutdown valve at 
the outlet of the 
feed pump is not 
provided 

The design is non- 
standard 

Management and 
investigation 

Sign of the high 
pressure in 
equipment and/or 
pipeline is not 
detected 

Pressure indicator 
and alarm fail 

Inspection and 
maintenance 

Failure of the check 
valve is not 
detected 

Operators lack of 
skill and experience 

Safety training 

Failure of the relief 
valve is not 
detected 

Operators lack of 
skill and experience 

Safety training 

Control action 
is unsafe 

Failure of the check 
valve 

The operators do not 
notice or check the 
function of the 
check valve 

Inspection and 
maintenance 

The detected 
pressure in 
equipment and/or 
pipeline is wrong 

Pressure indicators 
fail or operators 
misread pressure 

Inspection and 
maintenance, 
training 

Control action 
occurs too 
early or too 
late 

Operators do not 
close the ESD valve 
in time 

Operators lack of 
skill and experience 

Safety training 

The relief valve is 
not opened in time 

Relief valve fails Inspection and 
maintenance 

The command from 
the control room is 
late 

Operators at the 
control room lack of 
skill and experience 

Safety training 

The abnormal 
pressure is not 
disposed in time 
after it is detected 

The operators are 
negligent or lack of 
skill, or the 
emergency plan is 
inadequate. 

Management, 
training, 
emergency 
exercise 

Control action 
is stopped 
too soon or 
applied too 
long 

– – –  

Table 5 
The assumed value of Td, Tb and Tr.  

Scenario Variables (minute) Constant 
(minute) 

Description 

Scenario 
1 

S11: Td=10; S12: 
Td=20; S13: Td=30; 
S14:Td=40 

Tb=10, 
Tr=10 

The influence of different Td 

on the system resilience 
behavior 

Scenario 
2 

S21:Tb=5; S22: Tb=10; 
S23: Tb=15; S24: 
Tb=20 

Td=20, 
Tr=10 

The influence of different Tb 

on the system resilience 
behavior 

Scenario 
3 

S31:Tr=5; S32: Tr=10; 
S33: Tr=15; S34: 
Tr=20 

Td=20, 
Tb=10 

The influence of different Tr 

on the system resilience 
behavior  

Table 6 
The path of each node affected by disruption.  

Node Disruption propagation path Nodes recovery path 

1 Min(3–4–6/7/8/9–10–11–3–2–1; 3–5–7/ 
8/9–10–11–3–2–1) 

3–2–1 

2 Min(3–4–6/7/8/9–10–11–3–2; 3–5–7/8/ 
9–10–11–3–2) 

3–2 

3 3 3 
4 3–4 3–4 
5 3–5 3–5 
6 3–4–6 3–4–6 
7 Min(3–4–7; 3–5–7) Max(3–4–7; 3–5–7) 
8 Min(3–4–8; 3–5–8) Max(3–4–8; 3–5–8) 
9 Min(3–4–9; 3–5–9) Max(3–4–9; 3–5–9) 
10 Min(3–4–6/7/8/9–10; 3–5–7/8/9–10) Max(3–4–6/7/8/9–10; 

3–5–7/8/9–10) 
11 Min(3–4–6/7/8/9–10–11; 3–5–7/8/ 

9–10–11) 
Max(3–4–6/7/8/9–10–11; 
3–5–7/8/9–10–11)  

Table 7 
The time point and state of nodes of the system.  

Node Parameters Pre- 
disruption 

Fail Recover 

1 Timepoint – T0+Tb3+Min 
(Tb4+Tb6/ Tb7/ Tb8/ 
Tb9+Tb10+Tb11, 
Tb5+Tb7/ Tb8/Tb9 

+Tb10+Tb11)+
Tb3+Tb2+Tb1 

T0+Td+Tr3+Tr2+Tr1  

State 1 0 1 
2 Timepoint – T0+Tb3+Min 

(Tb4+Tb6/ Tb7/ Tb8/ 
Tb9+Tb10+Tb11, 
Tb5+Tb7/ Tb8/Tb9 

+Tb10+Tb11)+
Tb3+Tb2 

T0+Td+Tr3+Tr2  

State 1 0 1 
3 Timepoint – T0+Tb3 T0+Td+Tr3  

State 1 0 1 
4 Timepoint – T0+Tb3+Tb4 T0+Td+Tr3+Tr4  

State 1 0 1 
5 Timepoint – T0+Tb3+Tb5 T0+Td+Tr3+Tr5  

State 1 0 1 
6 Timepoint – T0+Tb3+Tb4+Tb6 T0+Td+Tr3+ Tr4+Tr6  

State 1 0 1 
7 Timepoint – T0+ Tb3+ Tb4/Tb5+

Tb7 

T0+Td+Tr3+ Max 
(Tr4+Tr7, Tr5+ Tr7)  

State 1 0 1 
8 Timepoint – T0+ Tb3+ Tb4/Tb5+

Tb8 

T0+Td+Tr3+ Max 
(Tr4+Tr8, Tr5+ Tr8)  

State 1 0 1 
9 Timepoint – T0+Tb3+ Tb4/ 

Tb5+Tb9 

T0+Td+Tr3+ Max 
(Tr4+Tr9, Tr5+ Tr9)  

State 1 0 1 
10 Timepoint – T0+Tb3+Min 

(Tb4+Tb6/ Tb7/ Tb8/ 
Tb9, Tb5+Tb7/ Tb8/ 
Tb9)+ +Tb10 

T0+Td+Tr3+ Max 
(Tr4+Tr6/ Tr7/ Tr8/Tr9, 
Tr5+Tr7/ Tr8/Tr9) 
+Tr10  

State 1 0 1 
11 Timepoint – T0+Tb3+Min 

(Tb4+Tb6/ Tb7/ Tb8/ 
Tb9+Tb10, Tb5+Tb7/ 
Tb8/Tb9 +Tb10) 
+Tb11 

T0+Td+Tr3+ Max 
(Tr4+Tr6/ Tr7/ Tr8/Tr9, 
Tr5+Tr7/ Tr8/Tr9) 
+Tr10+Tr11  

State 1 0 1  
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reduced. When the buffer time and recovery time of nodes remain 
constant, the longer the disturbance acts on the system, the greater the 
influence on the system will be. Besides, the time for the system to return 
to a new state also increases, which means that the longer the Td, the less 
safe the system. In Fig. 8, we can see that when Tb is 5, the system will 
fail to recover. As time goes by, the system’s resilience will become 0. 
This is due to the short buffering time of the components. All compo
nents have failed before external measures are taken, which leads to the 
breakdown of the system. As a result, the longer the buffer time, the 
better the system resilience, and the shorter it takes for the system to 
return to its new equilibrium. Note that when Tb is 20 (S24 in Fig. 8), the 
system can be restored to its normal state, which means that the system 
resilience can be improved by increasing the buffering time of each 
component. Besides, as Tb increases from 5 to 20, the moment when the 
system resilience starts to rise gradually decreases, which means that the 

system resilience increases. For instance, when is Tb 10 min, it takes the 
system 70 min to start to recover. While, when Tb 15 min, it takes system 
60 min to begin to recover, and this time period became 50 min when Tb 
increased to 20. This is because when the buffer time Tb of components 
becomes longer, the buffer time can be used for conducting mainte
nance. If the buffer time is long enough, i.e., longer than the recovery 
time (Tr), the fault will not propagate downstream nodes. It can be seen 
from Fig. 9 that the shorter the component’s recovery time, the stronger 
the system resilience. Shortening the recovery time (Tr) of components is 
the second way to increase system resilience. Combining Fig. 8 and 
Fig. 9, it can be concluded that as long as Tb is larger than Tr, the 
resilience of the system is able to recover gradually. For instance, assume 
that a disruption occurs on a pump. If it can be repaired before the pump 
loses its function completely, the fault will not continue to propagate to 
downstream nodes. If Tb and Tr are equal, the system resilience cannot 
be restored to its original state 1, which can be seen in the S22 in Fig. 8 
and S32 in Fig. 9. 

By comparing Figs. 7-9, it can be seen that Tb and Tr have a signifi
cant impact on the system resilience behavior of the system. The smaller 
the recovery time of the component, the smaller the time required for 
the system to recover from the disturbed state to the normal state. Since 
the Td cannot be controlled, the resilience of the system can be enhanced 
from two aspects: i) increasing the buffering time (Tb) and ii) reducing 
the recovery time (Tr). Tb can be increased by intrinsic safety factors, 
while Tr is determined by external measures. In other words, increasing 
Tb can fundamentally ensure system safety. Therefore, to some extent, Tb 
is more important than Tr. Increasing Tb can significantly enhance the 
resilience of the system, such as setting backup pumps, ESD valves, etc. 
In this way, standby equipment can be used to reduce the impact of 
disruptions on the system. Reducing Tr can be achieved by increasing 
inspection frequency and repairing in time, such as establishing relevant 
inspection and maintenance policies by the plant supervisor and training 
employees to improve their emergency response-ability (i.e., enhance 
the effectiveness of safety constraints in Table 4). 

A resilient system may recover to a normal state as long as there is 
sufficient external maintenance and repairment. However, due to the 
system being affected by the disruption, its functionality will be 
reduced, which may lead to accidents. For example, in the Jiujiang ac
cident, the accident happened when operators would close the valve. If 
the operator can close the valve before the explosion (i.e., if the system is 
more resilient or the system’s functionality can be maintained at a 
higher level after a disruption), accidents can be avoided. 

3.4. Discussion 

The proposed methodology is illustrated by a simplified pressure 
control system. Due to the complex calculation process and for illus
trative purpose, some nodes with the same function are simplified and 
represented by one node for the convenience of demonstrating the 
proposed approach. The STAMP model can be customized according to 
actual application conditions. To address this limitation, in future work, 
it is possible to design a software tool, which can automatically assign 
the corresponding parameter values (e.g., Tb and Tr) to all nodes in the 
STAMP model. In this way, the system resilience can be quantified 
efficiently even if the STAMP model is complex. 

The main contribution of the proposed methodology is reflected in 
two aspects. (i) The STAMP is able to systematically analyze the in
teractions between components and consider the influence of informa
tion feedback on the components. However, those critical factors are 
ignored in IRML. To illustrate the difference, take one condition (Td =10 
min) of Scenario 1 in Table 5 as an example. In this paper, node 3 is 
affected by disturbance, and node 11, which considers the information 
feedback. However, IRML is a simplified model. It only considers the 
influence between the subsystems and ignores the influence of the 
components within the subsystem, and it cannot consider the informa
tion feedback. (ii) A novel resilience metric is proposed to quantify the 

Fig. 7. The system resilience behaviors of Scenario 1.  

Fig. 8. The system resilience behaviors of Scenario 2.  

Fig. 9. The system resilience behaviors of Scenario 3.  
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resilience of chemical process systems. IRML uses the sum of the func
tionality of the system to express resilience directly, which will lead to 
an inaccurate resilience assessment. However, system resilience repre
sents the ability of absorption, adaptation, and restoration for the sys
tem, rather than the functionality or reliability of one or more 
components. Therefore, a novel resilience metric is proposed to over
come the shortcoming of IRML. Hence, the proposed methodology, 
including STAMP and a novel resilience assessment method, provides a 
potential way to quantify the resilience of complex systems. 

The system resilience behaviors calculated by those two different 
methods are shown in Fig. 10. The IRML method does not consider the 
influence of information feedback. Thus, the system may recover to its 
original state. The results obtained from the proposed method show that 
the system cannot recover to its original state in this scenario. This is 
because some repaired nodes (node 3 in this case) fail again before the 
entire system is repaired. In a process system, the wrong information 
feedback may lead to inappropriate control action and improper de
cisions by the controller (e.g., logical controller and operators), reducing 
the system performance again. Therefore, the proposed methodology fits 
better to the actual process system behavior. Since the STAMP model is a 
closed-loop model, the system resilience quantification may fall into a 
continuous process. There are possible solutions: i) increasing the 
buffering time, and ii) reducing the repair time (e.g., S24 and S31 in 
Fig. 8 and Fig. 9). In a real case, the wrong information feedback from 
the sensors (node 11 in Fig. 6) will cause the supervisor to make wrong 
decisions. Although the IRML method can also reflect the resilience 
behavior of the system as a whole, its results are somewhat inaccurate 
because it omits the interaction between components and the influence 
of information feedback. 

4. Conclusions 

Dynamic resilience assessment requires a rigorous analysis of the 
root causes of the accident. Due to a process system’s highly interactive 
and complex characteristics, the traditional methods cannot model the 
system systematically. They cannot present the interactions of technical- 
human-organizational factors, which will lead to inaccurate resilience 
assessment results. The current study proposes a comprehensive 
approach to modeling and quantifying the dynamic resilience of com
plex process systems. The proposed methodology takes advantage of 
STAMP to consider the information feedback and determine the key 
variables and root constraints of the system. After that, a novel quanti
tative resilience assessment method is developed to quantify the tem
poral changes of the resilience of a complex chemical process system. 
The main contributions of the proposed methodology are: i) utilizing a 
systemic model to describe the resilience behavior of a process system (i. 
e., considering the complex interaction among subsystems and compo
nents and influence of the information feedback); ii) developing a new 
approach to measuring the dynamic resilience of the system. The 
detailed results provide the required measures to enhance the system 
resilience. The proposed method can generate a real-time resilience 
profile, which helps extract valuable information from operational data 
to improve system resilience and provide an early warning for accidents. 
It can also help engineers and operators to make effective decisions to 
prevent accidents or reduce their consequences. 
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