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Abstract

At this moment a revolution is going on in the development of our vehicles. The driver is going to be replaced by the vehicle itself. To investigate this autonomy Delft University of Technology (TU Delft) is project leader of a partnership called Dutch Automated Vehicle Initiative (DAVI). This group of industry and academics are combining their efforts in development and implementation of autonomous driving systems. The aims of the initiative is to investigate, improve and demonstrate automated driving on public roads. One of the DAVI projects the TU Delft is currently working on is the development of an autonomous vehicle.

This autonomous vehicle is designed in different stages with different systems. Apart from observing the surroundings of the autonomous vehicle and planning a trajectory it is also required to have a system that is capable of controlling the movement of the vehicle. In this thesis such a system will be developed for the Toyota Prius of the DAVI project.

In contradiction to most Advanced Driving Assist Systems (ADAS) the developed system does not follow another vehicle, but instead it follows a trajectory that is represented as a list of path points. As part of this design a suitable vehicle model is selected with use of literature. Because this system will be based on the Toyota Prius it was required to find the vehicle model parameters from the actual vehicle. This is done with use of measurements and optimisation.

The path following system was split into two control parts, lateral controller for steering and a longitudinal controller for acceleration. These controllers are designed with the aim of real implementation via LabVIEW from National Instruments. Therefore the real-time capabilities are discussed. The control algorithms are selected based on the expected requirements for computational power.

After the construction of the path follower system in LabVIEW the performance was tested with use of simulations. The tuning of the controller was investigated and the best performing control parameters were found. Then the system was implemented into the real vehicle and tests were conducted to see the difference between simulation and real world. The results of these tests were then evaluated. The distance error between the vehicle and the path was in the real test within $15.8\,\text{cm}$. It was proven that the system is able to perform in real-time with a satisfying performance in terms of stability, comfort and trajectory tracking.
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Chapter 1

Introduction

The last decade a lot of research is done into automation of vehicles. What started as small driving assist systems, like cruise control or a lane departure warning system, expanded rapidly to systems that are capable of stopping the vehicle in critical situations. Other Advanced Driving Assist Systems (ADAS), are able to keep the vehicle in its own lane and regulate the vehicles velocity from 0 to 130 kilometre per hour with adaptive cruise control.

Even though the vehicles are loaded with sensors, computers and actuators the drivers still do most of the driving themselves. Why are we able to have planes flying around completely automatic but are we not yet able to have self driving cars? One reason for this is that there are not as many planes in the sky as cars on the road. There is much more interaction with other objects on the road than there is in the sky. The complexity of the self driving vehicle is thus much more complicated than a autonomous plane.

Nevertheless the technology is becoming more and more advanced. In figure 1-1 a scheme of automation is shown. This scheme divided the level of automation into 5 levels and one level of no automation. The Society of Automotive Engineers, or SAE, has defined these levels of automation.

Current ADAS systems that are on the market are in level 1 of automation, and some rare systems in level 2. The level 2 automation ADAS systems are adaptive cruise control with lane keeping, but in these systems the human driver is still monitoring the driving environment and should be ready to intervene if the system fails. More advanced levels of automation systems are still under development.

Why is this research conducted, what is the huge benefit of autonomous vehicles? Every year merely in Europe, more than 40.000 casualties and 1.4 million injuries are caused by vehicle-related accidents [1]. The passive safety of the passenger cars is highly developed and therefore has almost reached its limit. In the active safety part there is however room for improvement. These active safety ADAS systems have the potential to significantly reduce the number of road accidents, but the best solution to overcome the huge number of injuries and casualties is to bypass the human driver. Most of the accidents with vehicles occur because of human error, if the human task of driving could be replaced by a machine than these accidents could be prevented.
One autonomous system that is under development is the self driving vehicle of the Dutch Automated Vehicle Initiative (DAVI). The research of this thesis will be part of this development. DAVI is an initiative that develops high automated vehicles for research and demonstrations on public roads. The research tries to proof the safety and focusses on human factors in automated driving. DAVI is a public private partnership between many different companies and institutes, the core group consists of the TU Delft, TNO, the RWD and Connekt.

One project of TU Delft and DAVI is a self driving vehicle for the public road. The vehicle is a Toyota Prius that is equipped with sensors and radar to view its surroundings. With these sensors and radars it is possible for the vehicle to have 360 degrees of sensing, this means everything that happens around the vehicle can be detected. Inside the vehicle there is also a system that is capable of controlling the steering, acceleration and brakes of the vehicle. Next to that an advanced Global Positioning System (GPS) is installed.

---

**Figure 1-1:** Levels of automation defined by the Society of Automotive Engineers, or SAE

---

### 1-1 The Vehicle

One autonomous system that is under development is the self driving vehicle of the Dutch Automated Vehicle Initiative (DAVI). The research of this thesis will be part of this development. DAVI is an initiative that develops high automated vehicles for research and demonstrations on public roads. The research tries to proof the safety and focusses on human factors in automated driving. DAVI is a public private partnership between many different companies and institutes, the core group consists of the TU Delft, TNO, the RWD and Connekt.

One project of TU Delft and DAVI is a self driving vehicle for the public road. The vehicle is a Toyota Prius that is equipped with sensors and radar to view its surroundings. With these sensors and radars it is possible for the vehicle to have 360 degrees of sensing, this means everything that happens around the vehicle can be detected. Inside the vehicle there is also a system that is capable of controlling the steering, acceleration and brakes of the vehicle. Next to that an advanced Global Positioning System (GPS) is installed.
The autonomous vehicle of DAVI can be divided in a number of different systems. This is schematically shown in Figure 1-2. Part of the autonomous vehicle are:

- The tracker
- The eHorizon system
- The path planner
- The Move-Box
- The path follower

The tracker is the system that uses the radars and cameras that are mounted on the vehicle. This system detects the other road users and objects around the vehicle.

The eHorizon system is capable of placing the vehicle inside a HD map with use of GPS then it can verify this location with use of camera images.

The path planner can be described as a highly advanced navigation system that doesn’t only plan the route from A to B but also plans the trajectory. This trajectory will be a very detailed path which gives the desired position and velocity for the autonomous vehicle. This system needs to be able to change the trajectory when the surrounding changes, for example when other vehicles merge in front of the autonomous vehicle, or when pedestrians cross the road.

The Move-Box is the hardware-system that is located inside the vehicle. This system is the connection between a PCI eXtension for Instrumentation (PXI) and the vehicles board computer. This box ensures that there can be data transferred from vehicle to the PXI. The data can be transferred with a frequency of maximal 25 Hertz, this is the limit on the refresh rate of the sensors. Next to transferring information, this system is also capable of giving inputs to the vehicle. This can happen because the Move-Box is connected to the internal Adaptive Cruise Control (ACC) of the vehicle and therefore it is possible to control the velocity.

Figure 1-2: Schematic view of the autonomous vehicle system
Next to the velocity it is also possible of controlling the steering-wheel angle. The development of this Move-Box system is done at TNO, they installed this complete system into the Toyota Prius.

The inputs of the Move-Box that will be used in this thesis are:

- The desired steering angle.
- The desired longitudinal acceleration.

The exact working of the Move-Box is unknown because it is not designed or installed at the TU delft itself and there is no full documentation available. Therefore it will be considered as a black box with known in- and outputs.

The GPS that is installed in this vehicle is an advanced system from a company named Advanced Navigation. The GPS system is called Spatial Dual and consists out two antenna that are mounted on the roof of the vehicle as is shown in Figure 1-3. This system is much more precise than regular GPS systems.

The final system is the path follower. This system has as input the desired trajectory from the path planner and has the ability of making the vehicle actually follow this trajectory by controlling the acceleration and steering capabilities. Most ADAS systems follow other vehicles. The path follower is different, because instead of following other vehicles it follows a path that is represented as a list of values. This path follower will be the focus of this thesis.
1-2 Requirements

For the design of the path follower the following requirements apply:

- Compatible with soft- and hardware of the autonomous vehicle.
- Includes a control system for lateral and longitudinal control.
- Capable of running real-time.

The last requirement means that every calculation can be done within a certain time limit. For example determining the steering wheel position within a fraction of a second, not once but all the time. If the system is not able to calculate the desired steering wheel position in time then the controller will be unsafe. For example you do not want a autonomous vehicle that is driving on the highway and suddenly can not calculate the steering angle for the upcoming turn.

1-3 Objective

With the requirements for the path follower in mind the main aim of this MSc thesis can be defined as follows:

```
Designing and implementing a path following system for an autonomous vehicle that will follow a predefined trajectory in real-time.
```

This main objective can be divided into different sub objectives that are necessary to reach the main objective:

- Determining the necessary vehicle dynamics.
- Determining the parameters necessary for this vehicle model from the real car.
- Design of a controller for path following.
- Design of path following system.
- Tuning and evaluation of the controller in simulation.
- Tuning and evaluation of the controller in a real test.

In this thesis the other systems that are part of the DAVI system will not be used, because they are still in development. In this thesis a trajectory will be constructed to simulate and test the path follower. This also means that research on collision avoidance will not be part of this thesis because the tracker is not fully functional yet.

In this research the maximum velocity of the vehicle that will be considered is $50\text{km/h}$. Although the system would be capable of higher velocities they are not the area of this research. However at the end of this thesis a lateral controller is proposed that should increase performance at higher velocities.
1-4 Outline

In the beginning of this thesis the different aspects of vehicle dynamics that are useful for this thesis are introduced. The models that will be used throughout this thesis are explained and evaluated.

In chapter 3 it will be described how the different parameters that are required for the models were acquired. This includes a description of tests with the vehicle that were performed.

Chapter 4 will introduce the different control aspects of this thesis. First the lateral controller is introduced and then the longitudinal controller will be explained.

After the introduction of the control algorithms the design of the path follow system is explained in chapter 5. This chapter will introduce the program that is used in this thesis, it will describe the design of the path and the rest of the system that will be used to get the required inputs for the control algorithms. Chapter 6 will contain simulations of the path follower and chapter 7 contains a real test on the autonomous vehicle.

The final two chapters of this thesis will be a conclusion of the work and a description of the future work proposals.

In appendix A the previously described higher velocity lateral controller will be shown.
In this chapter the vehicle model used in this thesis will be discussed. It will be explained why this model is chosen for the design of a path following controller and what the benefits and drawbacks of this model are. The coordinate systems that is used throughout the thesis will be introduced, and the stability of the model will be evaluated. At the end of this chapter the steering dynamics of the steering wheel are introduced.

2-1 Coordinate System

There are two coordinate systems that are used in this thesis, one is the global earth-fixed coordinate system \((X, Y, Z)\) and the other is a local coordinate system \((X_l, Y_l, Z_l)\). The global system is fixed to the earth at any convenient location and is used to define the position and the orientation of the vehicle. The origin of the local system is fixed to the vehicle’s centre of gravity and moves as the vehicle moves. This body-fixed system is used to define the motion of the vehicle. In Figure 2-1 these coordinate systems are shown.

![Figure 2-1: Global and local coordinate system](image-url)
2-2 Lateral Dynamics

The model that is used for lateral dynamics is the bicycle model. This model is chosen because it is the most commonly used for path following. As the name suggest it is a model that looks like a bicycle. The model combines the left and right wheels into a pair of single wheels at the centre of the front and rear axle. The model is based upon the following assumptions [4] [5]:

- The vehicle's longitudinal velocity is taken as a time-variant parameter. This means that the acceleration in longitudinal direction is set to zero, thereby neglecting tire-slip in longitudinal direction.
- The vehicle is moving on a flat surface.
- The tyres response in the linear range.
- The steering input to the front tyres are small and the thereby corresponding slip angles are also small.
- The vehicle structure, including the suspension system, is rigid.
- The track width is small compared to the radius of the turn, thereby neglecting the small angle difference between the front wheels.
- The aerodynamic forces are negligible.

As is shown there are a lot of assumptions made in this model. One might think that all these assumptions will result in a model that does not represent the real world and therefore the controllers made with this model will not work properly. Vehicle dynamics are very complicated and high fidelity models are very non-linear, these non-linear models will represent the real-world in more situations. But the question is if that is necessary? Most of the non-linearities act in extreme cases as high-speed steering manoeuvres at for example racing-tracks or extreme braking. These situations will not be encountered in the normal driving situation.

It is indeed true that the bicycle model will not represent the real world in every situation but under normal driving situations it will represent the system well enough for the purpose of this thesis.

2-2-1 The Design of The Model

The bicycle model is created with use of Newton’s second law of motion, the equations for lateral and yaw motions can be written as:

\[
\begin{align*}
ma_y &= \sum F_y \\
I_z \ddot{\phi} &= \sum M_z
\end{align*}
\]  

(2-1)

With

\[
\begin{align*}
m &= \text{Vehicle mass} \quad [\text{kg}] \\
a_y &= \text{Lateral vehicle acceleration} \quad [\text{m/s}^2]
\end{align*}
\]
From Figure 2-2 the sum of forces in the y-direction and the total moment about the z-axis can be observed. These sums are given as:

\[
\sum F_y = F_{yf} \cos(\delta) + F_{yr}, \\
\sum M_z = l_f F_{yf} \cos(\delta) - l_r F_{yr}
\]

The acceleration in the y-direction \(a_y\) exists out of two parts, one is the acceleration \(\dot{v}_y\) and the other one is the influence of the rotation of the vehicle \(v_x r\) with \(r\) given as the angular velocity about the z-axis also known as the yaw rate. This gives:

\[
a_y = \dot{v}_y + v_x r \tag{2-2}
\]

Substituting these values into Eq. (2-1) gives the equations of motion as:

\[
m(\dot{v}_y + v_x r) = F_{yf} \cos(\delta) + F_{yr}, \\
I_z \dot{r} = l_f F_{yf} \cos(\delta) - l_r F_{yr} \tag{2-3}
\]

The force generated by the front and rear wheels can be modelled linearly proportional to the slip angle, this results in the lateral force defined as shown in Eq. (2-4).

\[
F_{yf} = C_{\alpha f} \alpha_f \\
F_{yr} = C_{\alpha r} \alpha_r \tag{2-4}
\]

With:

\[
\alpha_f = \text{Slip angle of the front tyre} \quad [\text{rad}] \\
\alpha_r = \text{Slip angle of the rear tyre} \quad [\text{rad}] \\
C_{\alpha f} = \text{Cornering stiffness of 2 front tyres} \quad [\text{N/rad}] \\
C_{\alpha r} = \text{Cornering stiffness of 2 rear tyres} \quad [\text{N/rad}]
\]
The front and rear tyre slip is calculated with Eq. (2-5).

\[
\alpha_f = \delta - \tan^{-1}\left(\frac{v_y + l_f r}{v_x}\right)
\]
\[
\alpha_r = -\tan^{-1}\left(\frac{v_y + l_f r}{v_x}\right)
\]

Substituting Eq. (2-3) and Eq. (2-4) into Eq. (2-5) results in:

\[
m(\dot{v}_y + v_x r) = C_{\alpha f} \left[\delta - \tan^{-1}\left(\frac{v_y + l_f r}{v_x}\right)\right] \cos(\delta) - C_{\alpha r} \tan^{-1}\left(-\frac{v_y + l_f r}{v_x}\right)
\]
\[
I_z \dot{r} = l_f C_{\alpha f} \left[\delta - \tan^{-1}\left(\frac{v_y + l_f r}{v_x}\right)\right] \cos(\delta) + l_r C_{\alpha r} \tan^{-1}\left(-\frac{v_y + l_f r}{v_x}\right)
\]

The next step towards a model is to linearise the given equations of motion. This is done using the small angle assumption to Eq. (2-6). This will result in the following:

\[
m(\dot{v}_y + v_x r) = C_{\alpha f} \left[\delta - \left(\frac{v_y + l_f r}{v_x}\right)\right] + C_{\alpha r} \left(\frac{v_y + l_f r}{v_x}\right)
\]
\[
I_z \dot{r} = l_f C_{\alpha f} \left[\delta - \left(\frac{v_y + l_f r}{v_x}\right)\right] - l_r C_{\alpha r} \left(\frac{v_y + l_f r}{v_x}\right)
\]

Solving these equations for \( \dot{v}_y \) and \( \dot{r} \) gives:

\[
\dot{v}_y = -\frac{C_{\alpha f} + C_{\alpha r}}{m v_x} v_y + \left[-v_x + \frac{l_r C_{\alpha r} - l_f C_{\alpha f}}{m v_x}\right] r + \frac{C_{\alpha f}}{m} \delta
\]
\[
\dot{r} = \frac{l_r C_{\alpha r} - l_f C_{\alpha f}}{I_z v_x} v_y + \frac{-l_r^2 C_{\alpha r} - l_f^2 C_{\alpha f}}{I_z v_x} r + \frac{l_f C_{\alpha f}}{I_z} \delta
\]

Finally the linear dynamic bicycle model can be written in state space form as:

\[
\begin{bmatrix}
\dot{v}_y \\
\dot{r}
\end{bmatrix} = \begin{bmatrix}
-\frac{C_{\alpha f} + C_{\alpha r}}{m v_x} & -v_x + \frac{l_r C_{\alpha r} - l_f C_{\alpha f}}{m v_x} \\
\frac{l_r C_{\alpha r} - l_f C_{\alpha f}}{I_z v_x} & -\frac{l_r^2 C_{\alpha r} - l_f^2 C_{\alpha f}}{I_z v_x}
\end{bmatrix} \begin{bmatrix}
v_y \\
r
\end{bmatrix} + \begin{bmatrix}
\frac{C_{\alpha f}}{m} \\
\frac{l_f C_{\alpha f}}{I_z}
\end{bmatrix} \delta
\]
2-2-2 Stability

In this subsection the stability of the Linear dynamic bicycle model is discussed. Because this is a linear system it is stable if the eigenvalues have no positive real parts. This means that all terms of Eq. (2-9) need to be positive.

\[
det(\lambda I - A) = \lambda^2 - (a_{11} + a_{22})\lambda + (a_{11}a_{22} - a_{21}a_{12}) = 0
\]  

(2-9)

When Eq. (2-9) is filled with the terms it results in:

\[
det(\lambda I - A) = \lambda^2 \left( \frac{C_{\alpha f} + C_{\alpha r}}{mv_x} + \frac{a_{12}^2}{I_xv_x} \right) \lambda + \left( \frac{C_{\alpha f}C_{\alpha r}(l_f^2 + l_r^2)}{I_zmv_x^2} + \frac{l_rC_{\alpha r} - l_fC_{\alpha f}}{I_z} \right) = 0
\]

(2-10)

It is clear that the second term is always positive, and the only minus sign is in the third term. This means that all parts are positive if:

\[
l_rC_{\alpha r} > l_fC_{\alpha f}
\]

(2-11)

If \(l_rC_{\alpha r} < l_fC_{\alpha f}\) the system can still be stable, but it depends on the forward velocity \(v_x\). It is possible to find this critical forward velocity using the following equation [2]:

\[
C_{\alpha f}C_{\alpha r}(l_f^2 + l_r^2) \frac{l_f}{l_fC_{\alpha f} - l_rC_{\alpha r}} > mv_x^2
\]

Using the fact that \(L = l_f + l_r\) we get:

\[
\frac{L^2C_{\alpha f}C_{\alpha r}}{l_fC_{\alpha f} - l_rC_{\alpha r}} > mv_x^2 = \frac{L^2}{\frac{l_f}{C_{\alpha f}} - \frac{l_r}{C_{\alpha r}}} \frac{l_r}{C_{\alpha r}} > mv_x^2
\]

This results in the critical velocity of:

\[
v_x < \sqrt{\frac{L^2}{m\left(\frac{l_f}{C_{\alpha f}} - \frac{l_r}{C_{\alpha r}}\right)}}
\]

(2-12)

It is now possible to simplify this equation using the definition for the under-steer gradient shown in Eq. (2-11).

\[
K_{us} = m \frac{l_r}{L} \left(\frac{l_r}{C_{\alpha r}} - \frac{l_f}{C_{\alpha f}}\right)
\]

(2-11)

This results in the final equation for the critical forward velocity shown in Eq. (2-12). The stability conditions are Eq. (2-10) and if that does not hold then Eq. (2-12).
2-3 Longitudinal Dynamics

As said in section 2-2 the longitudinal velocity is taken as a time-variant parameter in the bicycle model. This can be observed in Eq. (2-8) where the longitudinal velocity is just a parameter. Nevertheless it is possible to use another model for the longitudinal velocity, place this velocity in the bicycle model and have a total model for the vehicle.

A longitudinal vehicle model can also be called a tyre model because the most important component is the tyre. These tyres are complex dynamic components and have huge influence on behaviour of the vehicle. In the last decades an impressive amount of research is done regarding these tyres and there behaviour. A result of this research is several different types of tyre models with different characteristics.

2-3-1 Tyre Forces and Angles

The tyre coordinate system that will be used is the ISO axis system describes the forces and moments that are generated by a tyre. This system is shown in Figure 2-3. The tyre is made of a viscoelastic rubber that also assists in isolating the vehicle from road disturbances. Therefore when the tyre comes in contact with the ground, a part of the structure deforms. The part of this structure that is in contact with the ground is called the contact patch. The longitudinal and lateral forces are mainly depended on the tyre elastic properties at small slip values, but if the slip increases than the contribution decreases and that of the friction between the tyre and the road increases.

In the previous section 2-2-1 the tyre side-slip angle was introduced. This angle is the difference between wheels velocity and the direction of the wheel which is shown in Figure 2-3. Next to side-slip there is also longitudinal wheel slip. This parameter is hugely important for any tyre model.

The longitudinal wheel slip $\lambda$ is the difference in velocity between the vehicles body and the wheel velocity. This is better described with the side view of a wheel which is shown in Figure 2-4. The longitudinal velocity of the vehicles body is defined as $v_x$, this is at the centre of the wheel. If there is no acceleration or braking torque applied to the wheel it is free rolling at a velocity $v_r$. That means that the velocity of the wheel is equal to the velocity
The velocity of the wheel \( v_r \) can be described as a function of the wheel rotations \( \omega \) and the radius \( R_e \) as:

\[
v_r = \omega R_e
\]

When there is a braking torque the wheels start to decelerate, but because the tyres are viscoelastic the deceleration is not directly moved to the vehicles body. As a result the vehicles velocity \( v_x \) and the tyres velocity \( v_r \) are no longer the same. The difference between these velocities is defined as the longitudinal slip velocity shown in Figure 2-4 as \( v_{sx} \).

\[
v_{sx} = v_x - v_r
\]

With this knowledge it is now possible to define the longitudinal slip \( \lambda \) as:

\[
\lambda_b = \frac{v_{sx}}{v_x} \\
\lambda_b = \frac{v_x - v_r}{v_x} \\
\lambda_b = \frac{v_x - \omega R_e}{v_x}
\]

(2-13)

\( \lambda_b \) is valid if the vehicle’s velocity is higher than the rotational velocity of the wheel, thus under braking.

If the vehicle is accelerating it is the other way around, then the rotational velocity of the wheel is larger than the vehicles body. As a result the slip value during acceleration is defined as:

\[
\lambda_a = \frac{\omega R_e - v_x}{\omega R_e}
\]

(2-14)

\( \lambda_a \) and \( \lambda_b \) have a value between 0 and 1. If \( \lambda \) is 0 that means that the velocity of the wheel is exactly the same as the velocity of the body, if it is 1 then the wheel is fully locked, under braking, or it is fully spinning, under acceleration.
2-3-2 The Design of The Model

Two tyre models that are widely used are the so called semi-empirical magic formula [7] and the empirical Dugoff model [8]. Both of the models have their own limitations [4], the magic formula tyre model simulates the tyre forces in an excellent manner but it involves a number of unknown parameters that require extensive testing to be determined, and it is also computational heavier than the Dugoff tyre model. On the other hand the Dugoff model has shown errors at higher slip values when compared with experimental results.

As discussed in chapter 1 the output of the longitudinal controller should be the acceleration of the body. From the information of the previous section we can conclude that it is not possible to use one of the mentioned tyre models for this thesis. Those models can be used to describe the difference between body velocity and wheel velocity, thus the slip. The controllable parameter in these models is the wheel velocity. The problem is that with the set-up of this thesis it is not possible to give an acceleration value to the wheels. This is done by the Adaptive Cruise Control (ACC) controller of the Move-Box itself.

For design of the longitudinal controller a very simplistic longitudinal model is used. In simulation the longitudinal acceleration value will be integrated to the longitudinal velocity, and will be delayed with use of a transfer function. Then this velocity will be used in the bicycle model. This way it is possible to simulate the vehicle with different and changing longitudinal velocities.

2-4 Steering Dynamics

The controller will have an output of steering angle, not from the wheels themselves but the angle of the steering wheel. The steering wheel will be moved by an actuator that is build inside the Toyota Prius and is part of the set-up. This steering actuator will have some delay between receiving the desired steering angle and actually reaching that steering angle. To model this the steering actuator is approximated by a first-order lag element that is given in Eq. (2-15) [1].

\[ \dot{\delta_s} = -\frac{\delta_s}{\tau_\delta} + \frac{\delta_{s,des}}{\tau_\delta} \]  

(2-15)

In this equation \( \tau_\delta \) is the dynamic time constant, \( \delta_{s,des} \) is the desired steering angle of the steering wheel and \( \delta_s \) is the actual steering wheel angle. This function can be used in form of a transfer function, to do so the Laplace transform of the function of Eq. (2-15) is taken as shown in Eq. (2-16)

\[ \delta_s(s) = \frac{\delta_{s,des}}{1 + \tau_\delta s} \]  

(2-16)

2-5 Discussion

In this chapter the vehicle dynamic theory was reviewed. A suitable model to design a lateral controller has been found and explained. Different types of tire models are discussed and after researching these models it is concluded that they can not be used in this research due to the lack of information about the Move-Box system. A solution for this is proposed and explained. The next chapter will discuss how the parameters for these models were acquired.
Chapter 3

Vehicle Parameters

The bicycle model described in the previous chapter exists out of a number of parameters. This chapter will discuss how the parameters for this model are found and what tests have been performed.

The parameters necessary for the complete model are shown in Table 3-1. These are all the values of the bicycle model Eq. (2-8), the steering ratio and a time constant. Some of these parameters can be calculated and some of them will need an experiment before a valid value is acquired.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Symbol</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length from front axle to CoG</td>
<td></td>
<td>l_{f}</td>
<td>m</td>
</tr>
<tr>
<td>Length from rear axle to CoG</td>
<td></td>
<td>l_{r}</td>
<td>m</td>
</tr>
<tr>
<td>Vehicle mass</td>
<td></td>
<td>m</td>
<td>kg</td>
</tr>
<tr>
<td>Cornering stiffness of the front wheels</td>
<td></td>
<td>C_{\alpha f}</td>
<td>N/rad</td>
</tr>
<tr>
<td>Cornering stiffness of the rear wheels</td>
<td></td>
<td>C_{\alpha r}</td>
<td>N/rad</td>
</tr>
<tr>
<td>Moment of inertia around Z axis</td>
<td></td>
<td>I_{z}</td>
<td>kg/m^2</td>
</tr>
<tr>
<td>Steering ratio</td>
<td></td>
<td>k_{\delta}</td>
<td>-</td>
</tr>
<tr>
<td>Maximum steering angle of the steering wheel</td>
<td></td>
<td>\delta_{max}</td>
<td>rad</td>
</tr>
<tr>
<td>Dynamic steering time constant</td>
<td></td>
<td>\tau_{\delta}</td>
<td>s</td>
</tr>
</tbody>
</table>

3-1 Weight and Location Centre of Gravity

To find the length from the Centre of Gravity (CoG) to the front and rear axles it is first necessary to determine the location of the CoG. In this thesis it is assumed that this CoG is positioned in the centre of the vehicle broad wise. The model assumes that the left and right wheels are fit together and therefore the distribution of the weight should be equally divided between those wheels.
To locate the position of the CoG lengthways it is necessary to know the weight that rests on the front axle and the weight that rests on the rear axle. The vehicle manufacturer, in this case Toyota, gives information about the empty weight and maximum loadable weight. But no information about the distribution between front and rear axle. Even if this information was given it could easily be wrong for the current set-up because a lot of equipment has been added to the vehicle which may have changed the position of the centre of gravity.

Therefore the weight and weight distribution needed to be measured. To do this an appointment was made at the nearest Rijksdienst voor het Wegverkeer (RDW) inspection station: inspection station Schiedam. The RDW is the Dutch authority of road traffic. At the RDW it was possible to use their weighbridge which is shown in Figure 3-1b. With this bridge it was possible to measure the weight on the front and rear axle, which combined also gave the total mass of the vehicle.

![RDW logo](a) RDW logo

![The Weightbridge at the RDW](b) The Weightbridge at the RDW

Figure 3-1: The RDW

After weighing the vehicle with 2 persons in the front chairs the front axle supported a weight of 950 kg and the rear axle 640 kg. The resolution of this weighbridge was 10 kg, which is 0.7% of the total weight.

These results will be used in the rest of the thesis. Now that the weight is known the lengths \( l_f \) and \( l_r \) can be calculated. From the documentation of the vehicle it is known that the wheelbase of the vehicle \( L \) is 2.7 m. The calculations are done in Eq. (3-1).

\[
l_f = \frac{L \cdot m_r}{m} = \frac{2.7 \cdot 640}{1590} = 1.0868 \text{ m}
\]

Then the value for \( l_r = L - l_f = 1.6132 \text{ m} \).
3-2 Steering Wheel

According to data-sheets of Toyota the steering ratio is 14.6:1 from steering wheel to wheel. With this information it is possible to calculate the maximum steering angle of the steering wheel when we know the maximum steering angle of the wheels.

To calculate the maximal steering angle the following equation is used:

\[
\delta_{\text{max, wheels}} = \tanh \left( \frac{L}{R - t/2} \right) \tag{3-2}
\]

Where \( R \) is the radius of the turning circle tested by the Dutch ANWB as 5.95m. And \( t \) is the track width in meters.

\[
\delta_{\text{max, wheels}} = \tanh \left( \frac{2.7}{5.95 - 1.515/2} \right) = 0.52 \text{rad}
\]

This multiplied by the steering ratio gives a maximal steering angle of the steering wheel as 7.592\text{rad}.

The final steering wheel parameter is the dynamic steering time constant. Because it was not possible to perform a test in this stage of my research for this parameter a value from literature was used. The value used in simulation is 0.2s [1].

3-3 Optimisation

The parameters that are left to find are the cornering stiffness of the front and rear tyres and the moment of inertia around the Z axis. The cornering stiffness is a parameter that is only valid when applied within a linear range. This is best shown by Figure 3-2. In this picture \( C_y \) is the cornering stiffness \( C_\alpha \). \( F_y \) is the lateral tyre force and \( \alpha \) is the slip angle.
The values of the cornering stiffness and the moment of inertia are found with use of optimisation. While driving the vehicle the data of the models inputs, the steering angle \( \delta \) and the velocity \( v_x \), are logged together with the model outputs, the lateral acceleration \( a_y \) and the yaw rate \( r \). The model outputs are measured with the INS system of chapter 1. The model will be fit on the experiment data with a non-linear least squares method by using the algorithm \texttt{lsqnonlin} in Matlab, This is part of the LTI System Identification Toolbox [9]. This will result in the parameters that can be used in simulation.

3-3-1 Data Sets

To perform this test the vehicle was driven to Valkenburg Naval Air Base were enough space was available for the test. To find the parameters the following test was designed: a sinusoidal input would be put on the steering wheel with a constant velocity. Unfortunately the MoveBox couldn’t be used for this test so it had to be done by hand. Therefore the velocity is not fully constant throughout the test and the input on the steering wheel isn’t a perfect sinus. Four data sets were constructed: 2 with a constant velocity of 30\( km/h \) and 2 with a constant velocity of 40\( km/h \) the frequency of the sinus was 0.5\( hz \). The data sets consist out of 4 signals

- Input 1: The steering angle of the steering wheel.
- Input 2: The vehicle velocity.
- Output 1: The lateral acceleration.
- Output 2: the yaw rate.

In Figure 3-3 the inputs of one of these data sets is plotted. This is a set where 40\( km/h \) was driven but as is visible in the figure the velocity of the data set is lower. During the tests it was tried to keep the velocity of the vehicle at a constant value with use of the speedometer of the vehicle, but this speedometer had some deviation. The data that is shown in Figure 3-4 was logged with use of the Move-Box and this system is more accurate. Even though it is not exactly 40\( km/h \) or a constant velocity it doesn’t influence the data fit that much because these fluctuations are used in the optimisation. In Figure 3-4 the measured outputs are plotted.

3-3-2 Fitting

When fitting a model to a dataset one will need a way to assess the fit of the parameters. This will be done with the the percentage variance accounted for (vaf) between two signals. When the two signals are the same the vaf value is 100\% if they differ, the vaf value will be lower. This value can be calculated with Eq. (3-3). Where \( y \) is the real output and \( y_{est} \) is the estimated output.

\[
vaf = (1 - \frac{\text{variance}(y - y_{est})}{\text{variance}(y)}) \times 100
\]

(3-3)

All the datasets are optimised with use of the previously described algorithm \texttt{lsqnonlin}. This algorithm does require a starting point from which it tries to find an optimum. The starting values are shown in Table 3-2.
Figure 3-3: The inputs of one dataset

Figure 3-4: The outputs of one dataset
In the model there is a possibility for the rear tyres to have a different cornering stiffness than the front tyres. This can be the case when different tyres are fitted on the different axles. But with the Toyota Prius that is not the case, and therefore in the optimisation the cornering stiffness of the front and rear tyres are taken as the same value. That means that $C_{\alpha_f} = C_{\alpha_r} = C_{\alpha}$. Also one has to take into account that the bicycle model assumes that the left and rear tyres are combined. This means that the value of the cornering stiffness needs to be doubled. All the four data sets are fitted with use of `lsqnonlin`. the vaf value is calculated, and then the parameters are validated on the other datasets. For instance dataset 1 is optimised, and then validated on dataset 2, 3 and 4. All vaf values are calculated and the best average value is then used in the rest of the thesis. This will make sure that the data is not over fitted to only one dataset.

In Figure 3-5 the dataset with the highest average vaf value is plotted. The vaf Value over all datasets was 96.36\% for the lateral acceleration and 98.41\% for the yaw rate. The values that were the optimum are: $C_{\alpha} = 22201.3895 N/\text{rad}$ for 2 wheels and $I_z = 798.8249 \text{kg/m}^2$. These values were then rounded for use in simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Symbol</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cornering stiffness for one front wheel</td>
<td>15000</td>
<td>$C_{\alpha_f}$</td>
<td>N/\text{rad}</td>
</tr>
<tr>
<td>Cornering stiffness for one rear wheel</td>
<td>15000</td>
<td>$C_{\alpha_r}$</td>
<td>N/\text{rad}</td>
</tr>
<tr>
<td>Moment of inertia around Z axis</td>
<td>700</td>
<td>$I_z$</td>
<td>\text{kg/m}^2</td>
</tr>
</tbody>
</table>

**Table 3-2: Starting values for optimization**

![Identification Bicycle Model, Lateral Acceleration](image.png)

*Figure 3-5: Data fit with the the highest average vaf value*
This concludes this chapter where all necessary parameters were acquired. In Table 3-3 an overview is given of the parameters that are found in this chapter. It can not be said that these parameters are the exact representation of the actual vehicle. Some may vary a little because of measurement errors or other variables. For instance the weight of the vehicle can vary because of the fuel tank that can be full or empty. And the optimized parameters may vary from reality because the system was not excited enough during the test, or it was excited to much and the tyres were going into the non-linear regime. With all this in mind it can be said that these parameters should give a resalable good representation of the vehicle within the limits of the bicycle model.

Now that the parameters are found it is also possible to check if the vehicle model is stable. This can be done with Eq. (2-10). Because it is assumed that $C_{\alpha_f} = C_{\alpha_r} = C_{\alpha}$ it becomes clear that the vehicle is stable if $l_r > l_f$. This holds for the found parameters. Therefore the vehicle is stable.

### Table 3-3: Acquired vehicle parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Symbol</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length from front axle to CoG</td>
<td>1.0868</td>
<td>$l_f$</td>
<td>m</td>
</tr>
<tr>
<td>Length from rear axle to CoG</td>
<td>1.6132</td>
<td>$l_r$</td>
<td>m</td>
</tr>
<tr>
<td>Vehicle mass</td>
<td>1590</td>
<td>$m$</td>
<td>kg</td>
</tr>
<tr>
<td>Cornering stiffness of the front wheels</td>
<td>22200</td>
<td>$C_{\alpha_f}$</td>
<td>N/rad</td>
</tr>
<tr>
<td>Cornering stiffness of the rear wheels</td>
<td>22200</td>
<td>$C_{\alpha_r}$</td>
<td>N/rad</td>
</tr>
<tr>
<td>Moment of inertia around Z axis</td>
<td>800</td>
<td>$I_z$</td>
<td>kg/m²</td>
</tr>
<tr>
<td>Steering ratio</td>
<td>14.6</td>
<td>$k_\delta$</td>
<td>-</td>
</tr>
<tr>
<td>Maximum steering angle of the steering wheel</td>
<td>7.592</td>
<td>$\delta_{max}$</td>
<td>rad</td>
</tr>
<tr>
<td>Dynamic steering time constant</td>
<td>0.2</td>
<td>$\tau_\delta$</td>
<td>s</td>
</tr>
</tbody>
</table>
In this chapter the control for the path follower will be discussed. As discussed before the control will be split into two parts, a lateral controller and a longitudinal controller. This chapter will also be divided into lateral and longitudinal, and these parts will have the same build up. First it is discussed why this exact type of control is chosen and then some constraints will be introduced. Next the control algorithm itself will be described. At the end of this chapter the safety of the system will be discussed.

4-1 Controller Goals

The goal of the controllers is to make the steering and acceleration as human-like as possible. In the ultimate case this will be a perfectly human-like controller that takes the whole trajectory into consideration. This will most likely be a very advanced non-linear model predictive controller [10]. The only problem is that this controller will not be able to run in real-time because the computational load is to high. Therefore one should find a control algorithm that performs well within the limits of the system. What if the path is changed on the go, for instance when a not yet designed path planner changes its path because there is a change of route? Or it is doing a evasive manoeuvre because a person is crossing the street? It is desired that the controller can handle this possible change and not fail to give a desired output.

The goals of the controllers are:

- Compatible: The controllers should be compatible with the autonomous vehicle.
- Computational load: The controllers must be able to run at 25 Hz in a National instrument PXI.
- Robustness: The controllers should be able to handle a change in the path.
- Comfort: The controllers should have a response that is comfortable for the passengers.
4-2 Lateral Control

When keeping the controller goals in mind, the best solution for this problem isn’t the best available controller. But it is the control algorithm that uses the available inputs, that has the best performance while it is still able to run in real-time. This results in a trade off between computational load and tracking performance.

When designing a controller one must first look at the desired output and possible inputs for this controller. For a lateral vehicle controller the output is either the steering angle of the wheels or the steering angle of the steering wheel. In the case of this theses, as described in chapter 1, it is the latter.

The inputs of a path follow system can be a large variety of signals. Some control algorithms in literature use for example the curvature of the desired path[3]. Some use the information of the path on the current position [11] [12] and others use a look-ahead distance and calculate the desired steering angle with use of this 'future point' [13].

4-2-1 Comfort

Before the lateral control algorithm is introduced it first necessary to introduce the comfort restraints. An autonomous vehicle that can track a path perfectly wont be of much use when nobody wants to drive with it. Therefore the steering must feel like a human is driving the vehicle. for example a controller that has no smooth steering will result in a unpleasant drive for the people on-board of the vehicle.

The comfort level for humans can be evaluated with use of the lateral acceleration value. When this value is high the ride will not be described as pleasant by the passengers. To quantify this an experimental study [14] is used that found three threshold values of comfort, a comfortable level, a medium comfort level and a discomfort level. These are shown in Table 4-1

<table>
<thead>
<tr>
<th>Lateral acceleration ([m/s^2])</th>
<th>Consequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0 &lt; a_y \leq 1.8)</td>
<td>Comfort level</td>
</tr>
<tr>
<td>(1.8 &lt; a_y \leq 3.6)</td>
<td>Medium comfort level</td>
</tr>
<tr>
<td>(3.6 &lt; a_y \leq 5)</td>
<td>Discomfort level</td>
</tr>
<tr>
<td>(5 &lt; a_y)</td>
<td>Uncomfortable</td>
</tr>
</tbody>
</table>

Next to this threshold it is also valid to assume that if the output of the controller is steady the comfort level will be higher. For instance when the vehicle is steering constantly left and right to maintain an straight line the comfort level of the passenger will be very low. So not only the hight of the lateral acceleration value needs to be considered but also the stability of the steering wheel output.

It should also be noted that the value of lateral acceleration is influenced by the path. If a sharp turn is made in the path at high velocity, and the vehicle is following this path than the lateral acceleration will also be high. Therefore the design of the path should also be considered when evaluating the comfort level of the controller.
4-2-2 Future Predictive Control

The controller that was selected as a result of a literature survey was the Future Predictive Controller [15]. This controller is a non-linear feedback function. The algorithm recalculates the steering angle every time-step, this means it can respond to changes in the trajectory. This control algorithm uses a future location to generate the steering angle. A control algorithm with this ability makes the most sense for this thesis because there is an ability to know the path, or at least part of it, in advance. A result of this look ahead distance is that this controller should have a better performance than control algorithms that don’t use the preview of the path.

And finally one of the most important aspects of this controller is that it is proven to work real-time in literature and that is one of the goals of this thesis.

The Control algorithm is an function that exists out of two parts. One is the error between the path and the vehicles position and the other is the heading error of the vehicle with respect to the path.

The heading error can be calculated with use of equation Eq. (4-1).

\[
\theta_e = \theta - \theta_p(t)
\]  

With \(\theta_e\) being the heading error, \(\theta\) is the current theta and \(\theta_p\) the desired theta from the path.

In Figure 4-1 the distance error is explained. This error is not the direct error but it is the error of a projection in the future. To accomplish this projection the controller uses the vehicles current position and heading without any steering angles.

From this future point \((f_x, f_y)\) a perpendicular line is drawn to the path. The length of this line is defined as the lateral error in the future \(y_{ef}\).

The future location \((f_x, f_y)\) can be calculated with equation 4-2.

\[
\begin{align*}
    f_x &= L_f \cos(\theta) + c_x \\
    f_y &= L_f \sin(\theta) + c_y
\end{align*}
\]  

Here \(L_f\) is the prediction length ahead of the vehicle, so it is the distance between the vehicle and its prediction. The future lateral error can then be calculated with equation 4-3.

\[
y_{ef} = -(f_x - p_x) \sin(\theta) + (f_y - p_y) \cos(\theta)
\]  

The Control law for the wheel steering is then given in equation 4-4.

\[
\delta = \sin(\theta_e) + \frac{k_s y_{ef}}{v_x}
\]
This control function is given in literature, but there are some improvements possible. From other literature [13] it is seen that there is an improvement in tracking if the look-ahead distance $L_f$ is variable. This can be done by making $L_f$ dependent of the velocity $v_x$. This results in:

$$L_f = K_f \ast v_x \quad (4-5)$$

The hypothesis is that this should have a positive effect on the overall tracking of the vehicle. Another improvement is a control parameter for the heading error. This parameter will be called $k_h$. This results in the control law:

$$\delta = k_h \ast \sin(\theta_e) + \frac{k_{syef}}{v_x} \quad (4-6)$$

Figure 4-1: The future vehicle of the future prediction control algorithm
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4-2-3 Tuning and Performance

The tuning of this control algorithm is done with three different parameters, \( k_f, k_s \) and \( k_h \). The parameters \( k_h \) and \( k_s \) are the gain parameters. When increased the algorithm will make the controller steer more aggressively and therefore make the error decrease more quickly, this will result in a better tracking performance but can lead to an unstable system. If the control values are decreased the stability of the controller becomes better.

The other parameter that can be tuned is the \( k_f \) parameter. Increasing this parameter will result in a larger look-ahead distance. If this distance is too large the vehicle will cut corners, and if this distance is too small the vehicle will start to oscillate.

The performance of this controller should be better than similar control algorithms that lack the look-ahead distance like one shown in [16]. Only low velocity tests [25 km/h] have been performed in [15]. Therefore no conclusion can be drawn on the performance on high velocity. On these low velocity tests the performance is not perfectly shown in the paper. There is no figure showing the error distance but there is a figure that shows the difference between the reference and actual response. This error is measured in meters so the performance of the controller in literature is reasonable. In higher velocities the steady-state error could increase because there is no dynamic information used in the control algorithm except the velocity itself.

4-3 Longitudinal Control

This section will describe the design of the longitudinal controller. As before the comfort restraints are introduced at the beginning of this section. After that the control algorithm is explained.

4-3-1 Comfort

The lateral controller that was introduced had comfort constrains on the lateral acceleration. In this section the constrains for the longitudinal controller are introduced. These limits will be on the longitudinal acceleration. No constraints can result in very fast acceleration and deceleration even though it is not required. These high acceleration values can lead to discomfort for the passengers of the vehicle.

A statistical analysis of manual driving data of 125 drivers is presented in [17] and shows values of acceleration at different velocities. The results of this analysis are shown in table 4-2, it can be observed that 98% of the accelerations are in a range between \(-2.17\) and \(1.77\) m/s\(^2\) in low velocity situations. At higher velocities this acceleration is even less.

**Table 4-2: Acceleration analysis based on velocity region**

<table>
<thead>
<tr>
<th>Velocity / Percentile</th>
<th>1%</th>
<th>5%</th>
<th>90%</th>
<th>99%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – 40[km/h]</td>
<td>-2.17</td>
<td>-1.42</td>
<td>1.27</td>
<td>1.77</td>
</tr>
<tr>
<td>40 – 70[km/h]</td>
<td>-1.74</td>
<td>-0.85</td>
<td>0.81</td>
<td>1.09</td>
</tr>
<tr>
<td>Over 70[km/h]</td>
<td>-0.88</td>
<td>-0.52</td>
<td>0.55</td>
<td>0.73</td>
</tr>
</tbody>
</table>
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Most drivers and passengers feel uncomfortable when the vehicle is decelerating with values that are greater than 3 or 4 $m/s^2$. If drivers decelerate with even higher values it is to prevent the vehicle from crashing into other vehicles or objects. Therefore the acceleration can be divided into 2 ranges:

- Normal driving: $-2.17 [m/s^2] \leq a_c \leq 1.77 [m/s^2]$
- Severe braking: $-4 [m/s^2] \leq a_c$

For normal driving conditions the constrains can be added to the control law as:

$$ a(t) = \begin{cases} 
  a_{max}(v_c(t)) & \text{if } a_c(t) > a_{max}(v_c(t)) \\
  a_c(t) & \text{if } a_{min}(v_c(t)) \leq a_c(t) \leq a_{max}(v_c(t)) \\
  a_{min}(v_c(t)) & \text{if } a_c(t) < a_{min}(v_c(t)) 
\end{cases} \quad (4-7) $$

The maximum and minimum accelerations are depending on the vehicles velocity and are determined with use off the human driving data. These acceleration values are shown in figure 4-2.

![Figure 4-2: Velocity-dependent range of accelerations](image)

### 4-3-2 Safety

Limiting the acceleration value of braking doesn’t sound very safe, especially when a situation occurs were an emergency brake is necessary. This is completely true and for that reason there are more advanced longitudinal controllers available in literature [18]. For instance a controller that uses a Time To Collision (TTC) and a warning-index to compute the necessary deceleration value. In this thesis however this controller is not used because the tracking systems of the Toyota Prius are not yet fully functioning and the research of this thesis is on the tracking of the path without any disturbances of other road users. The real test will not be done on open road but on a closed controlled track environment and therefore such safety systems will not be required.
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4-3-3 PD Control

The longitudinal controller should, as discussed in chapter 1, have as output the desired acceleration of the body. The desired velocity will be part of the path that is constructed or given from a path planner. Because there is already an Adaptive Cruise Control (ACC) controller inside the Move-Box this longitudinal controller doesn’t have to be very advanced. The ACC has the most influence on the performance but unfortunately little is known of the controller because it is part of the standard equipment of the Toyota Prius and Toyota doesn’t give information about these systems.

The longitudinal control part of the path follower, will follow the desired velocity that is given in the path. To control the velocity a proportional derivative or PD controller can be constructed to regulate the acceleration of the vehicle. To do so it is desired to know the velocity error, this can be calculated with equation 4-8.

\[ v_e(t) = v_c(t) - v_p(t) \]  

(4-8)

Where \( v_e(t) \) is the error in velocity on time \( t \), \( v_c \) is the vehicles velocity and \( v_p \) is the velocity that is requested by the path. The acceleration control law can then be defined as:

\[ a_c(t) = K_p v_e(t) + K_d \frac{dv_e(t)}{dt} \]  

(4-9)

The parameters of this control law \( K_p \) and \( K_d \) are the proportional control gain and the derivative control gain. These parameters can be tuned to make the vehicles velocity converge quickly to the desired velocity.

4-4 Discussion

In this chapter the lateral and longitudinal controller are introduced. First the requirements for the controllers were discussed. The control algorithms were selected on there real-time capabilities and the robustness of control. This was done while keeping in mind the limits of the set-up, the Toyota Prius.

For both controllers comfort restraints were introduced and explained. Then the control algorithm themselves were introduced, and the tuning of the lateral controller was examined.

In the next chapter a system will be designed that will acquire the necessary parameters for the lateral and longitudinal control from the real-time data that is available of the Prius. Also the design of the path will be introduced.
In this chapter the design of the path following system is introduced. The chapter starts with explaining what program is used throughout the thesis and why this program is chosen. Then a key input of the path follower is discussed, the path itself. The design of this path and the requirements will be introduced. The rest of this chapter will then discuss the system that is designed to make sure the controllers of chapter 4 get the required data from the vehicle.

5-1 LabVIEW

The program used to construct the system is LabVIEW from National Instruments. This is done because one key goal of this thesis is the real-time implementation of the path follower. LabVIEW has the possibility to construct a Virtual Instrument (VI). With these VIs it is possible to construct models that can be simulated when the time is synchronised to a timing source. Thus making it possible to have real-time simulations.

This are capabilities that are in a similar way also possible in other programs like Matlab. The only difference is that National Instruments isn’t only software. They have a variety of hardware that is compatible with the software of LabVIEW. The hardware is build based on the LabVIEW system and therefore there is no problem with drivers. This means that a code programmed in LabVIEW can easily be compiled to such device from which it is possible to run the code in real-life systems.

The Move-Box in the Toyota Prius is actuated by a PCI eXtension for Instrumentation (PXI) from National Instruments. Therefore the choice to program the system in LabVIEW is logic. The implementation of the system to the PXI can then be done without much trouble, and then it is possible to test if the full system is able to run real-time. When processed on a Windows PC you do not achieve the maximum process power because a lot of other programs are running.
5-2 The Path

The most important input of a path following system is the path it needs to follow. This essential path is already mentioned in the other chapters but what does it really mean? In this section an answer to that question is given.

This trajectory exists out of a long list with data points. One row of this list correspond to one point in the map as shown in figure 5-1. Therefore the list will contain a column of $x$ points and a column of $y$ points. Next to that it does also contain the heading angle $\theta$ the desired velocity $v_x$ and the value $L_p$ that denotes the length of the path from the starting point. This list is shown in Table 5-1.

Table 5-1: Data of the path represented in a table

<table>
<thead>
<tr>
<th></th>
<th>Position x</th>
<th>Position y</th>
<th>Heading angle</th>
<th>Velocity</th>
<th>Length of the path</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>$x_1$</td>
<td>$y_1$</td>
<td>$\theta_1$</td>
<td>$v_{x_1}$</td>
<td>$L_{p_1}$</td>
</tr>
<tr>
<td>$p_2$</td>
<td>$x_2$</td>
<td>$y_2$</td>
<td>$\theta_2$</td>
<td>$v_{x_2}$</td>
<td>$L_{p_2}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$p_N$</td>
<td>$x_N$</td>
<td>$y_N$</td>
<td>$\theta_N$</td>
<td>$v_{x_N}$</td>
<td>$L_{p_N}$</td>
</tr>
</tbody>
</table>

Figure 5-1: A visualisation of the path

The position values $x$ and $y$ represent a point in a global coordinate system. The system chosen is the Universal Transverse Mercator coordinate system (UTM). This coordinate system divides the world into rectangles. The benefit of this system is that it is defined in meters and therefore it can be used to calculate distances.

The heading angle will be in radials. It will be a value between 0 and $2\pi$ that is increasing counter clockwise from a polar axis that is drawn horizontal and pointed to the right. In this way trigonometrical equations will get the expected results.

The velocity will be in meters per second and although in theory it should be possible to track a path in reverse in this thesis a negative velocity is not investigated.
5-2 The Path

5-2-1 Generation of a Trajectory

This trajectory can be generated in different ways. It can be computed by using different lines or function connected together, or it can be recorded with the actual vehicle. When recording with the vehicle it is required to have a good satellite reception.

The number of points of the trajectory depends on the length of the path, but the distance between the points will be set constant. To be able to have a good functioning system the distance between every point will be set to 0.05m. This means that lines or an actual driven path need to be interpolated. This interpolation is done in Matlab with the function \texttt{interparc}. To calculate the heading of a path that is generated from lines the function \texttt{myfrenet} is used.

When interpolating the path one should also interpolate the heading. One should consider that the heading line is not a continues curve. If the heading should reach an angle of \(2\pi\) it returns to zero. When this line is interpolated there will be points from \(2\pi\) back to zero that will disturb the controller. Therefore it is necessary to first create a continues line of the heading, interpolate it and then write it back between 0 and \(2\pi\) as is shown in Figure 5-2.

The heading angle of the path that is measured from the Global Positioning System (GPS) can also be used in the path. The same interpolating action as described above need to be applied. In the trajectories that were generated in this thesis there was a difference between the calculated heading angle and the measured angle. This is shown in Figure 5-3. In the upcoming chapter 7 it will be shown that using the GPS measured path will result in more unstable tracking with worse results. This is probably due to the fact that the paths were recorded at very low velocity and, as was later discovered, when driving very slowly or
even standing still the GPS heading will "jump around". This can be an explanation to the
difference between the heading angle from GPS and the calculated one. It is also possible
that at the day of recording the connection with the satellites was not stable enough.

![Figure 5-3: the heading calculated from GPS and the heading calculated from the path](image)

### 5-3 The System

In this section the path follower will be described. Although the path follower does include
the controllers of chapter 4 it does consist out of more parts than only the controllers. That is
because it is necessary to generate the desired inputs for the controller. For the longitudinal
controller this means finding the desired velocity and feeding the current velocity.
The lateral controller does require some more advanced inputs, it needs the perpendicular
distance to the path of a projection of the vehicle, the heading error and the current velocity.
The system that is designed to generate these outputs is shown in Figure 5-4. It exists out
of 5 subsystems and a vehicle model. In the simulations the vehicle will be replaced by the
vehicle model. The 5 blocks are:

- **LLtoUTM**, this subsystem takes care of the conversion from latitude and longitude to
  UTM coordinates [19].
- **Curve Equation**, this subsystem finds the nearest path point and makes a curve fit to a
  part of the trajectory.
- **Calculations**, the subsystem will calculate the distance between the path and the vehicle.
5-4 Perpendicular Distance to The Path

- The Longitudinal controller.
- The Lateral Controller.

A schematic view of this system can be seen in Figure 5-4.

![Figure 5-4: Schematic view of the path follower](image)

## 5-4 Perpendicular Distance to The Path

The controller requires the perpendicular distance to the path calculated from the centre of the vehicle. This means it is not the closed line between the vehicle and the path, because this could be a line that is not perpendicular. This concept is shown in figure 5-5. The dotted red line is the shortest line from the vehicle to the path. The blue line is the perpendicular line from the vehicle to the path denoted with $y_e$, the error in lateral position.

To calculate the distance $y_e$ it is necessary to have 2 points: the current vehicle position $(c_x, c_y)$ and a point on the line of the path that is perpendicular to the current vehicle position $(p_x, p_y)$. The location of the vehicle is available with use of GPS but the point on the path is more difficult.

This problem will be solved by using 2 line equations. One will be a curve fitted to a small part of the path. The other line will be created by using the heading angle $\theta$ of the vehicle. A line is created from the centre of the vehicle with a slope equal to the heading angle plus 90 degrees. This creates a line perpendicular to the vehicle with a very simple equation, $y = ax + b$.

With these two lines the perpendicular point can be found by determining the intersection point of the lines. This results in the point $(p_x, p_y)$. The distance $y_e$ is now the difference between $(c_x, c_y)$ and $(p_x, p_y)$. This same idea can be used to calculate the perpendicular distance of the projected vehicle. Only one extra step is required and that is adding the length $L_f$ in the direction of the vehicle heading $\theta$ to get the point $(c_{xf}, c_{yf})$. 
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Both of these two distances will be used in the rest of the system. $y_e$ will be a input to the controller and $y_c$ will be used to evaluate the performance.

### 5-4-1 Curve Equation

This subsection begins with rewriting the $\theta$ of the vehicle, $\theta_c$, to the desired situation. This is necessary because trigonometrical functions will be used later in the system. The heading of the vehicle calculated with the GPS system results in a heading between 0 and $2\pi$ that is increasing clockwise from a polar axis that is drawn vertically and pointed up. This difference is shown in Figure 5-6. To rewrite this $\theta_c$ Eq. (5-1) is used.

\[
\theta_c = |\theta_c - 2\pi| + \frac{1}{2}\pi
\]

if $\theta_c > 2\pi$

\[
\theta_c = \theta_c - 2\pi
\]

end

### Nearest Path Point

After this conversion the system will find the nearest path point. This is done with use of the last given path point, or if it is the first iteration, a starting point. A pre-generated path can vary in length and therefore it can become a huge list of data points. Finding the nearest path point in that list will increase the computational load of this system. Therefore a small section of the path is evaluated. The last point $P_n$ will be the beginning of the search, and
the size of this search area will depend on the current velocity. When the vehicle is driving faster the number of path points will increase because more points are skipped. In that way it will always be possible to find an accurate closed point on the path without having to search through the whole trajectory list.

One benefit of this is that it will be possible for the trajectory to cross itself, if these crossing points have enough space between them.

When the nearest point is selected a section of the path around this point will be extracted from the trajectory list, a few data points backwards on the path and a large amount of data points forward on the path. This number will again be defined depending on the forward velocity and a control parameter $k_{\text{path}}$. This value $k_{\text{path}}$ needs to be larger than the control parameter $k_f$ of chapter 4. Otherwise the system will not be able to calculate the distance $y_{ef}$.

The required velocity $v_x$ and required heading angle $\theta$ are selected from the same line as the closed point $P_n$.

**Curve Fit**

Now that a part of the trajectory is selected it is possible to fit a curve over these data points. There is only one problem left to handle. The curve that will be fit is a polynomial curve, that will result in a suitable equation form which it is possible to calculate the intersection. The only thing with curve fitting a polynomial to data is that the data on the x-axis should be only increasing. It is not possible to fit a polynomial curve over a line that is moving.
backwards. Therefore if the vehicle is moving to the east in the global frame it will not be possible to fit a curve over the upcoming path points.

To solve this the selected trajectory is converted to a local coordinate system. This coordinate system is already introduced in chapter 2. With these coordinates the x value of the path will only increase and therefore it is possible to generate a function for the trajectory. Converting the global path into the local path can be done with Eq. (5-2). Before this equation is used the $X$ and $Y$ values are normalized to the first point of the selected trajectory $X_0$ and $Y_0$. The heading of that same point $T_0$ will be used to calculate the rest of the points. The conversion from global to local is visually shown in Figure 5-7a and Figure 5-7b.

\[
\begin{align*}
X_n &= X - X_0 \\
Y_n &= Y - Y_0 \\
X_l &= X_n \cos(T_0) + Y_n \sin(T_0) \\
Y_l &= -X_n \sin(T_0) + Y_n \cos(T_0)
\end{align*}
\]

(5-2)

(a) Global path  
(b) Converted local path

**Figure 5-7:** The conversion from global to local coordinates

The list of local coordinates can now be used for fitting a polynomial. This polynomial should be as accurate as possible because this will be used for control. If this curve is slightly off than the vehicle will move away from the original path. After various of tests the polynomial that will be fitted during this thesis is an 8th order polynomial. This will result in the best possible fit without over-fitting, because if that happens the curve will not represent the data and the controller will fail.

This polynomial order depends on the length of the path and the path points itself. If for instance the path points are precisely in one line than the polynomial order doesn’t need to be high. The same holds if the data set is very small. If however the data is more shattered, for instance because it is recorded with the GPS, or the data set is larger then a higher order polynomial will be required.
Although this seems to be the solution to the previously mentioned problem, there is a bit of this problem left. Namely when the trajectory will make a u-turn or a sharp corner i may occur that even after converting the trajectory from global to local the x axis data is still moving backwards in X. For instance the path shown in Figure 5-8a. This is a local path of a u turn. When this happens the fit of this curve will sometimes fail, or it will have a large deviation from the path.

A solution for this problem is to rotate the figure, as is shown in Figure 5-8b. One can now see that the data on the Y axis is only increasing.

The solution is to fit the data twice, one time with the X data as the X data and the Y data as the Y data, and the second time the rotated figure. So the data of X will become Y and vice versa. Choosing the best fit will than be done by choosing the fit with the lowest mean squared error.

This error doesn’t occur a lot, because these sharp turns are normally made with low velocity, and the length of the path section is dependent of the velocity. Nevertheless with this solution it will never appear.

A nice benefit of this solution is that there are always 2 fits to chose from. For instance when the data is generated from a GPS path the data will not be in a perfect line. Then a double fit will make sure there is redundancy in the system.

![Figure 5-8: The same path section plotted in different ways](image)

5-4-2 Current en Future Error

The next subsystem will receive the fitted curve and the current values of the vehicle. With these parameters the current and future position are calculated. From these points lines are created that are perpendicular to the heading of the vehicle. The intersection points of these lines with the path curve are found by using the Polynomial Roots VI. With the found points it is possible to calculate the distances \( y_e \) and \( y_{ef} \). This is shown in Figure 5-9.
Besides the lateral distances the value of $\theta_e$ is calculated. In some cases it can occur that this error is very large, this happens when either the path or the vehicle has passed the $2\pi$ and the other parameter has not. Then this error becomes almost $2\pi$ or more. To solve this a small loop is created that checks if the error becomes larger than $\pi$. This can be seen in Eq. (5-3).

\[
\text{if } \theta_e > \pi \\
\theta_e = \theta_e - 2\pi \\
\text{elseif } \theta_e < -\pi \\
\theta_e = \theta_e + 2\pi \\
\text{end}
\] (5-3)

5-4-3 Local to Global Position

The model of chapter 2 will be implemented for simulation. The lateral model has two outputs $v_y$ and $r$, and the longitudinal model gives the current velocity $V_c$. The inputs of this system, as previously described, are the current position $X_c$ and $Y_c$ together with $\theta_e$ an $V_c$. Therefore it it necessary to calculate these values from the outputs of the model. $\theta_e$ can be calculated by integrating $r$. The movement of the vehicle will be calculated with Eq. (5-4). Then the current position can then be calculated by integrating $\dot{X}$ and $\dot{Y}$,

\[
\dot{X} = -v_y \sin(\theta_e) + v_x \cos(\theta_e)
\]

\[
\dot{Y} = -v_y \cos(\theta_e) + v_x \sin(\theta_e)
\] (5-4)
Chapter 6

Simulations

This chapter will start by describing the paths that will be used for simulating and tuning the controller. Then the tuning process will be described. The performance of the controller will be evaluated, and the previously introduced improvements will be reviewed.

6-1 Testbed Paths

To understand the tuning of the controller it is required to have a path that makes the different aspects stand out. Therefore it is not a good idea to start with a large trajectory with different corners, because it will not be clear what changes of the control parameters have a positive influence and what have a negative influence.

For the tuning of the control a curve of constant radius will be used. The longitudinal velocity will be taken as constant to have no disturbance from accelerating and decelerating. Following a trajectory with different velocities will be part of the next chapter.

A suitable curve that can be followed at constant velocity is found by the use of literature. In [1] a minimum horizontal curve radius for highways is given depending on the maximum speed. This data is constructed with use of the specification of the German RAL guide that states that the critical absolute value of lateral acceleration is \( 1.47 \text{ m/s}^2 \) for highways. The minimum horizontal curve values are shown in Table 6-1. From this table the trajectories are constructed. A curve of 1/4 of a circle is created with a straight line before and after the curve. The length of this straight line depends on the velocity, for example if the velocity is 30 km/h then the length will be 30 meters.
### Table 6-1: Minimum horizontal curve radius for constant velocity

<table>
<thead>
<tr>
<th>Velocity [km/h]</th>
<th>Minimum Radius [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>30</td>
<td>35</td>
</tr>
<tr>
<td>40</td>
<td>55</td>
</tr>
<tr>
<td>50</td>
<td>85</td>
</tr>
<tr>
<td>60</td>
<td>125</td>
</tr>
<tr>
<td>70</td>
<td>170</td>
</tr>
<tr>
<td>80</td>
<td>220</td>
</tr>
<tr>
<td>90</td>
<td>280</td>
</tr>
<tr>
<td>100</td>
<td>345</td>
</tr>
<tr>
<td>110</td>
<td>415</td>
</tr>
<tr>
<td>120</td>
<td>495</td>
</tr>
<tr>
<td>130</td>
<td>580</td>
</tr>
</tbody>
</table>

#### 6-2 Tuning

Tuning the controller is not a simple task. There are three parameters that influence the performance, the steering parameter $k_s$, the look-ahead distance parameter $k_f$ and the heading parameter $k_h$. To determine the influence of these parameters, one parameter will be changed and the other two will be held constant. The first evaluations will be done on a curve with a radius of 55 meters and with a constant velocity of 30 kilometres an hour. All the simulations of this chapter will be done with a frequency of 100 Hertz.

In the next two subsections the influence of two tuning parameters are shown. The heading parameter $k_h$ will be kept constant as 1. After some tuning the best combination of parameters is found as $k_s = 0.7$ and $k_f = 1.1$. These values, and the corresponding response, will be the base for explaining the influence of the parameters.

Evaluating the performance of the controller will be done by looking at the response of the controller, the steering wheel output, the error distance $y_e$ and the lateral acceleration $a_y$. But difference between some parameters will be difficult to spot. Therefore for every simulation a table with evaluation parameters is added. In this table the following parameters are shown:

- The Root Mean Square (RMS) of the error distance $y_e$.
- The maximum error distance $y_e$.
- The minimum error distance $y_e$.
- The total error distance $y_e$, a sum of the absolute values.
- The maximum lateral acceleration value $a_y$. 
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6-2-1 Steering Parameter $k_s$

To evaluate the steering parameter $k_s$ three different simulations are plotted in figures 6-1, 6-2, 6-3 and 6-4. Before these simulations are analysed it is necessary to explain the different values that are shown. In the figures all values can have a positive value and a negative value. For the steering angle $\theta$ it holds that a positive angle is steering left, a negative angle is steering right. The distance errors $y_e$ and $y_{ef}$ are positive if the error is measured from the left-side to the path, and they are negative if it is measured from the right-side. The heading angle error $\theta_e$ is positive if the heading angle of the vehicle is larger than the required angle. This means that the vehicle is facing more to the left than required. if $\theta_e$ is negative than it is the opposite way.

- Sim1 is with the values that are previously described, $k_s = 0.7$ and $k_f = 1.1$. These are the parameters that generate the best response.
- Sim2 has a smaller steering parameter: $k_s = 0.1$.
  - When the value of $k_s$ is too low the vehicle will have a slower response to the corner. The distance error will increase until the end of the corner. This happens because the steering output is more based on the heading angle than on the distance $y_{ef}$.
  - It can be observed that $\theta_e$ becomes smaller and this results in less output of the steering angle, even though $y_{ef}$ is increasing.
  - $y_e$ stays large even after the corner. The vehicle is more steered with $\theta_e$ and this steering parameter wants the vehicle to be horizontal. So the steering parameters are contradicting each other.
- Sim3 has a higher steering parameter $k_s = 1.3$.
  - the controller reacts harder on the future error distance $y_{ef}$ and therefore this value is smaller than of the other simulations. As a result the error distance $y_e$ becomes positive, and the vehicle will cut the corner.
  - This can also be seen in the response of the heading error $\theta_e$. That error becomes larger in the first seconds of the corner, what implies that the vehicle is more steered to the left than required.
  - The steering angle of the third simulation takes more time to settle, this seems to be a result of the larger heading error that takes more time to reach back to zero.

<table>
<thead>
<tr>
<th>Steering Parameter</th>
<th>Simulation 1</th>
<th>Simulation 2</th>
<th>Simulation 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_s$</td>
<td>0.7</td>
<td>0.1</td>
<td>1.3</td>
</tr>
<tr>
<td>RMS $[m]$</td>
<td>0.052</td>
<td>2.044</td>
<td>0.331</td>
</tr>
<tr>
<td>Max $y_e$ $[m]$</td>
<td>0.097</td>
<td>0.010</td>
<td>0.601</td>
</tr>
<tr>
<td>Min $y_e$ $[m]$</td>
<td>-0.099</td>
<td>-3.220</td>
<td>-0.001</td>
</tr>
<tr>
<td>Sum of $</td>
<td>y_e</td>
<td>$ $[m]$</td>
<td>55.458</td>
</tr>
<tr>
<td>Max $a_y$ $[m/s^2]$</td>
<td>2.282</td>
<td>2.165</td>
<td>2.188</td>
</tr>
</tbody>
</table>

Table 6-2: Evaluation parameters for variation $k_s$
Figure 6-1: The path and simulation responses of variation $k_s$

Figure 6-2: Steering angle responses of variation $k_s$
Figure 6-3: Control input for different simulations of variation $k_s$.

Figure 6-4: Evaluation data of different simulations of variation $k_s$. 
6-2-2 Look-Ahead Distance Parameter $k_f$

To evaluate the steering parameter $k_f$ three different simulations are plotted in figures 6-5, 6-6, 6-7 and 6-8.

The difference with changing $k_s$ can directly be observed. The larger error doesn’t come from the smaller control parameter, as was the case with the change of $k_s$. This time the larger error occurs when the parameter is larger than the optimum.

Next to differences with the change of $k_s$ there is also a resemblance, again a larger value results in cutting corners and a smaller value in a slower steering response.

- Sim1 is with the values that are previously described, $k_s = 0.7$ and $k_f = 1.1$.
  These are the parameters that generate the best response.

- Sim4 has a smaller look-ahead distance parameter: $k_f = 0.1$
  - The steering response is more influenced by the heading error than by the future distance error. These errors start to increase roughly at the same time because there is little look-ahead distance. The result is overshoot.
  - The response of $y_{ef}$ is almost the same as in Sim1, the only thing that is different it that it happens later, so decreasing this distance parameter will make the vehicle respond later to changes in the path, and therefore the heading error will become larger.

- Sim5 has larger look-ahead distance parameter: $k_f = 2.1$.
  - The look-ahead distance is so large that the vehicle starts steering way before the corner is actually there. Then when the vehicle is turned slightly, the look-ahead distance will cross the path, making the calculations in such a way that the error distance $y_{ef}$ becomes positive again, making the vehicle turn to the right. This will start a oscillating reaction that damps out after a while, only to begin again at the end of the corner.

Another observation is that the acceleration values of both simulation 4 and 5 are higher than simulation 1. When changing the value of $k_s$ they both became smaller. This can be explained by looking at the steering angle in Figure 6-6. both of the steering angles of Sim4 and Sim5 are, at some point, larger then the steering angle of Sim1.

<table>
<thead>
<tr>
<th>Look-Ahead Parameter $k_f$</th>
<th>Simulation 1</th>
<th>Simulation 4</th>
<th>Simulation 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS $[m]$</td>
<td>0.052</td>
<td>0.769</td>
<td>1.633</td>
</tr>
<tr>
<td>Max $y_e$ $[m]$</td>
<td>0.097</td>
<td>0.002</td>
<td>2.708</td>
</tr>
<tr>
<td>Min $y_e$ $[m]$</td>
<td>-0.099</td>
<td>-1.184</td>
<td>-0.0001</td>
</tr>
<tr>
<td>Sum of $</td>
<td>y_e</td>
<td>$ $[m]$</td>
<td>55.458</td>
</tr>
<tr>
<td>Max $a_y$ $[m/s^2]$</td>
<td>2.282</td>
<td>2.623</td>
<td>3.624</td>
</tr>
</tbody>
</table>
Figure 6-5: The path and simulation responses of variation $k_f$

Figure 6-6: Steering angle responses of variation $k_f$
Figure 6-7: Control input for different simulations of variation $k_f$

Figure 6-8: Evaluation data of different simulations of variation $k_f$
6-2-3 **Steering Output**

Another result of these simulations is that the steering output can be evaluated. There is unwanted response in the steering angle. This is not really visible in the previous figures. Therefore the simulation with \( k_s = 0.7 \) and \( k_f = 1.1 \) is shown again in Figure 6-9, 6-10 and 6-11.

In Figure 6-9, a zoomed-in plot of the steering angle is shown. From this figure it is clear to see that the steering output of Sim1 is not a smooth response. This is the result of the same behaviour in the heading error of Figure 6-10. It appears that this problem is not a result of simulation, but that the problem is already present in the path itself. The heading of the path is calculated after the interpolation of the path, this means that the distance between the points is very small. As a result of this small distance the heading error has a little fluctuation.

This problem can be solved in multiple ways:

- One could be to change the path in the heading, this can be done by interpolating the path for a higher distance between points, then calculating the heading, and interpolating the whole path again to get the same smaller distance.

- Another option is to filter the heading error inside the system. This can be done with a Virtual Instrument (VI) that takes a number of last values and computes the average.

When taken into account that the heading of the GPS is also fluctuating, as was discovered when doing the parameter tests, option two is chosen. This will make sure that the steering angle will not only be smooth in simulation but also in real tests.

- Sim1 is with the values that are previously described, \( k_s = 0.7 \) and \( k_f = 1.1 \). These are the parameters that generate the best response.

- Sim6 is with the same values as sim1, but it filtered with the Mean VI for the last 10 values.
  
  - From the results it can be concluded that the response of the steering is slightly slower when filtered.
  
  - When looking at the Table 6-4 it is clear that the performance is only slightly deteriorated. The RMS value is the same, and the min and max values of \( ye \) are just a tiny bit larger.

This filter does result in a better steering response with only a small deterioration of performance. Therefore it will be used in the rest of this thesis.
Table 6-4: Evaluation parameters for evaluation of steering output

<table>
<thead>
<tr>
<th></th>
<th>Simulation 1</th>
<th>Simulation 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS [m]</td>
<td>0.052</td>
<td>0.052</td>
</tr>
<tr>
<td>Max $y_e$ [m]</td>
<td>0.097</td>
<td>0.104</td>
</tr>
<tr>
<td>Min $y_e$ [m]</td>
<td>-0.099</td>
<td>-0.100</td>
</tr>
<tr>
<td>Sum of $</td>
<td>y_e</td>
<td>$ [m]</td>
</tr>
<tr>
<td>Max $a_y$ [m/s²]</td>
<td>2.282</td>
<td>2.357</td>
</tr>
</tbody>
</table>

Figure 6-9: Steering angle responses for evaluation of steering output
Figure 6-10: Control input for different simulations for evaluation of steering output

Figure 6-11: Evaluation data of different simulations for evaluation of steering output
6-3 Variable Look-Ahead Distance \( L_f \)

An improvement of the control algorithm that was introduced in chapter 4 was the variable look-ahead distance \( L_f \). The idea was that this distance should scale with the forward velocity. To test if this does indeed increase the performance of the controller 2 other simulations are performed.

In figures 6-12, 6-13, 6-14 and 6-15 results are shown from two simulations on a curve with a radius of 55 meters at a speed of 40 kilometres an hour.

- Sim7 is done with the same control parameters as before. \( k_s = 0.7 \), \( k_f = 1.1 \) and \( k_h = 1 \). The length of \( L_f \) is taken as the same length as the previous simulations.

- Sim8 has the same control parameters as sim7 but has a feed-forward length that depends on the forward velocity. These simulations are done with a higher velocity and therefore the feed-forward length is larger than previous simulations.

The results are again shown in the figures and can be evaluated with use of Table 6-5.

- From this table it is clear that the variable look-ahead distance is a success. The RMS error is smaller, the sum of error distance \( y_e \) is smaller and also the lateral acceleration is smaller.

- The performance isn’t as good as the previously simulations. This is a result of the higher velocity. For both simulations it can be observed that it takes longer before a steady steering angle is reached. The larger oscillation of Sim8 can be explained by the larger look-ahead distance. As was shown before in 6-2-2 a \( L_f \) that is too large will result in a more fluctuating steering response. This explanation does not hold for Sim7 because that look-ahead distance is exactly the same as before so this should also be influenced by the velocity of the vehicle.

- The steering angle response is lower than the previous simulations. This is a result of a larger corner that is less sharp than before.

The sum of errors is a parameter that can not be used to compare these simulations with simulations that are done before. The trajectories of these simulations are different, and when the total distance is larger the sum of errors will also be larger.

**Table 6-5: Evaluation parameters for variation \( L_f \)**

<table>
<thead>
<tr>
<th>Feed-forward length ( L_f ) [m]</th>
<th>Simulation 7</th>
<th>Simulation 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS ( y_e ) [m]</td>
<td>0.393</td>
<td>0.285</td>
</tr>
<tr>
<td>Max ( y_e ) [m]</td>
<td>0.209</td>
<td>0.559</td>
</tr>
<tr>
<td>Min ( y_e ) [m]</td>
<td>-0.797</td>
<td>-0.366</td>
</tr>
<tr>
<td>Sum of (</td>
<td>y_e</td>
<td>) [m]</td>
</tr>
<tr>
<td>Max ( a_y ) [m/s^2]</td>
<td>2.6566</td>
<td>2.5432</td>
</tr>
</tbody>
</table>
Figure 6-12: The path and simulation responses of variation $L_f$

Figure 6-13: Steering angle responses of variation $L_f$
Figure 6.14: Control input for different simulations of variation $L_f$

Figure 6.15: Evaluation data of different simulations of variation $L_f$
6-4 Higher Velocity

The last simulations of this chapter will be simulations with a higher velocity. For this a curve with radius of 85 meters is constructed. The velocity for this trajectory will be 50 kilometres an hour.

- Sim9 is a simulation with the same parameters as before $k_s = 0.7$, $k_f = 1.1$ and $k_h = 1$.
  - The error distance is almost within one meter but the steering angle is oscillating quite a bit. This is the result of an early steering manoeuvre like in section 6-2-2.
  - The positive heading error $\theta_e$ starts an oscillation. This means that at higher velocities this controller becomes more unstable.

- Sim10 has the same parameters as Sim9 only the heading parameter is changed to $k_h = 0.4$
  - To solve the instability the heading control parameter is lowered.
  - From the figures and the table it can be seen that this does improve the performance of the controller.
  - The steering angle response is much more stable and the other evaluation parameters are better than sim9.

- Sim11 has different parameters than the other simulations $k_s = 1.1$, $k_f = 0.8$ and $k_h = 0.4$.
  - With these different control parameters the response of the controller is better.
  - From Table 6-6 it can be seen that the minimum and maximum distance error becomes smaller. Also the RMS value is lower.

As a result it can be concluded that the steering response is highly depended on the velocity of the vehicle, and the thereby corresponding corner.

<p>| Table 6-6: Evaluation parameters for higher velocity |
|------------------------------------------|---------|---------|---------|</p>
<table>
<thead>
<tr>
<th>Steering Parameter</th>
<th>Simulation 9</th>
<th>Simulation 10</th>
<th>Simulation 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_s$</td>
<td>0.7</td>
<td>0.7</td>
<td>1.1</td>
</tr>
<tr>
<td>Look-Ahead Parameter</td>
<td>$k_f$</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>------------------------------------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>Heading Parameter</td>
<td>$k_h$</td>
<td>1.0</td>
<td>0.4</td>
</tr>
<tr>
<td>------------------------------------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>RMS</td>
<td>[m]</td>
<td>0.537</td>
<td>0.429</td>
</tr>
<tr>
<td>Max $y_e$</td>
<td>[m]</td>
<td>1.012</td>
<td>0.898</td>
</tr>
<tr>
<td>Min $y_e$</td>
<td>[m]</td>
<td>-0.725</td>
<td>-0.569</td>
</tr>
<tr>
<td>Sum of $</td>
<td>y_e</td>
<td>$</td>
<td>[m]</td>
</tr>
<tr>
<td>Max $a_y$</td>
<td>[$m/s^2$]</td>
<td>2.474</td>
<td>2.402</td>
</tr>
</tbody>
</table>
Figure 6-16: The path and simulation for higher velocity

Figure 6-17: Steering angle responses for higher velocity
Figure 6-18: Control input for different simulations for higher velocity

Figure 6-19: Evaluation data of different simulations for higher velocity
6-5 Discussion

In this chapter simulations of the path follow system are performed. The simulations were done at a frequency of 100 Hz to simulate the system at a high frequency that is the same as vehicle safety systems like ABS or ESP. The performance of the controller was evaluated with a variety of constant velocities at different curves. In the first section of this chapter it is shown that the path follower performs very good at a velocity of 30 km/h. In simulation the vehicle stayed within 20 cm of the path.

After the first simulations it was observed that the heading angle was fluctuating because of a little disturbance in the vehicles trajectory. Bearing in mind that the actual heading of the Global Positioning System (GPS) would also have some disturbance, the choice was made to filter the heading error with a mean function. This resulted in a much more stable steering wheel response at the cost of a very small performance setback. As was shown in section 6-2-3.

Next to that the improvements of the control algorithm of literature, that were introduced in chapter 4, were validated. The variable look-ahead distance does indeed help the controller to perform better when faced different forward velocities. Although this only holds for a limit velocity variation. If the change in velocity becomes to big only changing the look-ahead distance doesn’t result in the perfect tracking. A solution for this would be to have a set of control parameters for groups of velocities. For instance a control parameter from 10 to 20 km/h, one for 20 to 30 and so on. These groups could be bigger or smaller depending on the change in performance. This could be a good research topic on its own and this idea would not be further researched in this Thesis.

For higher velocities it was concluded that the steering response was too much influenced by the heading error. Therefore the improvement introduced in chapter 4 was also working. It was proposed to give the heading error a control parameter, and as showed in section 6-4 it did result in a much more constant steering angle output of the path follower. It is possible that this phenomenon does become larger at higher velocities but that will not be investigated in this thesis.

The simulations of the path planner are finished and discussed. The next step is to evaluate the performance of the path follower on the real vehicle. This will be done in the next chapter. Also the difference between running the system at the safety frequency of 100 Hz and the vehicle’s frequency of 25 Hz will be discussed.
This chapter will compare the results of simulation with results of tests on the real vehicle. In the beginning of this chapter the different process frequency is discussed. Then the trajectory of the tests is introduced. The test results are shown and compared. The creation of the trajectories heading is also evaluated. In the end of this chapter some other tests results are shown with a higher velocity. Finally the chapter will end with a discussion about the results.

7-1 Frequency

The system of the vehicle system has a different frequency than the simulations that where done before. The maximum frequency of the vehicles parameters like the velocity and position is $25\,Hz$ as was discussed in chapter 1. Due to some unexplained fault in the system the test data that is used in this thesis was saved at a frequency of $12.5\,Hz$. This is quite lower than the simulations that were performed earlier. The difference between these frequencies can be shown with use of simulation.

In figures 7-1, 7-2 and 7-3 the results of two simulations are shown.

- Sim6 is the same simulation as the previous chapter with the same parameters as before, including the heading filter and at 100Hz.

- Sim12 is done with the same parameters but at a lower frequency, the frequency is $12.5\,Hz$.
  - The lower frequency is realised by holding the control outputs with a zero order hold function. In this way there is no important information lost for the simulation of the vehicle but the controller will work on a lower frequency.
  - The zero order hold is visible in the response of the steering wheel. When the signal is observed closely it is visible that the steering wheel angle stays constant for a small period of time.
Table 7-1: Evaluation parameters for evaluation of different frequencies

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Simulation 6</th>
<th>Simulation 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS [m]</td>
<td>0.052</td>
<td>0.058</td>
</tr>
<tr>
<td>Max $y_e$ [m]</td>
<td>0.0104</td>
<td>0.129</td>
</tr>
<tr>
<td>Min $y_e$ [m]</td>
<td>-0.100</td>
<td>-0.112</td>
</tr>
<tr>
<td>Sum of $</td>
<td>y_e</td>
<td>$ [m]</td>
</tr>
<tr>
<td>Max $a_y$ [m/s²]</td>
<td>2.357</td>
<td>2.487</td>
</tr>
</tbody>
</table>

The differences between the two simulations are shown below.

- When looking at the performance values shown in Table 7-1 it can be noticed that the simulation with a lower frequency has a larger error.
- With lower frequency the Root Mean Square (RMS) Value is slightly larger and the maximum and minimum distance errors are larger.
- The larger error can entirely be explained by the slower response of the controller.

Even though it is clear that the response of the system becomes a little bit worse it isn’t that bad at all considering the fact that the controller takes 8 times as much time to react to changes in the trajectory.

![Steering angle responses for evaluation of different frequencies](image_url)
Figure 7-2: Control input for evaluation of different frequencies

Figure 7-3: Evaluation data for different frequencies
Before it is possible to test the vehicle it is necessary to have a valid trajectory. As discussed before there are multiple ways to generate a trajectory.

- The first option is to design a path in Matlab.
  Before it is possible to put these paths on the real system it is necessary to change the position to a valid Global Positioning System (GPS) location.

- The other option is to drive a path with the actual vehicle and save the GPS data while driving the trajectory.
  This will create a list of GPS positions and a heading that can be used as input for the path follower. Before it can be used it needs to be interpolated to have a fixed distance between every point and also some inconsistencies need to be removed.

This last option is used for the trajectory that will be used in the rest of this chapter. This path was driven at Valkenburg Naval Air Base, which is a closed area that could be used to safely test the path follower. The trajectory was driven at low speed to generate a good number of data points for the path.

The path is shown in Figure 7-4 on the next page, the next points hold for path:

- Because this path is driven with the actual vehicle the end and beginning of the path do not match exactly. This results in a small gap between the two lines.

- The corners of this path are not exactly the same. This may results in some difference error responses in different corners. But it is also a good test to show how the controller performs at different corners.

- The lines between the corners aren’t completely straight but they have a small variation.

The velocity of the path will also be variable. After preparing the path for use a velocity profile is added. This is done by selecting the maximum acceleration values, which are chosen from the literature described in chapter 2. The acceleration value will be $1.5\text{m/s}^2$ and the deceleration $-2\text{m/s}^2$. Then suitable velocities were chosen, for this path a maximum velocity of $15\text{km/h}$ and a cornering velocity of $10\text{km/h}$. The profile is visible in Figure 7-5.

The only thing left to do is to determine the change of velocity. This was done by calculating the distance necessary to accelerate or decelerate with the previously described values. For instance accelerating from 10 to 15 kilometres an hour would take:

$$
\Delta V = A \star t \\
1,3889 = 1.5 \star t \quad t = 0, 93[s]
$$

And with that time it is possible to calculate the distance:

$$
D = v_1 \star t + A \star t^2 \\
D = 2.7778 \star 0, 93 + 1.5 \star (0, 93^2) \quad D = 3.22[m]
$$
Figure 7-4: Trajectory for the test drive

Figure 7-5: Velocity profile for the test drive
7-3 Heading

Before the simulation results are compared with the vehicle test there is one thing left to do. This is deciding which option for the heading is best. In chapter 5 different options for the design of the heading parameter were discussed.

- The first heading option is to measure it with GPS and then interpolate this to the full length of the path.
- The other option is to calculate the heading from the interpolated path.

For the previous simulations it was not possible to choose the measured value because these simulations were performed on a path that was constructed in Matlab. The path that is described in the previous section is driven with the vehicle and therefore a GPS heading is available.

The first tests that were performed with the vehicle were to decide which option would result in a better response. In the figures 7-6, 7-7, 7-8 and 7-9 the results from 2 tests are shown.

- The first test is with a calculated heading.
- The second test is with a heading that was logged from the vehicle.
- Both tests were done with the same control parameters.

The difference between the two tests is quite clear.

- From Figure 7-6 it can be observed that the second test cuts the final two corners of the trajectory.
- From Figure 7-7 it is visible that the steering response of the second test is much more unstable than the steering response of the first one. This can also be observed at the heading error $\theta_e$ and distance error $y_{ef}$ where there is a oscillation.
- From Figure 7-8 it is clear to see that the two control values are giving a different sign value. One wants the vehicle to steer left and the other one wants to steer the vehicle to the right.

The result of these tests is that it can be concluded that the heading that is calculated from the trajectory will have a much better response than with the logged heading. This result difference could be a result of lac of satellite connections at the time of logging the path. But this would also have resulted in a more shattered line of path points. It is also possible that there was some other fault in the system, for instance the antennas weren’t placed correctly and as result the system calculated the wrong heading.

As a conclusion of this section it can be noted that, even though the reason for this difference in performance is unknown, it is clear that when designing a trajectory it is better to calculate the heading from the trajectory than to use a logged one.
Figure 7-6: The path and test responses for different headings

Figure 7-7: Steering angle responses for different headings
Figure 7-8: Control input for different headings

Figure 7-9: Evaluation data of different headings
7-4 Test Drive

The previously described trajectory is used in this section for a test with the Toyota Prius. The results of this test can be seen in the figures: 7-10, 7-11, 7-12, 7-13 and 7-14. Instead of being plotted on the time the figures are now plotted on the path point number. This is a result of different velocities that would make it impossible to plot the results in the same graph and still make it possible to say something about them.

- Simulation 100Hz is a simulation at a frequency of 100Hz.
- Simulation 12.5Hz is a simulation at a frequency of 12.5Hz.
- Test 12.5Hz is a real test with a frequency of 12.5Hz.
- The previously optimized control parameters were used to see the control results on a different path. $k_s = 0.7$, $k_f = 1.1$ and $k_h = 1$.

The following observations can be made from the figures:

- There is some fluctuation in the beginning of the responses. This is due to the fact that it was hard to find the perfect starting point of the path. Therefore it was chosen to start somewhere on the path and let the vehicle drive the whole trajectory. When it had reached the end it would automatically start over, but there is a gap between the end and beginning of approximately 50cm. Therefore the simulations and also the real response starts with an error.
- The real test results are much better. When looking at Table 7-2 it can be observed that the error values are smaller for Sim3. The total error parameter can not be compared, because the real test data exists out of fewer points. Therefore the sum of there error values will always be smaller.
- The error distance $y_e$ stays much smaller in the real test. Also it is much more consistent. It is roughly a straight line, when not considering the first part.
- The difference between the simulation and real test is best shown in Figure 7-12, where the heading error is shown. The difference is clear at the second and last corner of the trajectory. In the simulations the heading error will become positive, which shows that the vehicle is overturned. This is a result of the larger steering angle. This larger steering angle is required by the control system because the error distance $y_{e,j}$ becomes much larger than in the test. In turn this error distance is larger because the vehicle is further away from the trajectory.
- From Figure 7-11 it can be observed that the vehicle and simulation start steering at almost the same path point. This means that they start steering at roughly the same point in the trajectory, but somehow the result of this steering action is different. This results in a different maximum steering angle, as is shown in the figure. For corners one and three the steering of the simulation is lower, as is the opposite for turns two and four.
When looking at Figure 7-14 it can be concluded that this difference is not a result of difference in velocity. The simulation value and vehicle value for velocity are quite similar, especially the lines of acceleration and deceleration which are almost exactly the same. As are the longitudinal acceleration values.

The simulation and vehicle start steering at the same time and have roughly the same velocity, this means that the difference between simulation and vehicle is a result of some modelled vehicle dynamics. It looks like the real vehicle is turning better than the simulation. This can for instance be a result of weight transfer that is not considered in the model.

### Table 7-2: Evaluation parameters for difference between simulation and real test

<table>
<thead>
<tr>
<th>Test</th>
<th>Simulation 100Hz</th>
<th>Simulation 12.5Hz</th>
<th>Real Test 12.5Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS [m]</td>
<td>0.332</td>
<td>0.333</td>
<td>0.122</td>
</tr>
<tr>
<td>Max $y_e$ [m]</td>
<td>0.113</td>
<td>0.114</td>
<td>0.158</td>
</tr>
<tr>
<td>Min $y_e$ [m]</td>
<td>-1.193</td>
<td>-1.195</td>
<td>-0.654</td>
</tr>
<tr>
<td>Sum of $</td>
<td>y_e</td>
<td>$ [m]</td>
<td>1764.219</td>
</tr>
<tr>
<td>Max $a_y$ [$m/s^2$]</td>
<td>0.981</td>
<td>1.014</td>
<td>1.063</td>
</tr>
</tbody>
</table>

#### 7-4-1 Accuracy of GPS

The accuracy of the GPS is also a point that needs to be discussed. The GPS system includes a standard deviation for latitude and longitude position in meters. These values were available after testing and these values are:

- In latitude approximately 0.13 meter and in longitude approximately 0.10 meter.
- On average this means that the standard deviation of the GPS is 0.115 meter in the test. This is almost the same as the distance error $y_e$. This could mean that the vehicle was even closer to the recorded path then shown, or when the standard deviation is added it would be further way. Nevertheless a distance error that is within the standard deviation of the GPS is a good performance of the path follower.
Figure 7-10: The path, simulation responses and the response from the test drive

Figure 7-11: Controller output for simulations and test drive
Figure 7-12: Lateral control inputs for simulations and test drive

Figure 7-13: Evaluation data of simulations and test drive
7-5 Discussion

This chapter started with the difference between simulation with a frequency of 100 Hertz and a frequency of 12.5 Hertz. From the simulations it could be observed that there is a difference in performance but that this difference wasn’t very large. The steering wheel output was a little behind the output of the high frequency. This leads to a bit larger error distance $y_e$. But this is one simulation at a relative low velocity. It could mean that, because there is a delay in the steering, the performance at higher velocities may deteriorate further at lower frequency. It is also important to note that the vehicle should be able to perform the control at a frequency of 25 Hertz, this means that it is possible to quickly improve the response.

7-5-1 Path

After the difference between frequency was presented and evaluated the trajectory of the test was introduced. As discussed before this trajectory was created with use of logged GPS data. This resulted in a path that doesn’t have perfect straight lines or corners. This means that there is a disturbance present in the path itself. Even though it was filtered and interpolated. This means that the performance of the path planner could, in theory, be better when there is no disturbance in the path. This will result in a more stable and continues steering response but probably not in a better tracking because the disturbance is very small.

In the same section a velocity profile was introduced and explained. The velocity change points are positioned in such a way that the vehicle would brake before it starts to steer for
the corner. After the corner is completed the vehicle would accelerate again. This acceleration and deceleration is done with limited values that are found by the use of literature.

7-5-2 Heading

The design of a path is discussed in chapter 5. In this chapter two different options for the heading are described. These two options were evaluated in this chapter. It was clear that the heading that is calculated from the path resulted in a much better response then the interpolated heading.

As discussed before this difference could be a result of an unknown error during the logging process. For instance the misplacement of the antennas. Even though it is not possible to find the source of this error it can be determined that the performance of the interpolated heading is worse. Not only in the last two corners, were the response has a large deviation, but also in the rest of the simulation. Which is best visible in the distance error that is more fluctuating and also has larger error values.

7-5-3 Performance

The final part of this chapter was the comparison between the simulation and vehicle test. The results, which are already discussed, are remarkably better in the vehicle test then in the simulations. Where the simulations have an error of over a meter the real vehicle stays within 16 centimetres of the path. In the evaluation of the performance it was already mentioned that this is a result of the difference between vehicle model and actual vehicle. This difference can be explained by the fact that the vehicle parameters are optimized on a self driven test set. A explanation for the difference could be that this data set is not entirely representative for the actual vehicle. Another explanation could be that the vehicle model that was used did not include all the vehicle dynamics. This could be the reason for the difference, as the vehicle model that was used has a lot of assumptions.

The results of the real test are as previously mentioned almost within the standard deviation of the GPS. This is a very good performance of the path follower, which is much better than the performance that was described in the literature. One of the reasons for this could be that the GPS that was used in this test is an more advanced and more expensive version of the GPS that was used in literature. But it cannot be neglected that the tuning and improvements of the algorithm did also improve the performance.

The longitudinal performance of the path follower is also quite good for a very simple control algorithm. From the figures it can be observed that the longitudinal acceleration values of the simulation and real test are almost the same. With an exception for the parts where the vehicle should drive a constant velocity. There it is visible that the real vehicle has more fluctuation in the velocity. This is a logic result because the simulation has no real vehicle dynamics that are considered. It can also be observed that there is some more over- and undershoot in the test response. Again this is due to the fact that there is no vehicle dynamics involved in the simulation, and therefore the real response is less accurate. Another reason could be that the Adaptive Cruise Control (ACC) that is used for the velocity control isn’t perfectly accurate.
In this thesis a path following system has been developed for the autonomous vehicle of the Delft University of Technology (TU Delft). The design of this path follower is done in different steps. First the necessary vehicle dynamics are reviewed. It is chosen to use a relative simple vehicle model for the lateral design of the system. This bicycle model has two degrees of freedom and although it is a simple model, it is commonly used in literature for path following purposes. For the longitudinal part of the path following system there is no vehicle model used. This is a result of the autonomous vehicle that is used. The inputs of this vehicle are set in the Move-Box, and for the velocity the Move-Box desires a body acceleration value. As explained in chapter 4 this means that there is no use for a vehicle model because the control of a vehicle model starts at the wheel acceleration. Due to the fact that the inside of the Move-Box is unknown it was impossible to design a model for this part of the system.

The vehicle models require parameters, and this was the next step in the development of the path follower. The process of finding these parameters is described in chapter 3. First the parameters that could be measured were acquired. After this process was complete the resulting parameters were optimized with use of a non-linear least squares method. The optimization was done on different data sets that were logged from the Toyota Prius. The best fitted data was selected with use of the variance accounted for (vaf) value. This fitted parameters where than used in the rest of the thesis.

The controller design was discussed in chapter 4. The control algorithms were selected with the aim of this thesis in mind. Therefore the algorithms needed to perform well in path following but also in real-time possibilities. This resulted in a lateral future predictive controller that was also improved in the same chapter. Later in the thesis it was proven that these improvements did enhance the performance of the path follower. For the longitudinal controller it was chosen to use a PD controller that was introduced in literature.

The design of the rest of the system was described in chapter 5. The system was designed with the Autonomous Vehicle in mind. This resulted in a system that was capable to rewrite the outputs of the vehicle to the required inputs of the controller. The path follower was designed
in LabVIEW, which made it possible to quickly implement the system into the Autonomous vehicle. And even though there was limited testing time it was possible to perform quite a number of tests. This was a result of the fast and easy implementation. The system is designed to fit a curve over a part of the trajectory. This curve fitting is done twice, to create redundancy in the system and prevent failing in some extreme conditions. A benefit of this fitting is the possibility of connecting it to a path planner. While driving the system would search the nearest path point from which it would use a small proportion of the actual path. When connected to a path planner the system would be able to work exactly the same, the only difference it that it will no longer be necessary to select a portion of the trajectory. In this thesis there is no path planner used because it is still in development.

After the design of the path following system it was evaluated with use of simulation and real tests. These evaluations are described in chapter 6 and 7. The performance of the controller was analysed and the tuning process was discussed. The conclusion from these chapters is that the performance of the path follower is good. The results of the real vehicle test were almost within the standard deviation of the GPS. The performance of the simulations were worse than of the real tests and this can be a result of vehicle dynamics that were not considered in the bicycle model.

The simulations that were done didn’t reach a higher velocity then 50km/h. It was concluded that the path follower would have a larger error for a higher velocity. It was concluded also that this problem could be solved partially by selecting new control values for different velocities. But it is assumed that this wouldn’t make this problem disappear completely. Therefore there is an improvement of the current controller introduced in appendix A. The idea of this controller is to generate more controller inputs for higher velocities, which should result in a better performance.

The main aim of this MSc thesis was defined as follows:

Designing and implementing a path following system for an autonomous vehicle that will follow a predefined trajectory in real-time.

In the thesis a path following system was designed, the system was tested and validated in a real autonomous vehicle. The system was able to run real-time, although in testing it was at a lower frequency than intended. This wasn’t a problem of the path follow system but some unexplained fault during the tests. This doesn’t mean that the system was unable to run on the maximum frequency of the vehicle, 25 Hertz. During testing the CPU Load of the PCI eXtension for Instrumentation (PXI) was checked and there was more than enough processing power left to run at 25 hertz. Unfortunately it was not possible to retest the vehicle due to time limits and other researchers that needed the vehicle.

Nevertheless it can be concluded that the aim of this MSc thesis is met. The results of the real test are that the controller stays within 15.8cm of the path, where as in simulation the error is 1.19cm. The next chapter will discuss some of the next steps that are necessary before the autonomous vehicle will actually drive on the open road.
Further Work Proposals

Before the path follow system can be used for actual driving on the open road there is quite some more research necessary. First one must find the difference between the model and the real vehicle. As discussed before there is a difference between both of the responses, and this difference could be a result of a vehicle model that doesn’t evaluate all the vehicle dynamics. Therefore the first proposal is to use a more advanced vehicle model. This can only be done when more parameters of the vehicle are acquired.

When the vehicle model and real vehicle do no longer have differences in there response it is possible to test and simulate for higher velocities, this is necessary to prove the working of the system in all circumstances. If the lateral controller has indeed a larger distance error at higher velocities than the proposed controller must be tested. This proposed controller is explained in appendix A.

The first tests with the path following system have been conducted, and one of the results is that there is quite an amount of computational power of the CPU left. This means that it is now possible to design and use more computationally heavy controller algorithms that can possible improve the performance of the controller. Especially at higher velocities. This will result in a fuzzy control logic that is probably required for a autonomous vehicle that is capable of driving at all different velocities.

From the figures of chapter 7 it can be concluded that there is not much difference in the response when simulated at different frequencies. As was discussed these results may vary for higher velocities and therefore this should also be researched. Next to that it is also necessary to investigate the influence of this lower frequency on emergency manoeuvres. Although it isn’t part of the research of this thesis it can be said that when the vehicle has to perform a emergency manoeuvre every millisecond counts. If the system is capable of working at a frequency of 100 hertz than it can react 4 times faster than when it is working at 25 hertz. This has a large influence on the longitudinal and lateral reaction time and therefore this difference should be investigated when conducting research on evasive manoeuvres.
Further Work Proposals

Before it will be possible to do more research on longitudinal control and these previously described evasive manoeuvres, it will be required to have a better understanding of the MoveBox controller. Then a suitable longitudinal model can be constructed that will be able to simulate the real vehicle response. This model can then be used to design a longitudinal controller that should be able to perform emergency braking.

In this thesis it was concluded that the heading of the path has large influence on the steering response of the path follower. Further research can be done in this heading parameter and the influence of the heading of the path to the actual vehicle response.

The last proposal relates to the position determination. In this thesis the Global Positioning System (GPS) is used to determine the location and heading of the vehicle. This was done at a location with good satellite reception. In other situations this GPS reception can be worse, for instance when driving below trees or between high buildings in cities. Therefore it would be necessary to investigate other options of localisation. It is required to localise the vehicle in every situation before it is possible to have a working autonomous vehicle.
This appendix will introduce a variant of the lateral controller that was used in this thesis. The design of this controller was inspired by the controller design of [20] and [21]. The idea of this controller and the controllers from literature are quite similar. But the control algorithm are completely different.

The problem with the previously lateral controller, which is described in chapter 4, is that at higher velocity there is a larger distance error \( y_e \) to the path. This is, for a part, a result of the feed-forward length \( L_f \). This length becomes larger when the velocity increases. This larger feed-forward is required for the controller to work and to be stable, but it does also result in a control distance \( y_e f \) that is further and further away from the vehicle. This larger feed-forward will eventually lead to cutting corners, even though the control parameters are chosen perfectly.

To solve this problem a change in the control algorithm is proposed. Instead of calculating one distance \( y_e f \) a couple of distances will be calculated, as shown in Figure A-1. In that way the controller would have more information of the path, and therefore it should have a better tracking.

The distance between the lines will be defined as the forward velocity and a control parameter \( T \). This \( T \) depend on the feed-forward term \( k_f \) and the number of error lines \( y_e f N \):

\[
T = \frac{k_f}{y_e f N}
\]  

(A-1)

With this definition the distance between the lines will scale with the forward velocity, as is the same principle as with the lateral controller that was introduced before. But of course it is possible to scale the number of error calculations. The maximum number of lines depend on the calculation power of the PCI eXtension for Instrumentation (PXI), or the maximum is reached when the controller response doesn’t improve any more. The one that comes first results in the maximum number.

In the previous controller there was one control parameter for the distance, the control parameter \( k_s \). To maintain the same tuning principle it is chosen to define the same control
parameter as weight function for this second controller. But it is not possible to multiply this control parameter with every value $y_{ef_n}$, this would result in a very unstable system. Therefore the error distances need be given a weight.

Three different control modus are introduced in Figure A-2. The first control mode will give the same weight factor to all the distances. The second mode has an increasing weight for points that are further away from the vehicle. The last mode has the highest weight value for the closest error distance. The Control law for this control method is given in equation A-2. For stability reasons the weight factor will be summed to the value of $k_s$.

$$\delta = \sin(\theta_e) + \sum \frac{D_e}{v_x}$$

(A-2)

**Figure A-1:** The preview structure of the proposed controller algorithm

**Figure A-2:** The different control modus and their calculations


# Glossary

## List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TU Delft</strong></td>
<td>Delft University of Technology</td>
</tr>
<tr>
<td><strong>ACC</strong></td>
<td>Adaptive Cruise Control</td>
</tr>
<tr>
<td><strong>ADAS</strong></td>
<td>Advanced Driving Assist Systems</td>
</tr>
<tr>
<td><strong>CoG</strong></td>
<td>Centre of Gravity</td>
</tr>
<tr>
<td><strong>DAVI</strong></td>
<td>Dutch Automated Vehicle Initiative</td>
</tr>
<tr>
<td><strong>GPS</strong></td>
<td>Global Positioning System</td>
</tr>
<tr>
<td><strong>PXI</strong></td>
<td>PCI eXtension for Instrumentation</td>
</tr>
<tr>
<td><strong>RDW</strong></td>
<td>Rijksdienst voor het Wegverkeer</td>
</tr>
<tr>
<td><strong>RMS</strong></td>
<td>Root Mean Square</td>
</tr>
<tr>
<td><strong>TTC</strong></td>
<td>Time To Collision</td>
</tr>
<tr>
<td><strong>UTM</strong></td>
<td>Universal Transverse Mercator coordinate system</td>
</tr>
<tr>
<td><strong>vaf</strong></td>
<td>variance accounted for</td>
</tr>
<tr>
<td><strong>VI</strong></td>
<td>Virtual Instrument</td>
</tr>
</tbody>
</table>
List of Symbols

\( \alpha_f \)  
Slip angle of the front tyre

\( \alpha_r \)  
Slip angle of the rear tyre

\( \gamma \)  
Path Angle

\( \delta \)  
Steering angle

\( \theta_e \)  
Heading error

\( \theta_p \)  
Desired heading angle form the path

\( \lambda \)  
Longitudinal tyre slip

\( \tau_\delta \)  
Dynamic steering time constant

\( \omega \)  
Wheel rotations

\( a_c \)  
Acceleration value

\( a_y \)  
Lateral acceleration in local frame

\( C_{\alpha f} \)  
Cornering stiffness of 2 front tyres

\( C_{\alpha r} \)  
Cornering stiffness of 2 rear tyres

\( (c_x, c_y) \)  
Current vehicle position

\( f_x, f_y \)  
Future point

\( k_\delta \)  
Steering ratio

\( K_d \)  
Derivative gain

\( K_f \)  
Control parameter for look-ahead distance

\( k_h \)  
Control parameter for heading error

\( K_p \)  
Proportional gain

\( k_{\text{path}} \)  
Control parameter for length of path section

\( k_s \)  
Control parameter for steering

\( K_{us} \)  
Under-steer gradient

\( L \)  
Wheelbase of the vehicle

\( L_f \)  
Look-ahead distance

\( l_f \)  
Length between CoG and the front axle

\( l_r \)  
Length between CoG and the rear axle

\( L_p \)  
Length of the path measured from starting point

\( m \)  
Vehicle mass

\( P_n \)  
Path point

\( (p_x, p_y) \)  
Point on the path perpendicular from the vehicle

\( \dot{r} \)  
Angular acceleration

\( r \)  
Yaw rate or angular velocity

\( R_e \)  
Wheel radius

\( T_0 \)  
First heading point of local path

\( v_c \)  
Current vehicle velocity

\( v_e \)  
Velocity error

\( v_p \)  
Desired velocity from the path
\( v_r \) wheels velocity

\( v_{sx} \) Longitudinal slip velocity

\( v_x \) Longitudinal velocity

\( \dot{v}_y \) Lateral acceleration

\( v_y \) Lateral velocity

\( \dot{X} \) Longitudinal velocity in global frame

\( (X, Y, Z) \) Global vehicle positions

\( (X_l, Y_l, Z_l) \) Local vehicle positions

\( X_n \) Normalised X values

\( X_0 \) First X point of local path

\( \dot{Y} \) Lateral velocity in global frame

\( Y_0 \) First Y point of local path

\( y_e \) Lateral perpendicular error distance

\( y_{ef} \) Future lateral error

\( Y_n \) Normalised Y values