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Summary

In this Bachelor thesis we researched the second order finite element method as a method to solve the one-dimensional Westervelt wave equation. The Westervelt equation is a wave equation that describes the propagation of a nonlinear plane wave. The goal was to use a first order finite element method and a second order finite element method to solve the Westervelt equation, research the difference between these methods and known solutions and simulate the effect of certain changes in parameters. First we developed an understanding of the nonlinear wave propagation by analyzing the Burgers equation, which is an approximation to the Westervelt equation without attenuation term in another coordinate system. This analysis explains the influence of nonlinearity on the frequency spectrum of the solution. By looking at the derivation of the Westervelt equation changes in wave form during propagation are explained.

We used our own finite element method to make implementations in Matlab to solve the linear wave equation, the Westervelt equation without attenuation term and the complete Westervelt equation. To deduce the implementations, we assumed that our unknown solution was a linear combination of first order basis functions. We then wrote the term of the equations into these linear combination and paraphrased them as matrix vector multiplications. Finally, a backwards differential method was used to solves these matrix vector multiplications iteratively in time.

We compared the solutions of the linear wave equation using FEM to the known analytic solution and compared the solutions of the Westervelt equation without attenuation term to the solution of the Burgers equation. The finite element method cannot not be completely accurate because it depends on a mesh size that is not infinitely small. This means we always use an approximation in space. There is also an error in time, because we use backwards difference scheme to solve the equation iteratively in time. To approve accuracy we should put research into an adaptive mesh, where we choose a mesh with a lot more points around the peaks.

The difference between the first and second basis functions of the finite element method was for the linear wave equation only caused by the small phase shift of the solutions. For the Westervelt equation with and without attenuation term the difference was larger, because of the effect of the nonlinear term on the Westervelt equation. The nonlinearity caused the slope of the wave to steepen when going from a maximum to a minimum. This effect eventually caused the formation of shock waves. The attenuation term inhibited the effect of the nonlinearity on the form of the wave during propagation and thus made the slope of the wave less steep. As a result, no shock waves were formed. The formation of shock waves was immediately clear, when we looked at the solutions at two times the shock wave distance. We concluded from this that the finite element method is not usable after shock waves are formed. We have also shown the frequency spectrum of the solutions and saw the transfer of energy to higher harmonics for the solutions that depended on nonlinearity. The attenuation term damped the transfer of energy and indeed in the spectra we saw less peaks in the higher harmonics.

Lastly, we discussed a sudden change in velocity of the wave and calculated the amplitude of the reflected and transmitted wave. We simulated these waves with our implementation in Matlab and concluded that the theory about reflection and transmission agrees with our simulations.
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1 Introduction

1.1 Medical Acoustic Imaging

Through the late 19th and 20th centuries there was a deep desire to look inside the body. This caused many scientists to develop diagnostic and treatment devices that used all kinds of waves. Röntgen’s discovery of the X-rays is just one example of this. Interestingly not only the desire to see the insides of a live body caused this vast spur in development. Also the sinking of the Titanic in 1912 triggered people to discover applications to search the bottom of the ocean. This search for discoveries was stimulated by the French government, because they wanted a device that was able to detect enemy submarines during the first World War. The basis of medical ultrasound was formed in that device but it was not till 1940 that the first ultrasonic echo imaging device was made. Karl Theo Dussik was the first person to make an image of the human body using ultrasonic echo.

Now medical acoustic imaging is a standard in the medical diagnostic practice. The most known use is obstetric ultrasonography during pregnancy. This creates the real-time image of the fetus in its mother’s womb. This image is used to monitor the health of the fetus and detect potential problems with the fetus. The gender of the fetus can also be discovered by imaging. Beside obstetric ultrasonography, acoustic imaging is also used in many other applications. In cardiography, for example, it has given the cardiologists a way to diagnose several heart diseases and abnormalities.

![Image of a fetus in the womb of a mother made with obstetric ultrasonography.](image)

Ultrasonic images are made by sending ultrasound pulses into the body using a probe. The sound echoes off the tissue. These echoes contain spatial and contrast information. The probe records the different echoes and sends them to a computer that processes the echoes and displays the image. With obstetric ultrasonography the fetus will reflect an echo that has a different intensity and shape than the echo reflected by womb tissue. So the computer will process them differently and they will have a different color in the image. The fetus is solid, so the wave will bounce off and the computer will show this as a light-colored image. The tissue of the uterus is a lot less compact, so most of the sound wave will pass through and the echoes will be few and faint. In the image this region will stay black.

There are a lot of advantages using ultrasound imaging compared to other imaging procedures. Firstly, ultrasound uses non-ionizing sound waves. These waves are not associated with the formation of cancer, while other imaging procedures can only be used a maximum amount of times on a person’s body because of radiation exposure. That is one of the reasons why ultrasound imaging is used to make an image of a fetus in an uterus, so the fetus does not get exposed to radiation. Another advantage of ultrasound imaging is that it is far less expensive than a CT-scan or a MRI. Additionally, with ultrasound imaging a real-time image can be made. So when making an image of a heart, the heartbeat and its influence on the heart tissue are visible. So, for example, a cardiologist can see
abnormalities during the closing of the heart valve when the heart is beating. Since 1940 the ultrasound imaging has been revolutionized. One sizable improvement is the adding of a spatial element. Multiple 2D-images at different angles can be converted to a 3D-image which gives doctors an advantage when looking for abnormalities. The first 3D-image of a fetus was made by processing raw 2D-images in 1986 [1]. Another improvement is the adding of contrast agents. The contrast agents are bubbles filled with gases, composed of soft- or hard-shell material. On the shell of the bubbles specific ligands are coupled, which bind to specific molecules in tissue. Thus the bubbles improve the sensitivity for tumor detection by enhancing the contrast between different structures. [2] Finally, the utilization of the nonlinear distortion of the ultrasound field has resulted in significant improvement of the image quality. The utilization of nonlinear distortion is elaborated in [3] and [4]. In the next section this nonlinear distortion will be explained in more detail.

1.2 Westervelt equation

When working in the field of acoustics the propagation of the sound waves have to be described by a nonlinear wave equation. The nonlinearity is caused by field dependent medium behavior that shows up in the derivatives as well as in the medium parameters of the wave equation. This nonlinearity only has significant effect at large acoustic pressures or frequencies, so most of the time it is sufficient to use the linear wave equation to model wave propagation. This works especially when attenuation is taking into account as well, because it damps the effect of the nonlinear term. The solution to the linear wave equation is well known, so it is easy to get information about the propagation. However the linear wave equation is not usable for all applications of acoustics, like medical acoustic imaging. In medical acoustic imaging ultrasound waves are used. These waves have high frequencies and high amplitudes so the nonlinearity becomes significant.

In this thesis we will state an equation which describes the nonlinear wave equation in general terms. This equation is known as the Westervelt equation and is given by

$$\nabla^2 p - \frac{1}{c_0^2} \frac{\partial^2 p}{\partial t^2} + \frac{\delta}{c_0^4} \frac{\partial^3 p}{\partial t^3} = -\frac{\beta}{\rho_0 c_0^4} \frac{\partial^2 p^2}{\partial t^2},$$

where $p$ is the unknown pressure field, $\beta$ is the coefficient of nonlinearity, $\delta$ is the sound diffusivity, $\rho_0$ is the ambient density of mass and $c_0$ is the small signal sound speed. The subscript 0 emphasizes (for all materials) that we mean the small signal sound propagation speed in case of $c_0$ and the ambient density of mass in case of $\rho_0$, which must not be confused with the local sound propagation speed and the local density of mass. $\delta$ is a coefficient with SI-units $m^2/s$ that accounts for the attenuation of the wave. The acoustic energy losses are mostly caused by absorption and scattering. The coefficient depends on the shear viscosity, the bulk viscosity, thermal conductivity and specific heat. More discussion on this coefficient can be found in [4]. $\beta$ is a dimensionless material property that accounts for the nonlinear effects. It is theoretically derived from the equation of states and its values are usually obtained empirically. More discussion on this coefficient can be found in [3] or [5].

If we set $\beta = 0$ and $\delta = 0$ in the Westervelt equation, the linear wave equation is left. The term with $\beta$ is clearly nonlinear, because the second derivative of $p^2$ is taken. So it is understandable that when the frequency and wave amplitude are considerable the partial derivative becomes very large, which causes nonlinear propagation.

In this thesis only the one-dimensional version of the Westervelt equation is used. So $\nabla^2$ is replaced with $\frac{\partial^2}{\partial x^2}$ with $x$ the spatial coordinate.

1.3 Finite Element Method

The Westervelt equation (1.1) does not have a known analytic solution. This is because of the nonlinearity, superposition of wave fields does not apply. With linear waves the wavefield of a combination of several sources is equal to a superposition of the wavefields of several sources. Because of the nonlinearity the pulse shape of the wave deforms during propagation thus the principle of superposition cannot be used. So this equation has to been solved numerically. There are a lot of different common methods to solve the Westervelt equation. Because of the large amount of computation time that is
needed these models have been limited to 1D or 2D cartesian or cylindrical implementations. The first method to solve the Westervelt equation is the use of finite difference method. This is the most straightforward way. The derivatives in the equation are approximated by finite difference schemes. The new equations that are derived from this are solved iteratively in time. Sparrow and Raspet [6] studied nonlinear effects in air both with a finite difference solution of a set of first-order conservation laws. Solovchuk and Sheu used an implicit finite difference time domain method to solve the nonlinear Westervelt equation to investigate the influence of blood flow on temperature distribution during high-intensity ultrasound[7]. Another method to solve the Westervelt equation is with the use of Greens function. It is used to solve the Westervelt equation iteratively and the nonlinear term is viewed as a source function to the linear wave equation. Jing, Tao and Clement proposed an implicit solution for the nonlinear term by employing the Greens function and used this to solve the nonlinear wave equation [8]. Another method is the finite element method (FEM). For this method the Westervelt equation first has to be written into its weak formulation. This weak formulation is then solved for given boundary conditions and a specific test function. This new equation is then solved using specific basis functions. For the time domain the approximation of the derivatives with difference schemes is used.

In this thesis the applicability of FEM to the Westervelt equation is researched. We want to research FEM as a method to solve the Westervelt equation, because it is a method that is not commonly used to solve the Westervelt equation. So there is still research to be done about solving the Westervelt equation using FEM. Another reason why we have chosen the FEM method is the fact that this thesis is actually a continuation of Bas Dirkse’s Thesis [9]. In his thesis the applicability of first order FEM to the Westervelt equation is researched. He discovered that his own implementation of first order FEM was more accurate than more general build-in time solvers. Also was concluded that FEM had an advantage over other methods when solving equations with inhomogeneous domains. He concluded that it is more advantageous to use higher-order basis functions, since they reduce the relative error by a larger factor than the low-order basis functions for certain refinement. The higher-order FEM use more auxiliary points in between every two element points than lower-order FEM, which should give a better approximation. To test this theory, a first order FEM and a second order FEM are used to solve the Westervelt equation in this thesis. In the thesis of Bas the Westervelt equation is taken without attenuation term. In this thesis the effect of the attenuation term on the solution and the efficiency of the solving scheme is researched as well. The values of the parameters of the surroundings are also researched on the effect that they have on the solution.

To compare the accuracy of the solution by using FEM, the solution to the Burgers equation is used. The Burgers equation is an equation derived from the one-dimensional lossless Westervelt equation that can be solved implicitly, because it neglected some terms. The derivation of the Burgers equation and the information on the propagation it contains are described in Section 2.1.

1.4 Structure of this thesis

In Chapter 2 we study the derivation of the Burgers equation along with its implicit solution. In Matlab we use interpolation to turn this implicit solution into an explicit solution to compare to solutions made with the finite element method. In Chapter 2 we also study wave propagation given by the Westervelt equation. This propagation tells us where and why shock wave formation occurs. We also discuss the effect of the attenuation term on the shock wave formation. In this Chapter the frequency spectrum of the solution to the Burgers equation is debated, as well. It explains that through nonlinearity the energy will transfer to higher harmonics. Finally, we discuss the effect of a change in parameters during the propagation of the wave. If we change the small signal sound speed of the wave during propagation, reflection and transmission of the wave will occur. Formulas to compute the amplitude of the reflected and transmitted wave are given.

In Chapter 3 we discuss solving the Westervelt equation using the finite element method. Firstly, we write the Westervelt equation into its weak form using a test function \( v \). The unknown pressure wave function and the test function are both linear combinations of basis functions. In this Chapter we discuss first order and second order basis function in space. First we use first order basis functions in space. With these basis functions we write out the terms of the equation in basis functions and we
determine which terms of the summation are zero. The rest of the terms are now smartly written into a matrix vector multiplication. After we have solved the equation in space, we explain how to solve the equation iteratively in time using difference schemes. We do the same for the Westervelt equation without attenuation term and with attenuation term. We repeat this notion using second order basis functions. We implement the matrices and difference schemes that we got in Matlab. In Chapter 4 we discuss the results obtained by the Matlab implementations from Chapter 3. We put a source function at $x = 0$ into the wave equation. For the linear wave we know the analytic solution, so we implement this into the figure with the solutions of the linear wave equation of the first and second order FEM. Into the figure with the solutions of the Westervelt equation without attenuation term of the first and second order FEM, we put the explicit solution of the Burgers equation to compare. All the figures are plotted at the shock wave formation distance. For the figures of the linear wave equation and the Westervelt equation with/without term of attenuation we also show the difference between the solution of the first order FEM and the second order FEM. We discuss if the figures agree with the theory. We plot the solutions to the different wave equations at two times the shock wave formation distance and discuss the changes. Thereafter, the frequency spectra of the solutions are shown to make the nonlinearity of the solutions of the Westervelt equation clearly visible and the effect of damping on the nonlinearity. Finally, solutions are plotted for a sudden change in small signal sound speed in the middle of the travel length. This sudden change of parameter causes reflection and transmission waves to arise. For different changes in small signal sound speed the reflection and transmission coefficients are calculated. These coefficients are linked back to the figure and agreements are discussed.
2 Theory

2.1 Burgers equation

2.1.1 Derivation of the Burgers equation

To derive the Burgers equation the comoving or retarded time, \( \tau = t - \frac{x}{c_0} \) has to be introduced into the lossless Westervelt equation. We change the coordinate system from \((x, t)\) to \((x, \tau)\). So \(p\), the unknown pressure field, now is a function of \(p(x, \tau)\). The first order derivatives of the new coordinate system are

\[
\frac{\partial}{\partial t} = \frac{\partial}{\partial \tau} + \frac{\beta}{\rho_0 c_0^2} \frac{\partial}{\partial x} = 1 \cdot \frac{\partial}{\partial \tau} + 0 \cdot \frac{\partial}{\partial x} = \frac{\partial}{\partial \tau}, \quad \frac{\partial}{\partial x} = \frac{\partial}{\partial \tau} - \frac{1}{c_0} \frac{\partial}{\partial \tau}.
\]

(2.1)

So if we use the new derivatives to rewrite all the term of the lossless Westervelt equation we get the following equation.

\[
\frac{\partial^2 p}{\partial x^2} - 2 \frac{\partial^2 p}{\partial x \partial t} = \beta \frac{\partial^2 p}{\partial \tau^2}.
\]

(2.2)

Within the comoving time frame, the variation of the pressure with respect to \(x\) small. So using this we neglect the second order derivative with respect to \(x\) and then we integrate the function with respect to \(\tau\). Finally we multiply this final equation with the factor \(-c_0^2\) and this gives us the lossless Burgers equation [4].

\[
\frac{\partial p}{\partial x} = \frac{\beta}{\rho_0 c_0^2} \frac{\partial p}{\partial \tau}.
\]

(2.3)

For this Burgers equation an implicit solution is known as derived in [4] and [10]. It is of the form

\[
p(x, \tau) = f(\phi), \quad \phi = \tau + \frac{\beta}{\rho_0 c_0^2} (x - x_0)p(x, \tau)
\]

(2.4)

where \(p(x_0, \tau)\) is the source pressure as a function of the comoving time at \(x = x_0\). This solution can be used to compare to the solution obtained by FEM.

2.1.2 Numerical approximation to the implicit Burgers solution

If we define \(x = x_0 + \Delta x\) and substitute the Taylor expansion of \(p(x_0 + \Delta x, \tau)\) around \(x_0\) into \(\phi\) from (2.4) and neglect the higher-order terms, we obtain [10]

\[
p(x_0 + \Delta x, \tau) \simeq p(x_0, \tau + \frac{\beta}{\rho_0 c_0^2} \Delta x p(x, \tau))
\]

(2.5)

This approximation is valid only if \(p(x, \tau)\) varies slowly over \(\Delta x\). So with a source function at \(x = 0\) we can get the explicit solution at every \(x\) of our domain length iteratively. To compare this to a FEM solution the coordinate system has to be changed back so we change back the time basis for every \(x\)

\[
p(x, t) = p(x, \tau + \frac{x}{c_0})
\]

(2.6)

A implementation of this explicit scheme can be found in Appendix A

2.2 Nonlinear wave propagation using the Westervelt equation

In this thesis we did not discuss the derivation of the Westervelt equation, but we just gave the general form. However, the derivation gives us a lot of information about the propagation of the wave. In [3] and [4] the derivation is explained. It tells us for the lossless Westervelt equation that at a point of constant pressure the velocity at that point is

\[
\frac{dx}{dt} \mid_p = c_0 + \frac{\beta}{\rho_0 c_0^2} p
\]

(2.7)
So every point of a wave moves with the constant small signal sound speed and an extra nonlinearity factor that depends on the pressure at that point. This means that when we are discussing a linear wave all the points of the wave travel with the same speed \( c_0 \). But when discussing a nonlinear wave this means that the point of the wave at maximum pressure travels a lot faster than the point at minimum pressure.

\[ x_{sh} = \frac{\rho c_0^3}{\beta f'_{\text{max}}} \]  

(2.8)

where \( f'_{\text{max}} \) is the maximum of the derivative of the source function \( f \) to the variable that it depends on. If we assume that the source is a single frequency sine wave \( f(t) = P_0 \sin(2\pi f_0 t) \), with \( f_0 \) the frequency and \( P_0 \) the amplitude of the wave), then the derivative with respect to \( t \) is \( f'(t) = 2\pi f_0 P_0 \cos(2\pi f_0 t) \). Thus \( f'_{\text{max}} = 2\pi P_0 f_0 \) and using this in Equation 2.8 we get

\[ x_{sh} = \frac{\rho c_0^3}{\beta P_0 2\pi f_0} \]  

(2.9)

The lossless Burgers solution is valid only on the area in front of the shock formation distance. This is because in the derivation it is assumed that the variation in pressure with respect to \( x \) is small and at the shock formation distance the variation goes to infinity.

Now we have not taken into account the effect of the attenuation term on the nonlinear Westervelt equation. The attenuation term damps the amplitude of the wave and damps the velocity of the wave, especially at the points of high pressure. So the attenuation term can retain the beginning of the shock wave. If the coefficient of attenuation is very small it will slow the steepening of the wave, but it will not stop the forming of a shock wave. If the coefficient of attenuation has a greater influence than the nonlinear term no shock wave will form. So the point of high pressure will never overtake the point of low pressure. Because of the effect of attenuation on the amplitude of the wave, this wave will just eventually damp out.
2.3 Fourier Spectrum

In this section we will explain what happens to the Fourier spectrum of nonlinear wave propagation. For a single frequency source there is also an explicit solution known to the Burgers equation (2.3) found by Fubini in 1935 [4]. For this solution we assume the source has the form of

\[ p(0, t) = P_0 \sin(\omega t), \]

Fubini found that given this source the solution to the Burgers equation is

\[ p(\sigma, \tau) = P_0 \sum_{n=1}^{\infty} \frac{2}{n\sigma} J_n(n\sigma) \sin(n\omega \tau), \]

(2.10)

where \( \sigma = x/x_{sh} \) is the dimensionless measure of length and \( J_n \) is the ordinary Bessel function of order \( n \). Because of our derivation of the Burgers equation it is only valid for \( 0 < \sigma < 1 \) [11]. This solution shows that energy is passed over to higher harmonics as the wave travels along \( x \). So at small \( \sigma \) the energy is still based in one peak at the source frequency. When \( x \) travels to \( x_{sh} \) the energy of the first peaks is passed over to higher harmonics. So the first peak will lose part of its amplitude and more peaks will arise. It is important to remember that this happens for the solution of the Burgers equation and this is a consequence of the nonlinearity of the Burgers equation. For the linear wave equation the energy will not transfer to higher harmonics so in the frequency spectrum there is only one peak.

This is an important observation that does not only apply to single frequency sources. For each frequency component in the source function, higher-order harmonics will form as the wave progresses. In this thesis, however, we will keep our research to a single frequency source function.

2.4 Reflection and Transmission Coefficients

We know from the Introduction that the Westervelt equation is used in medical ultrasound to make an image of the insights of a body. To get this image the wave has to travel through a lot of different
tissues in the body. These tissues all have distinct parameters. These changes in parameters cause the arising of acoustic reflection and transmission. Now in this thesis we want to simulate this on a smaller scale. We assume that somewhere in the travel length the medium changes. We also assume that the wave is incident to the interface between the two media. We know that the displacement and the stresses of the incident wave plus the reflected wave have to be the continuous before and after the interface with the transmitted wave. We define the acoustic impedance as [12]

\[ Z = \rho c \]  

(2.11)

with \( \rho \) the ambient density of the medium and \( c \) the small signal sound speed of the wave in the medium. This gives us the following equations for the reflection and transmission coefficients [12]:

\[ R = \frac{Z_2 - Z_1}{Z_1 + Z_2} \]  

(2.12)

\[ T = \frac{2Z_2}{Z_1 + Z_2} \]  

(2.13)

The index of the impedance is used to describe the medium in which the impedance act. The index 1 is given to the medium in front of the interface and the index 2 is given to the medium after the interface. These reflection and transmission coefficients describe the amplitudes of the reflected and transmitted waves.
3 Using the Finite Element Method for solving the Westervelt equation

In this section we formulate a first order and second order finite element method to solve the one-dimensional Westervelt equation. We do this to analyze the difference between the numerical solutions of the first order finite element method and the second order finite element method. We want to research FEM as a method to solve the Westervelt equation, because it is a method that is not commonly used to solve the Westervelt equation. Another reason why we have chosen the FEM method is the fact that this thesis is actually a continuation of Bas Dirkse’s Thesis [9]. In his thesis the applicability of first order FEM to the Westervelt equation is researched. He discovered that his own implementation of first order FEM was more accurate than more general build-in time solvers and it was very applicable for inhomogeneous domains. He concluded that it is more advantageous to use higher-order basis functions, since they reduce the relative error by a larger factor than the low-order basis functions for certain refinement. The higher-order FEM uses more auxiliary points in between every two element points than lower-order FEM, which should give a better approximation.

To test this theory, we formulate a first order FEM and a second order FEM to solve the Westervelt equation. Another important change from the thesis of Bas is researching the effect of the attenuation term on the solution. That is why in this chapter the attenuation term is a part of the eventual finite element scheme that we deduce.

First, we start this chapter by writing the Westervelt equation into its weak form using a test function. Then we introduce our first order basis functions in space. The unknown solution and the test function can both be written as linear combinations of the basis functions. Next every term of the Westervelt equation is written into the linear combinations. The terms of the summations that are zero are subsequently determined and the summations are written into matrix vector multiplications. This is done in succession for the terms of the linear wave equation, the linear wave equation with the nonlinear term and the complete Westervelt equation. For these three equations we also determine how to solve them iteratively in time using a backwards differential scheme and successive approximation. The same approach is used for second order basis functions. So eventually we have for the first order and second order FEM three backward differential scheme to solve iteratively in time; one for the linear wave equation, one for the Westervelt equation without attenuation term and one for the complete Westervelt equation.

3.1 Weak Formulation

We want to cast the one-dimensional Westervelt equation into its weak formulation. To do so, we start with the Westervelt equation accompanied by suitable initial and boundary conditions:

\[
\begin{align*}
\frac{\partial^2 p}{\partial x^2} - \frac{1}{c_0^2} \frac{\partial^2 p}{\partial t^2} + \delta \frac{\partial^3 p}{\partial t^3} &= -\frac{\beta}{\rho_0 c_0^4} \frac{\partial^2 p}{\partial t^2} \\
p(0, t) &= f(t) \\
p(L, t) &= 0 \\
p(x, 0) &= 0 \\
\left. \frac{\partial p}{\partial t} \right|_{t=0} &= 0.
\end{align*}
\] (3.1)

Note that \( f(t) \) is the source function at \( x = 0 \). Then we multiply the PDE by a (arbitrary) test function \( v(x) \) and integrate over the domain to get

\[
\int_0^L \frac{\partial^2 p}{\partial x^2} v(x) dx - \frac{1}{c_0^2} \int_0^L \frac{\partial^2 p}{\partial t^2} v(x) dx + \delta \int_0^L \frac{\partial^3 p}{\partial t^3} v(x) dx = -\frac{\beta}{\rho_0 c_0^4} \int_0^L \frac{\partial^2 p}{\partial t^2} v(x) dx,
\] (3.2)

which is the first weak formulation. We need to add a constraint to (3.2) in order to make it equivalent to (3.1). We require that \( v \) is sufficiently smooth and satisfies \( v(0) = v(L) = 0 \), since \( p \) has essential boundary conditions at \( x = 0 \) and \( x = L \) [13]. Now if we integrate the first term by parts to reduce the highest order spatial derivative present in the weak formulation, we get
\[
\int_0^L \frac{\partial^2 p}{\partial x^2} v(x) dx = \left[ \frac{\partial p}{\partial x} v(x) \right]_0^L - \int_0^L \frac{\partial p}{\partial x} \frac{\partial v}{\partial x} dx = -\int_0^L \frac{\partial p}{\partial x} dv dx,
\]
where the last equality follows if we note that \(v\) vanishes at \(x = 0\) and \(x = L\), because of the homogeneous boundary conditions. Plugging (3.3) into (3.2) and multiplying by \(-1\) we get the desired weak formulation

\[
\int_0^L \frac{\partial p}{\partial x} dv dx + \frac{1}{c_0^2} \int_0^L \frac{\partial^2 p}{\partial t^2} v(x) dx - \frac{\delta}{c_0^4} \int_0^L \frac{\partial^3 p}{\partial t^3} v(x) dx = \frac{\beta}{\rho_0 c_0^4} \int_0^L \frac{\partial^2 p}{\partial t^2} v(x) dx,
\]
which is now only valid for all smooth \(v\) satisfying \(v(0) = v(L) = 0\), since we used this condition in (3.3).

### 3.2 First order FEM

#### 3.2.1 Discretization of the linear wave equation

We start by taking a look at discretizing the linear wave equation, i.e. \(\beta = 0\) and \(\delta = 0\) in (3.1).

**Discretization in space** We can discretize the domain into \(n\) elements, and hence \(n + 1\) nodes in a one-dimensional problem, where \(x_0 = 0\) and \(x_n = L\). The unknown solution \(p\) can then be expanded as a linear combination

\[
p(x, t) \approx \sum_{i=0}^{n} u_i(t) \phi_i(x) = u_0(t) \phi_0(x) + u_n(t) \phi_n(x) + \sum_{i=1}^{n-1} u_i(t) \phi_i(x),
\]
where \(\{\phi_i : i = 0, 1, ..., n\}\) is a set of suitable basis functions around \(x_i\). Note that \(u_0\) and \(u_n\) are known from the Dirichlet boundary conditions. We choose \(\phi_i\) to be a piecewise linear function such that

\[
\phi_i(x_j) = \begin{cases} 1, & \text{if } i = j \\ 0, & \text{if } i \neq j \end{cases}
\]

In Figure 3.1 we have shown two of such basis functions.

![Figure 3.1: Example of two adjacent basis functions](image)

In the figure above and the Matlab scripts we have used the basis functions that are defined as followed:

\[
\phi_i(x) = \begin{cases} \frac{x - x_{i-1}}{x_i - x_{i-1}}, & \text{if } x \in [x_{i-1}, x_i] \\ \frac{x - x_{i+1}}{x_i - x_{i+1}}, & \text{if } x \in [x_i, x_{i+1}] \\ 0 & \text{else} \end{cases}
\]

(3.7)
If we assume that the test function \( v \) can also be represented by (linear combinations of) these set of basis function \( \{ \phi_i : i = 0, 1, ..., n \} \) [13], we obtain the following finite element representation of the weak form:

\[
\begin{cases}
\text{Find the set } \{ u_i(t), ..., u_{n-1}(t) \} \text{ such that,} \\
\sum_{i=1}^{n} \left( u_i \int_0^L \phi_i' \phi_j' \, dx + \frac{1}{c_0^2} \bar{u}_i \int_0^L \phi_i \phi_j \, dx \right) = 0 \quad \forall j \in \{1, ..., n-1\}. 
\end{cases}
\] (3.8)

It is important to note that \( \int_0^L \phi_i' \phi_j' \, dx \) and \( \int_0^L \phi_i \phi_j \, dx \) vanish if \( |j - i| > 1 \), because of the choice of the basis functions.

Looking more closely to the case \( j = 1 \) in (3.8), we see that there is a non-vanishing term containing \( u_0 \), which accounts for the (time-dependent) Dirichlet boundary condition. Since \( \phi_0(0) = 1 \) it follows that \( u_0(t) = f(t) \), the source function which is known. Hence, we can bring that term to the right-hand-side of the equation and obtain

\[
\sum_{i=1}^{n} \left( u_i \int_0^L \phi_i' \phi_i' \, dx + \frac{1}{c_0^2} \bar{u}_i \int_0^L \phi_i \phi_i \, dx \right) = -u_0 \int_0^L \phi_0' \phi_i \, dx - \frac{1}{c_0^2} \bar{u}_0 \int_0^L \phi_0 \phi_i \, dx. 
\] (3.9)

Of course when \( u_0(t) \) is known, \( \bar{u}_0 \) can either be calculated analytically or can be approximated numerically to an arbitrary accuracy.

The case \( j = n - 1 \) is similar to \( j = 1 \), where a non-vanishing term containing \( u_n \) exists. \( u_n \) accounts for the homogeneous Dirichlet boundary condition at \( x = L \) and therefore \( u_n(t) = 0 \). So that term can just be eliminated from the set of equations.

Recognizing that the set of equations described by (3.8) can be written in matrix vector notation, we get

\[
Ku + M\ddot{u} = g, 
\] (3.10)

where the elements of the mass matrix \( M \) and the stiffness matrix \( K \) are

\[
K(i, j) = \int_0^L \phi_i' \phi_j' \, dx \quad \text{and} \quad M(i, j) = \frac{1}{c_0^2} \int_0^L \phi_i \phi_j \, dx \quad \forall i, j \in \{1, ..., n-1\} 
\] (3.11)

respectively.

Note again that \( M(i, j) \) and \( K(i, j) \) equal zero if \( |j - i| > 1 \) and thus \( M \) and \( K \) are very sparse \( (n-1) \times (n-1) \) matrices. If we use the basis functions given by formula 4.7 we get the following values for the matrices.

For matrix \( K \) all possibilities are

\[
K(i, i) = \int_0^L \phi_i' \phi_i' \, dx = \int_{x_i-1}^{x_i} \frac{1}{(x_j-x_{j-1})^2} \, dx + \int_{x_i}^{x_{i+1}} \frac{1}{(x_j-x_{j+1})^2} \, dx \\
= \frac{1}{x_i-x_{i-1}} + \frac{1}{x_{i+1}-x_i} \\
K(i, i+1) = \int_0^L \phi_i' \phi_{i+1}' \, dx = \int_{x_i}^{x_{i+1}} \frac{1}{x_i-x_{i+1}} \frac{1}{x_{i+1}-x_i} \, dx \\
= -\frac{1}{x_{i+1}-x_i} \\
K(i+1, i) = \int_0^L \phi_{i+1}' \phi_i' \, dx = -\frac{1}{x_{i+1}-x_i} 
\] (3.12)

For matrix \( M \) all possibilities are

\[
M(i, i) = \frac{1}{c_0^2} \int_0^L \phi_i \phi_i \, dx = \frac{1}{c_0^2} \int_{x_i-1}^{x_i} \frac{(x-x_{i-1})^2}{(x_i-x_{i-1})^2} \, dx + \frac{1}{c_0^2} \int_{x_i}^{x_{i+1}} \frac{(x-x_{i+1})^2}{(x_i-x_{i+1})^2} \, dx \\
= \frac{1}{3c_0^2} (x_i-x_{i-1}) + \frac{1}{3c_0^2} (x_{i+1}-x_i) \\
M(i, i+1) = \frac{1}{c_0^2} \int_0^L \phi_i \phi_{i+1} \, dx = \frac{1}{c_0} \int_{x_i}^{x_{i+1}} \frac{x-x_{i+1}}{x_i-x_{i+1}} \frac{x-x_i}{x_{i+1}-x_i} \, dx \\
= \frac{1}{6c_0} (x_{i+1}-x_i) \\
M(i+1, i) = \frac{1}{c_0^2} \int_0^L \phi_{i+1} \phi_i \, dx = \frac{1}{6c_0^2} (x_{i+1}-x_i) 
\] (3.13)
and the elements of \( g \) are given by

\[
g(j) = \begin{cases} -u_0(t) \int_0^L \phi_0 \phi_1' dx - \frac{1}{c_0^2} \bar{u}_0(t) \int_0^L \phi_0 \phi_1 dx, & \text{if } j = 1 \\ 0, & \text{if } j \neq 1. \end{cases}
\] (3.14)

The right-hand-side vector \( g \) is a column vector of length \( n - 1 \) and only the first value is not equal to zero because of the boundary condition.

**Discretization in time** The semi-discretized system (3.43) still needs to be discretized in time. We can do that by use of finite difference methods. We would like to use a backward differential formula accurate up to \( \mathcal{O}(\Delta t^2) \). This is given by (see Appendix B for derivation)

\[
K u^k + M \frac{2u^k - 5u^{k-1} + 4u^{k-2} - u^{k-3}}{(\Delta t)^2} = g^k,
\] (3.15)

where \( u^k \) is the vector containing the coefficients \( \{u_1, ..., u_{n+1}\} \) at time \( t_k \). Solving (3.15) for \( u^k \), we arrive at

\[
((\Delta t)^2 K + 2M) u^k = 5Mu^{k-1} - 4Mu^{k-2} + Mu^{k-3} + (\Delta t)^2 g^k,
\] (3.16)

which can be solved quickly for \( u^k \) by Matlab’s backslash operator without inverting the matrix \(((\Delta t)^2 K + 2M)\). So \( u^k \) can be calculated from the values of \( u \) at times \( t_{k-1}, t_{k-2} \) and \( t_{k-3} \). Using iteration the solution can be solved in evolving time.

We identify \( u^0 \) as the initial condition, discretized in space. But in order to initiate the above scheme, we need an \( u^1 \) and a \( u^2 \). We can get \( u^1 \) from the initial condition on the first time derivative of the pressure field. If we discretize \( \frac{\partial p}{\partial t} |_{t=0} \) as \( \dot{u}^0 \), then we can estimate \( u^1 \) by

\[
u^1 = u^0 + \Delta t \dot{u}^0.
\] (3.17)

To solve for \( u^2 \), we start with one time step of first-order accuracy (i.e. use the fifth equation in (B.6)), which only depends on the previous two time steps. So using this scheme the \( u^2 \) can be found. After that the backward differential formula with second order accuracy will be used.

A Matlab code implementing this finite element scheme can be found in Appendix C.1.

### 3.2.2 Discretization of the nonlinear term

**Discretization in space** We start by expanding the time derivative in the right-hand-side term of (3.4), which gives us

\[
\frac{\partial^2 p_2}{\partial t^2} = \frac{\partial}{\partial t} \left( \frac{\partial}{\partial t} p_2 \right) = \frac{\partial}{\partial t} \left( 2p \frac{\partial p}{\partial t} \right) = 2 \left( \frac{\partial p}{\partial t} \right)^2 + 2p \frac{\partial^2 p}{\partial t^2}.
\] (3.18)

Using the same basis function and linear expansion of \( p(x, t) \) as in Section 3.2.1, we get the following set of terms on the right-hand-side of (3.8)

\[
\frac{2\beta}{\rho_0 c_0^4} \int_0^L \left( \sum_{i=0}^n \dot{u}_i \phi_i \right) \left( \sum_{m=0}^n \dot{u}_m \phi_m \right) \phi_j dx + \frac{2\beta}{\rho_0 c_0^4} \int_0^L \left( \sum_{i=0}^n \ddot{u}_i \phi_i \right) \left( \sum_{m=0}^n u_m \phi_m \right) \phi_j dx,
\] (3.19)

for the \( j^{th} \) equation, where \( j \in \{1, 2, ..., n - 1\} \). Interchanging summation over \( i \) and integration, we get

\[
\sum_{i=0}^n \ddot{u}_i \frac{2\beta}{\rho_0 c_0^4} \int_0^L \left( \sum_{m=0}^n u_m \phi_m \right) \phi_i \phi_j dx + \sum_{i=0}^n \ddot{u}_i \frac{2\beta}{\rho_0 c_0^4} \int_0^L \left( \sum_{m=0}^n u_m \phi_m \right) \phi_i \phi_j dx.
\] (3.20)

Now if we recognize that both integrals vanish if \( m \neq j - 1, j, j + 1 \) (because of the choice of the basis functions), we can eliminate the summation over \( m \) to arrive at
respectively, we can express (3.21) more compactly as

\[
\sum_{i=0}^{n-1} u_i \left( \dot{u}_{j-1} \frac{2\beta}{\rho c_0^2} \int_0^L \phi_{j-1} \phi_i dx + \dot{u}_j \frac{2\beta}{\rho c_0^2} \int_0^L \phi_j \phi_i dx + \dot{u}_{j+1} \frac{2\beta}{\rho c_0^2} \int_0^L \phi_{j+1} \phi_i dx \right) + \\
\sum_{i=0}^{n} u_i \left( u_{j-1} \frac{2\beta}{\rho c_0^2} \int_0^L \phi_{j-1} \phi_i dx + u_j \frac{2\beta}{\rho c_0^2} \int_0^L \phi_j \phi_i dx + u_{j+1} \frac{2\beta}{\rho c_0^2} \int_0^L \phi_{j+1} \phi_i dx \right),
\]

(3.21)

for the \( j \)th equation, where again \( j \in \{1, \ldots, n-1\} \). (3.21) is the term that should be added to the right-hand-side of (3.8).

Identifying three new matrices \( C_1, C_2 \) and \( C_3 \) with elements

\[
C_1(i, j) = \frac{2\beta}{\rho c_0^2} \int_0^L \phi_{j-1} \phi_i dx, \\
C_2(i, j) = \frac{2\beta}{\rho c_0^2} \int_0^L \phi_j \phi_i dx \quad \text{and} \\
C_3(i, j) = \frac{2\beta}{\rho c_0^2} \int_0^L \phi_{j+1} \phi_i dx \quad \forall i, j \in \{1, \ldots, n-1\}
\]

respectively, we can express (3.21) more compactly as

\[
\sum_{i=0}^{n-1} u_i \left( \dot{u}_{j-1} C_1(i, j) + \dot{u}_j C_2(i, j) + \dot{u}_{j+1} C_3(i, j) \right) + \\
\sum_{i=0}^{n} u_i \left( u_{j-1} C_1(i, j) + u_j C_2(i, j) + u_{j+1} C_3(i, j) \right).
\]

(3.23)

In each of the equations \( j = 1, \ldots, n-1 \) where the term between brackets does not vanish for \( i = 0 \) and \( i = n \) (this is only the case for \( j = 1 \) and \( j = n-1 \) because of the choice of basis functions), those contributions to the summation, which account for the Dirichlet boundary conditions, are separated and absorbed into the \( \mathbf{g} \) vector as mentioned in Section 3.2.1.

Now if we look carefully at the first term of (3.23) we see that for a fixed \( j \)th equation, all elements \( C_1(i, j) \) \( \forall i \in \{1, \ldots, n-1\} \) are multiplied by \( \dot{u}_{j-1} \). All elements \( C_2(i, j) \) \( \forall i \in \{1, \ldots, n-1\} \) are multiplied by \( \dot{u}_j \) and all elements \( C_3(i, j) \) \( \forall i \in \{1, \ldots, n-1\} \) are multiplied by \( \dot{u}_{j+1} \). The second term of (3.23) is similar except each row of a \( \mathbf{C} \) matrix is multiplied by \( u_{j-1}, u_j \) and \( u_{j+1} \) respectively. This applies for all \( j = 1, \ldots, n-1 \). Therefore (3.23) can be written in full matrix form as

\[
\begin{pmatrix}
\dot{u}_0 & 0 & \cdots & 0 \\
0 & \dot{u}_1 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \dot{u}_{n-2}
\end{pmatrix}
\begin{pmatrix}
C_1 \\
C_2 \\
C_3
\end{pmatrix}
\begin{pmatrix}
\dot{u}
\end{pmatrix} + \\
\begin{pmatrix}
\dot{u}_0 & 0 & \cdots & 0 \\
0 & \dot{u}_1 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \dot{u}_{n-2}
\end{pmatrix}
\begin{pmatrix}
C_1 \\
C_2 \\
C_3
\end{pmatrix}
\begin{pmatrix}
\dot{u}
\end{pmatrix} + \\
\begin{pmatrix}
\dot{u}_0 & 0 & \cdots & 0 \\
0 & \dot{u}_1 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \dot{u}_{n-2}
\end{pmatrix}
\begin{pmatrix}
C_1 \\
C_2 \\
C_3
\end{pmatrix}
\begin{pmatrix}
\dot{u}
\end{pmatrix}.
\]

(3.24)

Note that all explicitly given matrices in (3.50) are diagonal matrices, such that when matrix multiplication is used, the the first term on the diagonal is multiplied by the first column of \( \mathbf{C} \) and so on. Also note that we know \( u_0 \) and \( u_n \) from the given Dirichlet boundary conditions and these derivatives can therefore be calculated analytically or numerically.

Now name the matrices in the first row of (3.50) from left to right \( \mathbf{H}_{-1}(\dot{u}), \mathbf{H}_0(\dot{u}), \mathbf{H}_1(\dot{u}) \) and in the second row \( \mathbf{I}_{-1}(\dot{u}), \mathbf{I}_0(\dot{u}), \mathbf{I}_1(\dot{u}) \), where the bracket notation means that \( \mathbf{H} \) is a function of \( \dot{u} \) and \( \mathbf{I} \) is a function of \( \dot{u} \).

Defining
\[ N_1(\dot{u}) = H_{-1}(\dot{u})C_1 + H_0(\dot{u})C_2 + H_1(\dot{u})C_3 \quad \text{and} \]
\[ N_2(u) = I_{-1}(u)C_1 + I_0(u)C_2 + I_1(u)C_3 , \]
we can finally state the semi-discrete matrix form of the finite element formulation of the one-dimensional Westervelt equation:
\[ Ku + M\ddot{u} = N_1(\dot{u})\dot{u} + N_2(u)\ddot{u} + g, \]  
where \( g \) now also includes the Dirichlet boundary condition contributions of the nonlinear term:
\[ g(j) = \begin{cases} -\int_0^L \phi_0'\phi'_1 dx - \frac{1}{\rho_0} \int_0^L \phi_0\phi_1 dx \\ +\ddot{u}_0 \left( u_0 \frac{2\beta}{\rho_0 c} \int_0^L \phi_0\phi_0\phi_1 dx + \ddot{u}_1 \frac{2\beta}{\rho_0 c} \int_0^L \phi_0\phi_0\phi_1 dx \right) \\ +\ddot{u}_1 \left( u_0 \frac{2\beta}{\rho_0 c} \int_0^L \phi_0\phi_0\phi_1 dx + u_1 \frac{2\beta}{\rho_0 c} \int_0^L \phi_0\phi_0\phi_1 dx \right) \end{cases}, \quad \text{if } j = 1 \]
\[ 0, \quad \text{if } j \neq 1. \]

**Discretization in time** Now we focus on the time discretization of (3.52). As in the linear case, we use a second-order backward differential scheme. But for these equations we also need first order backward differential scheme. The derivation of expressions for these derivatives of first order and second order accuracy can be found in Appendix B. Applying them to (3.52) gives us
\[ Ku^k + M \frac{2u^{k-5}u^{k-1}+4u^{k-2}u^{k-3}}{\Delta t^2} = N_1(\dot{u})\dot{u} + N_2(u)\ddot{u} + g^k, \]  
where just as before we find \( u^1 \) from the given initial condition \( u^0 \) and its derivative \( \dot{u}^0 \), and find \( u^2 \) from a single first-order BDF time step.

(3.28) is an implicit system of nonlinear equations in unknown \( u^k \) which cannot be made explicit in a straightforward way. Therefore we solve it by the method of successive approximation. Because the time step \( \Delta t \) is small, we expect this method to converge in just a few iterations.

During each time step we start by estimating \( u^k \), i.e. by \( u^0 = u^k_{\text{linear}} \), where \( u^k_{\text{linear}} \) is the solution to (3.16) and the left superscript 0 means that it is an initial guess for \( u^k \). We can then, based on this guess, calculate the matrices \( N_1 \) and \( N_2 \). Then we can solve (3.28) and obtain \( r^k \). Now we can repeat calculating \( N_1 \) and \( N_2 \), and solving (3.28) until \( \max(|r^k - r^{-1}u^k|) < \epsilon \), where \( \epsilon \) is a small number defining the allowed tolerance. Then we set \( u^k = r^k \) and we have finished this time step. This process, which is called successive approximation, is summarized step by step below:

1. Initiate by guessing \( u^0 = u^k_{\text{linear}} \).
2. Calculate \( N_1 \) and \( N_2 \).
3. Solve (3.28) for \( r^k \).
4. If \( \max(|r^k - r^{-1}u^k|) < \epsilon \) go to 5.
   Otherwise go to 2.
5. set \( u^k = r^k \).
3.2.3  Discretization of the attenuation term

**Discretization in space**  In the former sections we forgot about one the term, the term of attenuation. Now we want to bring that term into our numeric scheme as well. To make it easier we will forget about the nonlinear term for now.

First we assume that we use the same first order basis functions as we did in (3.7). The unknown solution \( p \) and the test function \( v \) can be represented by (a linear combinations of) these set of basis functions. Using this we obtain the following finite element representation of the weak form:

\[
\begin{aligned}
\text{Find the set } \{ u_1(t), \ldots, u_{n-1}(t) \} \text{ such that,} \\
\sum_{i=1}^{n} \left( u_i \int_{0}^{L} \phi_i \phi_j' dx + \frac{1}{c_0} \bar{u}_i \int_{0}^{L} \phi_i \phi_j dx - \frac{\delta}{c_0} \bar{u}'_i \int_{0}^{L} \phi_i \phi_j dx \right) = 0 \quad \forall j \in \{1, \ldots, n-1\}.
\end{aligned}
\]  

(3.29)

It is important to note that \( \int_{0}^{L} \phi_i \phi_j' dx \) and \( \int_{0}^{L} \phi_i \phi_j dx \) vanish if \(|j-i| > 1\), because of the choice of the basis functions.

Also for \( j = 1 \) and \( j = n-1 \) the Dirichlet boundary conditions still have the same influence, but there is now an extra term. So for \( j = 1 \) we obtain the following equation

\[
\sum_{i=1}^{n} \left( u_i \int_{0}^{L} \phi_i \phi_1' dx + \frac{1}{c_0} \bar{u}_i \int_{0}^{L} \phi_i \phi_1 dx - \frac{\delta}{c_0} \bar{u}'_i \int_{0}^{L} \phi_i \phi_1 dx \right) = -u_0 \int_{0}^{L} \phi_0 \phi_1' dx - \frac{1}{c_0} \bar{u}_0 \int_{0}^{L} \phi_0 \phi_1 dx + \frac{\delta}{c_0} \bar{u}_0 \int_{0}^{L} \phi_0 \phi_1 dx
\]

(3.30)

Of course when \( u_0(t) \) is known, \( \bar{u}_0 \) and \( \bar{u}_0 \) can either be calculated analytically or can be approximated numerically to an arbitrary accuracy. Just as before for \( j = n-1 \) the term of \( u_n \) can be eliminated. Namely because of the homogeneous Dirichlet boundary condition at \( x = L \) the value of \( u_n(t) \) is always zero.

Recognizing that the set of equations described by (3.29) can be written in matrix vector notation, we get

\[
Ku + M \left( \frac{1}{c_0} \bar{u} - \frac{\delta}{c_0} \bar{u} \right) = g,
\]

(3.31)

where the elements of the mass matrix \( M \) and the stiffness matrix \( K \) are

\[
\begin{aligned}
K(i,j) &= \int_{0}^{L} \phi_i \phi_j' dx \quad \text{and} \\
M(i,j) &= \int_{0}^{L} \phi_i \phi_j dx \quad \forall i,j \in \{1, \ldots, n-1\}
\end{aligned}
\]  

(3.32)

respectively.

Because of the chosen basis functions \( M \) and \( K \) are very sparse \((n-1) \times (n-1)\) matrices. Their values are given by (3.32). \( g \) is a column vector of length \( n-1 \) and only the first value is not equal because of the boundary condition. The elements of \( g \) are given by

\[
g(j) = \begin{cases} 
-u_0(t) \int_{0}^{L} \phi_0 \phi_1' dx - \frac{1}{c_0} \bar{u}_0(t) \int_{0}^{L} \phi_0 \phi_1 dx + \frac{\delta}{c_0} \bar{u}'_0(t) \int_{0}^{L} \phi_0 \phi_1 dx, & \text{if } j = 1 \\
0, & \text{if } j \neq 1.
\end{cases}
\]

(3.33)

If the non-linear term is taken into account as well, the set of equations that describes the system can be described as followed

\[
Ku + M \left( \frac{1}{c_0} \bar{u} - \frac{\delta}{c_0} \bar{u} \right) = N_1(\bar{u})\bar{u} \quad + \quad N_2(u)\bar{u} \quad + \quad g,
\]

(3.34)

\( N_1 \) and \( N_2 \) are the same as in the previous section. \( M \) and \( K \) are the same as defined as in (3.32).
Only the vector $g$ has changed.

$$
g(j) = \begin{cases} 
- \int_0^L \phi_0 \phi_1' dx - \frac{1}{c_0^2} \bar{u}_0 \int_0^L \phi_0 \phi_1 dx + \frac{\delta}{c_0^2} \bar{u}_0(t) \int_0^L \phi_0 \phi_1 dx \\
+ u_0 \left( \frac{2\beta}{\rho c_0^2} \int_0^L \phi_0 \phi_0 \phi_1 dx + u_1 \frac{2\beta}{\rho c_0^2} \int_0^L \phi_1 \phi_0 \phi_1 dx \right) \\
+ \bar{u}_0 \left( \frac{2\beta}{\rho c_0^2} \int_0^L \phi_0 \phi_0 \phi_1 dx + u_1 \frac{2\beta}{\rho c_0^2} \int_0^L \phi_1 \phi_0 \phi_1 dx \right), & \text{if } j = 1 \\
0, & \text{if } j \neq 1.
\end{cases}
$$  

(3.35)

Discretization in time  The semi-discretized system (3.31) still needs to be discretized in time. We can do that by use of finite difference methods. We would like to use a backward differential formula accurate up to $O((\Delta t)^2)$. This is given by (see Appendix B for derivation)

$$Ku^k + M \left( \frac{1}{c_0^2} \frac{2u^k - 5u^{k-1} + 4u^{k-2} - u^{k-3}}{\Delta t^2} - \frac{\delta}{c_0^2} \frac{2.5u^k - 9u^{k-1} + 12u^{k-2} - 7u^{k-3} + 1.5u^{k-4}}{\Delta t^3} \right) = g^k,$$

where $u^k$ is the vector containing the coefficients $\{u_1, \ldots, u_{n+1}\}$ at time $t_k$. Solving (3.36) for $u^k$, we arrive at

$$\left( (\Delta t)^3 K + \left( \frac{2\Delta t}{c_0^2} - \frac{2.5\delta}{c_0^2} \right) M \right) u^k = \frac{5\Delta t}{c_0^2} Mu^{k-1} - \frac{4\Delta t}{c_0^2} Mu^{k-2} + \frac{\Delta t}{c_0^2} Mu^{k-3} - \frac{9\delta}{c_0^2} u^{k-1} + \frac{12\delta}{c_0^2} u^{k-2} - \frac{7\delta}{c_0^2} u^{k-3} + \frac{1.5\delta}{c_0^2} u^{k-4} + (\Delta t)^2 u^k,$$

(3.37)

which can be solved quickly for $u^k$ by Matlab’s backslash operator without inverting the matrix $((\Delta t)^2 K + 2M)$. So $u^k$ can be calculated from the values of $u$ at times $t_{k-1}$, $t_{k-2}$, $t_{k-3}$ and $t_{k-4}$. Using iteration the solution can be solved in evolving time.

We identify $u^0$ as the initial condition, discretized in space. But in order to initiate the above scheme, we need an $u^1$ and a $u^2$. We can get $u^1$ from the initial condition on the first time derivative of the pressure field. If we discretize $\frac{\partial u}{\partial t}|_{t=0}$ as $\dot{u}^0$, then we can estimate $u^1$ by

$$u^1 = u^0 + (\Delta t)\dot{u}^0.$$

(3.38)

To derive the value of $u^2$ we use the sixth equation in Appendix B. For this differential formula we need to know virtual element $u^{-1}$. Because of the initial conditions we derive that this is equal to $u^1$. We also need element $u^3$ before we can use equation 3.37. These can also be found using the lower accuracy order backward differential formula(use the sixth equation in Appendix B).

If we also take the nonlinear term into account, we get the following scheme:

$$Ku^k + M \frac{2u^k - 5u^{k-1} + 4u^{k-2} - u^{k-3}}{\Delta t^2} - \frac{\delta}{c_0^2} M \frac{2.5u^k - 9u^{k-1} + 12u^{k-2} - 7u^{k-3} + 1.5u^{k-4}}{\Delta t^3} =$$

$$N_1 \left( \frac{3u^k - 4u^{k-1} + u^{k-2}}{2\Delta t} \right) \frac{2u^k - 5u^{k-1} + 4u^{k-2} - u^{k-3}}{\Delta t^2} + N_2 \left( \frac{u^k - 4u^{k-1} + u^{k-2}}{2\Delta t} \right) \frac{2u^k - 5u^{k-1} + 4u^{k-2} - u^{k-3}}{\Delta t^2} + g^k,$$

(3.39)

The first values can be found the same way as described above. The rest of the values are found using the method of successive approximation as is described in 3.2.2. A Matlab code implementing this finite element scheme can be found in Appendix C.3.

3.3 Second order FEM

3.3.1 Discretization of the linear wave equation

Now that we have solved the Westervelt equation using the first order FEM, we would like to solve it using a second order FEM. We want to use second order FEM because they converge faster to the
eventual solution than the first order FEM. This happens because the second order basis functions are dependent on more points in the domain. Now we are going to do the same for second order FEM as first order FEM. We divide the domain again into \( n+1 \) elements. Each element \( e_j \) has two element points \((x_j \text{ and } x_{j+1})\) and one auxiliary point \((x_{j+\frac{1}{2}})\). So actually the domain is divided into \( 2n+1 \) points. We can still expand the unknown solution of \( p \) using a linear combination of basis functions, but now the basis functions are of the second order.

The second order basis functions are defined as follows:

$$
\phi_i(x) = \begin{cases} 
\frac{(x-x_{i-1})(x-x_{i+\frac{1}{2}})}{(x_{i-1}-x_{i-\frac{1}{2}})(x_{i+\frac{1}{2}}-x_{i-\frac{1}{2}})}, & \text{if } x \in [x_{i-1}, x_i] \\
\frac{(x-x_{i+1})(x-x_{i+\frac{1}{2}})}{(x_{i+1}-x_{i+\frac{1}{2}})(x_{i+\frac{1}{2}}-x_{i+\frac{1}{2}})}, & \text{if } x \in [x_{i}, x_{i+1}] \\
0, & \text{else}
\end{cases}
$$

(3.40)

In Figure 3.2 an example of a second order basis function is shown that satisfies the conditions above.

![Figure 3.2: Example of a quadratic basis function](image)

We can also expand the test function \( v \) in the above basis functions. If we do this we get the following finite element representation of the weak form:

$$
\begin{cases}
\text{Find the set } \{ u_1(t), u_1(t), ..., u_{n-1}(t), u_{n-\frac{1}{2}}(t) \} \text{ such that}, \\
\sum_{i=0}^{n} \left( u_i \int_0^L \phi_i' \phi_j' dx + \frac{1}{c_0} \bar{u}_i \int_0^L \phi_i \phi_j dx \right) = 0 \quad \forall j \in \{ \frac{1}{2}, ..., n-\frac{1}{2} \}
\end{cases}
$$

(3.41)

It is important to note that \( \int_0^L \phi_i' \phi_j' dx \) and \( \int_0^L \phi_i \phi_j dx \) vanish if \( |j-i| > 1 \), because of the choice of the basis functions.

Looking more closely to the case \( j = 1 \) in (3.41), we see that there is a non-vanishing term containing \( u_0 \), which accounts for the (time-dependent) Dirichlet boundary condition. Different to the first order basis equation there is also a non-vanishing term containing \( u_0 \) in the case of \( j = \frac{1}{2} \). Since \( \phi_0(0) = 1 \) it follows that \( u_0(t) = f(t) \), the source function which is known. Hence, we can bring the terms to the right-hand-side of the equations and obtain

$$
\begin{align*}
\sum_{i=\frac{1}{2}}^{n} \left( u_i \int_0^L \phi_i' \phi_1' dx + \frac{1}{c_0} \bar{u}_i \int_0^L \phi_i \phi_1 dx \right) &= -u_0 \int_0^L \phi_0' \phi_1' dx - \frac{1}{c_0} \bar{u}_0 \int_0^L \phi_0 \phi_1 dx \\
\sum_{i=\frac{1}{2}}^{n} \left( u_i \int_0^L \phi_i' \phi_1' dx + \frac{1}{c_0} \bar{u}_i \int_0^L \phi_i \phi_1 dx \right) &= -u_0 \int_0^L \phi_0' \phi_1' dx - \frac{1}{c_0} \bar{u}_0 \int_0^L \phi_0 \phi_1 dx
\end{align*}
$$

(3.42)
Of course when \( u_0(t) \) is known, \( \ddot{u}_0 \) can either be calculated analytically or can be approximated numerically to an arbitrary accuracy.

The case \( j = n - 1 \) and \( j = n - \frac{1}{2} \) is similar to \( j = 1 \) and \( j = \frac{1}{2} \), where a non-vanishing term containing \( u_n \) exists. \( u_n \) accounts for the homogeneous Dirichlet boundary condition at \( x = L \) and therefore \( u_n(t) = 0 \). Those terms can just be eliminated from the set of equations.

Recognizing that the set of equations described by (3.41) can be written in matrix vector notation, we get

\[
\mathbf{K}u + \mathbf{M}\ddot{u} = \mathbf{g}, \tag{3.43}
\]

where the elements of the mass matrix \( \mathbf{M} \) and the stiffness matrix \( \mathbf{K} \) are

\[
\mathbf{K}(2i, 2j) = \int_0^L \phi_i' \phi_j' \, dx \quad \text{and} \quad \mathbf{M}(2i, 2j) = \frac{1}{c_0^2} \int_0^L \phi_i \phi_j \, dx \quad \forall i, j \in \left\{ \frac{1}{2}, 1, \ldots, n - 1, n - \frac{1}{2} \right\} \tag{3.44}
\]

respectively.

Note again that \( \mathbf{M}(2i, 2j) \) and \( \mathbf{K}(2i, 2j) \) equal zero if \( |j - i| > 1 \) and thus \( \mathbf{M} \) and \( \mathbf{K} \) are very sparse \( (2n - 1) \times (2n - 1) \) matrices. The elements of \( \mathbf{g} \) are given by

\[
\mathbf{g}(2j) = \begin{cases} 
-u_0(t) \int_0^L \phi_0 \phi_j' \, dx - \frac{1}{c_0^2} \ddot{u}_0(t) \int_0^L \phi_0 \phi_j' \, dx, & \text{if } j = \frac{1}{2} \\
-u_0(t) \int_0^L \phi_0 \phi_1' \, dx - \frac{1}{c_0^2} \ddot{u}_0(t) \int_0^L \phi_0 \phi_1 \, dx, & \text{if } j = 1 \\
0, & \text{else} \end{cases} \tag{3.45}
\]

The right-hand-side vector \( \mathbf{g} \) is a column vector of length \( 2n - 1 \) and only the first two values are not equal to zero because of the time-dependent Dirichlet boundary condition.

The discretization in time is the same for the second order as the first order FEM.

### 3.3.2 Discretization of the nonlinear term

We start by expanding the time derivative in the right-hand-side term of (3.4) in the same way as we did in 3.2.2. Then the following equation is derived

\[
\frac{2\beta}{\rho_0 c_0^4} \int_0^L \left( \sum_{i=0}^n \dot{u}_i \phi_i \right) \left( \sum_{m=0}^n \ddot{u}_m \phi_m \right) \phi_j \, dx + \frac{2\beta}{\rho_0 c_0^4} \int_0^L \left( \sum_{i=0}^n \ddot{u}_i \phi_i \right) \left( \sum_{m=0}^n \dot{u}_m \phi_m \right) \phi_j \, dx, \tag{3.46}
\]

Now if we recognize that both integrals vanish if \( m \neq j - 1, j - \frac{1}{2}, j + \frac{1}{2}, j + 1 \) (because of the choice of the basis functions), we can eliminate the summation over \( m \) to arrive at

\[
\sum_{i=0, \frac{1}{2}, 1, \ldots}^n \ddot{u}_i \left( u_{j-1} \frac{2\beta}{\rho_0 c_0^4} \int_0^L \phi_{j-1} \phi_i \phi_j \, dx + u_j \frac{1}{2} \frac{2\beta}{\rho_0 c_0^4} \int_0^L \phi_{j-\frac{1}{2}} \phi_i \phi_j \, dx + \right) + \frac{2\beta}{\rho_0 c_0^4} \int_0^L \phi_{j+1 \frac{1}{2}} \phi_i \phi_j \, dx + \ldots \tag{3.47}
\]

for the \( j^{th} \) equation, where again \( j \in \left\{ \frac{1}{2}, \ldots, n - \frac{1}{2} \right\} \). (3.47) is the term that should be added to the right-hand-side of (3.41).

As one can see above we know have 5 terms instead of the 3 terms we had using first order FEM. So now we have to identify five new matrices \( \mathbf{C}_1, \mathbf{C}_2, \mathbf{C}_3, \mathbf{C}_4 \) and \( \mathbf{C}_5 \) with elements
accordingly, we can express (3.47) more compactly as

\[
\sum_{i=0,1, \ldots, n} \hat{u}_i \left( \hat{u}_{j-1} C_1(2i, 2j) + \hat{u}_{j-\frac{1}{2}} C_2(2i, 2j) + \hat{u}_j C_3(2i, 2j) + \hat{u}_{j+\frac{1}{2}} C_4(2i, 2j) + \hat{u}_{j+1} C_5(2i, 2j)\right)
\]

In each of the equations \( j = \frac{1}{2}, \ldots, n - \frac{1}{2} \) where the term between brackets does not vanish for \( i = 0 \) and \( i = n \) (this is only the case for \( j = 1, j = \frac{1}{2}, j = n - 1 \) and \( j = n - \frac{1}{2} \) because of the choice of basis functions), those contributions to the summation, which account for the Dirichlet boundary conditions, are separated and absorbed into the \( g \) vector as mentioned in Section 3.2.1.

Now if we look carefully at the first term of (3.23) we see that for a fixed \( i \), all elements \( C_1(2i, 2j) \quad \forall i \in \{\frac{1}{2}, \ldots, n - \frac{1}{2}\} \) are multiplied by \( \hat{u}_{j-1} \). All elements \( C_2(2i, 2j) \quad \forall i \in \{\frac{1}{2}, \ldots, n - \frac{1}{2}\} \) are multiplied by \( \hat{u}_{j-\frac{1}{2}} \). All elements \( C_3(2i, 2j) \quad \forall i \in \{\frac{1}{2}, \ldots, n - \frac{1}{2}\} \) are multiplied by \( \hat{u}_j \). All elements \( C_4(2i, 2j) \quad \forall i \in \{\frac{1}{2}, \ldots, n - \frac{1}{2}\} \) are multiplied by \( \hat{u}_{j+\frac{1}{2}} \) and all elements \( C_5(2i, 2j) \quad \forall i \in \{\frac{1}{2}, \ldots, n - \frac{1}{2}\} \) are multiplied by \( \hat{u}_{j+1} \). The second term of (3.23) is similar except each row of a \( C \) matrix is multiplied by \( \hat{u}_{j-1}, \hat{u}_{j-\frac{1}{2}}, \hat{u}_j, \hat{u}_{j+\frac{1}{2}} \) and \( \hat{u}_{j+1} \) respectively. This applies for all \( j = \frac{1}{2}, \ldots, n - 12 \). Therefore (3.49) can be written in full matrix form as

\[
\begin{pmatrix}
0 & 0 & \cdots & 0 \\
0 & \hat{u}_0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 \\
0 & \cdots & \hat{u}_{n-\frac{1}{2}} \\
\end{pmatrix}
\begin{pmatrix}
0 & 0 & \cdots & 0 \\
0 & \hat{u}_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 \\
0 & \cdots & \hat{u}_n \\
\end{pmatrix}
= 
\begin{pmatrix}
\hat{u}_0 & 0 & \cdots & 0 \\
0 & \hat{u}_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 \\
0 & \cdots & \hat{u}_{n-\frac{1}{2}} \\
\end{pmatrix}
\begin{pmatrix}
0 & 0 & \cdots & 0 \\
0 & \hat{u}_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 \\
0 & \cdots & \hat{u}_n \\
\end{pmatrix}
\]

Note that all explicitly given matrices in (3.50) are diagonal matrices, such that when matrix multiplication is used, the first row of \( C_2 \) is multiplied by the first term on the diagonal and so on. Also
note that we know $u_0$ and $u_n$ from the given Dirichlet boundary conditions and there derivatives can therefore be calculated analytically or numerically.

Now name the matrices in the first row of (3.50) from left to right $H_{-1}(\hat{u}), H_{-\frac{3}{2}}(\hat{u}) H_0(\hat{u}), H_{\frac{3}{2}}(\hat{u}), H_1(\hat{u})$ and in the second row $I_{-1}(u), I_{-\frac{3}{2}}(u), I_0(u), I_{\frac{3}{2}}(u), I_1(u)$, where the bracket notation means that $H$ is a function of $\hat{u}$ and $I$ is a function of $u$.

Defining

\[
\begin{align*}
N_1(\hat{u}) &= H_{-1}(\hat{u})C_1 + H_{-\frac{3}{2}}(\hat{u})C_2 + H_0(\hat{u})C_3 + H_{\frac{3}{2}}(\hat{u})C_4 + H_1(\hat{u})C_5, \\
N_2(u) &= I_{-1}(u)C_1 + I_{-\frac{3}{2}}(u)C_2 + I_0(u)C_3 + I_{\frac{3}{2}}(u)C_4 + I_1(u)C_5.
\end{align*}
\]

we can finally state the semi-discrete matrix form of the finite element formulation of the one-dimensional Westervelt equation:

\[
Ku + M\ddot{u} = N_1(\hat{u})\hat{u} + N_2(u)\ddot{u} + g,
\]

where $g$ now also includes the Dirichlet boundary condition contributions of the nonlinear term:

\[
g(2j) = \begin{cases} 
-u_0(t) \int_0^L \phi_0^2 \phi_j dx - \frac{1}{c_0^2} \ddot{u}_0(t) \int_0^L \phi_0 \phi_j dx \\
+\dot{u}_0 \left( \int_0^L \phi_0 \phi_j \phi_0 \phi_j dx + \frac{2\beta}{\rho c_0^2} \int_0^L \phi_0 \phi_j \phi_0 \phi_j dx \right) \\
+\ddot{u}_0 \left( \int_0^L \phi_0 \phi_j \phi_0 \phi_j dx + \frac{2\beta}{\rho c_0^2} \int_0^L \phi_0 \phi_j \phi_0 \phi_j dx \right)
\end{cases}, \quad \text{if } j = \frac{1}{2}
\]

\[
\begin{cases} 
-u_0(t) \int_0^L \phi_0^2 \phi_j dx - \frac{1}{c_0^2} \ddot{u}_0(t) \int_0^L \phi_0 \phi_j dx \\
+\dot{u}_0 \left( \int_0^L \phi_0 \phi_j \phi_0 \phi_j dx + \frac{2\beta}{\rho c_0^2} \int_0^L \phi_0 \phi_j \phi_0 \phi_j dx \right) \\
+\ddot{u}_0 \left( \int_0^L \phi_0 \phi_j \phi_0 \phi_j dx + \frac{2\beta}{\rho c_0^2} \int_0^L \phi_0 \phi_j \phi_0 \phi_j dx \right), \quad \text{if } j = 1 \\
0,
\end{cases} \quad \text{else}
\]

The discretization of time still is the same as with the first order FEM.

### 3.3.3 Discretization of the attenuation term

As we did before, we want to bring that term of attenuation into our numeric scheme as well. To make it easier we will forget about the nonlinear term for now.

For the derivation one should look in the same section for first order FEM because the second order FEM does not change the derivation, only the $K$, $M$ and $g$ are different. So we get the same semi-discretized system

\[
Ku + M\left( \frac{1}{c_0^2} \dddot{u} - \delta \dddot{u} \right) = g,
\]

where the elements of the mass matrix $M$ and the stiffness matrix $K$ are

\[
K(2i, 2j) = \int_0^L \phi_i \phi_j dx \quad \text{and} \quad M(2i, 2j) = \int_0^L \phi_i \phi_j dx \quad \forall i, j \in \left\{ \frac{1}{2}, 1, ..., n - 1, n - \frac{1}{2} \right\}
\]

respectively.

Note again that $M(2i, 2j)$ and $K(2i, 2j)$ equal zero if $|j - i| > 1$ and thus $M$ and $K$ are very sparse $(2n - 1) \times (2n - 1)$ matrices. The elements of $g$ are given by
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\[ g(2j) = \begin{cases} -u_0(t) \int_0^L \phi_0 \phi'_1 dx - \frac{1}{c_0} \ddot{u}_0(t) \int_0^L \phi_0 \phi'_1 dx + \frac{\delta}{c_0} \dddot{u}_0(t) \int_0^L \phi_0 \phi'_1 dx, & \text{if } j = \frac{1}{2} \\ -u_0(t) \int_0^L \phi_0 \phi'_1 dx - \frac{1}{c_0} \ddot{u}_0(t) \int_0^L \phi_0 \phi'_1 dx + \frac{\delta}{c_0} \dddot{u}_0(t) \int_0^L \phi_0 \phi'_1 dx, & \text{if } j = 1 \\ 0, & \text{else} \end{cases} \]  

(3.56)

The right-hand-side vector \( g \) is a column vector of length \( 2n - 1 \) and only the first two values are not equal to zero because of the time-dependent Dirichlet boundary condition. To get the complete scheme of the Westervelt equation we have to add the derivations from the previous section to what we did in this section. So the complete scheme of the Westervelt equation is

\[
Ku + M \left( \frac{1}{c_0^2} \dddot{u} - \frac{\delta}{c_0^2} \cdots \right) = N_1(\ddot{u}) \ddot{u} + N_2(u) \dddot{u} + g, 
\]

(3.57)

with \( M \) and \( K \) from (3.55), \( N_1 \) and \( N_2 \) from (3.51) and \( g \) is as given above with the nonlinear terms from (3.53).

The discretization in time is the same for the second order as for the first order FEM.
4 Results and Discussion

In this section we show and discuss the results obtained from the implementations that are discussed in Chapter 3. We have made implementations for solving the linear wave equation, the Westervelt equation with the nonlinear term and the Westervelt equation complete with nonlinear term and attenuation term. These implementations are made for both the first order finite element method and the second order finite element method. All implementations were made in Matlab. First we have plotted the solutions to the equations at the shock wave formation distance. These figures show us the effect of the nonlinear term and the attenuation term on the solutions. We will look at the form of the wave as it changes because of nonlinearity and attenuation. To make the difference between first and second order FEM visible we have plotted the difference between the two at various times. We have also plotted the solutions at two times the shock wave formation distance, which shows us the efficiency of finite element method implemented in Matlab. To get a better insight into the effect of nonlinearity and attenuation we look at the frequency spectrum of the Westervelt equation with and without attenuation term. In the frequency spectrum energy is shifted to higher harmonics, because of nonlinearity. So we expect to see a lot of peaks in the frequency spectrum of the Westervelt equation. Finally, we choose a domain that has a sudden change in small signal sound speed in the middle of the domain. This causes there to be reflection and transmission waves. The amplitude of these waves are calculated and the waves are plotted for different changes in speed.

4.1 Source function and Parameters

So when we started in Chapter 3 we assumed that we had a source function working on the Westervelt equation. The source function we use for our results is given by

\[ p(0, t) = P_0 \sin[2\pi f_0(t - T_d)] \exp \left[ -\left( \frac{t - T_d}{T_w/2} \right)^2 \right], \]

(4.1)

where \( P_0 \) is the pressure amplitude, \( f_0 \) is the frequency of the source, \( T_d \) is a time delay, \( T_w \) is a pulse width and \( T_{\text{end}} \) is the end of the pulse. We set, as is customary in ultrasound imaging pulses, \( T_d = \frac{6}{f_0} \), \( T_w = \frac{3}{f_0} \) and \( T_{\text{end}} = 2T_d \) [10]. The sinus component is the single frequency source function. The exponent makes sure that only a small part of the sinus is taken by putting a Gaussian envelope over the function. This means that the shock wave formation distance that was calculated in Section 2.2 is still valid for this source function. In Figure 4.1 the source function is shown.

![Figure 4.1: A single frequency source function with a Gaussian envelope as described by (4.1). The delay and width parameters are chosen so that a pulse of about six periods is generated. In this case \( T_d = \frac{6}{f_0} \) and \( T_w = \frac{3}{f_0} \).]
In the simulations that are made from the Matlab implementations the following parameters are used. These parameters are found in the thesis of Huijssen[10]. For the surroundings we have chosen the physical properties of water. The only thing that we have chosen differently is the value of $\beta$. For water the value of $\beta$ is typically 3.5, but we have chosen to set $\beta = 10$. Because the shock wave distance depends inversely on $\beta$, the computation time is shortened.

Some of the parameters depend on other parameters. For these parameters we will discuss why we chose to give them these values if they have not been discussed before. The domain length of the wave is $L = x_{sh} + T_{end} \cdot c_0$, which assures us that the wave at least passes the shock wave distance. This domain is divided into an equidistant mesh. We cannot take infinitely small element size, because the time step needs to be decreased as well for the propagation to be solved correctly. This will lead to an infinite computation time. So from [14] we know that for quartic elements a well chosen mesh size is $\frac{c_0}{18f_0}$. In this thesis we use first and second order elements. For quartic elements there are 3 auxiliary points between every two element points. So when keeping equal refinement the mesh size for first order elements has to be 4 times finer than the mesh size of quartic element so $dx = \frac{c_0}{72f_0}$. To compare the first order elements to the second order elements $dx$ is the same for both methods. This means that for second order element there is an auxiliary point between every two element points. For the time step it is important that $\frac{c_0}{dx}dt < 1$, because of the CourantFriedrichsLewy (CFL) condition.[15]

This is a necessary condition for convergence of the solution when solving partial differential equations numerically with difference schemes. This means that $dt < \frac{dx}{c_0}$. We choose $dt = \frac{dx}{4c_0}$ which agrees with the condition and still gives us an acceptable computation time.

| $\rho_0$ | 1000 $\text{kg/m}^3$ | Material ambient density |
| $c_0$ | 1500 $\text{m/s}$ | Small signal sound speed |
| $\beta$ | 10 | Coefficient of nonlinearity |
| $P_0$ | $10^6 \text{Pa}$ | Maximum pressure amplitude |
| $f_0$ | $10^5 \text{Hz}$ | Single source frequency |
| $T_d$ | $\frac{6}{f_0} \text{s}$ | Source envelope delay |
| $T_w$ | $\frac{3}{f_0} \text{s}$ | Source envelope width |
| $T_{end}$ | $2 \cdot T_d = \frac{12}{f_0} \text{s}$ | Source end time |
| $x_{sh}$ | $\rho_0 c_0^2 \frac{1}{2\pi f_0^2} \text{m}$ | Shock formation distance |
| $L$ | $x_{sh} + T_{end} \cdot c_0 \text{m}$ | Domain length |
| $dx$ | $\frac{c_0}{72f_0} \text{m}$ | Mesh element size |
| $dt$ | $\frac{dx}{4c_0} \text{s}$ | Maximum time step |
| $\epsilon$ | $10^{-9} \cdot P_0 \text{Pa}$ | Absolute tolerance for successive approximation |
| $\delta$ | 0.007 $\text{m}^2/\text{s}$ | Attenuation coefficient |
| | 1&2 | Element order |
| | equidistant | Mesh type |
4.2 Solutions to multiple wave equations using FEM

Figure 4.2 shows a plot of the result obtained with the first and second order FEM for the linear wave equation. In Figure 4.3 the difference between the result of the first and the second order element method is shown. The solution is plotted at the shock wave distance. In the figure the analytic solution is plotted as well. This is the well known solution to the linear wave equation.

\[ p(x, t) = f(t - \frac{x}{c_0}) = P_0 \sin[2\pi f_0(t - \frac{x}{c_0} - T_d)] \exp \left[ - \left( \frac{t - x/c_0 - T_d}{T_w/2} \right)^2 \right] \]  \hspace{1cm} (4.2)

The solution of the Westervelt equation without term of attenuation is plotted in Figure 4.4. In Figure 4.5 the difference between the result of the first and the second order element method is shown. In this implementation we used the method of successive approximation to solve the nonlinear system of equations for each time step. Note that we choose to set the absolute tolerance \( \epsilon = 10^{-9} \cdot P_0 = 10^{-3} \text{ Pa} \).

We argue that the number of iterations this would take during each time step was going to be small, because the time step taken is very small and the nonlinear term is small compared to the linear terms in the Westervelt equation. To verify this, we plotted the number of iterations needed to solve the nonlinear system of equations for each time step versus the time step. The result is shown in Figure 4.6. From this figure we can see that the number of iterations needed is at most 4. This justifies the implementation of successive approximation.

In Figure 4.7 we have plotted the results of the complete Westervelt equation for the first and second order FEM. In Figure 4.8 the difference between the result of the first and the second order element method is shown.

\[ p(x, t) = f(t - \frac{x}{c_0}) = P_0 \sin[2\pi f_0(t - \frac{x}{c_0} - T_d)] \exp \left[ - \left( \frac{t - x/c_0 - T_d}{T_w/2} \right)^2 \right] \]  \hspace{1cm} (4.2)

\[ t = 418.0932 \text{ ms} \]

\[ \times 10^6 \]

\[ \times 10^6 \]

Figure 4.2: Solution of the linear wave equation calculated for the first and second order FEM. The analytic solution to the linear wave equation is also added to the figure. Parameters were set as in Table 1.
Figure 4.3: The difference of the solution between the linear wave equation between first and second order FEM.

Figure 4.4: Solution of the nonlinear wave equation without attenuation term calculated with our own implementation for the first and second order FEM. The implicit Burgers solution is also added to the figure. Parameters were set as in Table 1.
Figure 4.5: The difference of the solutions of the nonlinear wave equation without attenuation term between first and second order FEM at different moments in time.

Figure 4.6: Number of iterations that the successive approximation algorithm took to solve the nonlinear wave equation up to a desired tolerance per time step versus the number of the time steps. The figure on the left plots the iterations of the first order FEM, the figure on the right plots the iterations of the second order FEM. No more than four iterations were needed.
Figure 4.7: Solution of the complete Westervelt equation calculated with our own implementation for the first and second order FEM. Parameters were set as in Table 1.

Figure 4.8: The difference in the solutions of the complete Westervelt equation between first and second order FEM at different moments in time.
Figure 4.9: The solutions of the linear wave equation, the Westervelt equation without attenuation term and the complete Westervelt equation plotted using the first order fem.

Figure 4.10: The solutions of the Westervelt equation with attenuation term with different coefficients of attenuation using first order FEM.
In Figure 4.2 one cannot see the difference between the first order FEM, second order FEM and the analytical solution to the linear wave equation. In Figure 4.3 the difference between the solution for second order FEM and first order FEM is plotted. You can clearly see that the difference is a linear wave in itself, which is good because there are no nonlinear terms working on the solution. According to the scale of the y-axis, the greatest difference between the two solutions is about 10 percent of the solution. This is large error, but can easily be explained. Because of the different order of FEM of the solutions and the not infinitely small mesh size, the solution of second order FEM has a small phase shift compared to the solution of the first order FEM. The slope of the solution, however, is really massive in the points of the x-axis. So even though the phase shift is really small, the difference between the solution is enormous in the points on the x-axis, so the error seems to be a really large percentage of the solution.

In Figure 4.4 one can clearly see the difference between the first order FEM, second order FEM and the Burgers solution to the Westervelt wave equation without attenuation term. In Figure 4.5 the difference between the solution for second order FEM and first order FEM is plotted. It is evident that a nonlinear term works on the wave because the difference is not a linear wave anymore. According to the scale seen in the plot, the greatest difference between the two solutions is now a lot more that 10 percent of the solution. This is visible in Figure 4.4. Especially at the bottom, the first order FEM differentiates a lot from the second order FEM and the Burgers solution. At the top the solution of the second order FEM differentiates a bit from the Burgers solution. This can be explained through the orders of FEM. The second order FEM uses second order basis functions, which results in a better solution on a small grid part, because it uses more information of the neighboring points. But using second order FEM is still a numerical approximation, so the solution is better than the first order FEM but not the exact solution of the Westervelt equation. While we now use the Burgers solution as a solution of the Westervelt equation to compare the solutions of FEM to, it is in itself an approximation, because of interpolation done in Matlab and neglecting higher-order terms of the Taylor expansion from Section 2.1. A part of the difference between the solutions of the second and first order FEM still is an result of the phase shift between the two solutions.

Also a distinct feature in Figure 4.4 is the shallower slope of the numerical solution compared to the solution of the linear wave equation when going from a minimum to a maximum in the wave, and a steeper slope when going from a maximum to a minimum. The explanation for this phenomenon is given in Section 2.2. For a better comparison one should look at Figure 4.9, where the solutions of the linear wave equation, the Westervelt equation without attenuation term and the complete Westervelt equation are plotted with the same parameters for first order FEM at the same time.

In Figure 4.7 the difference between the first order FEM and the second order FEM is larger than in Figure 4.2, but smaller than in Figure 4.4. This can also be seen in Figure 4.8. Here the difference is still a nonlinear wave, but it is a lot smaller than the difference wave plotted in Figure 4.5. The difference can again be explained by the difference in order of the FEM and the phase shift of the different solution. Because of the damping from the attenuation term, the amplitude of the wave is not only smaller at the shock wave distance but also the effect of the nonlinear term on the slope is less. The effect is better visible in Figure 4.9. This figure shows that the solution of the Westervelt equation with attenuation and nonlinear term has a smaller amplitude than both the linear equation and the Westervelt equation without attenuation term. Also while the slope going from a maximum to a minimum is steeper than the slope of the solution to the linear wave equation at that point, it is a shallower slope than the slope of the solution to the Westervelt equation without attenuation term at that point. The explanation for this effect caused by the attenuation term is given in Section 2.2.

It is clear that the attenuation term has a substantial influence on the solution, both on its amplitude and its shape. In Figure 4.10 the effect of choosing a different coefficient of attenuation is shown. When a higher term of attenuation is chosen, the amplitude of the wave is smaller and the slope of the wave is less steep.
4.3 Solutions at two times the shock wave distance

Because we want to see some more effect of the nonlinearity and attenuation on the source wave we have plotted the wave at two times the shock wave distance. The figures are shown below. We have done this for the linear wave equation, the Westervelt equation without attenuation term and the Westervelt equation with attenuation term. For the linear wave equation the difference between first order FEM and second order FEM are bit more clear than in Figure 4.2, but overall it is still a small error. Now Figure 4.12 shows a massive change. While the maxima and minima still align, except for a small phase shift, they are at a completely different heights and the waves shows a lot of nonlinearity at distinct places. This can be explained by the nonlinear term. As explained in Section 2.2 it causes the high pressure points to travel faster than the low pressure points. At the shock wave formation distance the high pressure point is directly above the low pressure point. So at this point the derivative $\frac{dp}{dx}$ goes to $-\infty$. Because we are using a numerical method to solve the Westervelt equation this ruins the computation of the solution. So as one can see the solution using FEM is not usable after the shock wave distance. In Figure 4.13 the complete Westervelt equation is shown at two times the shock wave distance. As mentioned in Section 2.2 the attenuation damps the effect of the nonlinear term and makes sure the high pressure point will not overtake the low pressure point. Because of this the derivative $\frac{dp}{dx}$ never goes to $-\infty$ so the computation using the numerical method still works. The solutions in this plot are a lot more aligned than the solutions in Figure 4.12. There is still a difference between the first order FEM and second order FEM but this is caused by the difference in order and a small phase shift and not by enormous computational mistakes. Also when looking at the y-axis it is clear that the wave has been greatly damped along the way.

Figure 4.11: The solution of the linear wave equation at two times the shock wave distance. Both the solutions obtained by using first order FEM and second order FEM are plotted.
Figure 4.12: The solution of the Westervelt equation without attenuation term at two times the shock wave distance. Both the solutions obtained by using first order FEM and second order FEM are plotted.

Figure 4.13: The solution of the Westervelt equation with attenuation term at two times the shock wave distance. Both the solutions obtained by using first order FEM and second order FEM are plotted.
4.4 Fast Fourier Transform

To get a better insight into our solution we have plotted the absolute value of the fast Fourier transform of the solutions. To find this value we used the Matlab command `fft`. We have plotted the absolute value of the fast Fourier transform at multiple times for all the different solutions we have shown earlier in this report. Also to see the effect of the pressure amplitude of the source wave on the solution we have plotted the Fourier spectrum for the Westervelt equation with and without the attenuation term with $P_0 = 2 \cdot 10^6 \text{ Pa}$. As one can see in Figure 4.14 for the linear wave the absolute value of the Fourier transform has only one peak. This agrees with the frequency spectrum of a wave with linear propagation that is given in the thesis of Huijssen[10]. You can only see one peak, because there is no energy transferred to higher harmonics as there is no nonlinearity.

Nonlinear behavior in the time domain causes an energy shift towards higher-order harmonics in the frequency domain. So for the frequency spectrum of the solutions to the Westervelt equation with and without attenuation term one would expect there to be more peaks. As we saw before in Figure 4.9 the attenuation term dampens the effect of the non-linear term. So we would expect a lot of peaks in the spectrum of the solution of the Westervelt equation without attenuation term and damped and less peaks in the spectrum of the complete Westervelt equation. And if we look at Figures 4.15 and 4.17 the theory is right. In the sixth frame of Figure 4.15 six peaks are clearly visible. But in the sixth frame of Figure 4.17 only four peaks are clearly visible. The first peak is also a lot smaller than the first peak in the spectrum of the Westervelt equation without attenuation term, because of damping. Another thing that stands out in both figures is the fact that the higher-order peaks are smaller for the second order FEM solution than the first order FEM. This means that the solution is more nonlinear for the first order FEM than the second order FEM.

In the figures that are discussed above all the parameters have the values given in Table 1. In Figures 4.16 and 4.18 we have changed the pressure amplitude from $1 \cdot 10^6 \text{ Pa}$ to $2 \cdot 10^6 \text{ Pa}$. While all the aspects described above remain the same, there are clearly more peaks visible in both plots. The first peak of the spectrum is also a lot larger in both figures than the first peaks of Figures 4.15 and 4.17. So this means that if we would plot the wave at the shock wave distance for these solutions we would get a wave that is more nonlinear. The shock formation distance for

![Figure 4.14: The absolute values of the Fourier Transform of the linear wave equation plotted at different times](image-url)
Figure 4.15: The absolute values of the Fourier Transform of the Westervelt equation without attenuation term plotted at different times. The solutions for first and second order FEM are plotted together with the Burgers solution. Here $P_0 = 10^6 \text{ Pa}$.

Figure 4.16: The absolute values of the Fourier Transform of the Westervelt equation without attenuation term plotted at different times. The solutions for first and second order FEM are plotted together with the Burgers solution. Here $P_0 = 2 \cdot 10^6 \text{ Pa}$.
Figure 4.17: The absolute values of the Fourier Transform of the Westervelt equation with attenuation term plotted at different times. The solutions for first and second order FEM are plotted together. Here $P_0 = 10^6 \text{Pa}$.

Figure 4.18: The absolute values of the Fourier Transform of the Westervelt equation with attenuation term plotted at different times. The solutions for first and second order FEM are plotted together. Here $P_0 = 2 \cdot 10^6 \text{Pa}$. 
4.5 Change in small signal sound speed

In all the figures above this point the parameters of the surroundings were constant during the propagation. Now we want to show the influence of a change in parameter during propagation. So we assume that at a certain point in the mesh the material of the surroundings changes. We have chosen this point to be at the middle of the travel length. We change only the small signal sound speed of all the parameters. We appoint a larger small signal sound speed on the second half of the domain length than on the first half. So before the interface the wave has a velocity \( c_1 \) and after this interface it has a velocity \( c_2 \), with \( c_1 < c_2 \). Because of this velocity change there will be reflection and transmission of the wave. In Figure 4.19 we have plotted the first order FEM solution of the linear wave equation with three different small signal sound speeds \( c_2 \). In this figure we have chosen the three different velocities to be: 1800 m/s, 2000 m/s and 2500 m/s. The small signal sound speed before the interface is still 1500 m/s and the ambient density is still 1000 kg/m\(^3\) on both sides of the domain. Now using Section 2.4 we can derive the reflection and transmission coefficients for these different solutions.

### Table 2: The reflection and transmission coefficients calculated for three solutions with different velocities after the interface. The reflection and transmission coefficients are derived using Equation 2.11, 2.12 and 2.13 from Section 2.4.

<table>
<thead>
<tr>
<th>( c_2 ) (m/s)</th>
<th>( R )</th>
<th>( T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1600</td>
<td>0.09</td>
<td>1.09</td>
</tr>
<tr>
<td>2000</td>
<td>0.14</td>
<td>1.14</td>
</tr>
<tr>
<td>2500</td>
<td>0.25</td>
<td>1.25</td>
</tr>
</tbody>
</table>

So in Figure 4.19 one should see that for all the solutions the amplitude of the transmitted wave is larger than the incident wave and the amplitude of the reflected wave is a lot smaller than the amplitude of the incident wave. Also the solution of the wave with the highest \( c_2 \) has the largest amplitude for the reflected and transmitted wave. Now if one looks at Figure 4.19 the three solutions in the first frame are traveling at the exact same speed so at that moment there is no difference. However in the third and fourth frame it is clear that the amplitude of the transmitted wave is larger than the amplitude of the incident wave for all solutions and the solutions with the highest \( c_2 \) has the largest amplitude. This is the same for the reflected wave so our theory is right. In the figure one can see as well that the reflected waves of all solutions move at the same speed, because they move with the same \( c_1 \), but the transmitted waves move with different speeds, because of the difference in \( c_2 \).

For the Westervelt equation without and with attenuation term we have plotted a solution for a sudden change in velocity as well. Those are plotted in Figures 4.21 and 4.22. We have made the figures with parameter \( c_2 = 2000 \text{ m/s} \), so we have the same reflection and transmission coefficient for these solutions as the second line of Table 2. You see in these plots that the nonlinearity has influence on both the reflected as the transmitted wave. Also because of damping both the reflected and the transmitted wave are a lot smaller in Figure 4.22.
Figure 4.19: The effect of a sudden change in velocity for three solutions. This is plotted for the first order FEM solutions of the linear wave equation at different times. The different velocities that the waves experience are given in the legend.

Figure 4.20: The effect of a sudden change in velocity for the linear wave equation at different times. Here $c_1 = 1500 \text{ m/s}$ and $c_2 = 2000 \text{ m/s}$
Figure 4.21: The effect of a sudden change in velocity for the Westervelt equation without attenuation term at different times. Here $c_1 = 1500$ m/s and $c_2 = 2000$ m/s

Figure 4.22: The effect of a sudden change in velocity for the Westervelt equation with attenuation term at different times. Here $c_1 = 1500$ m/s and $c_2 = 2000$ m/s
5 Conclusion

In Chapter 1 we formulated the Westervelt equation and explained its relation to medical acoustic imaging. In this thesis we discuss using first order and second order FEM to solve the Westervelt equation and the observations we obtain from our different results using FEM.

We conclude from our simulations in Matlab that the finite element method is an adequate method to solve the Westervelt equation, because the analytic solution of the linear wave equation is the same as both solutions of FEM except for a small phase shift. For the solutions of the Westervelt equation without attenuation term we cannot say the solution completely agrees with the Burgers solution, but that is logical because they are all approximations. However, we can conclude that for approximations they are all valid. The finite element method cannot not be completely accurate in space because it depends on nonzero mesh size. Another thing that accounts for inaccuracy is our choice in basis functions. Higher-order basis functions depend on more points in the mesh. Taking more points into account gives us a better solution. Because of a finite amount of computation time, we cannot use an infinitely high-order basis functions. There is also an error in time, because we use backwards differential schemes to solve the equation iteratively in time. To improve accuracy we should put research into an adaptive mesh, where we choose a mesh that has a small mesh size around the peaks. The difference between the first and second order finite element method was for the linear wave equation only caused by the small phase shift of the solutions. This phase shift was caused by the mesh size used in the FEM. For the Westervelt equation with and without attenuation term the difference was larger, because of the effect of the nonlinear term on the Westervelt equation. The nonlinearity caused the slope of the solution to the Westervelt equation to steepen when going from a maximum to a minimum. The attenuation term inhibited the effect of the nonlinearity on the form of the wave during propagation and thus made the slope of the wave less steep. When we looked at the solutions at two times the shock wave formation distance, it was clear that the solutions for the Westervelt equation without attenuation term were not usable. The enormous derivatives of the solution caused computation problems when using the finite element method. The solutions of the complete Westervelt equation at two times the shock wave formation distance were not deformed. From this we conclude that no shock waves were formed and thus the attenuation damped the effect of the nonlinear term.

In the frequency spectra of the solutions we saw the transfer of energy to higher harmonics for the solution for the equations with a nonlinear term. However, in the frequency spectra of the complete Westervelt equation there were a lot less peaks than in the spectra of the Westervelt equation without attenuation term. As we know the attenuation term damps the effect of the nonlinear term, which causes the transfer of energy to higher harmonics. So, the attenuation stopped the arising of more peaks.

The finite element is a favorable method to solve a wave equation on an inhomogeneous domain. We chose an inhomogeneous domain with a sudden change in small signal sound speed of the wave in the middle of the domain. Before the interface the small signal sound speed was smaller than after the interface. The rest of the parameters were the same before and after this interface. Using theory about reflection and transmission we calculated the amplitude of the reflected and transmitted wave for different changes in small signal sound speed. From these amplitudes we concluded that for the largest change in small signal sound speed, the amplitudes of the reflected and transmitted waves are the largest. We simulated these waves with our implementation in Matlab and concluded that the theory about reflection and transmission agrees with our simulations.
Appendices

A Implementation of the Burgers solution

```matlab
% Burgers solution
clc; clear all; close all;

% parameters
c0=1500;
rho=1000;
beta=10;
P0 = 1e6;
f0 = 1e5;

xsh = rho*c0^3/(beta*P0*2*pi*f0);
L = xsh + 12*c0/f0;
n=round(72*f0*L/c0);
Mesh=linspace(0,L,n+1)';
dx=L/(length(Mesh));

dt=L/(n*c0*4);
dtau=L/(n*c0*4);
Td = 6/f0;
Tw = 3/f0;
t=[0:dt:T];
TauEnd = L/c0;
tau = [0:dtau:TauEnd];

% defining the source signal
source = P0.*sin(2*pi*f0*(tau-Td)).*exp((-((tau-Td)./(Tw/2)).^2)); % Source signal
burgers(1,:) = source; % burgers(x=0,tau)

% interpolation
for j=2:length(Mesh)
    phi = tau + beta/(rho*c0^3) * dx * burgers(j-1,:); % calculating the shifted times
    burgers(j,:) = interp1(tau,burgers(j-1,:),phi); % interpolating in time to find ...
end

% Solution plotted at different times
Time=round(xsh*T/L+1/dt*Mesh(1,:)/c0); % Solution plotted at different times
for i =1:6
    for k=1:length(Mesh)
        tijd(k)=round(Time(i)-1/dt*Mesh(k)/c0);
        if tijd(k)>0
            pburg(k,i)=burgers(k,tijd(k));
        else
            pburg(k,i)=0;
        end
    end
    plot(Mesh/xsh, pburg);
end
```

B Derivation of the backward differential formulas

In this section we briefly derive the backward differential equations used in the time stepping sequence. In the time stepping sequence we need the first, second and third differential equations. In this
appendix we drop vector notation, such as bold font, but the derivation applies to a single equation as well as to systems of (time depending) equations.

Suppose we want to estimate the first, second and third derivative at time $t_k$ (denoted by a superscript)

\[
\dot{u}^k \approx \frac{au^k + bu^{k-1} + cu^{k-2}}{\Delta t},
\]

\[
\ddot{u}^k \approx \frac{au^k + bu^{k-1} + cu^{k-2} + du^{k-3}}{(\Delta t)^2},
\]

\[
\dddot{u}^k \approx \frac{au^k + bu^{k-1} + cu^{k-2} + du^{k-3} + ev^{k-4}}{(\Delta t)^3},
\]

for unknown coefficients $a, b, c, d, e$ (the coefficients with the same letter do not have the same for all the equations). Using Taylor expansion on each $u$ around $t_k$ we get

\[
\begin{align*}
  u^k &= u^k \\
  u^{k-1} &= u^k - \Delta t\ddot{u}^k + \frac{(\Delta t)^2}{2}\dddot{u}^k - \frac{(\Delta t)^3}{6}\ddddot{u}^k + \frac{(\Delta t)^4}{24}\dddddot{u}^k + O((\Delta t)^5) \\
  u^{k-2} &= u^k - 2\Delta t\ddot{u}^k + 2\Delta t\dddot{u}^k - \frac{8(\Delta t)^3}{6}\ddddot{u}^k + \frac{16(\Delta t)^4}{24}\dddddot{u}^k + O((\Delta t)^5) \\
  u^{k-3} &= u^k - 3\Delta t\ddot{u}^k + \frac{9(\Delta t)^2}{2}\dddot{u}^k - \frac{27(\Delta t)^3}{6}\ddddot{u}^k + \frac{27(\Delta t)^4}{24}\dddddot{u}^k + O((\Delta t)^5) \\
  u^{k-4} &= u^k - 4\Delta t\ddot{u}^k + 8(\Delta t)^2\dddot{u}^k - \frac{32(\Delta t)^3}{3}\ddddot{u}^k + \frac{32(\Delta t)^4}{24}\dddddot{u}^k + O((\Delta t)^5)
\end{align*}
\]

Now we just have to plug these equations into (B.1a), (B.1b) and (B.1c). So first we will try to find the coefficients \{a, b, c\} of (B.1a) such that all higher and lower (including the zeroth) orders of derivatives vanish except for the first derivative. To do so, we solve the system of equations (given in matrix form), where we use the Taylor expansions of (B.2) up to order $O((\Delta t)^3)$.

\[
\begin{bmatrix}
1 & 1 & 1 \\
0 & -1 & -2 \\
0 & 1/2 & 2
\end{bmatrix}
\begin{bmatrix}
a \\
b \\
c
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
1 \\
0
\end{bmatrix},
\]

which has solution $[3/2 \ -2 \ 1/2]^T$. Note that the smallest local truncation error in $u$ $O((\Delta t)^3)$ is, which means that the local truncation error in $\dot{u}^k$ is $O((\Delta t)^4)$ and $O((\Delta t)^5)$.

The coefficients of the second and third order derivative can be found using systems of equations in matrix form as well. For the second order derivative the following of equations has to be solved.

\[
\begin{bmatrix}
1 & 1 & 1 & 1 \\
0 & -1 & -2 & -3 \\
0 & 1/2 & 2 & 9/2 \\
0 & -1/6 & -8/6 & -27/6
\end{bmatrix}
\begin{bmatrix}
a \\
b \\
c \\
d
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
1 \\
0
\end{bmatrix},
\]

which has the solution $[2 \ -5 \ 4 \ -1]^T$. Since the smallest local truncation error is $O((\Delta t)^4)$ in $u$, the local truncation error in $\ddot{u}^k$ is $O((\Delta t)^5) = O((\Delta t)^5)$.

Now only the coefficients of the third order derivative have to be found.

\[
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 \\
0 & -1 & -2 & -3 & -4 \\
0 & 1/2 & 2 & 9/2 & 8 \\
0 & -1/6 & -8/6 & -27/6 & -32/3 \\
0 & 1/24 & 16/24 & 27/8 & 32/3
\end{bmatrix}
\begin{bmatrix}
a \\
b \\
c \\
d \\
e
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
1 \\
0 \\
0
\end{bmatrix},
\]

which has the solution $[2.5 \ -9 \ 12 \ -7 \ 1.5]^T$. Since the smallest local truncation error is $O((\Delta t)^5)$ in $u$, the local truncation error in $\dddot{u}^k$ is $O((\Delta t)^6) = O((\Delta t)^6)$. 
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For the first, second and third derivative the differential equations of order $O(\Delta t)$ have also been used in the time stepping sequence. The derivation of those differential equations are analogous to the derivations above.

So in conclusion we have

\[
\begin{align*}
\dot{u}^k &= \frac{3u^k - 4u^{k-1} + u^{k-2}}{2\Delta t} + O((\Delta t)^2) \\
\ddot{u}^k &= \frac{2u^k - 5u^{k-1} + 4u^{k-2} - u^{k-3}}{(\Delta t)^2} + O((\Delta t)^2) \\
\dddot{u}^k &= \frac{2.5u^k - 9u^{k-1} + 12u^{k-2} - 7u^{k-3} + 1.5u^{k-4}}{(\Delta t)^3} + O((\Delta t)^2) \\
\dot{u}^k &= \frac{u^k - u^{k-1}}{\Delta t} + O(\Delta t) \\
\ddot{u}^k &= \frac{u^k - 2u^{k-1} + u^{k-2}}{(\Delta t)^2} + O(\Delta t) \\
\dddot{u}^k &= \frac{u^k - 3u^{k-1} + 3u^{k-2} - u^{k-3}}{(\Delta t)^3} + O(\Delta t)
\end{align*}
\]
C Matlab code for the implementations of various finite element schemes

C.1 linear wave equation for both orders

```matlab
clear all; close all;
tic
c = 1500;
rho = 1000;
f0 = 1e5;
P0 = 1e6;
beta = 10;

%xshock
xsh=rho*cˆ3/(beta*P0*2*pi*f0);
L=xsh+12*c/f0;
n=round(72*f0*L/c);
N=2*n;

Mesh=linspace(0,L,n+1)';
dt=L/(n*c*4);
T=L/c;
k=round(T/dt)+1;
t=0:dt:(k-1)*dt;

%first order FEM
K=Kmatrix(Mesh,n);
M=Mmatrix(Mesh,n,c);
[gM gK]=vectorg(Mesh,n,c);
u0t = zeros(size(t));
u0t=Pulse(t,P0,f0);

g1=sparse(n-1,length(t));
g1(1,:)=-u0t*gK-u0t*gM;
u1(:,1)=zeros(n-1,1);
u1(:,2)=u1(:,1)+dt*zeros(n-1,1);
A=dtˆ2*K+M;
B=dtˆ2*K+2*M;
u1(:,3)=A\(g1(:,3)*dtˆ2+2*M*u1(:,2)-M*u1(:,1));
for i=4:round(T/dt)+1
    u1(:,i)=B\(g1(:,i)*dtˆ2+5*M*u1(:,i-1)-4*M*u1(:,i-2)+M*u1(:,i-3));
end
U1=[u0t; u1; zeros(1,i)];

%second order FEM
Mesh2=linspace(0,L,N+1)';
elmat=GenerateTopologyother(n);
K=sparse(N+1,N+1);
for i=1:2:length(elmat)
    Ke(:,i)=GenerateElementK(Mesh2(i),Mesh2(i+1),Mesh2(i+2));
    for j=1:3
        for k=1:3
            K(elmat(i,j),elmat(i,k))=K(elmat(i,j),elmat(i,k))+Ke(j,k);
        end
    end
end
```

44
k = GenerateElementK(Mesh2(1), Mesh2(2), Mesh2(3));
gK1 = k(1, 2);
gK2 = k(1, 3);
K = K(2:N, 2:N);
M = sparse(N+1, N+1);
for i = 1:2:length(elmat)
    Me(:, :) = GenerateElementM(Mesh2(i), Mesh2(i+1), Mesh2(i+2));
    for j = 1:3
        for k = 1:3
            M(elmat(i, j), elmat(i, k)) = M(elmat(i, j), elmat(i, k)) + Me(j, k);
        end
    end
end
M = M*1/c^2;
m = GenerateElementM(Mesh2(1), Mesh2(2), Mesh2(3));
gM1 = m(1, 2)*1/c^2;
gM2 = m(1, 3)*1/c^2;
M = M(2:N, 2:N);
g2 = sparse(zeros(N-1, length(t)));
g2(1,:) = -u0t*gK1 - ([0 u0t(1:round(T/dt))] - 2*u0t + [u0t(2:round(T/dt)+1) 0] ... ) * gM1 / dt^2;
g2(2,:) = -u0t*gK2 - ([0 u0t(1:round(T/dt))] - 2*u0t + [u0t(2:round(T/dt)+1) 0] ... ) * gM2 / dt^2;
u2(:, 1) = zeros(N-1, 1);
u2(:, 2) = u2(N-1, 1) + dt * zeros(N-1, 1);
u2(:, 3) = (dt^2*K + M) \ (g2(:, 3) * dt^2 + 2*M*u2(:, 2) - M*u2(:, 1));
for i = 4:round(T/dt)+1
    u2(:, i) = (dt^2*K + M) \ (g2(:, i) * dt^2 + 5*M*u2(:, i-1) - 4*M*u2(:, i-2) + M*u2(:, i-3));
end
U2 = [u0t; u2; zeros(1, i)];
Uanalytic = linearpropagation(f0, P0, c, Mesh, t); % Linear Analytic solution
figure(1) % plot U1, U2, Uanalytic
time = round(xsh*T/L*1/dt + 6/f0/dt);
plot(Mesh/xsh, U1(:, time), 'r');
axis([0.9 1.1 -1.3*10^6 1.3*10^6])
hold on
plot(Mesh2/xsh, U2(:, time), 'k');
plot(Mesh/xsh, Uanalytic(:, time), 'b');
xlabel('xshock');
ylabel('P');
strtime = num2str(time*dt*10^6);
title(strcat('t = ', strtime, ' ms'));
legend('U1', 'U2', 'Uanalytic');
figure(2) % plot difference U1 and U2
for l = 1:length(Mesh)-1
    difU(l, :) = (U2(2*l, :) + U2(2*l-1, :))/2 - U1(l, :);
end
subplot(2, 2, 1)
plot(Mesh/xsh, [0; difU(:, round(time/4))])
hold on
plot(Mesh/xsh, [0; diflin1(:, round(time/4))])
plot(Mesh/xsh, [0; diflin2(:, round(time/4))])
axis([0 1.5 -1*10^5 1*10^5])
xlabel('xshock');
ylabel('P');
strtime = num2str(time/4*dt*10^6);
title(strcat('t = ', strtime, ' ms'));
subplot(2, 2, 2)
plot(Mesh/xsh, [0; difU(:, round(2*time/4))])
hold on
plot(Mesh/xsh,[0; diflin1(:,round(2*time/4))])
plot(Mesh/xsh,[0; diflin2(:,round(2*time/4))])
strtime=num2str(time/2*dt*10^6);
title(strcat('t = ', strtime, 'ms'));
xlabel('xshock')
ylabel('P')

subplot(2,2,3)
plot(Mesh/xsh,[0; difU(:,round(3*time/4))])
hold on
plot(Mesh/xsh,[0; diflin1(:,round(3*time/4))])
plot(Mesh/xsh,[0; diflin2(:,round(3*time/4))])
axis([0 1.5 -1*10^5 1*10^5])
strtime=num2str(time*3/4*dt*10^6);
title(strcat('t = ', strtime, 'ms'));
xlabel('xshock')
ylabel('P')

subplot(2,2,4)
plot(Mesh/xsh,[0; difU(:,round(4*time/4))])
hold on
plot(Mesh/xsh,[0; diflin1(:,round(4*time/4))])
plot(Mesh/xsh,[0; diflin2(:,round(4*time/4))])
axis([0 1.5 -1*10^5 1*10^5])
strtime=num2str(time*dt*10^6);
title(strcat('t = ', strtime, 'ms'));
xlabel('xshock')
ylabel('P')
C.2 the Westervelt equation without attenuation term for both orders

1 clear all; close all;
2 tic
3 c = 1500;
4 rho = 1000;
5 f0 = 1e5;
6 P0 = 1e6;
7 beta = 10;
8 a = beta / (rho * c^4);
9 xsh = rho * c^3 / (beta * P0 * 2 * pi * f0); % x-shock
10 L = xsh + 12 * c / f0;
11 n = round(72 * f0 * L / c);
12 Mesh = linspace(0, L, n + 1)';
13 dt = L / (n * c * 4);
14 T = L / c;
15 k = round(T / dt) + 1;
16 t = 0:dt:(k − 1)*dt;
17
18 % 1st order
19 % define matrices K, M and the C's
20 M = Mmatrix(Mesh, n, c);
21 K = Kmatrix(Mesh, n);
22 [gM gK] = vectorg(Mesh, n, c);
23
24 [C1 C2 C3 gC1 gC2 gC3] = Cmatrix(Mesh, beta, rho, c, n);
25
26 % BC
27 u0t = Pulse(t, P0, f0);
28 ut = Pulse(t, P0, f0);
29 u0t = Pulseutt(t, P0, f0);
30 g1 = sparse(ones(1, k), 1:k, −u0tutt * gM − ...
31 u0t * gK + 2 * a * u0tt * (u0tt * gC1 + u0tt * gC2) + 2 * a * u0ttutt.
32 % IC
33 u1 = zeros(n−1, 1);
34 ut1 = zeros(n−1, 1);
35
36 u2 = u1 + dt.*ut1;
37 % time solver, linear
38 W1 = zeros(n−1, k);
39 W1(:, 1) = u1;
40 W1(:, 2) = u2;
41
42 W1(:, 3) = (dt^2 * K + M) \ (g1(:, 3) * dt^2 + 2 * M * W1(:, 2) − M * W1(:, 1));
43 for j = 4:k
44     W1(:, j) = (dt^2 * K + 2 * M) \ (g1(:, j) * dt^2 + 5 * M * W1(:, j−1) − 4 * M * W1(:, j−2) + M * W1(:, j−3));
45 end
46
47 % time solver, non-linear
48 U1 = zeros(n−1, k);
49 U1(:, 1) = u1;
50 U1(:, 2) = u2;
51 iteratie1 = zeros(1, k);
52 % now we solve for i=3
53 for i = 3
54     fguess = (dt^2 * K + M) \ (g1(:, 3) * dt^2 + 2 * M * U1(:, 2) − M * U1(:, 1));
55     ft = 3 * P0 * ones(size(fguess));
56
57 end
while (max(abs(ft−fguess))>10^-9*P0);
  ft=fguess;
  iteratie1(i)=iteratie1(i)+1;
  HA=sparse(1:n-1,1:n-1,([u0t(i); ft(1:n-2)]−[u0t(i-1); U1(1:n-2,i-1)]))/dt , ... n-1,n-1,n-1);
  HB=sparse(1:n-1,1:n-1,([ft−U1(:,i-1)]−[U1(2:n-1,i-1);0]))/dt , n-1,n-1,n-1);
  HC=sparse(1:n-1,1:n-1,([ft−U1(2:n-1,i-1);0]))/dt , n-1,n-1,n-1);
  N1=HA*Cl+HB*C2+HC*C3; clear HA HB HC;
  LA=sparse(1:n-1,1:n-1,([u0t(i); ft(1:n-2)]−[u0t(i-1); U1(1:n-2,i-1)]))/dt , n-1,n-1,n-1);
  LB=sparse(1:n-1,1:n-1,([ft−U1(:,i-1)]−[U1(2:n-1,i-1);0]))/dt , n-1,n-1,n-1);
  LC=sparse(1:n-1,1:n-1,([ft−U1(2:n-1,i-1);0]))/dt , n-1,n-1,n-1);
  N2=LA*Cl+LB*C2+LC*C3; clear LA LB LC;
  fguess=(dt^2*K+M−N1*dt−N2)\{g1(:,i)*dt^2+2*M*U1(:,i-1)+M*U1(:,i-2)...
  −N1*U1(:,i-1)*dt+N2*(-2*U1(:,i-1)+U1(:,i-2))); end
  U1(:,i)=fguess;
end
for i=4:k
  fguess=(dt^2*K+3/2*M)\{g1(:,j)*dt^2+5*M*U1(:,j-1)+M*U1(:,j-2)+M*U1(:,j-3));
  ft=3*P0*ones(size(fguess));
  while (max(abs(ft−fguess))>10^-6*P0);
    ft=fguess;
    iteratie1(i)=iteratie1(i)+1;
    HA=sparse(1:n-1,1:n-1,([u0t(i); ft(1:n-2)]−[u0t(i-1); U1(1:n-2,i-1)]...+(u0t(i-2); U1(1:n-2,i-2)))/2*dt) , n-1,n-1,n-1);
    HB=sparse(1:n-1,1:n-1,([ft−U1(:,i-1)]−[U1(2:n-1,i-1);0]))/2*dt) , n-1,n-1,n-1);
    HC=sparse(1:n-1,1:n-1,([ft−U1(2:n-1,i-1);0]))/2*dt) , n-1,n-1,n-1);
    N1=HA*Cl+HB*C2+HC*C3; clear HA HB HC;
    LA=sparse(1:n-1,1:n-1,([u0t(i); ft(1:n-2)]−[u0t(i-1); U1(1:n-2,i-1)]...+(u0t(i-2); U1(1:n-2,i-2)))/2*dt) , n-1,n-1,n-1);
    LB=sparse(1:n-1,1:n-1,([ft−U1(:,i-1)]−[U1(2:n-1,i-1);0]))/2*dt) , n-1,n-1,n-1);
    LC=sparse(1:n-1,1:n-1,([ft−U1(2:n-1,i-1);0]))/2*dt) , n-1,n-1,n-1);
    N2=LA*Cl+LB*C2+LC*C3; clear LA LB LC;
    fguess=(dt^2*K+3/2*M−N1*dt−N2)\{g1(:,i)*dt^2+2*M*U1(:,i-1)+M*U1(:,i-2)...
    +N1*U1(:,i-1)*dt+N2*(-2*U1(:,i-1)+U1(:,i-2));
  end
  U1(:,i)=fguess;
end
U1=[u0t;U1;zeros(1,k)];
w1=[u0t; W1;zeros(1,k)];
Uanalytic = linearpropagation(f0,P0,c,Mesh,t); %Linear Analytic solution

%2nd order
N=2*n;
Mesh2=linspace(0,L,N+1)';
B=round(T/dt)+1;

%define matrices K,M and the C's
elmat=GenerateTopologyother(n);
K=sparse(N+1,N+1);
for i=1:2:length(elmat)
    Ke(:,:,)=GenerateElementK(Mesh2(i),Mesh2(i+1),Mesh2(i+2));
    for j=1:3
        for k=1:3
            K(elmat(i,j),elmat(i,k))=K(elmat(i,j),elmat(i,k))+Ke(j,k);
        end
    end
    k=GenerateElementK(Mesh2(1),Mesh2(2),Mesh2(3));
    gK1=k(1,2);
    gK2=k(1,3);
    K=K(2:N,2:N);
end
M=sparse(N+1,N+1);
for i=1:2:length(elmat)
    Me(:,:,)=GenerateElementM(Mesh2(i),Mesh2(i+1),Mesh2(i+2));
    for j=1:3
        for k=1:3
            M(elmat(i,j),elmat(i,k))=M(elmat(i,j),elmat(i,k))+Me(j,k);
        end
    end
    M=M*1/cˆ2;
    m=GenerateElementM(Mesh2(1),Mesh2(2),Mesh2(3));
    gM1=m(1,2)*1/cˆ2;
    gM2=m(1,3)*1/cˆ2;
    M=M(2:N,2:N);
end
C1=sparse(N+1,N+1);
C2=sparse(N+1,N+1);
C3=sparse(N+1,N+1);
C4=sparse(N+1,N+1);
C5=sparse(N+1,N+1);
for i=1:2:length(elmat)-2
    [Ce1(:,:,), Ce2(:,:,), Ce3(:,:,), Ce4(:,:,), Ce5(:,:,) ...]
        =GenerateElementCtry(Mesh2(i),Mesh2(i+1),Mesh2(i+2), Mesh2(i+3), ... 
        Mesh2(i+4) , beta, rho, c);
    for j=1:3
        for k=1:3
            C1(elmat(i,j),elmat(i,k))=C1(elmat(i,j),elmat(i,k))+Ce1(j,k);
            C2(elmat(i,j),elmat(i,k))=C2(elmat(i,j),elmat(i,k))+Ce2(j,k);
            C3(elmat(i,j),elmat(i,k))=C3(elmat(i,j),elmat(i,k))+Ce3(j,k);
            C4(elmat(i,j),elmat(i,k))=C4(elmat(i,j),elmat(i,k))+Ce4(j,k);
            C5(elmat(i,j),elmat(i,k))=C5(elmat(i,j),elmat(i,k))+Ce5(j,k);
        end
    end
for i=length(elmat)
    [Ce1(:,:,), Ce2(:,:,), Ce3(:,:,), Ce4(:,:,), Ce5(:,:,) ...]
        =GenerateElementC(Mesh2(i),Mesh2(i+1),Mesh2(i+2), beta, rho, c);
    for j=1:3
        for k=1:3
            C1(elmat(i,j),elmat(i,k))=C1(elmat(i,j),elmat(i,k))+Ce1(j,k);
            C2(elmat(i,j),elmat(i,k))=C2(elmat(i,j),elmat(i,k))+Ce2(j,k);
            C3(elmat(i,j),elmat(i,k))=C3(elmat(i,j),elmat(i,k))+Ce3(j,k);
            C4(elmat(i,j),elmat(i,k))=C4(elmat(i,j),elmat(i,k))+Ce4(j,k);
            C5(elmat(i,j),elmat(i,k))=C5(elmat(i,j),elmat(i,k))+Ce5(j,k);
        end
    end
end
gC12=C1(1,3); gC22=C2(1,3);
C1=C1(2:N,2:N);
C2=C2(2:N,2:N);
C3=C3(2:N,2:N);
C4=C4(2:N,2:N);
C5=C5(2:N,2:N);

%BC

u0t = Pulse(t, P0, f0);
utt=Pulsett(t,P0,f0);
u0t=Pulset(t,P0,f0);

g2=sparse(zeros(N-1,B));
g2(1,:)=(-u0t*gK1-u0t*tt*gM1+a*u0t.*t.*gC22));
g2(2,:)=(-u0t*gK2-u0t*tt*gM2+a*u0t*tt.*t.*gC12));
gzC2=sparse(zeros(N-1,B));
gzC2(1,:)=(-u0t'*gK1-u0t*tt'*gM1)';
gzC2(2,:)=(-u0t'*gK2-u0t*tt'*gM2)';

%IC

t1= zeros(N-1,1);
t2= zeros(N-1,1);

u2=u1+dt.*ut1;

% time solver, linear

W2=zeros(N-1,B);
W2(:,1)=u1;
W2(:,2)=u2;

W2(:,3)=(dt^2*K+M)
\(gzC2(:,3)*dt^2+2*M*W2(:,2)-M*W2(:,1)));

for j=4:B
    W2(:,j)=(dt^2*K+2*M)
    \(gzC2(:,j)*dt^2+5*M*W2(:,j-1)-4*M*W2(:,j-2)+M*W2(:,j-3)));
end

%time solver, non-linear

G=zeros(N-1,B);
G(:,1)=u1;
G(:,2)=u2;

iteratie2=zeros(1,B);

% now we solve for i=3

for i=3
    fguess=(dt^2*K+M)
    \(g2(:,3)*dt^2+2*M*G(:,2)-M*G(:,1));
    ft=3*P0*ones(size(fguess));
    
    while (max(abs(ft-fguess))>10^-9*P0);
        ft=fguess;
        iteratie2(i)=iteratie2(i)+1;
        HA=sparse(1:N-1,1:N-1,([0;u0t(i);ft(1:N-3)]-[0;u0t(i-1)])/dt ,N-1,N-1,N-1);
        HB=sparse(1:N-1,1:N-1,([u0t(i);ft(1:N-2)]-[u0t(i-1)];G(1:N-2,i-1)))/dt ...
        ,N-1,N-1,N-1);
        HC=sparse(1:N-1,1:N-1,(ft-G(:,i-1))/dt ,N-1,N-1,N-1);
        HD=sparse(1:N-1,1:N-1,([ft(2:N-1);0]-[G(2:N-1,i-1);0])/dt ,N-1,N-1,N-1);
        HE=sparse(1:N-1,1:N-1,([ft(3:N-1);0;0]-[G(3:N-1,i-1);0;0])/dt ,N-1,N-1,N-1);
        G1=HA+HB+HC+HD+CE+CS; clear HA HB HC HD HE;
        LA=sparse(1:N-1,1:N-1,([0;u0t(i);ft(1:N-3)] ,N-1,N-1,N-1);
        LB=sparse(1:N-1,1:N-1,([u0t(i);ft(1:N-2)] ,N-1,N-1,N-1);
        LC=sparse(1:N-1,1:N-1,ft ,N-1,N-1,N-1);
LD=sparse(1:N-1,1:N-1,[ft(2:N-1);0],N-1,N-1,N-1);
LE=sparse(1:N-1,1:N-1,[ft(3:N-1);0],N-1,N-1,N-1);
G2=LA*C1+LB*C2+LC*C3+LD*C4+LE*C5; clear LA LB LC LD LE;

fguess=(dt^2*K+M-G1*dt-G2)\(g2(:,i)*dt^2+2*M*G(:,i-1)-...
M*G(:,i-2)-G1*G(:,i-1)*dt+G2*(-2*G(:,i-1)+G(:,i-2)));

end
G(:,i)=fguess;
end

for i=4:B

fguess=(dt^2*K+2*M)\(g2(:,j)*dt^2+5*M*G(:,j-1)-.../ dt
ft=3*P0*ones(size(fguess));
while (max(abs(ft-fguess))>10^-6*P0);
ft=fguess;
iteratie2(i)=iteratie2(i)+1;
HA=sparse(1:N-1,1:N-1,([u0t(i); u0t(i); ft(1:N-3)])/dt ,N-1,N-1,N-1);
HB=sparse(1:N-1,1:N-1,([ft(2:N-1);0]-[G(2:N-1,i-1);0])/dt ,N-1,N-1,N-1);
HC=sparse(1:N-1,1:N-1,(ft-G(:,i-1))/dt ,N-1,N-1,N-1);
HD=sparse(1:N-1,1:N-1,([ft(3:N-1);0]-[G(3:N-1,i-1);0])/dt ,N-1,N-1,N-1);
G1=HA*C1+HB*C2+HC*C3+HD*C4+HE*C5; clear HA HB HC HD HE;

end
G(:,i)=fguess;
end

U2=[u0t;G;zeros(1,B)];
w2=[u0t; W2;zeros(1,B)];
figure(1) %plot U1,U2,Burgers
time=round(xsh*T/L*1/dt + 6/f0/dt);
plot(Mesh/xsh,U1(:,time),'r')
axis([0.9 1.1 1.5*10^6 1.5*10^6])
hold on
plot(Mesh2/xsh,U2(:,time),'k')
plot(Mesh/xsh,pburg,'b')
xlabel('xshock')
ylabel('P')
strtime=int2str(time*dt*10^6);
title(strcat('t = ', strtime, 'ms'));
legend('U1','U2','Burgers')

figure(2) %plot difference U1 and U2
for l=1:length(Mesh)-1
difU(l,:)=(U2(2*l,:)+U2(2*l-1,:))/2-U1(l,:);
end
subplot(2,2,1)
plot(Mesh/xsh, [0; difU(:,round(time/4)))]
axis([0 1.5 -7*10^5 7*10^5])
xlabel('xshock')
ylabel('P')
strtime=int2str(time/4*dt*10^6);
title(strcat('t = ', strtime, 'ms'));
subplot(2,2,2)
plot(Mesh/xsh,[0; difU(:,round(2*time/4))])
axis([0 1.5 -7*10^5 7*10^5])
strtime=int2str(time/2*dt*10^6);
title(strcat('t = ', strtime, 'ms'));
xlabel('xshock')
ylabel('P')
subplot(2,2,3)
plot(Mesh/xsh,[0; difU(:,round(3*time/4))])
axis([0 1.5 -7*10^5 7*10^5])
strtime=int2str(time*3/4*dt*10^6);
title(strcat('t = ', strtime, 'ms'));
xlabel('xshock')
ylabel('P')
subplot(2,2,4)
plot(Mesh/xsh,[0; difU(:,round(4*time/4))])
axis([0 1.5 -7*10^5 7*10^5])
strtime=int2str(time*dt*10^6);
title(strcat('t = ', strtime, 'ms'));
xlabel('xshock')
ylabel('P')
figure(3)
plot(1:B,iteratie1)
axis([0 14000 0 5])
figure(4)
plot(1:B,iteratie2)
axis([0 14000 0 5])
C.3 The complete Westervelt equation for both orders

clear all; close all;
tic

% parameters

rho = 1000;
f0 = 1e5;
P0 = 1e6;

% Biot's coefficients
beta = 10;

% calculation of xsh
xsh = rho * c^3 / (beta * P0 * 2 * pi * f0);

% calculation of L
L = xsh + 12 * c / f0;

% mesh
Mesh = linspace(0, L, n+1)';

% time step
dt = L / (n * c * 4);

% time duration
T = L / c;

% number of time steps
k = round(T / dt) + 1;

% time vector
t = 0:dt: (k - 1) * dt;

% first order FEM

% define matrices K, M and the C's
K = Kmatrix(Mesh, n);
M = Mmatrixd(Mesh, n);
diffmesh = diff(Mesh);
gM = 1 / 6 * diffmesh(1);
gK = -1 / diffmesh(1);

[C1 C2 C3 gC1 gC2 gC3] = Cmatrix(Mesh, beta, rho, c, n);

% BC
u0t = Pulse(t, P0, f0);

% IC
u1 = zeros(n-1, 1);

% time solver, linear
W1(:, 1) = u1;
W1(:, 2) = u2;

for i = 5:round(T / dt)
    W1(:, i) = dt^3 * K + 2 * dt / c^2 * M - 2.5 * delta / c^4 * M * W1(:, i-1) -
               dt / c^2 * M * W1(:, i-2) +
               dt / c^2 * M * W1(:, i-3) -
               delta / c^4 * M * W1(:, i-4);
end

% time solver, non-linear
U1 = zeros(n-1, k);
\% solve for i=3
i=3;
fguess=W1(:,i);
ft=3*P0*ones(size(fguess));

while (max(abs(ft-fguess))>10^-9*P0);
  ft=fguess;
  HA=sparse(1:n-1,1:n-1,([u0t(i); ft(1:n-2)]-[u0t(i-1); U1(1:n-2,i-1)])/dt , ... 
n-1, n-1, n-1);
  HB=sparse(1:n-1,1:n-1,(ft-U1(:,i-1))/dt , n-1,n-1,n-1);
  HC=sparse(1:n-1,1:n-1,((ft(2:n-1);0)-[U1(2:n-1,i-1);0])/dt , n-1,n-1,n-1);
  N1=HA*C1+HB*C2+HC*C3; clear HA HB HC;
  LA=sparse(1:n-1,1:n-1,([u0t(i); ft(1:n-2)]) , n-1,n-1,n-1);
  LB=sparse(1:n-1,1:n-1,ft , n-1,n-1,n-1);
  LC=sparse(1:n-1,1:n-1,([ft(2:n-1);0]) , n-1,n-1,n-1);
  N2=LA*C1+LB*C2+LC*C3; clear LA LB LC;
  fguess=(dt^3*K+dt/c^2*M-delta/c^4*M-N1*dt^2-N2*dt)/(g1(:,i)*dt^3+... 
  2*dt/c^2*M*U1(:,i-1)-dt/c^2*M*U1(:,i-2)-N1*U1(:,i-1)*dt^2+... 
  dt*N2*(-2*U1(:,i-1)+U1(:,i-2))-3*delta/c^4*M*U1(:,i-1)+... 
  3*delta/c^4*M*U1(:,i-2));
end
U1(:,i)=fguess;

% solve for i=4
for i=4
  fguess=W1(:,i);
  ft=3*P0*ones(size(fguess));
  while (max(abs(ft-fguess))>10^-9*P0);
    ft=fguess;
    HA=sparse(1:n-1,1:n-1,([u0t(i); ft(1:n-2)]-[u0t(i-1); U1(1:n-2,i-1)])/dt , ... 
n-1, n-1,n-1);
    HB=sparse(1:n-1,1:n-1,(ft-U1(:,i-1))/dt , n-1,n-1,n-1);
    HC=sparse(1:n-1,1:n-1,((ft(2:n-1);0)-[U1(2:n-1,i-1);0])/dt , n-1,n-1,n-1);
    N1=HA*C1+HB*C2+HC*C3; clear HA HB HC;
    LA=sparse(1:n-1,1:n-1,([u0t(i); ft(1:n-2)]) , n-1,n-1,n-1);
    LB=sparse(1:n-1,1:n-1,ft , n-1,n-1,n-1);
    LC=sparse(1:n-1,1:n-1,([ft(2:n-1);0]) , n-1,n-1,n-1);
    N2=LA*C1+LB*C2+LC*C3; clear LA LB LC;
    fguess=(dt^3*K+dt/2*c^2*M-delta/c^4*M-N1*dt^2-N2*dt)/(g1(:,i)*dt^3+... 
    2*dt/2*c^2*M*U1(:,i-1)-dt/2*c^2*M*U1(:,i-2)-N1*U1(:,i-1)*dt^2+... 
    dt*N2*(-2*U1(:,i-1)+U1(:,i-2))-3*delta/c^4*M*U1(:,i-1)+... 
    3*delta/c^4*M*U1(:,i-2));
  end
  U1(:,i)=fguess;
end

for i=5:k
  fguess=W1(:,i);
  ft=3*P0*ones(size(fguess));
  while (max(abs(ft-fguess))>10^-9*P0);
    ft=fguess;
  end
  U1(:,i)=fguess;
end
HA = sparse(1:n-1,1:n-1,3*[u0t(i); ft(1:n-2)]-4*[u0t(i-1); ... 
    U1(1:n-2,i-1)]; U1(1:n-2,i-2))/(2*dt) , n-1,n-1,n-1);
HB = sparse(1:n-1,1:n-1,3*[ft(1:n-2); i-1]+U1(:,i-2))/(2*dt) , n-1,n-1,n-1);
HC = sparse(1:n-1,1:n-1,(3*[ft(2:n-1); 0]-4*[U1(2:n-1,i-1); 0]+...
    [U1(2:n-1,i-2); 0])/(2*dt) , n-1,n-1,n-1);
N1 = HA*C1 + HB*C2 + HC*C3; clear HA HB HC;

LA = sparse(1:n-1,1:n-1,[u0t(i); ft(1:n-2)] , n-1,n-1,n-1);
LB = sparse(1:n-1,1:n-1,ft , n-1,n-1,n-1);
LC = sparse(1:n-1,1:n-1,[ft(1:n-2); 0] , n-1,n-1,n-1);
N2 = LA*C1 + LB*C2 + LC*C3; clear LA LB LC;

fguess = (dt^3*K + dt*2/c^2*M - 2.5*delta/c^4*M - N1*dt^2
    - N2*dt) / (g1(:,i)*dt^3 + ... 
    dt/c^2*5*M*U1(:,i-1) + dt/c^2*4*M*U1(:,i-2) + dt/c^2*3*M*U1(:,i-3) - ...
    9*delta/c^4*M*U1(:,i-1) + 12*delta/c^4*M*U1(:,i-2) - ...
    N1*U1(:,i-1)*dt^2 + dt*N2*(-2*U1(:,i-1)+U1(:,i-2)));

end
U1(:,i) = fguess;
end

U1 = [u0t; U1; zeros(1,k)];
w1 = [u0t; W1; zeros(1,k)];

% 2ND ORDER
N = 2*n;
Mesh2 = linspace(0,L,N+1)';
B = round(T/dt)+1;

% define matrices K, M and the C's
elmat = GenerateTopologyOther(n);
K = sparse(N+1,N+1);

for i = 1:2:length(elmat)
    Ke(:, :) = GenerateElementK(Mesh2(i), Mesh2(i+1), Mesh2(i+2));
    for j = 1:3
        for k = 1:3
            K(elmat(i,j), elmat(i,k)) = K(elmat(i,j), elmat(i,k)) + Ke(j,k);
        end
    end
end
k = GenerateElementK(Mesh2(1), Mesh2(2), Mesh2(3));
gK1 = k(1, 2);
gK2 = k(1, 3);
K = K(2:N, 2:N);

M = sparse(N+1, N+1);
for i = 1:2:length(elmat)
    Me(:, :) = GenerateElementM(Mesh2(i), Mesh2(i+1), Mesh2(i+2));
    for j = 1:3
        for k = 1:3
            M(elmat(i, j), elmat(i, k)) = M(elmat(i, j), elmat(i, k)) + Me(j, k);
        end
    end
end
m = GenerateElementM(Mesh2(1), Mesh2(2), Mesh2(3));
gM1 = m(1, 2);
gM2 = m(1, 3);
M = M(2:N, 2:N);

C1 = sparse(N+1, N+1);
C2 = sparse(N+1, N+1);
C3 = sparse(N+1, N+1);
C4 = sparse(N+1,N+1);
C5 = sparse(N+1,N+1);
for i = 1:2:length(elmat)−2
    [Ce1(:,1), Ce2(:,1), Ce3(:,1), Ce4(:,1), Ce5(:,1) ...]
        = GenerateElementCtry(Mesh2(i), Mesh2(i+1), Mesh2(i+2), Mesh2(i+3), ...)
            Mesh2(i+4), beta, rho, c);
    for j = 1:3
        for k = 1:3
            C1(elmat(i,j),elmat(i,k)) = C1(elmat(i,j),elmat(i,k)) + Ce1(j,k);
            C2(elmat(i,j),elmat(i,k)) = C2(elmat(i,j),elmat(i,k)) + Ce2(j,k);
            C3(elmat(i,j),elmat(i,k)) = C3(elmat(i,j),elmat(i,k)) + Ce3(j,k);
            C4(elmat(i,j),elmat(i,k)) = C4(elmat(i,j),elmat(i,k)) + Ce4(j,k);
            C5(elmat(i,j),elmat(i,k)) = C5(elmat(i,j),elmat(i,k)) + Ce5(j,k);
        end
    end
    [Ce1(:,1), Ce2(:,1), Ce3(:,1), Ce4(:,1), Ce5(:,1) ...]
        = GenerateElementC(Mesh2(i), Mesh2(i+1), Mesh2(i+2), Mesh2(i+3), ...)
            beta, rho, c);
    for j = 1:3
        for k = 1:3
            C1(elmat(i,j),elmat(i,k)) = C1(elmat(i,j),elmat(i,k)) + Ce1(j,k);
            C2(elmat(i,j),elmat(i,k)) = C2(elmat(i,j),elmat(i,k)) + Ce2(j,k);
            C3(elmat(i,j),elmat(i,k)) = C3(elmat(i,j),elmat(i,k)) + Ce3(j,k);
            C4(elmat(i,j),elmat(i,k)) = C4(elmat(i,j),elmat(i,k)) + Ce4(j,k);
            C5(elmat(i,j),elmat(i,k)) = C5(elmat(i,j),elmat(i,k)) + Ce5(j,k);
        end
    end
end
for i = length(elmat)
    [Ce1(:,1), Ce2(:,1), Ce3(:,1), Ce4(:,1), Ce5(:,1) ...]
        = GenerateElementC(Mesh2(i), Mesh2(i+1), Mesh2(i+2), Mesh2(i+3), ...)
            beta, rho, c);
    for j = 1:3
        for k = 1:3
            C1(elmat(i,j),elmat(i,k)) = C1(elmat(i,j),elmat(i,k)) + Ce1(j,k);
            C2(elmat(i,j),elmat(i,k)) = C2(elmat(i,j),elmat(i,k)) + Ce2(j,k);
            C3(elmat(i,j),elmat(i,k)) = C3(elmat(i,j),elmat(i,k)) + Ce3(j,k);
            C4(elmat(i,j),elmat(i,k)) = C4(elmat(i,j),elmat(i,k)) + Ce4(j,k);
            C5(elmat(i,j),elmat(i,k)) = C5(elmat(i,j),elmat(i,k)) + Ce5(j,k);
        end
    end
end
gC12 = C1(1,3); gC22 = C2(1,3);
C1 = C1(2:N,2:N);
C2 = C2(2:N,2:N);
C3 = C3(2:N,2:N);
C4 = C4(2:N,2:N);
C5 = C5(2:N,2:N);

% BC
u0t = Pulse(t, P0, f0);
utt = Pulsett(t, P0, f0);
ut = Pulse(t, P0, f0);
uttt = [diff(u0t), 0];
g2 = sparse(N−1,B);
g2(:,1) = −u0t∗gK1−u0t∗utt∗gM1/c^2+u0t∗utt∗gM1*delta/c^4;
g2(:,2) = −u0t∗gK2−u0t∗utt∗gM2/c^2+u0t∗utt∗gM2*delta/c^4;
g2(:,3) = −u0t∗gK1−u0t∗utt∗gM1;
g2(:,4) = −u0t∗gK2−u0t∗utt∗gM2;

% IC
u1 = zeros(N−1,1);
ut1 = zeros(N−1,1);
u2 = u1+dt∗ut1;

% time solver, linear
W2 = zeros(N−1,B);
W2(:,1) = u1;
W2(:,2) = u2;
W2(:,3) = (...)
W2(:,4) = (...)
W2 = t∗3+K∗dt/c^2+M−delta/c^4∗M)∗(gC2(:,3)∗dt^3+2∗dt/c^2+M∗W2(:,2)−...)
    dt/c^2+M∗W2(:,1)+3∗delta/c^4∗W2(:,1)−3∗delta/c^4∗W2(:,2));
W2(:,4) = (...)
W2 = t∗4∗M+M−delta/c^4∗M)∗(gC2(:,4)∗dt^3+dt/c^2+...)
    dt/c^2+M+M∗W2(:,2)−...
```matlab
3*delta/c^4*W2(:,3));
for i=5:round(T/dt)
    W2(:,i) = (dt^3*K+2*dt^2/M-2.5*delta/c^4*M)\(gzC2(:,i)*dt^3+...
    dt/c^2*4*W2(:,i-1)-dt/c^2*4*W2(:,i-2)+dt/c^2*4*W2(:,i-3)-...
    9*delta/c^4*M*W2(:,i-1)+12*delta/c^4*M*W2(:,i-2)-...
    7*delta/c^4*M*W2(:,i-3)+1.5*delta/c^4*M*W2(:,i-4));
end

%time solver, non-linear
G=zeros(N-1,B);
G(:,1)=u1;
G(:,2)=u2;
%
% now we solve for i=3
for i=3
    fguess=W2(:,i);
    ft=3*PO*ones(size(fguess));
    while (max(abs(ft-fguess))>10^-9*PO);
        ft=fguess;
        HA=sparse(1:N-1,1:N-1,([0; u0t(i)]; ft(1:N-3))=[0; u0t(i-1)]; ...
            G(1:N-3,1-1));/dt ,N-1,N-1,1);
        HB=sparse(1:N-1,1:N-1,([u0t(i)]; ft(1:N-2))=[0; u0t(i-1)]; G(1:N-2,1-1))/dt ...
            N-1,N-1,1,1);
        HC=sparse(1:N-1,1:N-1,([u0t(i)]; ft(1:N-1))=[0; u0t(i-1)]; G(1:N-1,1-1))/dt ...
            N-1,N-1,1,1);
        HD=sparse(1:N-1,1:N-1,([u0t(i)]; ft(2:N-1))=[0; u0t(i-1)]; ...
            G(2:N-1,1-1))/dt ,N-1,N-1,1,1);
        HE=sparse(1:N-1,1:N-1,([u0t(i)]; ft(3:N-1))=[0; u0t(i-1)]; ...
            G(3:N-1,1-1))/dt ,N-1,N-1,1,1);
        G1=HA+HB+HC+HD+HE+CE; clear HA HB HC HD HE;
        LA=sparse(1:N-1,1:N-1,([0; u0t(i)]; ft(1:N-3))=[0; u0t(i-1)]; ...
            G(1:N-3,1-1))/dt ,N-1,N-1,1,1);
        LB=sparse(1:N-1,1:N-1,([0; u0t(i)]; ft(1:N-2))=[0; u0t(i-1)]; ...
            G(1:N-2,1-1))/dt ,N-1,N-1,1,1);
        LC=sparse(1:N-1,1:N-1,([0; u0t(i)]; ft(1:N-1))=[0; u0t(i-1)]; ...
            G(1:N-1,1-1))/dt ,N-1,N-1,1,1);
        LD=sparse(1:N-1,1:N-1,([0; u0t(i)]; ft(2:N-1))=[0; u0t(i-1)]; ...
            G(2:N-1,1-1))/dt ,N-1,N-1,1,1);
        LE=sparse(1:N-1,1:N-1,([0; u0t(i)]; ft(3:N-1))=[0; u0t(i-1)]; ...
            G(3:N-1,1-1))/dt ,N-1,N-1,1,1);
        G2=LA+LB+LC+LD+LE; clear LA LB LC LD LE;
        fguess=(dt^3*K+2*dt^2/G1+dt^2/G1/2+...
            2*dt^2*G1+G1)=(g2(:,i)*dt^3+...
            9*delta/c^4*M/G1+G1+G1+G1+G1)/dt ...
            G1+G1+G1+G1),
    end
    G(:,i)=fguess;
end
for i=4
    fguess=W2(:,i);
    ft=3*PO*ones(size(fguess));
    while (max(abs(ft-fguess))>10^-9*PO);
        ft=fguess;
        HA=sparse(1:N-1,1:N-1,([0; u0t(i)]; ft(1:N-3))=[0; u0t(i-1)]; ...
            G(1:N-3,1-1))/dt ,N-1,N-1,1,1);
        HB=sparse(1:N-1,1:N-1,([0; u0t(i)]; ft(1:N-2))=[0; u0t(i-1)]; ...
            G(1:N-2,1-1))/dt ,N-1,N-1,1,1);
        HC=sparse(1:N-1,1:N-1,([0; u0t(i)]; ft(1:N-1))=[0; u0t(i-1)]; ...
            G(1:N-1,1-1))/dt ,N-1,N-1,1,1);
        HD=sparse(1:N-1,1:N-1,([0; u0t(i)]; ft(2:N-1))=[0; u0t(i-1)]; ...)
\[ G_2 = LA \times C_1 + LB \times C_2 + LC \times C_3 + LD \times C_4 + LE \times CS; \text{ clear LA LB LC LD LE}; \]

\[ \text{fguess} = \frac{(dt^3 \times K + 2 \times dt \times M - \delta \times M \times G_1 \times dt^2 - G_2 \times dt)}{c^4 \times M - G_1 \times dt^2} \]
\[ \times \frac{(G_2 \times dt)}{c^2 \times M \times G(i-1) + G(i-2) \times dt \times C_2 + M \times G(i-3)} ; \]

\[ G_1 \times G(i-1) \times dt^2 + G_2 \times dt \times (-2 \times G(i-1) \times G(i-2) - \delta \times M \times G(i-1) \times dt^2 - \delta \times M \times G(i-1) \times dt) \]

\[ 3 \times \delta \times M \times G(i-1); \]

\[ \text{end} \]

\[ G(:,i) = \text{fguess}; \]

\[ \text{end} \]

\[ \text{for i=5:B} \]

\[ \text{fguess} = W2(:,i); \]

\[ ft = 3 \times P_0 \times \text{ones(size(fguess))}; \]

\[ \text{while } \max(\text{abs}(ft - \text{fguess})) > 10^{-6} \times P_0; \]

\[ \text{ft = fguess}; \]

\[ \text{HA} = \text{sparse}(1:N-1,1:N-1,([0; u0t(i); ft(1:N-3)] - [0; u0t(i-1); ... 
\[ \frac{G(1:N-3, i-1)]/dt , N-1, N-1, N-1]); \]

\[ \text{HB} = \text{sparse}(1:N-1,1:N-1,([u0t(i); ft(1:N-2)] - [u0t(i-1); G(1:N-2, i-1)])/dt ... 
\[ , N-1, N-1, N-1]); \]

\[ \text{HC} = \text{sparse}(1:N-1,1:N-1,([ft(1:N-3);0] - [G(1:N-3, i-1);0])/dt ... 
\[ , N-1, N-1, N-1]); \]

\[ \text{HD} = \text{sparse}(1:N-1,1:N-1,([ft(2:N-2);0] - [G(2:N-1, i-1);0])/dt ... 
\[ , N-1, N-1, N-1]); \]

\[ \text{HE} = \text{sparse}(1:N-1,1:N-1,([ft(3:N-2);0;0] - [G(3:N-2, i-1);0;0])/dt ... 
\[ , N-1, N-1, N-1]); \]

\[ G_1 = HA \times C_1 + HB \times C_2 + HC \times C_3 + HD \times C_4 + HE \times CS; \text{ clear HA HB HC HD HE}; \]

\[ \text{LA} = \text{sparse}(1:N-1,1:N-1,([0; u0t(i); ft(1:N-3)] , N-1, N-1, N-1)); \]

\[ \text{LB} = \text{sparse}(1:N-1,1:N-1,([u0t(i); ft(1:N-2)] , N-1, N-1, N-1)); \]

\[ \text{LC} = \text{sparse}(1:N-1,1:N-1,([ft(1:N-1);0] , N-1, N-1, N-1)); \]

\[ \text{LD} = \text{sparse}(1:N-1,1:N-1,([ft(2:N-1);0] , N-1, N-1, N-1)); \]

\[ \text{LE} = \text{sparse}(1:N-1,1:N-1,([ft(3:N-1);0;0] , N-1, N-1, N-1)); \]

\[ G_2 = LA \times C_1 + LB \times C_2 + LC \times C_3 + LD \times C_4 + LE \times CS; \text{ clear LA LB LC LD LE}; \]

\[ \text{fguess} = \frac{(dt^3 \times K + 2 \times dt \times M - \delta \times M \times G_1 \times dt^2 - G_2 \times dt)}{c^4 \times M - G_1 \times dt^2} \]
\[ \times \frac{(G_2 \times dt)}{c^2 \times M \times G(i-1) + G(i-2) \times dt \times C_2 + M \times G(i-3)} ; \]

\[ \times \frac{(G_2 \times dt) \times (-2 \times G(i-1) \times G(i-2) - \delta \times M \times G(i-1) \times dt^2 - \delta \times M \times G(i-1) \times dt)}{c^2 \times M \times G(i-1) \times dt^2} \]

\[ 1.5 \times \delta \times M \times G(i-1); \]

\[ \text{end} \]

\[ G(:,i) = \text{fguess}; \]

\[ \text{end} \]

\[ \text{U2} = [u0t; G; zeros(1,B)]; \]

\[ \text{w2} = [u0t; W2; zeros(1,B)]; \]

\[ \text{figure(1)} \]

\[ \text{time} = \text{round}((xsh \times T/L+1)/dt + 6/f0/dt); \]

\[ \text{plot(Mesh/xsh, U1(:,time), 'r--')} \]

\[ \text{axis([0.9 1.1 -1.2 \times 10^6 1.2 \times 10^6])} \]

\[ \text{hold on} \]

\[ \text{plot(Mesh2/xsh, U2(:,time), 'k')} \]

\[ \text{xlabel('xshock')} \]

\[ \text{ylabel('P')} \]

\[ \text{strtime} = \text{num2str(time \times dt \times 10^6);} \]

\[ \text{title(strcat('t = ', strtime, ' ms'))}; \]

\[ \text{legend('U1', 'U2')}; \]

\[ \text{figure(2)} \]

\[ \text{for l=1:length(Mesh)-1} \]

\[ \text{difU(l,:) = (U2(2*l,:) + U2(2*l-1,:)) / 2 - U1(l,:)}; \]

\[ \text{end} \]

\[ \text{subplot(2,2,1)} \]
plot(Mesh/xsh,[0; difU(:,round(time/4))])
axis([0 1.5 -3*10^5 3*10^5])
xlabel('xshock')
ylabel('P')
strtime=num2str(time/4*dt*10^6);
title(strcat('t = ', strtime, 'ms'));
subplot(2,2,2)
plot(Mesh/xsh,[0; difU(:,round(2*time/4))])
axis([0 1.5 -3*10^5 3*10^5])
strtime=num2str(time/2*dt*10^6);
title(strcat('t = ', strtime, 'ms'));
xlabel('xshock')
ylabel('P')
subplot(2,2,3)
plot(Mesh/xsh,[0; difU(:,round(3*time/4))])
axis([0 1.5 -3*10^5 3*10^5])
strtime=num2str(time*3/4*dt*10^6);
title(strcat('t = ', strtime, 'ms'));
xlabel('xshock')
ylabel('P')
subplot(2,2,4)
plot(Mesh/xsh,[0; difU(:,round(4*time/4))])
axis([0 1.5 -3*10^5 3*10^5])
strtime=num2str(time*dt*10^6);
title(strcat('t = ', strtime, 'ms'));
xlabel('xshock')
ylabel('P')
C.4 Custom function definitions called in the implementations

```matlab
function [ M ] = Mmatrix( Mesh,n,c )
%assembles M matrix for 1st order FEM
dMesh=diff(Mesh);
M = spdiags([dMesh(2:n) 2*(dMesh(1:n-1)+dMesh(2:n)) ... dMesh(1:n-1)]/(6*cˆ2),-1:1,n-1,n-1);
end

function [ K ] = Kmatrix( Mesh,n )
%assembles K matrix for 1st order FEM
diffmesh=diff(Mesh);
K=sparse(n-1,n-1);
K=spdiags((1./diffmesh(2:n)+1./diffmesh(1:n-1)),0,K);
K=spdiags(-1./diffmesh(2:(n-1)),-1,K);
K=spdiags(-1./diffmesh(1:(n-1)),1,K);
end

function [ gM gK ] = vectorg( Mesh,n,c )
%elements of g; they multiply with the known BC at x=0
diffmesh=diff(Mesh);
gM=1/(6*cˆ2)*diffmesh(1);
gK=-1/diffmesh(1);
end

function [ elmat ] = GenerateTopologyother( n )
%generates topology
elmat=zeros(n,3);
for i=1:2:2*n-1
  elmat(i,1)=i;
elmat(i,2)=i+1;
elmat(i,3)=i+2;
end
end

function [ K ] = GenerateElementK( x1,x2, x3 )
%generates elements of the K matrix for 2nd order FEM
d3=1/6*(1/(x3-x2)+1/(x3-x1))ˆ3*(x3-x2)*(x3-x1);
d1=-1/3*(x1-x3)*(4*x1ˆ2-2*x1*(3*x2+x3)+3*x2ˆ2+2*x3ˆ2)/((x1-x3)*(x1-x2))ˆ2;
d2=1/3*(x3-x1)ˆ3/((x2-x1)^2*(x2-x3)^2);

a=-1/3*(x1-x3)*(x1^2+1*x3-3*x2+3*x2^2-3*x2*x3+x3^2)/...
  ((x1-x2)*(x1-x3)*(x3-x2)*(x3-x1));
b=-1/3*(x1-x3)ˆ3/((x1-x2)*(x1-x3)*(x2-x1)*(x2-x3));
K=[d1 b a; b d2 b2; a b2 d3];
end

function [ M ] = GenerateElementM( x1,x2, x3 )
%generates elements of the M matrix for 2nd order FEM
d1=-1/3*(x1-x3)*(x1^2+1*x3-3*x2+3*x2^2-3*x2*x3+x3^2)/...
  ((x1-x2)*(x1-x3)*(x3-x2)*(x3-x1));
b2=(x1-x3)ˆ3/((x1-x2)*(x1-x3)*(x2-x1)*(x2-x3));
m=[d1 b1 a; b1 d2 b2; a b2 d3];
end
```
function [ C1,C2,C3,gC1,gC2,gC3 ] = Cmatrix( Mesh, beta, rho, c, n )
%assembles C matrices for 1st order FEM
C1=sparse(n+1,n+1);
C2=sparse(n+1,n+1);
C3=sparse(n+1,n+1);
factor=2*beta/(rho*c^4);
for i=2:n
  C1(i,i)=factor*1/12*(Mesh(i)−Mesh(i−1));
  C2(i,i)=factor*1/4*(Mesh(i+1)−Mesh(i))+factor*1/4*(Mesh(i)−Mesh(i−1));
  C3(i,i)=factor*1/12*(Mesh(i+1)−Mesh(i));
end
for i=1:n
  C1(i,i+1)=factor*1/12*(Mesh(i+1)−Mesh(i));
  C2(i,i+1)=factor*1/12*(Mesh(i+1)−Mesh(i));
  C3(i,i+1)=0;
end
C1(C1(1,2)=0;
gC1=C1(1,2);
gC2=C2(1,2);
gC3=C3(1,2);
C1=C1(2:n,2:n);
C2=C2(2:n, 2:n);
C3=C3(2:n, 2:n);
end

function [ M ] = Mmatrixd( Mesh,n)
%assembles M matrix for 1st order FEM without 1/c^2
dMesh=diff(Mesh);
M=sparse(n−1,n−1);
M = spdiags([dMesh(2:n) 2 *(dMesh(1:n−1)+dMesh(2:n)) dMesh(1:n−1)])/(6),−1:1,n−1,n−1);
end

function [ C1,C2,C3,C4,C5 ] = GenerateElementCtry( a,b,c, d, e,beta, rho, vel )
%Generates elements of C matrices for second order FEM
factor=2*beta/(rho*vel^4);
A1=−1/(420*(a−b)*(b−c)^2)*(a−c)*(4*a^3+a^2*(9*c−21*b)+6*a*(7*b^2−7*b*c+2*c^2)−...
35*b^3+63*b^2*c−42*b*c^2+10*c^3);
B1=0;
R1=1/(420*(c−d)^2*(d−e))*(c−e)*(10*c^3−6*c^2*(−2*e+7*d)+c*(63*d^2−42*e*d+9*e^2)−...
35*d^3+42*d^2*e−21*d*e^2+4*e^3);
D1=0;
E1=0;
F1=(c−e)^3*(2*c^2−7*c*d+3*c*e+7*d^2−7*d*e+2*e^2)/{210*(c−d)^2*(d−e)^2};
G1=0;
H1=0;
I1=0;
C1=factor*[A1 B1 R1; D1 E1 F1; G1 H1 I1];
function [ C1,C2,C3,C4,C5 ] = GenerateElementCtry( a,b,c, d, e,beta, rho, vel )
%Generates elements of C matrices for second order FEM
factor=2*beta/(rho*vel^4);
A1=−1/(420*(a−b)*(b−c)^2)*(a−c)*(4*a^3+a^2*(9*c−21*b)+6*a*(7*b^2−7*b*c+2*c^2)−...
35*b^3+63*b^2*c−42*b*c^2+10*c^3);
B1=0;
R1=1/(420*(c−d)^2*(d−e))*(c−e)*(10*c^3−6*c^2*(−2*e+7*d)+c*(63*d^2−42*e*d+9*e^2)−...
35*d^3+42*d^2*e−21*d*e^2+4*e^3);
D1=0;
E1=0;
F1=(c−e)^3*(2*c^2−7*c*d+3*c*e+7*d^2−7*d*e+2*e^2)/{210*(c−d)^2*(d−e)^2};
G1=0;
H1=0;
I1=0;
C1=factor*[A1 B1 R1; D1 E1 F1; G1 H1 I1];
R2 = \((c-e)^3 \cdot (2 \cdot c^2 - 7 \cdot c \cdot d + 3 \cdot c \cdot e + 7 \cdot d^2 - 7 \cdot d \cdot e + 2 \cdot e^2) / (210 \cdot (c-d)^2 \cdot (d-e)^2)\);
D2 = 0;
E2 = \((c-e)^5 \cdot (4 \cdot c - 7 \cdot d + 3 \cdot e) / (420 \cdot (c-d)^3 \cdot (d-e)^2)\);
F2 = \((c-e)^5 \cdot (3 \cdot c - 7 \cdot d + 4 \cdot e) / (420 \cdot (c-d)^2 \cdot (d-e)^3)\);
G2 = 0;
H2 = \((c-e)^3 \cdot (2 \cdot c^2 - 7 \cdot c \cdot d + 3 \cdot c \cdot e + 7 \cdot d^2 - 7 \cdot d \cdot e + 2 \cdot e^2) / (210 \cdot (c-d)^2 \cdot (d-e)^2)\);
I2 = 0;
C2 = factor*[A2 B2 R2; D2 E2 F2; G2 H2 I2];

A3 = \((a-3+\alpha \cdot (a^3+b^2 \cdot a-28 \cdot b \cdot c+10 \cdot c^2) - 35 \cdot b^2 \cdot a^2 - 70 \cdot b \cdot c^2 + 20 \cdot c^3) / (140 \cdot (c-d)^3 \cdot (c-e) \cdot (e^3+10 \cdot c^2 \cdot (e-7 \cdot d)+\ldots \ldots)\);
B3 = E2;
R3 = \(-1/(420 \cdot (c-d)^3 \cdot (d-e)^2) \cdot (c-e) \cdot (4 \cdot c^3+c^2 \cdot (9 \cdot e-21 \cdot d)+6 \cdot c \cdot (7 \cdot d^2-7 \cdot d \cdot e+2 \cdot e^2)-\ldots \ldots)\);
D3 = \((-c-e)^3 \cdot (10 \cdot c^2-28 \cdot c \cdot d+8 \cdot c \cdot e+21 \cdot d^2-14 \cdot d \cdot e+3 \cdot e^2) / (430 \cdot (c-d)^3 \cdot (d-e))\);
E3 = \((-c-e)^3 \cdot (7/(140 \cdot (d-c)^3 \cdot (d-e)^2)\);
F3 = \((-c-e)^3 \cdot (3 \cdot c^2-14 \cdot c \cdot d+8 \cdot c \cdot e+21 \cdot d^2-28 \cdot d \cdot e+10 \cdot e^2) / (430 \cdot (c-d)^3 \cdot (d-e)^3)\);
G3 = R1;
H3 = F2;
I3 = 0;
C3 = factor*[A3 B3 R3; D3 E3 F3; G3 H3 I3];

A4 = B2; B4 = R2; R4 = 0; D4 = E2; E4 = F2; F4 = 0; G4 = R2; H4 = F3; I4 = 0;
C4 = factor*[A4 B4 R4; D4 E4 F4; G4 H4 I4];

A5 = G3; B5 = 0; R5 = 0; D5 = R2; E5 = 0; F5 = 0; G5 = R3; H5 = 0; I5 = 0;
C5 = factor*[A5 B5 R5; D5 E5 F5; G5 H5 I5];

end

function [ s ] = Pulse( t, P0, f0 )
% Function that evaluates the source function.
tw = 3./f0;
td = 6./f0;
s = P0.*exp(-((t-td)./(tw/2)).^2).*sin(2.*pi.*f0.*(t - td));

i=find(t>12./f0,1,'first');
s(i:end) = 0;
end

function [ s ] = Pulset( t, P0, f0 )
% Function that evaluates the second time derivative of the source
function

tw = 3./f0;
td = 6./f0;
s = 2.*pi.*P0.*exp(-4.*(t-td).^2./tw.^2).*cos(2.*pi.*f0.*(t-td))-8.*P0.*\ldots \ldots
td.*exp(-4.*(t-td).^2./tw.^2).*sin(2.*pi.*f0.*(t-td))./tw^2
i=find(t>12./f0,1,'first');
s(i:end) = 0;
end

function [ s ] = Pulsett( t, P0, f0 )
% Function that evaluates the second time derivative of the source

% function.
tw = 3./f0;
td = 6./f0;
s = ... 
-8.*P0.*exp(-4.*(t-td).^2./tw^2).*sin(2.*pi.*f0.*(t-td))./tw^2 + ... 
64.*P0.*(t-td).^2.*exp(-4.*(t-td).^2./tw^2).*sin(2.*pi.*f0.*(t-td))./tw^4 - ... 
32.*P0.*(t-td).*exp(-4.*(t-td).^2./tw^2).*... 
cos(2.*pi.*f0.*(t-td)).*pi.*f0./tw^2 - ... 
4.*P0.*exp(-4.*(t-td).^2./tw^2).*sin(2.*pi.*f0.*(t-td)).*pi.^2.*f0.^2; 
i=find(t>12./f0,'first'); 
s(i:end) = 0; 
end

function s = linearpropagation(f0,P0,c,x,t) 
% Function that solve the linear wave equations analytically. 
[T,X] = meshgrid(t,x); 

5  tw = 3/f0; 
6  td = 6/f0; 
7  s = P0.*exp(-((T-X/c)-td)/(tw/2)).^2).*sin(2.*pi.*f0.*((T-X/c) - td)); 
8  end
References


