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SUMMARY
The classic least-squares cost functional for full waveform inversion suffers from local minima due to loop skipping in the absence of low frequencies in the seismic data. Velocity model building based on subsurface spatial or temporal shifts may break down in the presence of multiples in the data. Cost functionals that translate this idea to the data domain, with offset- or time-shifts, can handle multiples. An earlier data-domain formulation suffered from cross-talk between events. Here, we present a multishot extension that should be less sensitive to cross-talk. It has the property of an annihilator, similar to the functional used for velocity analysis with extended images based on subsurface shifts. However, since it operates in the data domain, it should be able to handle multiples. For 2-D models with line acquisition, the proposed functional applies a singular-value decomposition on the observed data and uses the eigenvectors to build data panel that should be diagonal in the correct velocity model, but has significant off-diagonal entries in the wrong model. By minimizing these off-diagonal entries or maximizing the main diagonal, the correct model should be found. We therefore named it the diagonalator. We present initial tests on a simple, horizontally layered velocity model.
Introduction

Full waveform inversion requires a sufficiently accurate starting model for the least-squares misfit functional to converge to the global minimum. The synthetic waveforms should match the observed data to within less than a half-cycle (Bunks et al., 1995; Chauris et al., 2008), otherwise the minimization may encounter a local minimum from which it cannot recover with the usual gradient-based optimization methods. The cause of this problem is the lack of low frequencies in seismic data. Alternatives for the least-squares objective function with the L2-norm (Tarantola and Valette, 1982), such as the Huber norm (Huber, 1973; Guitton and Symes, 2003) or hybrid approaches (Bube and Langan, 1997; Brossier et al., 2010), are more robust in the presence of large isolated and non-Gaussian errors, but still suffer from the same cycle skipping problem as observed with the L2-norm.

Here, we propose a new objective function which should be less sensitive to loop skipping. It is motivated by the work of van Leeuwen and Mulder (2008b), who proposed offset- or time-shifts in the data domain as an alternative to the subsurface space- or time-shifts introduced for wave-equation migration velocity analysis (Faye and Jeannot, 1986; MacKay and Abma, 1992; Rickett and Sava, 2002; Sava and Fomel, 2006; Shen et al., 2003). The latter may fail in the presence of multiples (Mulder and van Leeuwen, 2008). In a NMO setting, the data-domain correlation functional can indeed handle multiples (van Leeuwen and Mulder, 2008a). However, the approach suffers from cross-talk between events (van Leeuwen and Mulder, 2010), requiring the use of a Gabor window. The question remained if the equivalent of an annihilator (Symes, 2008) can be constructed for the data-domain velocity-analysis method. The proposed objective function represents a step in that direction. We analyse its convexity and compare it to the classic least-squares formulation with the L2-norm by carrying out a one-parameter scan of the cost functions between two models. We then consider a simple 2-layer model and study the convergence for data with no frequencies below 8Hz. Finally, we compare errors in the reconstructed model for both functionals after a fixed number of iterations for various frequency subsets of the data.

Method

Given a seismic survey with \( n_s \) shots and \( n_r \) receivers, we build a 2-D matrix per frequency containing normalized data per shot. If all the receivers are co-located for each shot, the \( n_r \times n_s \) data matrix \( A(\omega) \) has the form

\[
A(\omega) = \begin{pmatrix}
    r_{1,1} & r_{1,2} & \cdots & r_{1,n_s} \\
    r_{2,1} & r_{2,2} & \cdots & r_{2,n_s} \\
    \vdots & \vdots & \ddots & \vdots \\
    r_{n_r,1} & r_{n_r,2} & \cdots & r_{n_r,n_s}
\end{pmatrix}
\]  \hspace{1cm} (1)

with \( r_{i,j}(\omega) \) is the \( j \)th receiver signal corresponding to the \( j \)th source at angular frequency \( \omega \). If receivers are not co-located for each source, as in a marine acquisition, some elements of the matrix \( A \) are zero (Berkhout, 2006). The singular-value decomposition (SVD) of the data matrix is \( A = USV^H \), where the unitary matrices \( U \) of size \( n_r \times n_m \) with \( n_m = \min(n_r, n_s) \) and \( V \) of size \( n_m \times n_s \) contain the left and right eigenvectors, respectively. The diagonal matrix \( S \) of size \( n_m \times n_m \) contains the singular values of \( A \).

Given the observed data, we can order them per frequency into matrices \( A_{\text{obs}}(\omega) \) and perform an SVD on each, providing \( U_{\text{obs}}, V_{\text{obs}} \) and \( S_{\text{obs}} \). The matrix \( S = U_{\text{obs}}^H A_{\text{obs}} V_{\text{obs}} \) for data \( A \) equals \( S_{\text{obs}} \) in the correct velocity model, so it is diagonal. Otherwise, there may be significant contributions on the off-diagonals. We therefore define a cost function that penalizes off-diagonal entries and the more so if they are further away from the diagonal. Alternatively, one might maximize the energy on and close to the main diagonal with a gaussian weighting function. An example of a cost function for minimization is

\[
J_{\text{Diag}} = \sum_{i=1}^{n_m} \sum_{j=1}^{n_m} w_{ij} |S_{ij}|^2 ,
\]  \hspace{1cm} (2)

with \( w_{ij} \) an increasing function of \(|i - j|\), the distance to the main diagonal, for instance, \( w_{ij} = |i - j|^p \)
with \( p > 0 \), or, more severely, \( w_{ij} = \exp(|i - j|) \). This approach generalizes the offset-shift approach for a single shot in the data domain introduced by van Leeuwen and Mulder (2008b). We call it the diagonalator.

**Comparison to the least-squares cost function**

We consider a series of numerical examples to compare the behaviour of the new functional to that of the least-squares cost functional with L1 or L2-norm. We start with a simple convexity test. Given the two horizontally invariant models in Figure 1 with velocities \( v_a(z) \) and \( v_b(z) \), we consider a range of models \( v(\alpha) = (1 - \alpha)v_a + \alpha v_b \). The “observed” data are computed in model \( a \), whereas model \( b \) increased linear in depth. We then computed synthetic seismograms for 20 values of \( \alpha \) ranging from \(-1\) to \(1\) and determined the values of the diagonalator as well as the least-squares functional, using either the L1 or the L2 norm for the latter. All computations were carried out with a 2-D frequency-domain finite-difference code written in Matlab®, using frequencies between 8 and 30 Hz. Figure 2 displays the values of the cost functionals as a function of \( \alpha \). Clearly, the new functional is more convex and has a wider basin of attraction than the least-squares functional, thereby imposing less strict demands on the accuracy of the starting model.

As a second test, we studied the convergence behaviour as a function of frequency band for the simple layered model shown in Figure 3(a). We divided the frequency range between 0 and 20 Hz into bands of 2 Hz wide, containing 4 frequencies each, resulting in 10 different, equally spaced bands. We then performed gradient-based inversion, starting from the same smooth version of the true model for each band and used the 4 frequencies simultaneously. In this way, we obtained 10 different velocity models. To compare the quality of the results, we calculated the average relative model error, \( MSE = \text{avg} \left( \frac{(\hat{v} - v)^2}{v^2} \right) \), with \( \text{avg} \) the pointwise average, \( \hat{v} \) the inversion result after 30 iterations of L-BFGS minimization (Nocedal and Wright, 2006) and \( v \) the true model. Figure 4 displays the average relative model error for each of the 10 frequency bands, starting from a smooth (a) or from a sharper (b) initial model. We observe that the diagonalator and the least-squares functional produce errors of the same size in the low-frequency bands, where reliable seismic data are more difficult to obtain in practice, and that the diagonalator performs much better in the higher-frequency bands, by an order of magnitude.

As a third test, we started the inversion from a velocity model that was linear in depth and used a multi-scale approach (Ravaut et al., 2004) with data between 8 and 20 Hz. The result for the diagonalator in Figure 3(b) is clearly better than then the least-squares result in Figure 3(c). No regularization was applied, nor did we impose lateral invariance, to emphasize the behaviour of the underlying cost functional. The least-squares inversion result resembles reverse-time migration, the diagonalator recovers...
the larger-scale trends.

Figure 3 (a) true model, (b) diagonalator inversion result, (c) least-squares reconstruction.

Figure 4 Average relative model error for 10 frequency bands with a 2-Hz bandwidth each, from 0 to 20 Hz, for smooth (a) and sharp (b) initial models.

Conclusions

We have proposed a new objective function for full waveform inversion, which we call the diagonalator. It is based on the singular-value decomposition of the observed data, ordered in a specific way. If the corresponding matrices with eigenvectors are applied to the modelled data, the resulting matrix should be diagonal in the correct velocity model. The cost functional penalizes off-diagonal entries. We have demonstrated that the objective function is superior to the classic least-squares cost functional, either with the L1 or L2 norm, in terms of convexity and accuracy of the reconstructed model.

Acknowledgements

Shell GameChanger provided financial support for this project.

References


