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Molecular devices are planned as alternative solutions for heat dissipation problems and reliable fabrication of nano-scale devices. However, it also opens up possibilities of combining many other degrees of freedom into functional device design. While they introduce interesting opportunities for study, they also demand a versatile, scalable toolset. In this thesis we calculate the electronic transport through molecular devices using the DFT+NEGF technique. We model the interaction of the molecule with the electrodes surfaces taking into account different facts such as the gap reduction produced by the charge polarization on metallic surfaces, the spin states of the molecule and the hydrophilicity of the leads. We hope our contribution helps to improve the functional single molecule devices design.

In the first chapter we briefly introduces molecular electronic devices from experimental and theoretical points of view. Then, in chapter 2 we describe the well known Hartree Fock and Density Functional Theory methods to introduce the DFT+NEGF (non-equilibrium Green's function) technique a method which is extensively used for the molecular junctions calculations. We then, introduce some simple models to describe molecular junctions.

We calculate the HOMO-LUMO gap reduction of a molecule in between two metallic leads. In chapter 3 we propose a classical model to explain this reduction and we contrast our results with experimental measurements. Similarly, in chapter 4 we present a method for predicting one-particle energies for a molecule in a junction using fully ab-initio calculations. With these methods it is possible to correct the molecular orbitals energies and calculate the corrected transmission through the junction. As a result we obtain better agreement between calculations and experiments for the low bias conductance.

The chapter 5 is an outlook for the DFT+NEGF calculations. Here we propose to use hybrid functionals to improve the agreement between transport calculations and measurements. For our calculations we use molecules of the OPE family which are molecules that have been widely studied and we show an improvement in the zero bias conductance.

In chapters 6 and 7 we model two interesting systems that provide the ability to create molecular switches and rectifiers. In Chapter 6 we investigate transport via a mechanically activated single molecule switch. This molecule has two stable configurations, one with total spin equal to zero and the other with total spin +2. Our calculations indicate that the spin transition can be triggered by stretching the molecule and a larger conductance is found for the high-spin state. In Chapter 7 we investigate electronic transport through a molecular device that combines rectification with switchability. Water molecules play an important role in this system as they are the main responsible for changes in the molecular orbitals moving the system from resonance to out of resonance.
SAMENVATTING

Moleculaire elektronica biedt perspectief als alternatieve oplossing voor warmtedissipatieproblemen en maakt betrouwbare fabricage van nano-schaalapparaten mogelijk. Daarnaast kunnen veel vrijheidsgraden gecombineerd worden met functioneel apparaatontwerp. Dit gebied opent interessante paden voor onderzoek, maar vraagt ook om een veelzijdige, schaalbare gereedschapsset. In dit proefschrift berekenen we het elektronisch transport door moleculaire apparaten met behulp van de DFT + NEGF techniek. Wij modelleren de interactie van het molecuul met de elektrodenoppervlakken, waarbij rekening wordt gehouden met verschillende effecten, zoals de kloofvermindering die wordt geproduceerd door de ladingpolarisatie op metaaloppervlakken, de spinstanden van het molecuul en de hydrofiliciteit van de leidingen. Wij hopen dat onze bijdrage helpt bij het verbeteren van het functionele design van ‘single molecule devices’.

In het eerste hoofdstuk introduceren we moleculaire elektronische apparaten vanuit experimentele en theoretische standpunten. Vervolgens beschrijven we de bekende Hartree Fock en Density Functional Theory methoden om de DFT + NEGF (non-equilibrium Green's functie) techniek te introduceren, een methode die extensief gebruikt wordt voor de moleculaire apparaten. In hoofdstuk 2 introduceren we enkele eenvoudige modellen om moleculaire verbinding te beschrijven.

We berekenen de HOMO-LUMO kloofvermindering van een molecuul tussen twee metallische elektroden. In hoofdstuk 3 stellen we een klassiek model voor om deze reductie uit te leggen en vergelijken we onze resultaten met experimentele metingen. Evenzo presenteren we in hoofdstuk 4 een methode voor het voorspellen van deeltjesenergieën voor een molecuul in een verbinding met behulp van volledig ab initio berekeningen. Met deze methoden kunnen we de moleculaire orbitale energie corrigeren en de gecorrigeerde transmissie via het apparaat berekenen. Als gevolg hiervan krijgen we betere overeenstemming tussen berekeningen en experimenten voor lage biasconductie.

Het hoofdstuk 5 is een vooruitzicht voor de DFT + NEGF berekeningen. Hier stellen we voor om hybride functionaliteit te gebruiken om de overeenkomst tussen transportberekeningen en metingen te verbeteren. Voor onze berekeningen gebruiken we de OPE moleculen, die veelal zijn onderzocht en we tonen een verbetering in de nul-biasconductie.

In hoofdstukken 6 en 7 modelleren we twee interessante systemen die de mogelijkheid bieden om moleculaire schakelaars en gelijkrichters te creëren. In hoofdstuk 6 onderzoeken we transport via een mechanisch geactiveerde single molecule switch. Dit molecuul heeft twee stabiele configuraties, één met totale spin gelijk aan nul en de andere met totale spin +2. Onze berekeningen wijzen erop dat de spinovergang geactiveerd kan worden door het molecuul te strengen en er wordt een grotere geleidbaarheid gevonden voor de high-spin toestand. In hoofdstuk 7 onderzoeken we elektronisch transport door middel van een molecuul apparaat dat rectificatie combineert met switchabi-
Watermoleculen spelen een belangrijke rol in dit systeem, omdat ze de belangrijkste verantwoordelijk zijn voor veranderingen in de moleculaire orbitalen die het systeem verplaatsen van resonantie tot uit resonantie.
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Jose Arturo Celis Gil
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In this chapter we introduce the field of molecular electronics, and link it to the discipline of quantum transport. We also introduce the molecular level alignment concept show its importance for the design of molecular electronic devices.
1. INTRODUCTION

1.1. MOLECULAR ELECTRONICS

In the recent years, the fast developments in the field of semiconductor technology have proved that the efforts to miniaturize transistors will reach physical limits [1]. Thermal dissipation and a lack of reliability in fabrication are the main problems that appear in the miniaturization trend. Following this route, at some point in this race, electrical circuits will include active elements based on molecules, which are the smallest entities occurring in nature that can perform a specific function. Whereas in semiconductors the main functionality comes from their crystal structure and tuning the concentration of dopants, in molecules the functionality can be based on the structure of a single molecule, which is often only a few nanometers long. This therefore makes single-molecule electronics a promising route in creating even smaller electronic devices than the ones that are used currently.

In molecular electronic devices, it is possible to experiment with resonant vs. off-resonant transport [2–4], mechanical and electrical switching [5–7], spin as an information carrier [8–11], molecular magnetism [12], absorption and emission of light [13] and interplay between all of the above. Together with the wide range in functionality, molecules offer possibilities like lower cost, compatibility with flexible substrates and simpler packaging when compared to conventional electronics. Despite the advantages, it also introduce new complications, specially from the point of view of fabrication, given that until now it is not really clear whether individual molecular devices can be integrated into larger-scale computing circuits.

A fundamental understanding of molecular devices, based on quantum mechanics is vital to increase the advantages and reduce the disadvantages. It is our hope that a better understanding of the origins of molecular-device functionality and the role of the metal-molecule interface will contribute to the solution of problems in the (near) future.

1.2. MOLECULAR DEVICES

The idea of molecular devices was initially proposed by Aviram and Ratner in 1974 [14]. In the next decades molecular electronics measurements were done using thin molecular films [5]. The first single-molecule junction was measured in 1997 [15]; since that many different molecules have been measured on the single molecule scale with a wide variety of techniques.

The scanning tunneling microscope break junction (STM) is a technique where the height of a metallic tip above a surface can be controlled. The tip is moved into the surface and then slowly retracted until a gap is formed which can be bridged by a single molecule. This setup is very sensitive, versatile and has the advantage that it can, at low temperature, image the surface beforehand to identify molecules. A drawback is that the sensitivity results in limited stability in junction formation at room temperature.

Another method is the mechanically controlled break junction technique (MCBJ). A wire is on top of a substrate that can bend. The bending results in a stretching of the top surface of the substrate. If a suspended wire is placed on top of this surface it can be broken and form a nano-gap. The advantage of the MCBJ technique is that it is more stable than the STM technique. It is also possible to include a gate electrode[10] to investigate transport as a function of Fermi energy.
Similarly to the MCBJ, the electromigrated break junction technique form a nanogap in a wire, but instead of pulling a wire apart, the metallic wire is electromigrated by applying a voltage over the wire [16]. When the momentum transfer from the conduction electrons to an atom is large enough, the atom will move, if enough atoms are moved, a gap may form and continuing this process results in breakage of the wire.

1.3. Quantum transport

A practical starting point to discuss the transport through nano-structures is the Landauer scattering approach. This approach is a non-interacting particle approach and can be used to describe a single site connected to electrodes [17–19], resulting in basic features in transport which are also observed in transport through single molecules.

In the Landauer scattering approach all the complex interactions in the electrodes are captured in two quantities of interest, a generally bias dependent transmission $T(E, V)$ and the steady state current $I(V)$.

We can treat electrons in the electrodes as coherent waves that have an energy dependent probability to be transmitted though the molecule to the other electrode. If the electron-electron interaction is weak (which in nano-structures of the scale of the Fermi-wavelength is often the case), the current is given by the Landauer formula:

$$I(V) = \frac{2e}{h} \int_{-\infty}^{\infty} dE \left[ f_L(E) - f_R(E) \right] T(E, V),$$

with $e$ the charge of an electron, $h$ the Planck’s constant and $f_{L,R}$ the Fermi distribution function of electrodes. $\frac{2e^2}{h}$ is the conductance quantum.

Using this approach, determining the current through a molecule connected to metallic electrodes is reduced to calculating the transmission through the molecule. To calculate the transmission through a molecule we use the non-equilibrium Green’s functions approach described in the next chapter.

1.4. Level alignment

A molecule in gas has well defined orbitals, called molecular orbitals (MOs), at discrete energies. The density of states of the molecule can be seen as a series of narrow peaks separated in energy. When the molecule starts to approach a metal surface, the first interactions that play a role are due to long-range forces. The energy of the MOs is renormalized and the energy gap between the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) decreases as the interaction between molecule and metal increases (when the molecule gets closer to the surface).

The increased screening from the electrons in the metal is the main reason for the reduction of the HOMO-LUMO gap. When the molecule is close enough to the surface, the wave-function of the metal overlaps with the molecule wave-function and chemical bonds between molecule and metal can be formed. An important consequence of the hybridization of the wave-functions is the substantial broadening introduced in the MOs density of states.
1.5. Thesis Outline
In this thesis, charge transport through molecules is investigated. Calculations based on the combination of density functional theory (DFT) with the non-equilibrium Green's function (NEGF) formalism for transport, developed within the Landauer formalism are perform to describe different systems.

We have implemented different functions in the ADF/BAND quantum-chemistry package [20–22]. The thesis is organized as follows:

After this introductory chapter, chapter 2 introduces the theoretical framework for describing transport calculations, focusing on the combination of density functional theory calculations with the non-equilibrium Green's function formalism. We also introduce some simple models for studying possible interactions inside the molecules. The two subsequent chapters (3 and 4) are dedicated to study metal-molecule interfaces and how molecules are affected by the presence of the electrodes. Chapter 5 explores DFT hybrid functionals to improve the long range interactions description in single molecule junctions transport calculations. Chapter 6 presents spin resolved transport calculations on a spin cross-over molecule where a spin transition is triggered by the electrodes being moved apart. Chapter 7 presents a model to explain the mechanism of a humidity dependent switchable molecular rectifier recently measured.
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Theoretical framework

The purpose of this chapter is to give the reader an introduction to the theory for the description of many-electron wave functions, the standard procedures used to obtain energies and wave functions, and the role of one-electron wave functions (orbitals) in the scheme. We provide the theory behind the most non-empirical quantum chemistry computer codes.
2.1. **Electronic Hamiltonian**

A molecule can be viewed as a collection of charged particles interacting through electrostatic forces that obey quantum mechanics and Coulomb’s law. The potential energy of interaction between any two electrons is \( e^2 / r_{ij} \), where \( r_{ij} \) is the separation between the electrons \( i \) and \( j \) and \( e \) is the electron charge. For any two nuclei \( I \) and \( J \) with atomic numbers \( Z_I \) and \( Z_J \) separated by a distance \( R_{IJ} \), the interaction potential is \( Z_I Z_J e^2 / R_{IJ} \). The potential energy of an electron \( i \) with a nucleus \( I \) is \( Z_I e^2 / r_{ii} \). The kinetic energies of the \( i \)th electron and the \( I \)th nucleus in momentum formulation are \( \frac{p_i^2}{2m_e} \) and \( \frac{P_{II}^2}{2M_I} \), respectively, where the electron mass \( m_e \) and the nuclear mass \( M_I \) are constants [1]. We use the convention that lowercase letters refer to electrons and capital letters refer to nuclei. For an isolated system of \( N \) nuclei and \( n \) electrons, the classical non-relativistic total energy can be written as the sum of the kinetic energies of the individual particles and the sum of all pair potentials:

\[
\hat{H} = \sum_{i=1}^{n} \frac{\hat{p}_i^2}{2m_e} + \sum_{I=1}^{N} \frac{\hat{P}_{II}^2}{2M_I} - \sum_{i=1}^{n} \sum_{I=1}^{N} \frac{Z_I e^2}{r_{ii}} + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} \frac{e^2}{r_{ij}} + \frac{1}{2} \sum_{I=1}^{N} \sum_{J=1, J \neq I}^{N} \frac{Z_I Z_J e^2}{R_{IJ}}. \tag{2.1}
\]

The first two terms of equation 2.1 describe the kinetic energy of the electrons and nuclei respectively. The last three terms describe the Coulomb potential of electron-nuclei attraction, electron-electron repulsion, and nuclear-nuclear repulsion respectively. The energy is zero when the particles are infinitely far apart and not moving.

Since the electron-nuclear masses ratio is close to 1/2000, electronic velocities are much higher than nuclear velocities. Making use of the Born-Oppenheimer (BO) approximation, the wave function is separated into an electronic part and a nuclear part, where the electronic wave function depends on the instantaneous positions of the nuclei [2]. Then, the second term on the right hand side of equation 2.1 is zero and the last term is a constant since the nuclear coordinates are known and fixed. The total energy depends on the nuclear coordinates, which we will represent collectively as \( R \).

The electronic Hamiltonian operator \( \hat{H}^e \) can be written in the Born-Oppenheimer form is:

\[
\hat{H}^e = -\sum_{i=1}^{n} \frac{\hbar^2}{2m_e} \nabla_i^2 - \sum_{I=1}^{N} \frac{Z_I e^2}{r_{II}} + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} \frac{e^2}{r_{ij}},
\]

\[
= \sum_{i=1}^{n} \hat{h}(i) + \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} e^2 \hat{g}(i, j) \tag{2.2}
\]

Where \( \hat{h}(i) \) is the one electron Hamiltonian for the \( i \)th electron and \( \hat{g}(i, j) \) is the electron-electron interaction

\[
\hat{h}(i) = -\frac{\hbar^2}{2m_e} \nabla(i)^2 - \sum_{I=1}^{N} \frac{Z_I e^2}{r_{II}}, \tag{2.3}
\]

\[
\hat{g}(i, j) = \frac{1}{r_{ij}} \tag{2.4}
\]
The electronic Hamiltonian 2.2 does not depend explicitly on $R$. This is a consequence of the BO approximation [3].

### 2.2. HARTREE-FOCK

The total energy of the molecule is the sum of the electronic energy and the nuclear energy. The electronic energy $E^e$ must be obtained by solving the electronic Schrödinger equation.

$$\hat{H}^e |\Phi\rangle = E^e |\Phi\rangle,$$

where $\Phi$ is the wave function for this many-electron Hamiltonian. Unfortunately, no exact solution for this equation exists.

The Hartree-Fock method is a many-body technique, with a single-particle picture, which means that every electron is considered a single-particle and all single particles orbitals together build up the wave function. Each electron feels the presence of the others indirectly through an effective potential, such that, every orbital is affected by the presence of electrons in other orbitals [4].

The starting point of the Hartree-Fock method is to write a variational wave function, which is built from these single-particle orbitals [5]. It is possible to build an antisymmetric solution by introducing the following Slater determinant:

$$\Phi_{AS}(r_1, r_2, \ldots, r_n) = \frac{1}{\sqrt{N!}} \left| \begin{array}{cccc}
\phi_1(r_1) & \phi_2(r_1) & \cdots & \phi_n(r_1) \\
\phi_1(r_2) & \phi_2(r_2) & \cdots & \phi_n(r_2) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_1(r_n) & \phi_2(r_n) & \cdots & \phi_n(r_n)
\end{array} \right|.$$

(2.6)

The single-electron orbitals $\phi_i$ are assumed to be orthogonal:

$$\langle \phi_i | \phi_j \rangle = \int \phi_i^*(r) \phi_j(r) \, dr = \delta_{ij}.$$  

(2.7)

It is possible to obtain an estimate for the energy even if one does not know the exact wave function but only an approximate one, $\Phi$, that is,

$$E = \frac{\int \Phi^* H \Phi \, dr}{\int \Phi^* \Phi \, dr}.$$  

(2.8)

Writing the Slater determinant $\Phi_{AS}$ as a sum of products of spin-orbitals and using the orthonormality of $\phi_i$, we obtain for the expectation value of the energy:

$$\langle \Phi_{AS} | \hat{H}^e | \Phi_{AS} \rangle = \langle \Phi_{AS} \left| \sum_i \hat{h}(i) \right| \Phi_{AS} \rangle + \frac{1}{2} \langle \Phi_{AS} \left| \sum_{i,j} \hat{g}(i,j) \right| \Phi_{AS} \rangle$$

$$= N \left( \frac{N-1}{N} \right) \sum_k \langle \phi_k | \hat{h} | \phi_k \rangle + \frac{1}{2} \sum_{k,l} \langle \phi_k \phi_l | \hat{g} | \phi_k \phi_l \rangle - \langle \phi_k \phi_l | \hat{g} | \phi_l \phi_k \rangle,$$

(2.9)
where
\[
\langle \Phi_{AS} \left| \sum_{i,j} \hat{g}(i,j) \right| \Phi_{AS} \rangle = \sum_{k,l} \langle \phi_k \phi_l | \hat{g} | \phi_k \phi_l \rangle - \langle \phi_k \phi_l | \hat{g} | \phi_l \phi_k \rangle,
\]
and we have used the notation
\[
\langle \phi_k \phi_l | \hat{g} | \phi_m \phi_n \rangle = \int d\mathbf{r}_1 d\mathbf{r}_2 \phi_k^*(\mathbf{r}_1) \phi_l^*(\mathbf{r}_2) \frac{1}{r_{ij}} \phi_m(\mathbf{r}_1) \phi_n(\mathbf{r}_2).
\]

It can be proved that for the ground state, the calculated \( E \) is always greater than or equal to the exact energy \( E_0 \). The two energies are equal only if \( \Phi = \Phi_0 \).

For simplicity, let's define the operators
\[
J_k(\mathbf{r})\phi(\mathbf{r}) = \int \phi_k^*(\mathbf{r}') \frac{1}{r_{ij}} \phi_k(\mathbf{r}') d\mathbf{r}',
\]
\[
K_k(\mathbf{r})\phi(\mathbf{r}) = \int \phi_k^*(\mathbf{r}') \frac{1}{r_{12}} \phi_k(\mathbf{r}) d\mathbf{r}'.
\]
(2.10)

\( J \) is called the Coulomb operator and \( K \) the exchange operator. In terms of them, the energy can be written as
\[
E = \sum_k \langle \phi_k | \hat{h} + \frac{1}{2} \sum_{k,l} (\hat{J}_k - \hat{K}_k) | \phi_k \rangle.
\]
(2.11)

This is the energy-functional for a Slater determinant. Once the orbitals have been optimized (see 2.2.1) to yield the lowest possible value of the energy, the energy will be the Hartree-Fock energy \( E_{HF} \).

### 2.2.1. The Hartree-Fock Equations

Now, we will determine the minimum of the \( E \) functional as a function of the orbitals \( \phi_k \). It means, any change in the expectation value of \( E \) due to an infinitesimal change in any of the orbitals \( \phi_k \) should be zero. However, the variation in the orbitals \( \phi_k \) is not completely arbitrary, given that the orthonormality relation should be respected. This can be solved using the Lagrange method of undetermined multipliers.

Defining the functional \( \mathcal{L} \) as
\[
\mathcal{L} = E - \sum_{k,l} \Lambda_{k,l} \left( \langle \phi_k | \phi_l \rangle - \delta_{k,l} \right),
\]
(2.12)
where \( \Lambda_{k,l} \) are the undetermined Lagrange multipliers. Setting the variation \( \delta \mathcal{L} = 0 \)
\[
\delta E - \sum_{k,l} \Lambda_{k,l} \left[ \langle \delta \phi_k | \phi_l \rangle - \langle \phi_k | \delta \phi_l \rangle \right] = 0.
\]
(2.13)

The Fock operator is defined as:
\[
\hat{F} = \hat{h} + \sum_l (\hat{J}_l - \hat{K}_l),
\]
(2.14)

Since \( \delta \phi \) is arbitrary we get
\[
\hat{F} \phi_k = \sum_l \Lambda_{k,l} \phi_l.
\]
(2.15)
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Taking \( \phi_k \) as the eigenvector of the Fock operator with eigenvalues \( \epsilon_k \) and \( \Lambda_{k,l} = \epsilon_k \delta_{k,l} \).

Koopmans’ theorem establishes that each eigenvalue of the Fock operator gives the energy required to remove an electron from the corresponding single-electron state. Similarly, the energy required to add an electron to an orbital. In this way, this equation can be written as a traditional eigenvalues equation [6],

\[
\hat{F} \phi_k = \epsilon_k \phi_k.
\] (2.16)

2.2.2. Molecular Orbital Theory

The concept of the molecular orbital was introduced by Hund to explain the electronic states of molecules [7]. Mulliken summarized this concept [8]. In 1929, Lennard-Jones suggested an Ansatz that molecular eigenfunctions can be represented as the linear combination of atomic eigenfunctions. This was the beginning of the linear combination of atomic orbitals-molecular orbitals (LCAO-MO) approximation for describing molecular orbitals in terms of the atomic orbitals [9].

\[
\phi_i = \sum_{j=1}^{N} C_{ji} \chi_i.
\] (2.17)

Equation 2.16 then takes the matrix form [10]

\[
FC_k = \epsilon_k SC_k,
\] (2.18)

with

\[
S_{i,j} = \langle \chi_i | \chi_j \rangle = \int \chi_i^*(r) \chi_j(r) \, dr,
\] (2.19)

the overlap for the basis used.
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In the previous section we saw how to use the Hartree-Fock approximation to solve the many-electron problem. However, the nonlocal potentials 2.10 involved in Hartree-Fock are difficult to apply in extended systems [11].

Another way to threat the many-electron problem is by using an approach where the electronic orbitals are solutions of a Schrödinger equation that depends on the electron density rather than on the individual electron orbitals. This approach, called density functional theory (DFT), is the result of the work by Hohenberg, Kohn and Sham [12, 13] and has proven to be an efficient and rather reliable method for a wide range of applications in solid state physics and chemistry.

The Hohenberg and Kohn theorems establish

- For any system of interacting particles in an external potential \( V_{\text{ext}}(r) \), this potential (and so the Hamiltonian) is determined uniquely (up to a constant) by the ground state density \( n_0(r) \). Consequently, as all properties of the system are governed by the Hamiltonian, they are completely determined given only this ground-state density.
• A functional $E[n(r)]$ can be defined for the energy, which is valid for any such potential $V_{\text{ext}}(r)$, such that the global minimum of the functional is the ground-state energy of the system. Consequently, the density $n(r)$ which minimizes this functional is the ground-state density $n_0(r)$, and minimization of $E[n(r)]$ alone is enough to fully determine the exact ground-state energy and density.

These two theorems can be summarized in the next equation

$$E[n] = F[n] + \int n(r) V_{\text{ext}}(r) \, dr,$$

(2.20)

where $F$ is a universal functional of $n$ and

$$n(r) = \sum_k |\phi_k(r)|^2.$$

(2.21)

It can be proved that the minimum value of the functional $E$ is $E_0$, the exact ground-state electronic energy [14].

The Coulomb interaction between the electrons and the static nuclei acts as an external potential $V_{\text{ext}}$.

2.3.1. The Kohn-Sham equations

Let us consider the energy functional $E[n(r)]$ for a many-electron system with density $n(r)$

$$E[n(r)] = T_s[n(r)] + \frac{1}{2} \int \int \frac{n(r)n(r')}{|r-r'|} \, dr \, dr' + E_{\text{XC}}[n(r)] + \int n(r) V_{\text{ext}}(r) \, dr,$$

(2.22)

$E_{\text{XC}}$ is a term where we have moved all the terms we do not have under control, and $T_s[n(r)]$ is the kinetic energy. The form of $T_s[n(r)]$ is unknown, but we know that the ground state of the system can be written as a Slater determinant.

We define a functional $\mathcal{L}$

$$\mathcal{L} = E[n(r)] - \Lambda \left( \int n(r) \, dr - N \right),$$

(2.23)

where we have introduced the normalization constraint on the electron density, $\int n(r) \, dr = N$.

To find the ground state energy, $E_0$, and the ground state density, $n_0$, the one electron Schrödinger equation should be solved

$$\left( -\frac{\hbar^2}{2m_e} \nabla_i^2 + \frac{\delta E_{\text{XC}}[n(r)]}{\delta n(r)} + \int \frac{n(r')}{r-r'} \, dr' + V_{\text{ext}}(r) - \epsilon_i \right) \psi_i(r) = 0,$$

(2.24)

where

$$V_{\text{XC}}(r) = \frac{\delta E_{\text{XC}}[n(r)]}{\delta n(r)},$$

(2.25)

is the exchange correlation potential and its exact form is not known. In practice we have to use approximations for $E_{\text{XC}}$, some approximations might be better for some materials than for others.
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2.3.2. Jacob’s Ladder

The main difference between the HF and DFT is the replacement of the HF exchange term by the exchange correlation energy $E_{XC}$ which is a functional of the density.

DFT functionals vary from very simple to very complex. On Jacob’s ladder of approximations, [15, 16] each rung represents a different level of approximation that should recover the results of lower rungs in the appropriate limits, but add more capabilities.

1. The lowest rung is the local density approximation (LDA), in which the XC energy density depends only on the density at a point and is that of the uniform electron gas (UEG). This is the simplest density functional, [13] and is used in materials science, but is insufficiently accurate for most chemical purposes. LDA typically overbinds molecules.

$$E_{XC}^{LDA} = \int \epsilon_{XC}^{UEG} (n(r)) \ n(r) \ dr.$$ (2.26)

2. On the next rung are generalized gradient approximations (GGAs), which are formulas that use both the density and its gradient at each point. These are typically more accurate than LDA. Most importantly, they greatly reduce the bond dissociation energy error, and generally improve transition-state barriers. But, unlike LDA, there is no single universal form. Popular GGAs include the J. P. Perdew, K. Burke, and M. Ernzerhof (PBE) [17], and A. D. Becke, C. Lee, W. Yang, and R. G. Parr (BLYP) [18, 19].

$$E_{XC}^{GGA} = \int \epsilon_{XC}^{GGA} (n(r), \nabla n(r)) \ n(r) \ dr.$$ (2.27)

3. At the next level, we have meta-GGAs, which additionally depend on the Kohn-Sham kinetic energy density. Examples include J. Tao, J. P. Perdew, V. N. Staroverov, and G. E. Scuseria (TPSS) [20].

$$E_{XC}^{mGGA} = \int \epsilon_{XC}^{mGGA} (n(r), \nabla n(r), \nabla^2 n(r), \tau(r)) \ n(r) \ dr,$$ (2.28)

with

$$\tau(r) = \sum_{\text{occ}} \left| \nabla \phi_i (r) \right|^2.$$ (2.29)

4. We next encounter hybrid functionals, which mix some of the exchange terms of HF with a GGA. One of the most popular functional of this kind is B3LYP. By mixing in only a fraction of exact exchange (EXX), it is possible to mimic effects of static correlation, and produce a highly accurate functional. This is more costly to compute because exact exchange is non-local, depending not only on the electron density but also on the density matrix. The functional used can be written as

$$E_{XC}^{Hyb} = \alpha_X E_X^{EXX} + (1 - \alpha_X) E_{XC}^{mGGA} [n(r), \nabla n(r), \nabla^2 n(r), \tau(r)].$$ (2.30)

The local part of this functional can be a meta-GGA, a GGA, or even an LDA. We have written $E_{XC}^{mGGA}$ just as an example.
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We now discuss the main ideas behind the non-equilibrium Green’s function (NEGF) formalism, and its application to transport calculations. NEGF methods are regularly used to calculate current and charge densities in nanoscale conductors under bias [21–24]. With it most of the properties of the system can be calculated.

The Green’s function is defined as the impulse response of the system to a constant perturbation. Let’s consider the time dependent Schrödinger equation of a system in presence of a potential $\hat{V}$:

$$ (\hat{H}_0 + \hat{V}) \Phi = i\hbar \frac{\partial}{\partial t} \Phi, \quad (2.31) $$

with $\hat{H}_0$ the hamiltonian of the unperturbed system.

For the unperturbed system,

$$ \left[ i\hbar \frac{\partial}{\partial t} - \hat{H}_0 \right] \Phi_0 = 0, $$

such that its Green’s function is defined as:

$$ \left[ i\hbar \frac{\partial}{\partial t} - \hat{H}_0 \right] \hat{G}_0(t, t') = \hat{I} \delta(t - t'). \quad (2.32) $$

Taking into account that $\Phi(t) = \Phi_0(t) + \Delta\Phi(t)$ and replacing it in the equation 2.31, we get

$$ \Delta\Phi(t) = \int dt' \hat{G}_0(t, t') \hat{V} \Phi(t'), $$

$$ \Phi(t) = \Phi_0(t) + \int dt' \hat{G}_0(t, t') \hat{V} \Phi(t'). \quad (2.33) $$

Equation 2.33 is an implicit equation. It can be transformed into an expansion in powers of the potential:

$$ \Phi(t) = \Phi_0(t) + \int dt' \hat{G}_0(t, t') \hat{V} \left[ \Phi_0(t') + \int dt'' \hat{G}_0(t', t'') \hat{V} \left[ \Phi_0(t'') + \cdots \right] \right]. \quad (2.34) $$

We can also define a full Green’s function $G(t, t')$ by

$$ \left[ i\hbar \frac{\partial}{\partial t} - \hat{H}_0 - \hat{V} \right] \hat{G}(t, t') = \hat{I} \delta(t - t'), \quad (2.35) $$

such that

$$ \Phi(t) = \Phi_0(t) + \int dt' \hat{G}(t, t') \hat{V} \Phi_0(t'), \quad (2.36) $$

where the perturbing potential $\hat{V}$ acts on the unperturbed wave-function. By comparing equation 2.36 with equation 2.34 we get the Dyson equation

$$ \hat{G}(t, t') = \hat{G}_0(t, t') + \int dt'' \hat{G}_0(t', t'') \hat{V} \hat{G}(t'', t'). \quad (2.37) $$
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Figure 2.1: Setup for a two-terminal junction. \( L \) and \( R \) are the left and right electrodes respectively, and \( d \) is the device.

\[ G(t, t') \] is connected to the time evolution operator for a time independent Hamiltonian \[ U(t, t') = e^{-\frac{i}{\hbar}(t-t')\hat{H}} \]. Time can be split into a forward time and backward time by introducing the Heaviside \( \Theta(t) \) function:

\[
G^+(t, t') = -\Theta(t-t') e^{-\frac{i}{\hbar}(t-t')\hat{H}},
\]

\[
G^-(t, t') = \Theta(t'-t) e^{-\frac{i}{\hbar}(t-t')\hat{H}}.
\]

These are the retarded and the advanced Green’s functions respectively, \( G^+ \), propagates a state \( \Phi(t) \) forward in time, and the advanced Green’s functions, \( G^- \), propagates the state backward in time.

Since the Hamiltonian is Hermitian, we have

\[
(\hat{G}^+(t, t'))^\dagger = (\hat{G}^-(t'-t))^\dagger
\]

If we Fourier-transform the retarded/advanced Green’s function, we find the complementary expressions in the energy domain

\[
\hat{G}^\pm(E) = \lim_{\eta \to 0} \int_{-\infty}^{\infty} d(t-t') e^{\frac{iE(t-t')}{\hbar}} \hat{G}^\pm(t, t') e^{\mp\frac{i\eta(t-t')}{\hbar}},
\]

\[
\hat{G}^\pm(E) = \lim_{\eta \to 0} \eta \frac{\hat{\mathbf{I}}}{(E + i\eta)\hat{\mathbf{I}} - \hat{H}}.
\]

where \( \eta > 0 \) is added to ensure convergence.

The Dyson equation is Fourier transformed to

\[
\hat{G}^\pm(E) = \hat{G}_0^\pm(E) + \hat{G}_0^\pm(E) \hat{\mathbf{V}} \hat{G}^\pm(E)
\]

2.4.1. Green’s operator for the scattering region

We are interested in a setup like the one shown in Fig. 2 where a left electrode \( L \) is connected to a right electrode \( R \) through a scattering region \( d \), \( L \) and \( R \) are semi-infinite regions.

We are looking for expressions that describe the transport in terms of operators of region \( d \) only.

Let us divide the Hamiltonian and the wave function of the system into contacts \( (\hat{H}_{L,R} \text{and } |\Phi_{L,R}\rangle) \) and device \( (\hat{H}_d \text{and } |\Phi_d\rangle) \).
Theoretical framework

\[
\begin{pmatrix}
\hat{H}_L & \hat{t}_L^\dagger & 0 \\
\hat{t}_L & \hat{H}_d & \hat{t}_R^\dagger \\
0 & \hat{t}_R & \hat{H}_R
\end{pmatrix}
\begin{pmatrix}
|\Phi_L\rangle \\
|\Phi_d\rangle \\
|\Phi_R\rangle
\end{pmatrix}
= E
\begin{pmatrix}
|\Phi_d\rangle \\
|\Phi_R\rangle
\end{pmatrix}
\]

(2.43)

where \(\hat{t}_L\) and \(\hat{t}_R\) describe the interaction between device and electrodes and we assume that the last ones are independent.

The Green's function of the entire system is determined by equation 2.41.

\[
\begin{pmatrix}
E\hat{I} - \hat{H}_L & \hat{t}_L^\dagger & 0 \\
\hat{t}_L & E\hat{I} - \hat{H}_d & \hat{t}_R^\dagger \\
0 & \hat{t}_R & E\hat{I} - \hat{H}_R
\end{pmatrix}
\begin{pmatrix}
\hat{G}_L^\pm \\
\hat{G}_d^\pm \\
\hat{G}_R^\pm
\end{pmatrix}
= \begin{pmatrix}
\hat{I} & 0 & 0 \\
0 & \hat{I} & 0 \\
0 & 0 & \hat{I}
\end{pmatrix}
\]

(2.44)

From this, we get an expression for the propagator \(\hat{G}_d^\pm\) in the presence of the leads

\[
\hat{G}_d^\pm = (E\hat{I} - \hat{H}_d - \hat{\Sigma}_L^\pm - \hat{\Sigma}_R^\pm)^{-1},
\]

(2.45)

where \(\hat{\Sigma}_L^\pm = \hat{t}_L^\dagger \hat{g}_L^\pm \hat{t}_L\) and \(\hat{\Sigma}_R^\pm = \hat{t}_R^\dagger \hat{g}_R^\pm \hat{t}_R\) are the self-energies of the electrodes and in general are complex,

\[
\text{Im}(\hat{\Sigma}_L^\pm) = -\frac{i}{2}(\hat{\Sigma}_L^+ - \hat{\Sigma}_L^-) = -\frac{\hat{\Gamma}_i(E)}{2}.
\]

(2.46)

\(\hat{\Gamma}_i\) is the non-Hermitian part of the self-energies; it is a consequence of the open nature of the system and allows particles to move in and out of the device region.

The operators

\[
\hat{g}_L = (E\hat{I} - \hat{H}_L)^{-1} \quad \text{and} \quad \hat{g}_R = (E\hat{I} - \hat{H}_L)^{-1},
\]

are the Green's functions of the uncoupled electrodes. This reduces the problem to compute the electrodes self-energies from \(\hat{g}_L\) and \(\hat{g}_R\).

A very important concept is that of the spectral function defined by

\[
\hat{A} = i \left[ \hat{G}^+ - \hat{G}^- \right] = \hat{G}^+ \hat{\Gamma} \hat{G}^-.
\]

(2.47)

This quantity plays the role of a generalized density of states inside the device taking the leads into account.

Evaluating in a position basis, we obtain the density correlation

\[
\rho(r, r', E) = \frac{1}{2\pi} \langle r | \hat{A} | r' \rangle,
\]

\[
= \frac{G^+(r, r', E) - G^-(r, r', E)}{2\pi}
\]

\[
= -\frac{1}{\pi} \text{Im}(G^+(r, r', E)).
\]

(2.48)

Setting \(r = r'\) we get the local density of states (LDOS), which can be integrated over the space to obtain the density of states \(D(E)\) or over the energy to obtain the spatial
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Density ($n(r)$):

$$D(r, E) = -\frac{1}{\pi} \text{Im} \left( G^+(r, r, E) \right),$$

$$D(E) = -\frac{1}{\pi} \int d\mathbf{r} \text{Im} \left( G^+(r, r, E) \right),$$

$$n(r) = -\frac{1}{\pi} \int dE \text{Im} \left( G^+(r, r, E) \right) f(E, \mu), \quad (2.49)$$

with $\mu$ the chemical potential of the electrodes at zero bias. The spatial density is a crucial quantity in DFT as the Hamiltonian depends on this density.

Non-equilibrium calculations

Out of equilibrium, the density is obtained from the total spectral functions. By specifying $\hat{\Gamma}$ for each reservoir $i$, the total spectral function is

$$\hat{A} = \hat{A}^L + \hat{A}^R,$$

$$= \hat{G}^+ \hat{\Gamma}^L \hat{G}^- + \hat{G}^+ \hat{\Gamma}^R \hat{G}^- \quad (2.50)$$

these $L$ and $R$ contact spectral functions describe the incoming and outgoing particles from each reservoir when there is no direct coupling between them. This is an essential approximation in NEGF-DFT [24].

$$n(r) = \frac{1}{2\pi} \int dE \left[ G^+_{d}(r, E) \Gamma^L_{d}(r, E) G^-_{d}(r, E) f(E, \mu_L) + G^+_{d}(r, E) \Gamma^R_{d}(r, E) G^-_{d}(r, E) f(E, \mu_R) \right]. \quad (2.51)$$

We can split this expression into an equilibrium term and a non-equilibrium correction:

$$n(r) = -\frac{1}{\pi} \int dE f(E, \mu_L) \text{Im} \left( G^+_{d}(r, E) \right)$$

$$+ \frac{1}{2\pi} \int dE \left[ f(E, \mu_L) - f(E, \mu_R) \right] G^+_{d}(r, E) \Gamma^L_{d}(r, E) G^-_{d}(r, E), \quad (2.52)$$

or equivalently

$$n(r) = -\frac{1}{\pi} \int dE f(E, \mu_R) \text{Im} \left( G^+_{d}(r, E) \right)$$

$$+ \frac{1}{2\pi} \int dE \left[ f(E, \mu_R) - f(E, \mu_L) \right] G^+_{d}(r, E) \Gamma^L_{d}(r, E) G^-_{d}(r, E). \quad (2.53)$$

It can be seen that for $\mu_L = \mu_R$ the second term in equations 2.52 and 2.53 vanishes, getting the equilibrium term. It can be proved that from the Green's function, it is possible to obtain the elements of the scattering matrix, from which the transmission function can be calculated. Using this procedure the transmission function has a compact form:

$$T(E) = \text{Tr} \left[ \hat{\Gamma}^L(E) \hat{G}^+(E) \hat{G}^-(E) \right] \quad (2.54)$$
The electric current of the system can be calculated by a Landauer-like expression

$$I = \frac{2e}{h} \int dE \left[ f(E, \mu_L) - f(E, \mu_R) \right] \text{Tr} \left[ \hat{\Gamma}_L(E) \hat{G}^+(E) \Gamma_R(E) \hat{G}^-(E) \right]$$  \hspace{1cm} (2.55)

### 2.5. DFT+NEGF

Usually in quantum chemistry packages the Hamiltonian is represented using non-orthogonal basis sets, and from them the Fock matrix $F_{KS} = \langle \phi_i | H_{KS} | \phi_j \rangle$ and the overlap matrix $S_{KS} = \langle \phi_i | \phi_j \rangle$ are calculated. From the Fock and overlap matrices for the bulk leads the surface Green's functions $G_{L,R}(E)$ and the self-energies $\Sigma_{L,R}(E) \sim \tau G_{L,R}(E) \tau^\dagger$ matrices are calculated, with $\tau$ the coupling between the layers in the leads. These are combined with the Fock and overlap matrices of the device to find the full retarded Green's function:

$$G_d(E) = \left[ E S_d - F_d - (\Sigma_L(E) + \Sigma_R(E)) \right]^{-1}$$  \hspace{1cm} (2.56)

A modified self consistent field approach based on DFT makes use of the Green's functions to calculate the properties of the system, as can be seen in figure 2.2.

### 2.6. Simple models

In this section we develop a few simple models that are relevant for studying a molecule in a junction. These simple models will help us to describe the systems studied in chapters 3, 4 and 6.
2.6.1. EXTENDED ANDERSON JUNCTION

Let us consider a system formed by one impurity with two energy levels in between two electrodes with identical chemical potential $\mu$. While one of the energy levels is fully occupied with a chemical potential $\epsilon_0$ below that of the electrodes, the other energy level is unoccupied and lies at $\epsilon_0$ above the chemical potential, as can be seen in Fig. 2.3. Additionally, we apply a gate $V_g$ over the central region in order to shift the energy levels and change their occupation.

For some gate values, due to the discrete behavior of the charges, we expect to see spin polarization and plateaus with constant charge, close to an integer value. This indicates that only one type of spin is added to or removed from the system when changing the gate. These plateaus occur in the levels corresponding to fixed occupation.

The polarization in this system can be explained by means of an Anderson junction \[\text{[25]}\] that consist of an interacting impurity site coupled to identical featureless left and right leads:

$$
\hat{H} = \sum_j \left( \epsilon_j \hat{n}_j + U \hat{n}_j \sigma \hat{n}_j \sigma^* \right) + \frac{1}{2} \sum_{i \neq j, \sigma, \sigma'} \left( V \hat{n}_j \sigma \hat{n}_i \sigma' \right) + \hat{H}_{leads} + \hat{H}_T, \quad (2.57)
$$

with $\epsilon_j$ the on-site energy, $U$ the Coulomb repulsion between two electrons in the same level, $V$ the Coulomb repulsion between two electrons in different energy levels, $\hat{n} = \hat{n}_\sigma + \hat{n}_\sigma^*$. $\hat{H}_{leads}$ and $\hat{H}_T$ are the Hamiltonian of the two leads and the their coupling to the site respectively. $j, i$ and $\sigma, \sigma'$ run over the energy levels and spin respectively. We have used $\sigma^* = -\sigma$.

In the wide band limit, the effect of the tunneling is represented by an energy-independent constant $\Gamma$.

Neglecting the Kondo effect, and the correlations with the leads, the Green’s function on the central impurity site can be calculated as [25, 26]:

$$
\hat{G}(E)_{j,\sigma} = \frac{E - \epsilon_j - V_g - U \hat{n}_j,\sigma^* - \sum_{i \neq j, \sigma'} V \hat{n}_i,\sigma'}{(E - \epsilon_j - V_g - U \hat{n}_j,\sigma^* - \sum_{i \neq j, \sigma'} V \hat{n}_i,\sigma')^2 - \Gamma^2}, \quad (2.58)
$$
Figure 2.4: Number of electrons added to the system per spin as a function of gate for the two level system including the coulomb repulsion. The left column keeps the $V/\Gamma$ ratio constant while the right column keeps the $U/\Gamma$ ratio constant.
2.6. Simple models

The spectral function \( A(E) = -2\text{Im}(G(E)) \) depends on the occupation \( n_\sigma \) on the site. Therefore \( n_{j,\sigma} \) should be determined self-consistently with the possibility of having more than one stationary state.

\[
\langle n_{j,\sigma} \rangle = \frac{1}{\pi} \int_{-\infty}^{\mu} dE A_{j,\sigma}(E) = \frac{1}{\pi} \left( \frac{\text{atan} \left( \frac{\mu - \epsilon_j - V_g - U \langle n_{j,\sigma^*} \rangle - \sum_{i \neq j,\sigma'} V \langle n_{i,\sigma'} \rangle}{\Gamma} \right)}{\pi} \right) + \frac{\pi}{2}
\]

(2.59)

Polarization and plateaus on the occupation \( \langle n_\sigma \rangle \) are related to the \( U/\Gamma \) ratio. On average, the central region is not spin-polarized, hence, the chemical potentials for both spin directions are identical.

From the occupation \( n_{j,\sigma} \), it is easy to calculate the number electrons added to the system per spin as a function of the applied gate (see Fig. 2.4). The \( V/\Gamma \) ratio does not affect the splitting occurrence, but it determines its width. It is clear that in the weak coupling condition (\( \Gamma < U \)) and depending on the gate value, the system present plateaus and spin polarization. This splitting depends on the initial guess for the electron densities. If they are taken equal, the converged configuration does not always show spin splitting.

2.6.2. Pinning + Two Sites Model

Several mechanisms for explaining rectification in molecular systems have been proposed in the past. Part of these rely on inelastic processes – the famous Aviram-Ratner rectifier [27] falls into this class. Here we review two important mechanisms based on a coherent transport model.

The first mechanism relies on strongly antisymmetric capacitive coupling, which leads to ‘pinning’: an orbital is then more or less rigidly fixed in energy with respect to the Fermi energy of one of the two electrodes. If this level lies just above the fermi energy, changing the bias one way brings it into the bias window, whereas a bias change in the other direction, leaves the level outside [28] – see figure 2.5.

The other mechanism relies on a two-site structure and on resonance between orbitals located on the two sites. In such a system, the charge transport increases when the energy of the two sites is equal and is very small in other cases.

We consider a mixture of these two models, that is, we take into account the pinning produced by asymmetric couplings within the two-site structure.

We consider a molecular system in which the HOMO and HOMO-1 orbitals can be expressed as symmetric and antisymmetric combinations of orbitals located on two conjugated moiities, connected by a non-conjugated linker. Due to the symmetry of the molecule in gas phase, the two halves have the same energy, the system can accommodate bonding and anti-bonding orbitals. Resonant transport occurs when the energy of the two sites is equal [29].

When asymmetries are introduced in the junction, for instance accumulation of more solvent molecules at one side than the other, site energies become different and the resonance condition between the two parts of the complex can be achieved by means of a bias voltage [30].
2. THEORETICAL FRAMEWORK

(a) Zero bias

(b) Positive bias

(c) Negative bias

Figure 2.5: Illustration of the first rectification mechanism for a LUMO like molecular junction, with the molecular resonance fixed at \( \epsilon \) relative to the left electrode chemical potential. (a), Zero-bias case depicting a molecular resonance with peak energy at \( \epsilon \) relative to the left (L) and right (R) electrodes \( \mu \). (b), With a positive forward bias. For this system, the area of the resonance falls within the bias window and the current is high. (c), With a negative forward bias. A smaller area of the resonance falls within the bias window and the current is low.

\[
\begin{align*}
\epsilon_L &< \epsilon_R \\
\epsilon &< \mu_L, \mu_R
\end{align*}
\]

At zero bias, the left and right sites are at energies \( \epsilon_L \) and \( \epsilon_R \) respectively, with \( \epsilon_L > \epsilon_R \). When a positive bias is applied, the two sites are pulled towards each other, leading to an increase of the electric current until they reach the resonance. For negative bias, the sites energies are pulled away from each other giving as a result low current for all voltages – See Fig. 2.6.

The two sites of the molecule can be described using the next hamiltonian

\[
H = \begin{pmatrix}
\epsilon_L + \frac{1}{2} \alpha_L eV & -\tau \\
-\tau & \epsilon_R - \frac{1}{2} \alpha_R eV
\end{pmatrix},
\]

(2.60)

where \( \alpha_{L,R} \) describes the fraction of the voltage that drops at every side of the junction, and \( \tau \) the coupling between the left and the right sites.

The eigenstates of this hamiltonian correspond to the bonding and anti bonding or-
bitals where their energy splitting $\Delta$ in presence of an applied bias is

$$\Delta = \frac{1}{2} \sqrt{\left( (\alpha_L + \alpha_R) eV + 2(\epsilon_L - \epsilon_R) \right)^2 + (4\tau)^2} \quad (2.61)$$

In order to calculate the transport properties, the left and right sites are coupled to the leads in the wide band limit approximation $[22, 23]$

$$\Gamma_L = \begin{pmatrix} \Gamma_L & 0 \\ 0 & 0 \end{pmatrix}, \Gamma_R = \begin{pmatrix} 0 & 0 \\ 0 & \Gamma_R \end{pmatrix}. \quad (2.62)$$

$\Gamma_{L,R}$ are the electronic coupling of left and right sites to the respective electrode. The transmission then is given by

$$\mathcal{T}(\epsilon) = \text{Tr} \left[ \Gamma_L G'(\epsilon) \Gamma_R G^a(\epsilon) \right]. \quad (2.63)$$

$G'(\epsilon)$ and $G^a(\epsilon)$ are the retarded and advanced Green's functions, respectively.

$$G'(\epsilon) = \left( \epsilon I - H + i \frac{1}{2} (\Gamma_L + \Gamma_R) \right)^{-1}. \quad (2.64)$$

The current then is calculated using $[31]$

$$I = \frac{2e}{h} \int \frac{d\epsilon}{2\pi} \left( f_L(\epsilon) - f_R(\epsilon) \right) \mathcal{T}(\epsilon), \quad (2.65)$$

with $f_{L,R}(\epsilon)$ the Fermi function of the left (right) electrode.

We know that the voltage drop in the molecule is equal or smaller than the voltage drop imposed to the electrodes. So we can say that the left energy level ($\epsilon_L$) and the right energy level ($\epsilon_R$) of the molecule are going to be shifted by $\frac{1}{2} \alpha_L eV$ and $-\frac{1}{2} \alpha_R eV$ respectively. Such that the voltage in the molecule is

$$\Delta V_M = \frac{1}{2} \alpha_L eV - \left( \frac{1}{2} \alpha_R eV \right) \quad (2.66)$$

If $\alpha_L$ and $\alpha_R$ depend on the voltage, we would have $\alpha_L(eV)$ and $\alpha_R(eV)$ what leads us to

$$\Delta V_M = \frac{1}{2} \alpha_L(eV) * eV - \left( \frac{1}{2} \alpha_R(eV) * eV \right) \quad (2.67)$$
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IMAGE EFFECTS IN TRANSPORT AT METAL-MOLECULE INTERFACES

Whatever doesn't kill you, simply makes you... “stranger”

The Joker

We present a method for incorporating image-charge effects into the description of charge transport through molecular devices. A simple model allows us to calculate the adjustment of the transport levels, due to the polarization of the electrodes as charge is added to and removed from the molecule. For this, we use the charge distributions of the molecule between two metal electrodes in several charge states, rather than in gas phase, as obtained from a DFT-based transport code. This enables us to efficiently model level shifts and gap renormalization caused by image-charge effects, which are essential for understanding molecular transport experiments. We apply the method to benzene di-amine molecules and compare our results with the standard approach based on gas phase charges. Finally, we give a detailed account of the application of our approach to porphyrin-derivative devices recently studied experimentally by Perrin et. al., which demonstrates the importance of accounting for image-charge effects when modeling transport through molecular junctions.

This chapter has been published in The Journal of Chemical Physics 143, 174106 (2015) [1].
3.1. INTRODUCTION

Understanding the physics determining charge transport at interfaces between metal electrodes and molecules is key to the advancement of the field of molecular electronics. In a molecular device, the alignment of frontier molecular orbital levels relative to the metals’ Fermi energies determines the contribution of the different channels available for transport. Due to their proximity to the electrodes, the levels themselves are shifted relative to those of the molecule in gas phase, and may hybridize with electrode levels as well. Together, level alignment and hybridization determine electron transport in the molecular junction.

In this chapter we describe an approach to investigating these effects based on density-functional theory (DFT)[2] and the non-equilibrium Green’s functions (NEGF) formalism.[3–11] DFT is frequently used in calculations of charge transport because of its efficiency, and because computationally it scales well to realistic nanoscale junction sizes. It does suffer from a few drawbacks, however, the most important of which are poor predictions of one- and two-particle excitations.[2, 12] The reason for the failure of DFT to predict excitation energies from a single neutral-state calculation is mainly due to the inclusion of spurious self-interactions,[13, 14] and the omission of dynamic polarization effects.[15, 16] Both effects are captured in GW calculations,[16–18] usually within the COHSEX approach,[15] and time-dependent density-functional theory (TDDFT).[19–21] However, these are computationally expensive and not (yet) feasible except for very small molecules, in contrast to DFT-based approaches.

Approximate methods have been proposed and used with some success to address the shortcomings of DFT in predicting excitations. These include the use of a scissors-operator[22, 23] and simple image-charge models based on atomic charges,[16, 23–25] used to address the location of resonant levels in the transport region of the molecular device.

In this chapter, we focus on the latter and argue that image charges used in an electrostatic-energy calculation should be taken from the molecule in the presence of contacts rather than from the gas phase. In section 3.2 we provide a brief introduction to interface effects, and outline our method for the calculation of the image-charge effects. In section 5.3, we apply our method to the 1,4-benzenediamine molecule between two gold electrodes and compare it to other approaches which have appeared in the literature[22, 23, 25]. Then, in section 3.4, we cover the application of our method to Zn-porphyrin devices studied in recent experiments by Perrin et. al. [26], in which image-charge effects play an important role.

3.2. THEORETICAL MODEL

We illustrate the most important physical effects as a molecule approaches a clean metal surface in Fig. 3.1, following Ishii et. al. [27] The shift of the levels occurring when a molecule is moved towards a metal surface can be divided into two classes. The first type of shift is due to a change in the background potential induced by the proximity of the metal and, although different molecular orbitals may shift differently from their gas phase values, generally the direction of these shifts is the same for all, and the differences between them are rather small. Therefore, we denote these shifts as “rigid”. Usually,
Figure 3.1: **Energy landscape during the formation of a metal-molecule interface.** (a) Combined rigid and dynamical image-charge effects on molecular levels at a single interface, relative to the molecule in isolation far away. These are a superposition of (b) and (c), where in (b) the surface dipole (shaded red/green) raises the background potential by $V_s - V_{\infty}$. The static image-charge effect, intrinsic molecular and interface dipoles shift the molecular levels back by $\Delta$, while electrostatic gating shifts by $\beta V_g$. (c) Levels are also subject to renormalization of the gap between the electron affinity $\epsilon_{EA}$ and the ionization potential $\epsilon_{IP}$ levels, where the prime indicates the position after the shift.
these shifts are upward with respect to the gas phase.

These background effects have their origin in the so-called “push back”, or “pillow” effect, which refers to the reduction of the spill-out of electronic charge from the surface occurring for a clean metal surface. This spill-out results in a surface dipole which increases the work function. As the push back effect reduces this spill-out (the molecule pushes the electronic charge back into the metal) it lowers the work function.\cite{27–31} A second mechanism resulting in a uniform shift of the orbital levels is charge transfer as a result of chemisorption, which also changes the surface dipole. Finally, the charge distribution on the (possibly neutral) molecule generates an image charge distribution in the metal. The potential between the charges on the molecule and their images then results in a shift. The uniform shift resulting from all three mechanisms is denoted as $\Delta$ – see Fig. 3.1. Oszwaldowski et. al. have introduced a many-body method based on DFT\cite{32} for capturing some of this dependence, deriving from dipole and pillow effects.

The length scale over which the changes to the energy landscape due to a surface dipole layer take place is related to the lateral extent of the surface dipole layer formed at the metal surface. This is typically the scale of the electrode in a mechanically controlled break-junction (MCBJ) experiment, which is of the order of 5 nm.\footnote{Estimated from the fits of the junction area in Perrin et. al. experiments\cite{26}, which fit this as 28 nm$^2$ and considered the range of 10 – 50 nm$^2$ as representative.} The magnitude of $\Delta$ is suggested by the measurements summarized by Ishii et. al.: roughly 0.5 – 1 eV, typically a negative correction on an Au substrate. Measurements by Koch et. al. \cite{33–35} on thin-films with different molecules support these considerations: they find a constant-shift region very near the interface, followed by a linear shift of $\sim$ 1 eV over a range of roughly 8 Å beyond which a regime with constant $\Delta$ sets in.

In addition to this rigid shift, there is a shift which is very different between occupied and unoccupied levels, causing the transport gap between them to close (“renormalize”) as the molecule approaches the surface. The upward shift of occupied levels is caused by the fact that an electron moving away from the molecule leaves a positive hole behind. The electrostatic force needed to overcome when moving an electron from the molecule to infinity is for a substantial part responsible for the ionization potential of the molecule. If the molecule is close to a metal, removing electron from it will not only leave a positive hole behind, but also a negative image charge in the metal bulk. This reduces the binding energy and therefore the ionization potential (IP).

Adding an electron to the molecule usually costs energy – this is the addition energy, AE. Close to a metal surface, however, the additional electron feels an attraction from the positive image charge it creates in the metal. Therefore, also the addition energy is reduced. We see that the gap between the occupied and unoccupied levels therefore shrinks; this is denoted the gap renormalisation. In a transport junction, this gap is called the transport gap. It should be noted that the above discussion relies on weak coupling between the molecule and the metal, implying a preferentially integer electron occupation on the molecule. The rigid shift and the gap renormalisation are effect is schematically represented in Fig. 3.1.

Gap renormalization has been studied extensively in the literature \cite{15, 16, 18, 22, 36}. It was shown by Neaton et. al. \cite{16} that for small molecules this effect can be well fitted by an image-potential of the form $-\frac{1}{4z}$ (with $z$ the distance to the image plane). These
3.3. IMAGE CHARGE EFFECTS FOR BENZENEDIAMINE (BDA)

Effects are important in many nanoscale molecular systems, as has been argued on both experimental[24, 37, 38] and theoretical grounds [16, 18, 22, 23, 25, 36] and are crucial for understanding and designing future molecular devices.

Electrostatic relaxation upon changing the charge on a molecule is not appropriately accounted for in DFT calculations, and in particular, it is missed in DFT-based NEGF calculations commonly used in studying single-molecule charge transport. [5, 6, 8, 11, 39] We note that there are two types of relaxation: the first is the relaxation of the resident electrons on the molecule upon removing or adding an electron. These effects are responsible for the difference that is observed between the HOMO (highest occupied level found in a DFT calculation) and the ionization potential, and similar for the AE and the LUMO. This notion has led to applying the molecular shifts to the transport junction, one of the ingredients in the ‘scissors operator’ approach. [16, 18, 22] We have however seen that the image charges in the metal also shift the IP and AE, and these effects vary with the distance from the molecule to the metal contacts. This distance dependence is accessible in experiments (see section 3.4.1) and the focus of this chapter. Kaasbjerg and Flensberg[25] have addressed this effect and reported substantial gap reductions, and even dramatic ones in the presence of a gate. GW calculations in principle address such polarization effects, but these require very heavy computer resources even for small systems. Here, we use classical electrostatic calculations to address polarization effects due to the contacts, based on charge distributions obtained from DFT calculations in different charge states. We note that DFT is designed for and has proven to be reliable for calculating ground state properties, and these are the only ones used in our calculations.

3.3. IMAGE CHARGE EFFECTS FOR BENZENEDIAMINE (BDA)

To analyze the transport through the molecule, we perform DFT-NEGF calculations for the Au-BDA-Au fragment attached to a FCC (111) surface (Fig. 3.2). We consider a junction of type (I,I) according to the Quek et. al. classification [22]. For our calculations we use a TZP-basis of numerical atomic orbitals on the molecule, a DZ-basis of numerical atomic orbitals on the metal atoms and the GGA PBE functional in our implementation of NEGF-based transport in the ADF/Band quantum chemistry package [11, 40, 41].

For the molecule in the junction, we relax the geometry and we find the minimum energy configuration. Then, we stretch the junction separating the contacts with the molecule’s conformation unchanged.

The spin-resolved occupation (see Fig. 3.5) indicates how the filling of the individual levels changes upon varying the gate. We have calculated the spin-resolved occupation for two cases: one where the molecule is close to the contacts (we consider the energy minimum for this, see Fig. 3.2 (c)) and one where the molecule is far away. Sometimes, we see spin-polarization, unless the occupation happens to be an even integer. We also observe absence of this polarization in the strong coupling limit for the charge between 0 and 1.

We expect the presence of polarization to be related to the weak coupling condition $\Gamma < U$, where $U$ is the Coulomb repulsion for electrons at the relevant level. Polarization is not expected when $\Gamma > U$. This appears to be the case in the short distance configuration (strong coupling limit) when the charge is between 0 and 1.

We emphasize that this polarization is not physically correct as the system has un-
Figure 3.2: Geometries of BDA in (a) gas phase and (b) as a fragment. (c) (I,I) junction geometry. Metal ions are pink-grey, the blue-gray atoms are the substrate atoms coupled to the protruding gold atom. Left and right Au atoms show placement relative to a (111) surface.

Figure 3.3: Orbitals of BDA molecule in gas-phase ordered by decreasing energy.
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Figure 3.4: Au-BDA-Au Fragment orbitals labeled by their correspondence with the BDA gas phase orbitals (see Fig. 3.3) and ordered by decreasing energy.

Figure 3.5: Spin-resolved occupation as a function of the applied gate when (a) the molecule is close to the contacts and (b) the molecule is far from the contacts.
polarized leads – hence the chemical potentials for both spin directions are identical. However, it has been pointed out by several researchers that the spin-polarized states found in DFT calculations can give us valuable information about the levels and their occupation [12, 42, 43].

For the weak-coupling case, we see ‘plateaus’ occurring in the levels corresponding to fixed occupation demonstrating that only one type of spin is added to or removed from the system when changing the gate. These plateaus are sometimes interrupted by unpolarized points; we assign these to anomalies in the self-consistency cycle.

In the stronger-coupling case, we also see plateaus, although they are less flat, and, importantly, they do not correspond to integer occupation, but slightly above. Apparently there is some ‘extra’ charge on the molecule in these cases – however, the deviations may also be related to the (Hirschfeld) calculation of the atomic charges. We conclude from figure 3.5 (a), that there is a constant background charge on the molecule, corresponding to \(\pm 0.05\) e per spin (see dashed line). The fact that the two easily identifiable plateaus (red curve around \(-10\) eV and green curve around \(+5\) eV) are separated by (very nearly) 1 e per spin, indicates how charges should be added or removed from the reference state.

The reference charge of the molecule in the junction, for the relaxed geometry, is \(+0.274e\). This is due to both spin directions – therefore we have a charge of \(+0.137e\) per spin. In this state, the molecule has already some extra charge due to partial charge transfer across the interface [18]. This is a charge excess of \(+0.087e\) with respect to the background charge \(+0.05e\). In order to remove one electron from the molecule, we therefore need to add \(+0.913e\) and to put an extra electron corresponds to \(-1.087e\) (see Fig. 3.6).

Fig. 3.10 shows the compositions of the peaks in the transmission through the Au-BDA-Au junction near \(\epsilon_f\). For these, we project the eigenstates of the transport calculation onto the orbitals of the Au-BDA-Au fragment [11].

The HOMO projection is composed of many such orbitals as a result of the hybridiza-
tion with Au, in contrast to the LUMO, the LUMO+1 and the HOMO−1 states. The HOMO and LUMO+1 are more dominant in charge transport than the LUMO and HOMO−1 states which contribute weakly due to their strong localization at the center of the molecule. The interface states A and B do not show up as peaks in the transmission due their very low density at the center of the molecule – see Fig. 3.4.

Figure 3.7: (a) Geometry used in the image-charge model (with uncertainties) (b) Comparison of results for total image-charge corrections using charges from gas phase calculations of BDA and from the molecular junction as a function of the distance between the contacts.

We now consider the results for the calculation of the image charge effect. In Fig. 3.7 a), we show the geometry used for our image-charge calculation and in Fig. 3.7 b) we show the resulting shifts of the occupied and unoccupied levels as function of the distance between the two contacts. The uncertainty bands are calculated based on a ±0.25 Å uncertainty in the position of the image planes. In Fig. 3.7 (b), we also compare the results obtained by our method using different assumptions during the calculations. The dashed line is calculated using the gas phase charge distribution, zero charge on each atom for the reference state and omit the atomic charges associated with the EA, following the Mowbray et. al. assumptions. Using different charges for the calculation of the image charge effect of the occupied level (blue line), the symmetry for the shifts of the occupied and unoccupied levels is not maintained, although the curves remain close. Using the charge distribution of the neutral molecule as reference state (red line), these differences increase slightly. Finally, using the junction charge distribution (green line), results in a substantial difference. This shows that by using charges obtained with the junction geometry (from a NEGF+DFT calculation) for the image-charge calculation, we are including features that are absent when the gas phase charges are used.
3.4. Au-ZnTPPdT Molecular Devices

We now proceed to a more complicated application of the method, which allows for comparison with a recent experiment that revealed the image-charge effects on both occupied and unoccupied molecular levels.

3.4.1. Experimental Results

We consider the experimental findings of Perrin et. al. [26, 44, 45] who studied thiol-terminated zinc-porphyrin molecules [Zn(5,15-di(p-thiolphenyl)-10,20-di(p-tolyl)porphyrin)], abbreviated as ZnTPPdT. In the experiments, the current was recorded as a function of gate and bias voltage, and of the electrode separation. Peaks in the differential conductance were identified as transport resonances. These resonances show a marked “mechanical gating” effect, where a level shift is induced by a change in the metal-molecule distance (for both the occupied and unoccupied levels of the molecule). The efficiency of the effect can be expressed by a mechanical gate coupling (MGC) defined as

\[ \epsilon_F = \frac{dV_b}{dx} \]  

where \( V_b \) is the bias voltage and \( x \) the electrode separation.

We show experimental data for these shifts in Fig. 3.8, where the measurements show a distance-dependent energy for the lowest resonance. A linear fit of the resonance positions was used to find the MGC. The broadness of the distribution is presumably due to the fact that ZnTPPdT is not a rod-like molecule; it can form molecular junctions with various geometries, as has been reported previously for similar molecules.[45]

![Figure 3.8: Representative measurement, showing HOMO-like and LUMO-like observed MGC's. Note the dilation of the y-axis in the case of LUMO-like resonances.](image)

The MGC’s values are in the range of 0.2 – 1 \( V_b/\text{nm} \) Combined with a typical range of 0.5 nm over which the junctions formed are stable, implying levels shift of roughly 50 – 250 meV in energy, if we assume the bias voltage drops symmetrically. An average MGC values of 0.40 V/nm was found for occupied, and 0.18 V/nm for unoccupied levels.
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### 3.4.2. CALCULATIONS

We will now show that our approach yields trends matching the experiment, and explains the asymmetry in the shifts found between occupied and unoccupied levels.

We focus on the frontier orbitals (HOMO and LUMO) which are generally considered to be the most useful for transport. We find a the HOMO-LUMO gap to be 1.8 eV in our LDA and GGA calculations and 2.7 eV using the B3LYP functional, consistent with the reports of Park et. al.[46], and in general agreement with their redox measurements of roughly 2.2 eV.

Our Au-ZnTPPdT binding geometry is based on a phenyl ring bonded to an FCC (111) gold surface via a thiolate bond, in a hollow-site configuration.[47–50]

In the calculations, the binding is characterized by chemisorption, with significant charge transfer to the thiols, which act as acceptors. This is in agreement with the literature on such bindings. [51–55]

All calculations were performed using a TZP-basis of numerical atomic orbitals on the molecule, using the LDA functional with thiols located at a 2.59 Å from the electrodes.

In figure 3.9, we show two interface orbitals of the ZnTPP-fragment, which contains two extra gold atoms. There are six such states, in addition to the direct counterparts of the LUMO, HOMO and HOMO-1 of the gas phase. Of these six, two pairs relate to the HOMO, and one to the LUMO. The orbital levels in these fragment pairs appear to be of a bonding/anti-bonding character, with splittings on the order of 0.1 eV.

Fig. 3.10 shows the transmission of a typical transport calculation for the MCBJ geometry.

We observe a cluster of HOMO-like peaks near $\epsilon_f$ (defined as 0 eV), some small peaks inside the gap near 0.4 eV, and the nearly-degenerate LUMO and LUMO+1 around 1.7 eV. Fig. 3.10 (b), shows the decomposition of the transmission into fragment orbitals directly corresponding to molecular orbitals, and in Fig. 3.10 (c) for the interface orbitals.

The peaks right below the Fermi level derive mostly from the HOMO, with significant amounts of interface levels mixed in. Fig. 3.10 (c) shows the role of the 6 interface levels labeled $L_{A,B}$, $H^1_{A,B}$ and $H^2_{A,B}$, derived from hybridization of HOMO and LUMO with

---

2Identified by analyzing the orbital symmetries of the wave functions of these levels.
Figure 3.10: Peaks Decomposition with fragment Orbital Levels (grey shaded curve is transmission). Composition of peaks in transport, constructed by projection onto fragment molecular orbitals. a) BDA molecule a state with value 1 is a decoupled state, and completely un-hybridized (HOMO-1), while HOMO, is strongly hybridized, with the rest originating from Au. b) ZNTPPD molecule a state with value 1 is a decoupled state, and completely un-hybridized (HOMO-4 through –7), while HOMO-1, –2 and HOMO are strongly hybridized with each other and the Au electrodes (reflected in their 30-50% representation in the junction levels, with the rest originating from Au). The LUMO and LUMO+1 peaks are likewise strongly mixed with each other, coupling much less to the Au, reflected in the much narrower transport peaks near 1.7 eV. (a) As in (a) for the interface levels rather than for the molecular orbitals shown in (a).
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Figure 3.11: Partial charges for the three gated transport levels (the reference state and gated such that the net charge is \( \approx \pm e \)), showing the difference in charging the molecule, thiols and molecule-without-thiols as the gating is varied. At zero-field, the molecule is roughly neutral, with negative thiols and a positive core.

the gold.

For ZnPPTdT, the level splitting between the interface states is extremely small. This means that there is not a unique state going to be filled, and this precludes spin polarization and plateaus like those in Fig. 3.5 are absent. On the other hand, the total charge in the reference state is only 0.05\(e\), distributed over the two spin directions, and this will therefore contribute only very slightly to the difference between the curves for occupied and unoccupied levels. We therefore just add or subtract one unit charge in order to find the reduced and oxidized states.

We have applied our method for calculating image-charge effects to this junction. In the reference state the net charge is \(-0.05e\) with a strongly negative charge \((-0.34e)\) on the thiols, and \(+0.29e\) on the rest of the molecule, mainly on the Zn ion. Figure 3.12 shows the difference in charge for the ionized \((N-1)\) states with respect to the reference state. This difference resides mostly on the arms, increasing the image charge effect a lot due to the proximity of the extra charge to the contacts.

The fact that in the reference state, the charge on the thiols is approximately the opposite of the charge on the rest of the molecule, is responsible for a significant difference in slope for the occupied and unoccupied levels.

The calculated level shifts as a function of distance are plotted in Fig. 3.13 (a). Our calculations predict MGC’s in the range of 1.1 – 2.8 eV/nm for an occupied level and 0.4 – 2.1 eV/nm for an unoccupied level (in opposite directions), depending on the electrode separation. The different slopes differ significantly indeed, confirming the experimental findings.

To obtain this difference, a detailed calculation of the molecule inside the junction is essential. Using gas-phase orbitals, the wrong orbital (LUMO) would have been chosen as the unoccupied transport level, and the substantial contribution of the charge located at the arms of the hybridized HOMO would have been missed.

Our calculations reveal that the background image-charge effect contributes significantly to the MGC and explains the distance-dependent renormalization of the position
Figure 3.12: Difference in charge distribution in the $N+1$ relative to the $N$ electron charge states. Red indicates the increase of negative charge when adding an electron; blue the decrease. Differences for (a) gas phase DFT calculations (LUMO like difference) and (b) for gated DFT+NEGF transport calculations (recalling the interface levels of Fig. 3.9).
Figure 3.13: (a) Geometry used in the image-charge model, and (b) shifts predicted by the model (with uncertainties) showing the occupied- and unoccupied-levels both shifting towards $e_F$ with MGC’s (the derivative with distance) in the range of $0.2 - 1.4$ eV/nm, expressed in the symmetrically applied bias.
of the molecular orbital levels with respect to the Fermi level of the electrodes. Taking the reference state to be the gas phase neutral state suppresses the asymmetry between the shifts for occupied and unoccupied levels. This supports our conclusion that for the measurements of Fig. 3.8 an interface-stabilized level of the fragment has lost some charge, as is suggested by the peak above the Fermi level in our transport calculations, and that this level is being addressed in electron transport through the unoccupied state.

3.5. CONCLUSIONS

In summary, we have presented a method for calculating the image-charge effects which change the alignment of the occupied and unoccupied levels in molecular devices with the Fermi levels of the electrodes. Our approach is based on the charge distribution of the molecule in the junction in different charge states. It is essential to use these rather than their gas phase equivalents for two reasons. First, the relevant charge states may have a different character in gas phase molecules and molecules in a junction, due to the formation of “interface levels” in the latter. These are stabilized by the metal-molecule interface, and have no counterpart in the gas phase. Second, unlike in the gas phase, the reference state in the junction (at zero bias and gate) can carry a net charge, which implies a significant contribution to the reduction of the metal work function upon chemisorption of a molecule.

We have applied our method to a standard benzenediamine molecule and found results in good agreement with those obtained using Mowbray’s et. al. model. The results differ however in our approach, mainly due to the nonzero charge in the reference state, and because we also address interface states that differ essentially from gas level orbitals.

Perrin et. al. [26] experiments on Au-ZnTPPdT reveal distance-dependent level shifts which are in agreement with our calculations. In this experiment, the fact that the reference state is non-neutral causes the MGC for occupied and unoccupied levels to be quite different. Our model agrees with the experimentally determined shifts within a factor of two.

Our approach demonstrates that for addressing image-charge effects within DFT, considering molecules in the junction is essential.
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A method is presented for predicting one-particle energies for a molecule in a junction with one metal electrode, using DFT methods. In contrast to previous work, in which restricted spin configurations were analyzed, we take spin polarization into account. Furthermore, in addition to junctions in which the molecule is weakly coupled, our method is also capable of describing junctions in which the molecule is chemisorbed to the metal contact. We implemented a fully self consistent scissor operator to correct the HOMO LUMO gap in transport calculations for single molecule junctions. We present results for various systems and compare our results with those obtained by other groups.
4. INTRODUCTION

A major issue in calculations of molecular electronics devices is the alignment of molecular orbital levels relative to the Fermi energy of the metal electrodes.

In the gas phase, molecules have well defined energy levels, two of which relate to the orbitals that play a major role in charge transport: the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO).

According to Koopmans’ theorem, within the Hartree Fock approximation, the energy needed to remove one electron from an isolated molecule, known as Ionization Potential (IP), is equal to the energy difference between HOMO and vacuum level [2, 3]. Similarly, the Electron Affinity (EA), which is the energy needed to put an extra electron into the molecule, is the energy difference between the LUMO and the vacuum level. Koopmans theorem predicts the HOMO and LUMO levels in Hartree-Fock reasonably well. When the molecule is close to a metal surface, the molecular energy levels shift, due to various reasons, such as image charge formation and a modification of the interface dipole [4–7].

In DFT, Janack’s theorem predicts the HOMO in an analogous way, but there, orbital relaxation effects make this theorem unusable in small systems, or large systems with weak polarization [8–11].

It has been demonstrated experimentally that the vicinity of a metal electrode leads to a reduction of the gap between the ionization potential and electron affinity of a molecule with respect to that of the gas phase [12–15]. The reduction of the IP and EA of the molecule is mainly due to the Coulomb interaction between the added charge on the molecule and the screening electrons in the leads. This feature, called the image-charge effect [5, 6, 16–18] becomes more relevant as the molecule gets closer to the metallic surface.

In standard DFT, approximations for the exchange and correlation potentials, which are widely used in transport calculations, do not account for the nonlocal correlation effects responsible of the adjustment of the frontier levels [19–22].

One way to include these non-local effects is to use the GW approximation constructed on top of DFT [23–25]. This approach has successfully predicted level alignment [16, 26–31]. However the GW scheme is very expensive computationally, which limits the size of the system that can be analyzed within this scheme, especially in a junction, which includes many lead atoms.

In the weak coupling regime, other methods like Constrained density functional theory (CDFT) and density functional theory together with non-equilibrium Green’s function technique (DFT-NEGF) have been implemented to analyze the level alignment at the interfaces [18, 32–34].

In the work presented by Souza et al. [32], CDFT is used to determine the charge-transfer energy of a molecule physisorbed on a metallic surface. This method gives quantitatively accurate results at small molecule-metal separations, however in order to obtain quantitatively converged results, large metal cluster sizes are needed for large distances, and metal atoms with a few valence electrons must be use in order to keep the calculations manageable.

Using classical electrodynamics, it is possible to predict the level shifts close to a metallic surface [5, 6, 16–18]. In a previous chapter, we calculated the energy level ad-
justment of a molecule in the junction caused by image-charge effects using classical electrostatics [18]. Atomic charges for the molecule in the junction (from a NEGF-DFT calculation) rather than in the gas phase were used for the image-charge calculation. In this way, features that are absent in the gas phase are included. First, with the formation of interface levels, the relevant charge states of the molecule have a different character in gas phase than in a junction; and second, the reference state in the junction (at zero bias and gate) can carry a net charge, which implies a significant contribution to the reduction of the metal work function upon chemisorption of a molecule. However, with this approximation, only the level shifts are calculated but the values of the IP, EA and EA-IP gap can not be calculated explicitly.

Another method, introduced by Stadler et al. [33, 34], makes use of the NEGF formalism and calculates the addition energy for single molecule junctions in the Coulomb blockade regime. This method puts less severe restrictions on the kind of atoms that can be used for the leads than the Souza’s approach. However, in this work, the input energy required for the transfer of one electron from the molecule to the electrodes or vice versa in terms of the external potential was calculated without taking into account anchoring groups, hence partial charge transfer cannot be accounted for. The results are therefore not directly applicable to experimental transport junctions with chemisorbed molecules. Stadler’s method uses the electrostatic energy calculated in the transport code – no classical electrostatic calculation is needed.

In the present chapter, we adapt the method introduced by Stadler et al. to explicitly calculate the IP and the EA of a molecule close to a metallic electrode. We perform spin unrestricted calculations varying the gate voltage and we obtain the charge state of the molecule for every gate. To determine the energy needed to add/remove one electron, we take into account the partial charge transfer between molecule and lead. Initially, we consider a benzene ring, which is a standard molecule for this kind of calculations, and then we show that our method is valid even if we take into account anchoring groups and short molecule-metal separations. Additionally we implemented the CDFT method to speed up the process. In our implementation into the transport module of ADF-BAND, the determination of the potential shift in the CDFT method is automated for efficiency, in this way the location of the ionization and addition level are accurately determined. The DFT eigenvalues corresponding to the occupied and unoccupied levels can be shifted to those values by mean of a scissors operator such that the transmission through the junction is corrected, improving the conductance value when compared to experimental data.

In Section 4.3, we shall apply our method to a benzene ring, which is a standard molecule for this type of calculations in front of a metallic lead. We use two different materials for the lead and we compare our results with those obtained by others. In Section 4.4, we include anchoring groups and we apply our method to the 1,4 Benzenediamine molecule. We compare our results with those predicted by an electrostatic calculation of image charge effect. In Section 4.5, we extend our method to a single molecule junction formed by a 1,4 Benzenediamine molecule connected to two gold electrodes. Then we apply a fully self consistent field (SCF) scissors operator to correct the transmission through the molecular junction.
4. Model

One of the most used experimental techniques for molecular devices is the mechanically controlled break junction (MCBJ). In this technique, a wire is suspended on top of a substrate that can bend. The bending results in a stretching of the top wire which may
break and form a nano-gap. We adapt the model implemented by Verzijl et. al. [35] to analyze the level alignment of a molecule in front of the nanowire and we perform spin unrestricted calculations[36] in the DFT-NEGF scheme.

We locate a planar molecule at a distance \( d \) in front of the lead surface. The distance \( d \) is the smallest distance measured from the centers of the atoms in the molecule to the lead surface (see Figures 4.2 and 4.3). We apply a gate potential, which is constant across the molecule, with the molecule defined as all the non-metallic atoms. The gate is applied to the orbitals of the electrons of the molecule (see supp. inf. ref. [18]) and we obtain the electronic configuration of the system after the self consistent procedure within the DFT-NEGF framework.

When the peak of the broadened levels aligns with the electrode’s Fermi level, half of that level is occupied, so that the gate needed to remove half electron from the molecule corresponds to the \( IP_{mol} \) and the gate needed to add half corresponds to the \( EA_{mol} \) [33].

We analyze the spin resolved occupation of the molecule, which indicates how the filling of the individual levels changes upon varying the gate. Because of its nature as spatial decompositions, we prefer to use the spin-projected Hirshfeld charge decompositions rather than the basis-set decompositions like Mulliken.

Depending on the coupling strength between the molecule and the lead (\( \Gamma \)) with respect to the quantum splitting and the Coulomb repulsion for electrons at the relevant level (\( U \)), we distinguish three regimes (see Fig. 4.1). (i) Uncoupled (\( \Gamma = 0 \)), (ii) the molecule and the lead are weakly coupled (\( \Gamma < \Delta E \)) and (iii) the molecule is strongly coupled to the lead (\( \Gamma > \Delta E \)). With \( \Delta E \) the level splitting.

In the uncoupled regime, there is no partial charge transfer or broadening of the molecular energy levels which remain sharply defined. This regime appears when the molecule is very far from the electrode.

In the weak coupling regime, we have some broadening of the molecular energy levels. In the uncoupled and the weakly coupled regime, the molecule has approximately integer charge and spin \( \frac{1}{2} \) or 0, hence the charge forms plateaus and present spin polarization when viewed as a function of the gate.

At large molecule-electrode separations, we would expect plateaus in the occupation of the different levels versus gate voltage. However, in DFT such plateaus do not occur, even for an isolated molecule. This due to the absence of the derivative discontinuity in the local functional used [37]. However, it has been pointed out by several researchers that the spin-polarized states found in DFT calculations can give valuable information about the many-body resonances of the spectral density [38–41].

Finally, in the strong coupling regime, the lead and the molecule are connected, leading to charge transfer across the interface, even at zero bias and gate[42], which contributes to the reduction of the EA-IP gap. The charge excess in the molecule is calculated with respect to the neutral state of the isolated molecule [18].

In the first two regimes, as the partial charge transfer at zero gate is very small, the molecule is expected to be neutral. This simplifies the process to determine the IP and EA. We determine the gate that we need in order to add or remove half integer charge to or from the molecule in the reference configuration (zero bias and gate) using our implementation of a CDFT method into the DFT-NEGF framework.

In CDFT, the minimum of the energy functional is searched under the constraint that
the charge, which is calculated as

\[ N_{\text{added}} = \int_{\text{molecule}} n(r) d^3 r, \]

(4.1)

has a predefined value.

The constraint is realized through a Lagrange parameter \( V \), which translates into a gate potential applied to the molecule [43–45]. This extra potential is equivalent to a constant gate voltage and has been implemented in our transport code. We also implement an automated algorithm for finding the gate which gives a desired charge. This implementation reduces the cpu time substantially.

It is important to emphasize that there no classical image charge effect calculation is performed – the image charge effect is fully accounted for by the Hartree potential calculation done by DFT. The fact that the self-energy keeps the part of the contact not facing the molecule neutral is crucial for this.

## 4.3. BENZENE

We first consider a benzene molecule, with its plane parallel to the electrode surface. We use two different metal leads, Au and Li. Au is frequently used in experiments and Li allows us to compare our results with those obtained by Souza et al. [32] for the same system. Additionally, we compare the effects on the level alignment for both lead materials.

For the gold lead, we use a scattering region that contains 27 atoms arranged in a FCC lattice, whereas for the Li lead, the scattering region contains 32 atoms arranged in a BCC lattice. All the metal atoms are fixed at the crystal lattice positions. For Au, the lattice constant is 4.0782 Å and for Li 3.51 Å. In both cases, we do not consider periodic boundary conditions parallel to the surface of the electrode and there is no chemisorption between the surfaces and the molecule.

For our calculations, we use a DZP-basis of numerical atomic orbitals on the molecule, a SZ-basis of numerical atomic orbitals on the gold atoms, a DZ-basis of numerical atomic orbitals on the lithium atoms and the Perdew, Burke, and Ernzerhof (PBE) parametrization of the Generalized Gradient Approximation (GGA) functional in our implementation of NEGF-based transport in the Amsterdam Density Functional (ADF)/band quantum chemistry package [35, 46, 47].

Figure 4.4 shows the spin-resolved number of electrons on the molecule which is placed in front of a gold/lithium lead as a function of the applied gate for \( d = 2 \) Å, \( d = 6 \) Å and \( d = 14 \) Å. We observe plateaus around zero gate corresponding to the (almost) neutral state, except for the chemisorbed molecules (2 Å), as expected.

For short separation, for zero gate, we observe a charge, close, but not exactly equal to zero. This charge is due to interfacial charge transfer; there is no spin polarization. Changing the gate towards negative values, the spin polarization is still absent, whereas positive gate voltages quickly lead to splitting of the charge across the two spins. These configurations regularly switch to spin-polarized ones and back. Furthermore, the average curve shows an inflection close to zero gate voltage.

To determine the IP and EA, we identify the spin polarized plateau close to the neutral configuration. This plateau determines the background charge state of the molecule.
Figure 4.4: Hirshfeld spin-resolved charge excess in the benzene as a function of the applied gate for a distance equal to 2 Å, 6 Å and 14 Å between the lead and the molecule, using a Au lead (left) and a Li lead (right). Positive values in the charge mean that electrons have been removed from the molecule.
Then, we look for the gate needed to remove/add half charge (IP/EA) with respect to the background.

In the case of larger separations, the background charge state coincides with zero charge excess as partial charge transfer at zero gate is absent.

In the uncoupled regime, the polarization is less constant than in the weak coupling regime, and the system switches between non-polarized charge and polarized charge.

Comparing the charge occupations for the different separations (Fig. 4.4), the presence of polarization is more common in the weak coupling condition $\Gamma < \Delta E$. Polarization should not occur or be less present when $\Gamma > \Delta E$. This appears to be the case when the molecule is close to the lead. Independently of the regime, the spin polarization is more common to switch on when the total charge excess in the molecule is a multiple integer of 0.5 $e$, it means just after an energy peak of the molecule is aligned with the electrode’s Fermi energy. Whereas the charge excess for one of the spins stays constant, the other one changes, which indicates, as we established in section 4.2, that only one type of spin is added to or removed from the system. However, for this case of a benzene ring facing a lead in a parallel position, the behavior is rather switchy and it does always show clear plateaus, probably because of the absence of a derivative discontinuity in the XC potential.

In figure 4.5 we show the IP and EA as a function of the distance between the lead and the molecule for the two different metals used.

We fit our data using the electrostatic energy of a point charge $q$ located in vacuum...
at a distance $d$ in front of a semi-infinite conductor, given by

$$V = \frac{qq'}{4d}.$$  \hspace{1cm} (4.2)

We see that our method reproduces the image charge effect well. Furthermore, the differences between the two lead materials considered are small.

With a lithium lead, the image-charge plane that we obtained from our fits are $1.32 \pm 0.06$ Å and $1.41 \pm 0.05$ Å for the IP and the EA respectively. These values are in good agreement with the results obtained by Garcia-Lastra et al.\cite{27} of $1.62$ Å and Souza et al.\cite{32} of $1.72$ Å for EA and $1.80$ Å for IP. The values obtained with a gold lead are $0.68 \pm 0.07$ Å for the IP and $0.58 \pm 0.09$ Å for the EA. In general the values obtained for the image-plane with gold are smaller; we attribute this effect to the higher electronic density of gold close to the surface.

Table 4.1: Comparison of benzene IP and EA. The first column shows the EA/IP obtained using our method with the molecule in front of two different metallic leads in the limit of large distances. The next two columns show the results obtained by Stadler et al.\cite{34} and Souza et al.\cite{32} respectively. Then the “Gas phase” column shows the results obtained Hartree-Fock, ∆SCF and GW\cite{27} methods. In the last columns we show the experimental results reported in \cite{48} and \cite{49}

<table>
<thead>
<tr>
<th></th>
<th>Present work</th>
<th>Stadler</th>
<th>Souza</th>
<th>Gas phase</th>
<th>Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Au</td>
<td>Li</td>
<td>Al</td>
<td>Li</td>
<td>HF</td>
</tr>
<tr>
<td>IP (eV)</td>
<td>7.70 ± 0.03</td>
<td>7.77 ± 0.06</td>
<td>7.38</td>
<td>9.64</td>
<td>9.74</td>
</tr>
<tr>
<td>EA (eV)</td>
<td>4.14 ± 0.05</td>
<td>4.15 ± 0.07</td>
<td>4.89</td>
<td>3.18</td>
<td>1.50</td>
</tr>
<tr>
<td>Gap (eV)</td>
<td>11.84 ± 0.08</td>
<td>11.92 ± 0.13</td>
<td>11.54</td>
<td>12.27</td>
<td>12.82</td>
</tr>
</tbody>
</table>

In our calculations and fits, we find that the values for the image-charge plane obtained are in general different for occupied and unoccupied energy levels. This is because the shape of the molecular orbitals also affect the size of the polarization giving as a result different behaviors in every case. We will return to this point with the BDA molecule in Sec. 4.4.

In table 4.1, we compare our results for the IP and EA with those obtained using other methods for gas phase ∆SCF, Hartree-Fock and GW\cite{27}, and methods that consider metallic surfaces like DFT-NEGF and CDFT. We can see that our results are in good agreement with those obtained by other authors.

**4.4. 1,4 BENZENEDIAMINE (BDA)**

We now proceed to a system in which covalent bonds may occur, due to anchoring groups at the ends of the molecule. In this case the molecule has a different orientation with respect to the lead.

We put a 1,4 BDA molecule in front of the lead with the carbon atoms plane perpendicular to the lead surface. One of the amine groups of the molecule is located at a distance $d$ from the electrode (Fig. 4.3). For this molecule we use a DZP-basis of numerical atomic orbitals and the GGA functional.
Figure 4.6: Spin resolved Hirshfeld charge excess in the 1,4 BDA as a function of the applied gate for a distance equal to 2 Å, 6 Å and 14 Å between the lead and the molecule, using a Au lead (left) and a Li lead (right).
Figure 4.7: Ionization potential and electron affinity calculated in eV as a function of the distance between the 1,4 BDA and the lead in (Å) using a) gold lead and b) lithium lead.

Spin polarization is more prominent in this case as compared to the previous. This probably due to the fact that only few basis orbitals (of the amine group) couple to the gold instead of all the $p_z$ orbitals of the carbon atoms in the previous case. This prominence of the plateaus makes it easier to identify the charge states in the weakly coupled and uncoupled cases than for the parallel configuration. It is important to note that the short distance configuration for benzene is artificial given that 2 Å is a distance shorter than the equilibrium position of the molecule over a substrate.

Our calculations show that image-charge effects contribute significantly to the distance-dependent renormalization of the molecular orbital levels with respect to the Fermi level of the electrode. For short distances, the energy values for the IP and the EA are different for the gold lead and the lithium lead. We attribute this difference to the anchoring group which is responsible for creating a bond between the lead and the molecule.

The values for the IP obtained in the long distance limit ($d \to \infty$) are $3.19 \pm 0.13$ eV and $3.20 \pm 0.05$ eV for gold and lithium respectively, and the EA values are $6.36 \pm 0.07$ eV for gold and $6.42 \pm 0.08$ eV for lithium. At this limit, the EA-IP gap obtained is very similar for both materials.

Comparing our results with those obtained previously by us [18], where the image charge effect for the same molecule is analyzed using a separate classical approximation based on atomic point charges, we observe similar asymmetric trends for the EA and the IP as a function of the distance. This effect is mainly due to the resident charge charge in the molecule and becomes more relevant for short distances.

Finally, at the distance where the formation of the chemical bond occurs, we observe a deviation of the calculated levels from the $\frac{1}{d}$ behavior. This occurs for $d$ between 2 and 3 Å.
4. TRANSPORT GAP RENORMALIZATION AT A METAL-MOLECULE INTERFACE USING DFT-NEGF AND SPIN UNRESTRICTED CALCULATIONS

Figure 4.8: Scheme showing the Au-BDA-Au junction and the Gate applied on the molecule.

Figure 4.9: Number of electrons per spin in the molecule as a function of the applied gate.

Figure 4.10: Transmission for the Au-BDA-Au junction using full SCF DFT-NEGF calculations without (dashed blue) and with (solid red) the scissor operator correction. The green dotted line was calculated for the molecules in gas phase attached to wide band limit electrodes using $\Gamma = 0.5$.  

4.5. **Au-BDA-Au junction and scissors operator**

In the previous section we considered the molecular level alignment of a molecule near a metal surface, we now extend our model to a single molecule junction, in which we consider a 1,4 BDA molecule in between two gold electrodes. We consider a junction of type (I,I) according to Quek et al.[4] (see Fig. 4.8).

For the molecule in the junction, we relax the geometry. We then apply a gate over the molecule in order to find the IP and EA values. The molecule in the junction, at zero gate for the relaxed geometry, has a positive charge of 0.274. We find that in order to remove one electron from the molecule, we have to apply a gate -2.86 eV and to put an extra electron corresponds to 3.82 eV (see Fig. 4.9). These values that are in agreement with those presented in section 4.4.

Having a reliable value of the ionization and addition levels, we now shift the DFT eigenvalues of the molecule to the desired energies by means of a scissors operator (SCO) [4, 5, 50, 51], that has been proven to improve the conductance compared with experimental results [4]. It should be emphasized that our procedure does not use gas-phase levels and corrections. Instead, our implementation directly uses values obtained from the molecule in the junction. First, the Hamiltonian and overlap matrix of the molecule ($^0_{mol}$, $^0_{mol}$) are extracted from the complete system, and we obtain their eigenvalues and eigenvectors. Then, the corrections are applied to the eigenvalues, by shifting all the occupied levels down by a constant value $\phi_{occ}$ while the unoccupied levels are shifted up by $\phi_{unocc}$. With the shifted eigenvalues, the eigenvectors and the overlap matrix, we calculate the scissors operator Hamiltonian ($^S_{mol}$), which will replace the $^0_{mol}$, in the full system Hamiltonian. The scissors operator procedure is applied in each cycle of the self-consistent DFT-NEGF procedure.

For our DFT-NEGF calculations we use the same basis sets that we used in the previous sections in addition to the GGA PBE functional. Once convergence is reached, the transmission is calculated. In the limit of zero bias, we obtain the zero bias conductance from the Fisher-Lee relationship $G = G_0 T(E_F)$. In terms of $G_0 = \frac{2e^2}{h}$ the conductance quantum, the conductance value with the SCO correction is 0.0082$G_0$, which represents a significant reduction of one order of magnitude with respect to the value of 0.077$G_0$ obtained without the SCO correction. This is in good agreement with the experimental conductance 0.0064$G_0$ reported [4, 52, 53].

Considering the molecule in gas phase, the scissors operator can be applied to correct the transmission of the molecule attached to wide band electrodes, giving as a result a conductance equal to 0.007$G_0$. However, with this approximation the result is arbitrary given that the coupling strength is selected by hand to adjust the results.

It is important to remark that in our calculations as the IP and EA for the molecule are calculated in the junction, the scissors operator correction takes into account the image charge effect and the HOMO LUMO gap renormalization due to the presence of the electrodes.

4.6. **Conclusions**

In summary we have presented a method where we use DFT-NEGF calculations together with spin unrestricted calculations that allows us to calculate the IP and the EA of a
molecule in front of a metallic lead. Our method allows us to use different kinds of materials for the lead and predicts the IP-EA gap renormalization as a function of the distance between the lead and the molecule. With this method, it is possible to correct the position of the HOMO and LUMO peaks in the transmission curves of molecular junctions obtained using DFT-NEGF giving as a result a better agreement between experiments and calculations.
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We present transport calculations using hybrid functionals in the fully self-consistent DFT-NEGF approach in molecular junctions with amine-anchored molecules of the OPE family. We investigate differences in band gaps and conductance between semi-local functionals like the generalized gradient approximation (GGA) and the Coulomb attenuated method using the Yukawa potential over hybrid functionals. We show that when implemented in transport calculations of single-molecule junctions, hybrid functionals show improvements with respect to the GGA in terms of consistent agreement with theoretical and experimental results found in literature.
5. HYBRID FUNCTIONALS FOR TRANSPORT PROPERTIES CALCULATIONS USING DFT+NEGF

5.1. INTRODUCTION

Electronic structure calculations have taken on a compelling role in the investigation of chemical and physical properties of molecules and materials. A common issue that still remains in the area of molecular electronics is the difficulty to find quantitative agreement between theoretical and experimental results. This makes the design of molecular electronic devices and correct predictability of their functioning difficult to achieve. Establishing a reliable theoretical model for transport calculations of molecular electronic devices is important for improving the understanding of experiments in this field.

The inconsistency between results obtained in theory and experiments can be related to the difficulties in determining the energy levels of a molecular system. Hartree Fock theory (HF) systematically overestimates the energy of the system [1], while Density Functional Theory (DFT) underestimate it [2].

An isolated molecule (gas phase) has well-defined energy levels, two of which correspond to the orbitals that play a major role in charge transport: the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO). When the molecule is brought in close contact with a metallic surface to form a junction, these levels are effected, more specifically, the energy gap between the HOMO and LUMO is reduced with respect to that which of the gas phase [3–8]. This is in part due to the image-charge effect (ICE) [6, 7, 9–11], it is the result of the Coulomb interaction between the charges on the molecule and the electrons in the electrodes, and it becomes stronger with decreasing molecule-metal separation. Due to their local nature, standard approximations to the XC potential in DFT such as the Local Density Approximation (LDA) and the Generalized Gradient Approximation (GGA) do not fully capture the consequences of the image charge effect, and this is a source of discrepancies between theory and experiments [12–15].

Some corrections to the molecular orbital energy levels have been implemented [6, 7, 9–11], showing a better agreement in conductance results with the experiments. However, as these corrections are applied only to the molecule (or in some cases to the molecule and a few atoms in the electrodes), the interfacial orbitals are neglected.

Within the HF approximation, Koopmans’ theorem provides a simple and natural connection between orbital energies and ionization potentials. It states that the energy needed to remove one electron from an isolated molecule, known as Ionization Potential (IP), is equal to the energy difference between HOMO and vacuum level. Similarly, the energy needed to add an extra electron to the molecule, known as the Electron Affinity (EA), is the energy difference between the LUMO and the vacuum level [16, 17]. However, by assuming a non-interacting many-particle solution to the Schrödinger Equation, HF theory neglects electron correlation, leading to an overestimation of the energy levels of an arbitrary molecular system with respect to the experimental values.

Koopmans’ theorem is not fully satisfied in the approximated Kohn-Sham (KS) DFT method. Janack’s theorem predicts the HOMO in an analogous way, but there, orbital relaxation effects make this theorem unusable in small systems, or large systems with weak polarization [18, 19].

In its nature, DFT is an exact theory, however in practice it is far from perfect due to the absence of a reliable XC functional. LDA [13, 20] has been successfully used in solid state systems for quite some time and, while the advent of functionals based on the gen-
eralized gradient approximation (GGA) [21] show an improvement in the HOMO-LUMO gap prediction of molecular devices, discrepancies between theory and experiments are still considerable. The development of Hybrid density functionals [22, 23], which include a part of the exact HF exchange, has boosted the accuracy further. Hybrids have shown excellent results in static calculations; nevertheless, so far no research has systematically studied the use of hybrids in fully self consistent non-equilibrium transport calculations.

In this chapter, we present transport calculations on single molecule junctions using hybrid density functionals. We compare our results with those obtained using standard GGA-PBE functional, as well as with results obtained using scissors operator (SCO) and image charges effect (ICE) corrections (see chapter 4).

In section 5.2, we introduce the hybrid functionals and we explain how they may contribute to the improvement of the transport calculations. In section 5.4 we use the fully self consistent DFT-NEFG method to calculate the zero bias transmission through a single molecule junction. We consider the BDA and the OPE3-diamine molecules which are molecules that have been widely studied. Finally we compare our results with those obtained using other functionals and, ICE and scissors operator (SCO) corrections (see chapter 7).

5.2. **MODEL**

We perform transport calculations on single molecule junctions using the DFT+NEGF scheme. For this we consider different hybrid functionals which are expected to predict the transport properties of the system in better approximation with respect to the experiments.

In this section we introduce the hybrid functionals that we use for our calculations. We explain the IP-EA determination method and the SCO as we applied for the molecule in the junction.

5.2.1. **HYBRID FUNCTIONALS**

Hybrid functionals mix the exact exchange energy calculated within the Hartree Fock approximation with the one calculated with a GGA functional. By mixing in a fraction of exact exchange, it is possible to mimic the effects of static correlation and produce an accurate functional [22]. This is more costly to compute because exact exchange is non-local, depending not only on the electron density but also on the density matrix. Specifically, the exchange and correlation (xc) energy used has the form:

\[
E_{xc} = c_0 E^{HF}_x + c_1 E^{GGA}_{xc},
\]

where \(c_0\) and \(c_1\) are mixing parameters.

Further progress in DFT has led to the development of hundreds of hybrid functionals. In our work we mainly use the following: B3LYP [24, 25], HSE [26] and CAMY-B3LYP [27, 28].

**B3LYP (Becke, 3-parameters, Lee-Yang-Parr)**

Due to good results, the B3LYP hybrid functional is extremely popular in the applications of molecular structure calculations. The exchange and correlation is modeled as

\[
E^{\text{B3LYP}}_{xc} = (1 - a_0) E^{LDA}_x + a_0 E^{HF}_x + a_x E^{B88}_x + a_c E^{LYP}_c + (1 - a_c) E^{VWN}_c
\]

(5.2)
with \( a_0 = 0.20 \), \( a_x = 0.72 \) and \( a_c = 0.81 \). Here \( \Delta E_x^{B88} \) and \( E_x^{LYP} \) are Becke’s gradient correction to the exchange and the Lee, Yang and Parr correlations respectively. \( E_{c}^{VWN} \) is the Vosko, Wilk and Nusair correlation functional.

**HSE (Heyd-Scuseria-Ernzerhof)**

These functionals, called range separated, use a separation between long range (LR) and short range (SR) Coulomb interactions according to Eq. 5.3. It was first proposed by Tawada et al. [29].

\[
\frac{1}{r} = \frac{1 - \text{erf}(\omega r)}{r_{SR}} + \frac{\text{erf}(\omega r)}{r_{LR}}, \quad (5.3)
\]

The key in these range-separated hybrids is that the short range exchange energy is dominated by DFT exchange, while at long range the exchange energy is dominated by the HF exchange integral. These hybrids have shown better agreement in modeling the actual exchange potential in the short and long range limits.

\[
E_{xc}^{HSE} = \alpha E_{x}^{HESR}(\omega) + (1 - \alpha) E_{x}^{PBE,SR}(\omega) + E_{x}^{PBE,LR} + E_{c}^{PBE} \quad (5.4)
\]

\( E_{x}^{PBE} \) and \( E_{c}^{PBE} \) are the Perdew, Burke, Ernzerhof exchange and correlation energies. Standard values for \( \alpha \) and \( \omega \) are \( \alpha = 0.25 \) and \( 0.1 < \omega < 0.2 \). The purpose of \( \omega \) is a mixing parameter between the pure DFT energy calculation \( (\omega = 0) \) and pure standard HF energy calculation \( (\omega = \infty) \).

**CAMY-B3LYP (Yukawa potential)**

Coulomb attenuated methods were first proposed by Gill and colleagues [30]. The CAM-B3LYP combines the strengths of B3LYP with a range separation

\[
\frac{1}{r} = \frac{1 - [\alpha + \beta \text{erf}(\omega r)]}{r_{SR}} + \frac{[\alpha + \beta \text{erf}(\omega r)]}{r_{LR}}, \quad (5.5)
\]

with \( \alpha = 0.19 \) and \( \beta = 0.46 \). The CAM-B3LYP applies this coulomb attenuated correction to the B3LYP exchange functional.

This functional implementation uses the Yukawa potential \( e^{(-\gamma r)}/r \) to realize the long range interactions, replacing the range separation function \( \text{erfc}(\omega r) \) by the Slater function \( e^{(-\gamma r)} \).

**5.2.2. IP-EA determination**

DFT is designed to obtain the ground state properties of a system. It is therefore not straightforward to find a method for determining the energies of excited states using DFT. For a molecule in gas phase, Janak proved that the variation of the total Kohn Sham energy with respect to the occupation number of a given orbital is equal to the eigenvalue of that orbital [31]:

\[
\frac{dE}{dn_i} = \epsilon_i, \quad (5.6)
\]
where $0 < n_i < 1$ is the fractional occupation of the orbital. Considering the ground state energies of a system with $N$ electrons we find:

$$E_N - E_{N-1} = \int_0^1 \epsilon_N(n) \, dn \quad (5.7)$$

Following a similar procedure to the one developed in chapter 4, we determine the IP and EA of a molecule connected to two leads.

Over a junction at zero bias, we apply a gate potential, which is constant across the molecule, and we obtain the electronic configuration of the system after the self consistent procedure within the DFT-NEGF framework, so that the gate needed to remove one electron from the molecule corresponds to the $IP_{mol}$, similarly the gate needed to add one corresponds to the $EA_{mol}$.

### 5.2.3. Scissors Operator

With reliable values obtained for the energies of the HOMO and LUMO in 5.2.2, we shift the DFT molecule eigenvalues to lie at these energies by means of a SCO method.

For a single molecule junction, the Hamiltonian and overlap matrices of the molecule ($H^0_{mol}$ and $S^0_{mol}$) are extracted from the full system KS-Hamiltonian and overlap matrices ($H^{KS}$ and $S^{KS}$). By solving the corresponding eigenvalue problem, $H^0_{mol} \psi = \epsilon S^0_{mol} \psi$, we obtain the eigenvalues, $\epsilon_{n=1,...,M}$ and eigenvectors $\psi_{n=1,...,M}$, where $M$ is the number of orbitals on the molecule. The corrections are applied to the eigenvalues, where all the occupied levels are shifted rigidly by a constant value $\phi_{occ}$, while the unoccupied levels are shifted by the constant $\phi_{unocc}$, the new $H^{SCO}_{mol}$ is calculated. In the full Hamiltonian matrix we replace the sub-block $H^0_{mol}$ with $H^{SCO}_{mol}$.

This SCO procedure is applied self-consistently and has two contributions. First, the correction to the HOMO-LUMO gap, which is too small when compared to the difference between the Electron Affinity and Ionization Potential. Secondly, the renormalization of the energy levels, when the molecule is close to metal surfaces (Image charge effect).

### 5.3. Single Molecule Junction Cu-BDA-Cu

Initially we consider the BDA molecule, which is a standard molecule for this kind of calculations. For the molecule in gas phase, we perform DFT calculations to optimize the geometry and obtain the molecular orbitals

Table 5.1: HOMO-LUMO gap of the BDA molecule in gas phase obtained using different functionals.

<table>
<thead>
<tr>
<th>Functional</th>
<th>HOMO-LUMO gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF</td>
<td>10.531</td>
</tr>
<tr>
<td>LDA</td>
<td>3.129</td>
</tr>
<tr>
<td>GGA(PBE)</td>
<td>3.186</td>
</tr>
<tr>
<td>CAMY-B3LYP</td>
<td>6.805</td>
</tr>
<tr>
<td>$\Delta$SCF</td>
<td>8.040</td>
</tr>
</tbody>
</table>
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Figure 5.1: a) Geometry of the single Cu-BDA-Cu molecule junction and the orbitals. b) and d) show two HOMO like orbitals with their energies with respect to the Fermi energy of the electrodes calculated with the GGA(PBE) and the CAMY-B3LYP functionals. c) and e) show two LUMO like orbitals with their respective energies.

We study the effect of the exchange correlation functionals on the transport gap. Using different functionals, we compare the HOMO-LUMO gap with the one obtained by using the ΔSCF approach (see table 5.1). As can be seen, HF overestimates the HOMO-LUMO gap and, LDA and GGA underestimate it. By the other side CAMY-B3LYP show better agreement with respect to the ΔSCF results.

To analyze the electronic transport through a molecular junction, we perform DFT calculations within the NEGF formalism. We attach the BDA molecule to the FCC (111) surface 5.1 of copper leads. We consider copper for the electrodes due to its high conductivity and sensitivity to the screening effect over the molecule. Furthermore this kind of leads result less expensive computationally compared to gold or silver.

We consider a junction of type (I,I) according to the Quek et al. classification [5], which consists of a copper atom on top of the (111) surface plane attaching the molecule to the lead. We relax the geometry to find the minimum energy configuration. For the leads, we use a scattering region that contains 27 atoms arranged in a FCC lattice, where the atoms are fixed at the crystal lattice positions (\(a = 4.6149 \text{ Å}\)).

We use a DZ-basis of numerical atomic orbitals on the molecule and a SZ-basis of...
Figure 5.2: a) Excess of electrons in the molecule as a function of an applied gate for the Cu-BDA-Cu junction. b) Conductance obtained experimentally compared to the values obtained from zero bias transport calculations for GGA PBE and CAMY-B3LYP. Corrected zero bias transmissions compared with results obtained from SCO+ICE methods for XC functional c) GGA PBE. d) CAMY-B3LYP.
numerical atomic orbitals on the metal atoms. We do not use any frozen core for the atoms; the electronic configuration is calculated for all the electrons in the system.

We use as a reference calculation the PBE parametrization of the Generalized Gradient Approximation (GGA) functional [21] and we compare it with the CAMY-B3LYP functional to show the extra features due to hybrid functionals in our implementation of NEGF-based transport in the Amsterdam Density Functional (ADF)/band quantum chemistry package [32–34].

When the molecule is connected to the leads, the molecular orbitals hybridize with orbitals from the leads giving as a result extra channels for transmission through the system as can be seen in figure 5.1. The HOMO-LUMO gap of the molecule in the junction in figure 5.1 is 3.64 $eV$ using GGA and 7.14 $eV$ using CAMY-B3LYP. These values are close to the ones obtained for the molecule in gas phase.

Following the IP-EA determination procedure explained in section 5.2, we calculate the ionization potential and the electron affinity of the molecule in the junction using both functionals. Figure 5.2 a) shows the excess of electrons in the molecule as a function of an applied gate. For the GGA, the excess of electrons at zero gate is taken as the reference while for the CAMY-B3LYP zero excess of electrons is the reference. The IP-EA gap obtained for the GGA(PBE) and the CAMY-B3LYP functionals are 4.83 $eV$ and 5.79 $eV$ respectively. While for the GGA the IP-EA gap is bigger than the HOMO-LUMO gap obtained in gas phase, it is smaller in the case of the CAMY-B3LYP functional. These equilibrium calculations for both functionals correct the HOMO-LUMO and take the screening due to the copper into account.

We analyze the transmission through the system in the zero bias limit (see Fig. 5.2). The peaks in the transmission spectra reveal the presence of molecular orbitals involved in transport (see Fig. 5.1). The blue line, which corresponds to the transmission calculated by using the CAMY-B3LYP functional shows a value at 0 $eV$ one order of magnitude smaller than the results obtained with GGA and GGA+SCO. Using the Fisher Lee relationship $G = G_0T(E_F)$ with $G_0 = \frac{2e^2}{h}$, the zero bias conductance obtained with the CAMY-B3LYP is 0.0012 $G_0$. On the other hand, the conductance obtained with the GGA+SCO is 0.013 $G_0$. These values are in the same range of the experimental conductance 0.0064 $G_0$ reported for the same molecule with gold leads [5, 35, 36]. The peaks at 0.5 $eV$ and −1 $eV$ can be tracked from the density of states of the copper nanowire.

5.4. SINGLE MOLECULE JUNCTION Cu-OPE3-Cu

We now proceed to the OPE3-diamine molecule, which is a molecule that recently has been studied experimentally [37–41]. We first perform DFT calculations for the molecule in gas phase to optimize its geometry and determine the molecular orbitals.

Using different hybrid functionals, we compare the energies of the HOMO and the LUMO with those obtained by using $\Delta$SCF approximation as can be seen in table 5.2. From table 5.2, the functional showing the best agreement with the $\Delta$SCF calculation is again the CAMY-B3LYP.

We consider a single molecule junction formed by an OPE3-diamine molecule in between two copper electrodes. In figure 5.3 we show the most stable configuration of the molecule in the junction using the (I,I) type junction according to Quek et. al. [5] for the
5.4. SINGLE MOLECULE JUNCTION Cu-OPE3-Cu

Table 5.2: List of functionals and their HOMO-LUMO gap for the OPE3-diamine molecule in gas phase

<table>
<thead>
<tr>
<th>Functional</th>
<th>HOMO-LUMO gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF</td>
<td>8.472</td>
</tr>
<tr>
<td>LDA</td>
<td>2.268</td>
</tr>
<tr>
<td>GGA(PBE)</td>
<td>2.300</td>
</tr>
<tr>
<td>CAMY-B3LYP</td>
<td>5.284</td>
</tr>
<tr>
<td>(\Delta\text{SCF})</td>
<td>5.437</td>
</tr>
</tbody>
</table>

coupling between the copper and the amine groups, together with the HOMO like and LUMO like orbitals.

For the OPE3, the HOMO-LUMO gap from the orbitals in figure 5.3 is 2.51 eV using GGA and 5.14 eV using CAMY-B3LYP. We see that these values are comparable with those ones obtained for the molecule in gas phase.

We calculate the ionization potential and the electron affinity of the molecule in the junction. In Figure 5.4 a), we show the excess of electrons in the molecule as a function of an applied gate. This procedure is done for the GGA(PBE) and the Hybrid(CAMY-B3LYP) functionals. For the GGA, the excess of electrons at zero gate is taken as the reference while for the CAMY-B3LYP zero excess of electrons is the reference.

For the GGA functional, with the calculated values for the IP and the EA, we correct the position of the HOMO and LUMO peaks by using the SCO over the DFT-NEGF calculations. This corrects the underestimation of the HOMO-LUMO gap, which is typical of this functional, and takes into account the image charge effect according to the results shown in chapter 4.

The IP-EA gap obtained for the CAMY-B3LYP is very close to the HOMO-LUMO gap with the same functional obtained for the molecule in gas phase. Furthermore, the locations of the IP and EA with respect to the Fermi energy coincide with the HOMO and LUMO peaks in the transmission respectively. This suggests that the image charge effect does not play an important role for this molecule. To clarify this point, we calculate the shift of the energy levels due to the image charge effect using classical electrostatics following the method of reference [11]. We calculate the shift of the energy levels for a distance equal to 3.0 Å between the last (first) atom in the molecule and the image plane. The values obtained are equal to 0.23 eV for the occupied levels and −0.119 eV for the unoccupied levels. As we can see these values are small compared to the HOMO-LUMO gap. By shifting the energy levels, we recalculate the transmission taking into account the image charge correction.

In Figure 5.4, we compare the transmission obtained with the GGA and CAMY-B3LYP functionals and, the SCO and ICE corrections respectively.

The CAMY-B3LYP is a functional that provides better results in comparison to the ones obtained by using generalized gradient approximation, given that the hybrid functional corrects the HOMO-LUMO gap underestimation inherent of the semi-local approaches. Furthermore, with this functional, the IP (EA) value obtained from figure 5.4 coincides in good agreement with the HOMO (LUMO) from the DFT calculations of the molecule in the junction. This indicates that CAMY-B3LYP functional does good pre-
**5. Hybrid Functionals for Transport Properties Calculations Using DFT+NEGF**

Figure 5.3: Geometry of the single molecule junction with the orbitals of the molecule in the junction. b), d) and f) show the HOMO like orbitals and their energy calculated with respect to the Fermi energy of the electrodes. c), e) and g) show the LUMO like orbitals and their energies.
Figure 5.4: a) Excess of electrons in the molecule as a function of an applied gate for the Cu-OPE3-Cu molecule. b) Calculated transmission for the Cu-OPE3-Cu single molecule junction using GGA(PBE) and CAMY-B3LYP functionals. Corrected zero bias transmissions compared with results obtained from SCO+ICE methods for XC functional b) GGA PBE. c) CAMY-B3LYP.
dictions of the excited states of systems where the screening effect of the electrodes is weak.

5.5. CONCLUSIONS

In summary, we have presented full self consistent DFT+NEGF calculations on two single molecule junctions using hybrid functionals. We compare the results with those obtained using semi-local functionals. We calculated the HOMO-LUMO gap of the two molecules in gas phase and we contrast it with the calculated IP-EA gap in the junction.

Finally, we conclude that the CAMY-B3LYP can potentially provide better results in comparison to the ones obtained by using just the generalized gradient approximation. This is due to the fact that this functional includes the correction of the HOMO-LUMO gap underestimation proper of the semi-local functionals. Furthermore, with this functional the IP (EA) coincides in better agreement with the HOMO (LUMO) in systems where the screening effect of the electrodes is weak, which leads to better predictions of the molecular orbitals.
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We investigate transport through mechanically triggered single-molecule switches that are based on the coordination sphere dependent spin state of \( \text{Fe}^{II} \)-species. In these molecules, in certain junction configurations the relative arrangement of two terpyridine ligands within homoleptic \( \text{Fe}^{II} \)-complexes can be mechanically controlled. Mechanical pulling may thus distort the \( \text{Fe}^{II} \) coordination sphere and eventually modify their spin state. DFT calculations are predict a stretching-induced spin transition in the \( \text{Fe}^{II} \)-complex and a larger transmission for the high-spin configuration.
6.1. INTRODUCTION

Control over the molecular conductance by means of an external stimulus is an interesting concept in molecular scale electronics and different single-molecule switches are known in literature[2–5]. In the most common design, the molecule contains chemical groups that can switch between two or more stable configurations, like dithienylethene or azobenzene groups[6–10]. Depending on the system, the conductance can be tuned by means of light[11, 12], mechanical manipulation[13–16], electrochemical gating[17, 18], the applied bias voltage[19] or by the current[7, 20].

The spin-crossover (SCO) phenomenon [21–23] can lead to bistability, as was observed recently in some metal-containing molecules and compounds[24–26]. A spin-crossover molecule exhibits two different ground states, each of them stable under certain conditions and characterized by different values of the molecular spin. Among the various metal atoms, the complexes of iron(II) are the most investigated ones[27]. When the iron atom is surrounded by an octahedral ligand environment (ligand field), its five spin-degenerate 3d levels split into a doublet and a triplet, as shown in Figure 1b. The filling order of these levels with the six electrons of Fe^{II} depends on the ratio between the ligand field energy (ELF), and the spin exchange energy (EEXC). If ELF » EEXC, the electrons are all paired up and the triplet is completely filled, giving a total spin S = 0. In the opposite case, EEXC » ELF, the levels are filled according to Hund’s rule and the spin is maximized reaching a value S = 2. The first case is defined as the low-spin (LS) state and the second one as the high-spin (HS) state. Different stimuli, like pressure or temperature, have been used to vary the ratio EEXC/ELF to control the SCO state. Apart from the total spin, the LS and HS states present differences in geometry, electronic structure, and highest occupied molecular orbital-lowest unoccupied molecular orbital (HOMO-LUMO) gap energy. According to theoretical predictions [28] and low-temperature scanning tunnel microscopy (STM) experiments[24, 25], the HS state is more conducting than the LS state.

In this chapter, we propose to modify the spin state of Fe^{II} terpyridine complexes mechanically. The concept and the molecular design are displayed in Figure 6.1. The SCO active center is the Fe^{II} complex 1, consisting of two terpyridine (tpy) ligands that are further phenyl functionalized. For each ligand, one of both phenyl rings is decorated with a thiol group in the para position as anchor group that is known to have considerable mechanical stability on gold electrodes[29–31]. In certain junction arrangements, the geometry of the coordination sphere provided by the two terpyridine ligands should depend on the electrodes spacing and thus become tunable by mechanical manipulation.

6.2. MODEL

The intended SCO-based switching mechanism is sketched in Figure 6.1. When the tpy ligands are arranged perpendicularly, the complex is in the LS state. Upon increasing the electrode separation, the ligands are pulled further apart and the distortion of the perpendicular arrangement of the two tpy ligands leads to a reduction of ELF. For large enough distortion, the exchange energy will dominate over the ligand field energy thereby triggering the switch from the LS to the HS state. With both ligands bearing the
6.3. EXPERIMENTAL SETUP

The experimental setup used for the measurements done reported by Frisenda et. al. [1], consist of a mechanically controlled break junction (MCBJ), which provides two gold nanoelectrodes of adjustable distance (Fig. 6.1).

Briefly, a MCBJ sample consists of a gold wire deposited on top of a flexible substrate. Bending the substrate results in the thinning of the wire until its rupture, which leaves two sharp gold extremities facing each other. The two tips can be used as nanoelectrodes and eventually a molecule can bridge the gap; for specific junction arrangements, the geometry of the complexes can be changed by separating the electrodes until the rupture of the molecular junction. During the stretching of the wire, current-voltage (I-V) characteristics are measured. By pushing the electrodes together the wire is reformed and a new breaking experiment can start by repeating the procedure.

After the rupture of the gold wire in the presence of molecule in 84% of the traces (525 out of 624), the conductance decays exponentially as a function of displacement. This behavior, typical of vacuum tunneling, indicates that no molecule bridges the electrodes. In the remaining 16% of the traces (99 traces), the presence of plateaus and steps and the absence of an exponential and monotonous decrease in the conductance versus

---

thiol anchor group in the para position with respect to the coordinating pyridine nitrogen, the coordinated central ion is part of the current path, and alterations in its spin state are expected to be reflected in the junctions transport characteristics [24, 25, 32].
distance indicate that a molecule is bridging the electrodes. Plots of the conductance versus electrode displacement often show an increase in the molecular conductance during the stretching; a few examples are shown in Figure 6.2 a). Among the 99 molecular junctions, 55 traces show a conductance increase while stretching, corresponding to 56% of the molecular junctions.

### 6.4. DFT CALCULATIONS

We study the transition from the LS state to the HS state theoretically using density functional theory (DFT) calculations. For both states individually, we perform a geometrical relaxation of the Fe$^{II}$ complex in gas phase. Then we stretch or compress the molecule by changing the distance between the sulfur atoms, perform a geometric relaxation, and calculate the energies. For this calculation, we use the ADF quantum chemistry package with a TZP-basis of atomic orbitals and the B3LYP functional. In Figure 6.3a), we plot the energy for the low-spin and high-spin states as a function of the separation between the sulfur atoms. We define the separation of 16.03 Å as the zero, corresponding to an angle of 90 between the two tpy-subunits. For short stretching distances up to 3 Å, the LS state is more favorable. At a stretching of 3.5 Å, a crossover to a regime where the HS state is the stable one occurs. The relaxed molecular geometries for both states are shown in Figure 6.3b) for a sulfur-sulfur separation, respectively, of 16.03 Å (LS) and 20.52 Å (HS). The angle between the two tpy central units is equal to 90 and 101, respectively.

To analyze the transport properties of the two states, we perform self-consistent DFT-NEGF calculations for the molecules attached to a face-centered cubic (111) gold surface. For our calculations, we use a TZP-basis of numerical atomic orbitals on the molecule, a SZ-basis of numerical atomic orbitals on the gold atoms and the GGA PBE functional in our implementation of the NEGF-based transport in the ADF/ band quantum chemistry package. Figure 6.4c) compares the mean transmissions for the LS and HS states as a function of the energy, with the Fermi energy at 0 eV. In the region of
6.4. DFT calculations

Figure 6.3: DFT calculations. a) Energy of the LS and HS states as a function of stretching distance found from DFT calculations. b) Relaxed geometries of the LS and HS states at the stretching distance of 0 Å and 4.5 Å respectively. c) Total transmission of the LS and HS geometries shown in (b) in a metal-molecule-metal configuration calculated with self-consistent DFT-NEGF. The shaded areas correspond to spin polarized transmission for up (orange) or down (green) spin electrons.

Figure 6.4: a) Comparison of the geometries of the FeII-complex in the low spin and high spin states. b) Schematic drawing of the two central terpyridine ligands. c) Spin resolved projected transmission spectra, in logarithmic scale, calculated for a junction containing the molecule in between gold leads for the LS and HS configurations. In the case of LS, the transmission is degenerate for the two polarizations.

Figure 6.5: DFT calculations. a) Energy of the LS and HS states as a function of stretching distance found from DFT calculations. b) Total transmission of the LS, LS stretched and HS geometries in a metal-molecule-metal configuration calculated with self-consistent DFT-NEGF. The Fermi energy of the contacts is at 0 eV.
the HOMO-LUMO gap, between 0 and 1.5 eV, the HS state shows a larger transmission
than the LS state. We further notice that the HS state transmission shows a certain
degree of spin- polarization, evidenced in Figure 6.4(b), this can also be seen in Figure 6.6
which shows the spin polarization of the molecule, while the LS transmission is not
spin-polarized. Thus, the calculations predict for the Fe^{II} complex the presence of a
stretching-induced SCO transition that is accompanied by an increase in conductance
when going from the LS to the HS state.

![Figure 6.6: Geometry configuration of the molecule in the HS state a) for the molecule in gas phase and b) for
the molecule in the junction. The blue cloud surrounding the iron atom shows the spin polarization of the
system.](image)

Apart from the HS-LS transition, predicted in the case of the Fe^{II} complex, other
mechanisms can increase the conductance of a molecular junction while stretching the
electrodes [33, 34]. Bruot et al. [16] found that even simple molecules like benzene
dithiol immobilized in molecular junctions formed with gold electrodes at low tempera-
ture can show a conductance increase while stretching. This conductance modulation is
attributed to a stretching-induced better alignment of the HOMO with the Fermi energy
of the electrodes. If this more favorable level alignment compensates the decrease in
electronic coupling, the conductance will increase for larger displacement. Although we
cannot exclude that this mechanism may also play a role here, we expect that the level
shifts are smaller in our more extended molecules.

Alternatively, in the molecules studied here, the tpy ligands may also be important
for charge transport from one electrode to the other. Specifically, the angle \( \phi \) between
the two flat tpy groups (indicated in Figure 6.1a) can influence the transport through the
molecule. [35, 36] Considering the overlap of the two tpy \( \pi \)-systems, in a first approxi-
mation the closer the angle is to 90° the smaller the conductance of the molecule [37],
independently from the central metal atom species.

Figure 6.5 shows the transmission calculated for the Fe^{II} complex in a stretched con-
figuration (stretching distance of 4.5 Å, see Figure 6.5a). These calculations indicate that
the transmission of the low-spin complex increases as the molecule is stretched. Thus,
this mechanism can occur, irrespective of the SCO transition, with the central metal ion
acting exclusively as a mechanical joint between both tpy ligands and not as a charge
transport channel.

Using mechanically controllable gold nano-electrodes, the zero-bias conductance
can be monitorized while stretching the electrodes. Experiments on Fe^{II}, show that an
increment in conductance is observed while the electrodes are stretched, that increment
can reach 2 orders of magnitude. The same procedure a Ru\textsuperscript{II} ion, for which a SCO transition is not expected to occur, an increase in conductance versus stretching is obtained but on average it is smaller than the obtained for the Fe\textsuperscript{II} case. The comparison between the two metal centers suggests that small conductance increases can be induced by stretching these molecules independently from the central atom type but that the inclusion of the SCO-active Fe\textsuperscript{II} ion gives larger and more frequent conductance increases.

### 6.5. Conclusions

In summary, we have studied transport through mechanically switchable Fe\textsuperscript{II} spin crossover molecules. Using DFT calculations that indicate that the SCO transition can be triggered by pulling on the terminal sulfur atoms of the Fe\textsuperscript{II} complex and that the high-spin state, energetically more favorable in the stretched molecule, has a larger zero-bias conductance than the low-spin state.
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SWITCHABLE RECTIFICATION OF RUTHENIUM-COMPLEX MOLECULAR JUNCTIONS

Hope, it is the quintessential human delusion, simultaneously the source of your greatest strength, and your greatest weakness.

The Architect


We investigate electronic transport through a molecular device that combines rectification with switchability. We show that the current-voltage characteristics change from symmetric to asymmetric if the relative humidity of the surrounding is increased. We discuss this change, which is fully reversible within a coherent transport model by using two weakly coupled sites.

Parts of this chapter will be published in Nat. Nano.
7.1. INTRODUCTION
The molecular diode was the initial proposal that started the revolution of functional single-molecule devices [1]. The idea of this new device was based on the semi-conducting pn-junctions. As one side of the molecule was electron rich and the other electron poor, the current is favored in one direction above the other. Since that proposal, other theoretical predictions and models have been developed based on other mechanisms, such as asymmetric tunneling barriers [2, 3] or asymmetric charging [4].

Experimentally, rectification ratios (current ratio between the forward and reverse bias) as high as 100 have been reported in measurements on self-assembled monolayers (SAM) [5]. In this chapter, we present a model to describe the large rectification ratio measured in Leiden University laboratories on di-nuclear Ru-complex molecules. Together with that, we present an explanation for the switchability that the device presents depending on the humidity, that is, resistor for dry conditions and rectifier for humid conditions.

Our model is based on orbital resonances and demonstrates that this mechanism leads to rectification for this kind of systems. Using density functional theory (DFT) and the non-equilibrium Greens function (NEGF) formalism, we investigate how the presence of water molecules affects the system and why these trigger the rectification for certain Ru-complexes. Finally, we demonstrate that in order to achieve this rectification, a two site structure is essential.

7.2. EXPERIMENTAL SETUP
Recent measurements done by Atesci et. al., in a monolayer of di-nuclear Ru-complex molecules, have shown results that combine rectification with switchability. The current-voltage (I-V) characteristics changes from symmetric (resistor) to asymmetric (diode) if the relative humidity of the surrounding atmosphere is increased. In fact, the rectification ratio (RR) increases from near-unity, in 5% humidity, to 1000 in 50% humidity. This change was proved to be fully reversible.

Figure 7.1: Schematic representation of the experimental setup and molecular systems studied.
Experimentally, a conductive-probe atomic force microscopy (C-AFM) [6–8] was employed to measure I-V characteristics of self-assembled monolayers (SAMs) of two types of Ru-complexes on indium-tin-oxide (ITO) (see Fig. 7.1). The mono-nuclear 1-Ru-N and di-nuclear 2-Ru-N molecules contain tetrapodal phosphonic acid anchoring groups, symmetric on both sides, as can be seen in the Figure 7.2.

On 2-Ru-N, humidity has a remarkable effect. The I-V characteristics recorded in dry conditions are nearly symmetric, while the high-humidity curves shows a diode-like behavior. Moreover, this remarkable effect is fully reversible. By the other side, 1-Ru-N shows I-V characteristics that does not change significantly between high and low humidity, and is nearly symmetric.

### 7.3. Calculations and analysis

The fact that the 2-Ru complexes give rise to humidity-induced rectification, whereas the 1-Ru do not, establishes that something inherent to the molecule causes this change. We propose a two-site structure for transport mechanism to describe this increment in rectification.

Quantum chemistry calculations for the mono-nuclear Ru complex (1-Ru-N) show a significant energy difference between the HOMO and the orbitals below. This suggest that the HOMO is the main responsible for transport, which means, that a single level model would be sufficient to describe the I-V characteristics of this complex. By the other side, calculations for the gas-phase 2-Ru complex, show that the highest occupied molecular orbital (HOMO) and the orbital below it, the HOMO-1 show an antisymmetric and symmetric structure respectively; moreover, these orbitals are nearly degenerate. Subtracting or adding these orbitals results into nearly localized molecular orbitals (LMO’s), one centered around the ruthenium near the tip, and the other near the...
substrate side. These LMO’s define the two-site structure - for the molecule in gas phase, the two sites have approximately the same chemical potential - this is the so-called resonance condition.

Applying a voltage across the molecule, the chemical potentials of these two orbitals shift apart. Due to this breakdown of the resonance condition, the current drops. Such a drop was observed by Perrin et. al. [9] for a two-site di-hydro-anthracene molecule. This mechanism is represented in Figure 7.3 (upper panels).

![Figure 7.3: 2Ru-N complex in Dry conditions and Humid conditions.](image)

For a rectifier, the symmetry between the two sites must be broken [10]. Indeed, we anticipate that the tip electrode will attract more water molecules than the surface, due to its enhanced capillarity. To find out how an enhanced water concentration on the tip side, affects the electrostatics, we have performed detailed quantum calculations of the ruthenium complex, including the phosphonic acid end groups, together with the counter-ions and 28 water molecules at the tip side. The calculations were performed using the Amsterdam Density Functional (ADF) [11, 12]; see 7.5.
The mere presence of the water shifts the chemical potential of the LMO located near the tip relative to that of the other LMO. The near-resonance condition of the two LMO’s is then broken, and the transmission is therefore low. This situation is represented in Fig. 7.3 (second row, left figure).

The bias voltage was realized in the calculation by applying a homogeneous electric field directed along the tip-surface axis. For each field intensity and for several initial conformations of the 28 water molecules, a geometric optimization was performed. The calculations systematically show the same trend: for a positive bias (i.e. the substrate potential is lower than the tip potential), the counter ions move away from the tip towards the center of the molecule [13]. This changes the electrostatic environment of the LMO near the tip, moving its chemical potential towards (away from) that of the LMO near the surface for a positive (negative) bias. As a consequence, the current increases (decreases) for positive (negative) bias. This trend then explains the rectification observed upon introducing humidity – see the middle and right figure on the second row of figure 7.3.

Figure 7.4: DFT-calculated distributions of the HOMO and HOMO-1 for the 1-Ru-N molecule (a) without and (b) with water molecules.

Taking into account these definitions for the location of the water molecules and the electrodes in Figure 7.3, we perform DFT calculations for the 1-Ru-N complex in dry and humid conditions, getting as a result that humidity has a limited effect on the number of energy levels that are involved in electronic transport.

To substantiate this analysis, we have performed transport calculations using the non-equilibrium Green’s function method as implemented into ADF. To this end, the geometrically optimized molecules were coupled to wide band limit (WBL) electrodes, and the conductance for 110 bias voltages ranging from -1.1 to 1.1 Volts applied across the two electrodes, the current was calculated, both for dry (0 water molecules) and for humid (28 water molecules) conditions, for both the 1-Ru and 2-Ru complexes. The results are shown in Fig. 7.5. We see that for the 2-Ru-N, upon introduction of water molecules, rectification takes place, whereas this is absent in dry conditions. Also, for the 1-Ru-N, there is no rectification, in humid nor in dry condition, in line with the experimental
observations. A competing mechanism, which has been invoked successfully to explain rectification in [14, 15], is based purely on the difference in capacities to the leads induced by the water (in that experiment, an ionic solution was used). The result is that the transport level (which does not necessarily possess a composite two-site structure) is pinned near the Fermi energy of the nearest electrode. In our case, this would lead to a rectification in both the 1-Ru and 2-Ru complexes. The fact that this was not observed experimentally suggests that in our experiment, the two-site structure is essential [10].

Figure 7.5: Current (Top) and RR (Bottom) calculated for the 2-Ru-N (left) and the 1-Ru-N (right) complex with and without water. In the latter case, energy splitting of the LMOs leads to asymmetric I-Vs, as in Fig. 5 indicates. See also Computational details under Methods for more details.

Although DFT calculations for transport not always give accurate predictions for the current levels, they can be used to reproduce experimental trends. In our calculations, we have included only 28 water molecules due to hardware restrictions, and there are many different conformations possible for these. However, for two independent starting conformations, we have observed very similar motion for the counter-ions upon applying a bias voltage. We emphasize that a dynamical treatment, in which the water molecules and the counter-ions are allowed to move in order to find their relaxed positions for every applied field, is essential for explaining the experimental results (See Fig. 7.6b)).

For the 2Ru-N complex in humid conditions, the electrostatic interaction between the water molecules and the counter ions induces a displacement in the latter. Figure 7.6a) shows the distance between the ions at the tip side and Ru Center as a function of the magnitude of an external electric field orientated along the X-axis. Comparing the Ru-ions distance at zero external electric field in dry conditions with the distance for humid conditions, it is clear that due to the presence of the water molecules, the ions are displaced from their original position. This displacement which is close to 0.25 Å removes the degeneracy between the HOMO and HOMO-1 giving rise to the rectification seen in Figure 7.5.
7.3. Calculations and Analysis

The displacement of the ions at the tip side in the presence of water removes the degeneracy between the LMO’s. In order to disentangle the effect of the mere displacement of the counter ions, and that of the water molecules being present, we have analyzed how the LMO’s change with the displacement of the counter ions, with the water molecules removed from the system.

In Figure 7.7, we show how the main orbitals involved in transport change upon moving ions away from the Ru centers along the axis connecting these centers. It can be seen that for an ion displacement of 0.5 Å, the HOMO and HOMO-1 orbitals are not degenerate, which leads to a significant rectification. Furthermore, for \( d = 1.0 \) Å there are many energy levels in between the left LMO and the right LMO.

Using NEGF we perform transport calculations for ten different ions-Ru distances between 0.0 Å and 1.0 Å. In Figure 7.10, we show the current and the rectification for the three distances used in figure 7.7 in the absence of water.

A detailed analysis of the rectification ratio calculated at 1 V as a function of the ion displacement shows that the maximum rectification is close to 40 and it is achieved at 0.6 Å, for distances larger than 0.6 Å the rectification decays because the energy difference between the left LMO and right LMO requires higher voltages to achieve a sizable current (See Figure 7.9). In addition, some orbitals localized on the ions or the phosphonic acids with energies in between the two LMOs start influencing the conductance properties (See Figure 7.7 c)).

Including the water molecules (humid conditions), the calculations can be performed in two different ways. The first one is shown in Figure 7.10, which consist in freezing the positions of the water molecules and the counter ions for all magnitudes of the external electric field (static), and the second one which is shown in Figure 7.5 of the main text, where the positions of the counter ions and the water molecules are updated for every applied electric field (dynamic).

It is clear that the dynamic model shows an enhancement in the rectification as this is supposed to be closer to the experimental situation.

Finally, we analyze the temperature dependence of the 2-Ru-N complex conductance. For this, we use the results obtained from our quantum chemistry calculations.
in dry conditions and the values normally used in the experiments. We have considered a two site model where the energy levels are positioned at an energy $E_0$, with respect to the chemical potential of the electrodes at $V=0$, with a broadening $\Gamma = \Gamma_R + \Gamma_L$, where $\Gamma_R(L)$ is the tunnel rate to the right (left) electrode. In this model the temperature is included by mean of the Fermi distribution function $[16]$.

Figure 7.11 shows the results of the calculated current as a function of the inverse of the temperature at different bias voltages normalized to $E_0$. At low temperatures, the current is temperature-independent. As the temperature increases, the tails of the Fermi distributions of the electrochemical potentials start to overlap with the energy levels increasing exponentially with temperature.

Figure 7.11, right panel, shows how the conductance depends on the temperature for a two-site system, within a range between 285 $K$ and 357 $K$ for two different bias voltages 0.3 $V$ and 0.6 $V$. As it can be seen, the conductance decays with the inverse of
7.4. Conclusions

In summary, we have studied transport through switchable Ru complex rectifier. Using DFT calculations we show that the system behaves according to the two site model where the humidity introduces asymmetries to the system leading to rectification. Although modeling is challenging due to the complex composition of the system, a coherent tunneling picture with two LMOs in series is consistent with our experimental data. The highly sensitive 2-Ru-N SAMs offer new possibilities as nanoscale sensors or, vice versa, as smooth electrical switches, controlled by non-invasive parameters.

7.5. Computational Details

We use GGA (PBE) functional with a DZ-basis of atomic orbitals for the H, C and N atoms and DZP-basis of atomic orbitals for the Ru atoms. We adjust the Ru-complex
Figure 7.10: a) Electric current and b) rectification ratio as a function of the bias voltage for the 2Ru-N complex in humid conditions using a static model where the counter ions and the water molecules position are fixed during all the calculation. We use the Ions and water positions used in figure 7.5 at zero external electric field.

Figure 7.11: (left) Calculated current as a function of the inverse temperature for five different bias voltages for a broadening $\Gamma = 0.002E_0$. (right) Conductance calculated for a two-site model as a function of the inverse of the temperature.

energy levels using the scissors operator and the image charges correction \cite{17, 18}. For the transport calculation we have considered the wide band limit (WBL). To simulate the solvent, we include explicit water molecules that were previously relaxed using the QMMM method within ADF \cite{19}. We apply a bias voltage to the system by introducing an external uniform electric filed along the x-axis. Knowing the length of the Ru complexes it is possible to calculate the voltage. We perform geometry optimizations upon varying the magnitude of the external electric field. With our NEGF code, which reads the output files of the system, we calculate the transmission for every magnitude of the electric field. The electric current is calculated by using the Landauer formula.
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