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Abstract

The thesis aims to solve partial differential equations numerically using mimetic spectral element method. The method rewrites the PDEs with differential forms so the resulting equations are able to preserve geometrical characteristics in physics. The equation we focus is the Poisson equation, which can be utilized for potential flow problems.

The physical domain to be tested is a typical flow around cylinder domain. Due to the curved surface, a curvilinear mesh is generated by transfinite interpolation so that the mesh can be perfectly fitted to the body.

The implementation of the mimetic spectral element method involves a Python package called MimeticFEM developed by Group of Aerodynamics, Faculty of Aerospace Engineering. The package provides a series of handy functions and methods to build system equations efficiently. A manufactured solution is made for error analysis of the numerical results. In addition, both h-refinement and p-refinement are made to test the convergence rate.
1 Introduction

In the field of wind energy, people are pursuing more efficient and more durable wind turbine designs. That requires the blade design to be optimized. In order to achieve such blade or airfoil design, reliable and accurate method of calculating the air flow is necessary. That is why the analyzing tools had been transformed from the blade element method to panel method and eventually we witnessed the increase of using CFD methods. At the same time, since the blade has a curved surface, the discretization on geometries also becomes more refined. In this thesis, we want to investigate a CFD method that is highly accurate and compatible with curved surface.

In the fluid dynamics, phenomenon are described in forms of partial differential equations and it is well known that most of the PDEs do not have exact solution thus numerical solutions are required. That is what CFD focuses on. Currently, there are several ways to solve them and they can be categorized either as Finite Volume Method (FVM), Finite Difference Method (FDM), or Finite Element Method (FEM). In this study, we use Mimetic Spectral Element Method (MSEM), which can be regarded as a variant of Spectral Element Method (SEM) and SEM itself can be deemed as a formulation of the finite element method that uses piecewise high order orthogonal polynomials as basis function other than regular piecewise linear functions as basis.

The mimetic spectral element method is known for its exponential convergence rate. In this thesis we aim to solve the Laplace equation with mimetic spectral element method on a curvilinear mesh. The general idea is that we rewrite the PDEs in interest using differential forms, the one that is able to preserve the geometrical information of the equation. Then, the discretization is implemented with help of algebraic topology to rewrite the system in terms of algebraic equations. Finally a set of discrete equations is established in a matrix form and is solved. In this study, we implement the whole process using a Python library called MimeticFEM, which is developed by the Aerodynamics Group of Faculty of Aerospace Engineering.

Differential geometry is used to reinterpret the vector calculus (vectors, differential operators, etc.) by associating physical variables with different geometrical objects, such as points, lines or surfaces. In differential geometry we no longer work with scalars and vectors, instead, they are replaced by the differential k-forms. The reason of not using simply scalars or vectors is that the geometric content is lost while generalizing the physical phenomenon. Geometric content is considered as an very important characteristic of physical variables. Though without the geometric content equations still hold, nevertheless, it would cause inconsistency in physics. Beside replacing scalar and vector, operators from vector calculus such as gradient, curl and divergence are also replaced. They become a single operator, $d$, the exterior derivative.

The algebraic topology is the discrete counterpart of the differential geometry, where the differential forms and exterior derivatives can all find its corresponding discrete representations. The first one who introduced the differential form to rewrite PDEs and use algebraic topology for discretization is Enzo Tonti [4]. In his introductory paper [5], he claimed that in computational mathematics, each physical variable is represented by one or more numbers but “they also have a physical meaning that mathematics deliberately ignores” and stressed that physical variables are not just numbers but has greater information on the physical phenomenon that should be taken into account while doing computational physics, thus concluded that computational physics is not completely equivalent to computational mathematics.

The curvilinear mesh is used in the study to preserve the physical domain intact. The test case is flow around cylinder, therefore the cylinder surface should be discretized in a way that the mesh can preserve the curved surface as much as possible. One way to do that is to refine the mesh with more smaller elements. But that would often require intensive computation resources and more importantly, no matter how the refinement is done to the surface, the generated mesh is still an approximation to the curved surface. Therefore we will use a curvilinear mesh to discretize the surface, which can effectively preserve the curved domain. The method to create the curvilinear mesh is called transfinite interpolation, or TFI. The merit is that it is an interpolation recipe that can generate grids conforming to specified boundaries, so one can create a mesh that exactly fits to the body.
CHAPTER 1. INTRODUCTION

1.1 Thesis Outline

In the thesis, our investigation includes main questions as following:

- Can the high order method be applied with the curvilinear boundaries?
- If so, how is the accuracy of the method?
- Can the code obtain an exponential convergence rate on the deformed physical domain?
- How is the computation efficiency of the MimeticFEM package?

At chapter 2, there is a basic introduction to differential geometry and algebraic topology concepts that will be used to rewrite and discretize the equations. In addition, we will discuss about how to generate the mesh with transfinite interpolation for deformed physical domain.

The chapter 3 is about the implementation of the mimetic spectral element method. First, we will talk about the transformation between differential geometry and algebraic topology. That is the mimetic projection operator that converts the differential forms in infinite dimensional space to the finite dimensional space. To implement such method, some important concepts of spectral element method will also be discussed, such as basis function and weak form. After that, it becomes possible to formulate the system matrix to be solved in the study.

In chapter 4, we implement the method to solve the Laplace equation, which is used in the potential flow. Since there exists an exact solution for potential flow around cylinder, a comparison between the numerical solution and the exact solution is possible to evaluate the overall performance of the method and the code.

The chapter 5 is conclusion and recommendation of this thesis where we conclude our work and point out the possible road map for future research.
CHAPTER 2. BACKGROUND THEORIES

2 | Background Theories

In this chapter, basic ingredients of the mimetic spectral element method are introduced. The method is based on differential geometry and its discretized counterpart – the algebraic topology. The general idea is to describe PDEs using differential form and then discretize with help of algebraic topology. A full and thorough discussion of them is impossible and beyond the scope of the thesis. For more in-depth discussion, it is recommended to refer some textbooks and papers as [6, 7] and for Poisson problem [3].

2.1 Differential Geometry

In mimetic spectral element method, governing equations, usually PDEs, will be rewritten in differential form. The reason to do so comes from the idea of assigning physical variables with certain geometries, such as points, lines and surfaces. It is believed that preserving geometric information in the PDEs could better represent the physical variables. The idea of combining variables with geometry is first proposed by Enzo Tonti in his 1972 paper [4].

For people that are not familiar with differential geometry, some concepts might seems abstract, but it should be highlighted that differential geometry is the foundation of the scheme and knowing them paves the way for the further understanding of other concepts.

2.1.1 Manifold

Manifold is the foundation of the differential geometry, where the differential forms are defined. One commonly mentioned definition is that the manifold is a topological space that locally resembles Euclidean space near each point [8]. Though in many cases the manifold is impossible to be visualized, one can regard it as a shape of any dimension – a string (1-dimensional manifold), a surface (2-dimensional manifold), or a volume (3-dimensional manifold) where locally, the space is a Euclidean space.

Tangent Space and Bundles

Over the manifold the tangent space is introduced. In short, tangent space is a vector space consisting of all tangent vectors in the manifold at a certain point. Consider a curve $\gamma(s)$ in a $k$-dimensional manifold. The curve can be parameterized as

$$\gamma(s) = (x^1(s), x^2(s), ..., x^k(s)),$$

where $x^1, ..., x^k$ are the coordinate on the manifold and $s \in (-\varepsilon, \varepsilon) \subset \mathbb{R}$.

The tangent vector at point $p$ along the curve will be derived as the derivative of the curve at point $p$: $s = p = 0$, see Figure 2.1. Note that the vector does not belong to the manifold $\mathcal{M}^k$.

The tangent space, denoted as $T_p\mathcal{M}^k$ is introduced as a collection of all vectors that are tangent to the manifold at point $p$, where $\mathcal{M}^k$ indicates that the point lies in the $k$-dimensional manifold. In addition, the (coordinate) basis vector of the space is written as

$$\frac{\partial}{\partial x^i} := (0, 0, ..., 1, ..., 0, 0, 0).$$

Thus the tangent vector can be expressed as
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Figure 2.1: Tangent vector $v$ in tangent space $T_pM$, taken from [1]

$$v = d\gamma = \frac{\partial x^1}{\partial s} \frac{\partial}{\partial x^1} + \frac{\partial x^2}{\partial s} \frac{\partial}{\partial x^2} + \cdots + \frac{\partial x^k}{\partial s} \frac{\partial}{\partial x^k} = \frac{\partial x^i}{\partial s} \frac{\partial}{\partial x^i} = v_i \frac{\partial}{\partial x^i}. \quad (2.3)$$

Here, the expression $\frac{\partial x^i}{\partial s} = v^i$ is called expansion coefficient.

One of the reasons that we use the partial derivative to express a basis is due to the fact that the components of vectors are not invariant under coordinate transformations on the manifold, where there is no such issue by using the derivative expression, because every transformation of basis would be simply applying chain rule. A coordinate free approach is helpful, as it guarantees that the law of physics will not change due to different coordinate frame. For example, suppose a new coordinate $(y^1, \ldots, y^k)$ where the relationship with the original coordinate system is $y^i = y^i(x^1, \ldots, x^k)$, then the new basis vector can be easily derived as

$$\frac{\partial}{\partial y_j} = \frac{\partial x^i}{\partial y_j} \frac{\partial}{\partial x^i}. \quad (2.4)$$

The purpose of introducing a tangent space and tangent vector is that it gives a way of expressing directional derivatives. The tangent vector $v$ acts on a function $f$ that lies on the manifold and gives the derivative of the function at a point (the rate of change of $f$ in the direction of $v$).

For instance, given a curve $\gamma(s) = (x^1(s), x^2(s), \ldots, x^k(s))$ on the manifold, then the tangent vector $v$ at $p$ along this curve is exactly the Equation 2.3.

Now a function $f$ is defined on the manifold as $f(x^k(s))$ that maps point $(x^k(s))$ a real value. Obviously $f$ can be written as a complex function as $f(\gamma(s))$. Take the derivative of $f$ at point $p$ ($s=0$), it gives

$$\frac{df(\gamma(s))}{ds} = \frac{\partial f}{\partial x^1} \frac{dx^1}{ds} + \frac{\partial f}{\partial x^2} \frac{dx^2}{ds} + \cdots + \frac{\partial f}{\partial x^k} \frac{dx^k}{ds} + \cdots + \frac{\partial f}{\partial x^k} \frac{dx^k}{ds} = \frac{dx^i}{ds} \frac{\partial f}{\partial x^i} = v^j \frac{\partial f}{\partial x^j} \quad (2.5)$$

$$= v^i \frac{\partial f}{\partial x^i} \quad (2.6)$$

$$:= v(f). \quad (2.7)$$

Therefore the connection of derivative and vector is established.

After tangent space, the tangent bundle is then defined as a collection or union of tangent space and is denoted as $TM$.

$$TM := \bigcup_{p \in M} T_pM. \quad (2.8)$$

An example tangent bundle is illustrated as Figure 2.2. The tangent bundle is the space in which vector fields live. There is another concept, the section of the vector bundle. Essentially, a section assigns every point of the manifold a vector from the bundle. Therefore the section of the tangent bundle is a vector field. That corresponds with the regular definition of vector field, which is an assignment of a vector to every point in
space. In a differential manifold, the vector field assigns a tangent vector with each point on the manifold. One can image a low dimensional case, when the vector bundle is cut, then the “cross section” of the tangent vector bundle is a vector field. Or more loosely, take a tangent vector at every point and the vector field is formed.

![Tangent bundle over a sphere](image)

**Figure 2.2:** Tangent bundle over a sphere, taken from [2]

### Dual Space

The dual space has different definitions. They can be found in many textbooks about differential geometry or linear algebra. Typically, dual space $V^*$ is defined as a vector space consisting of all linear functionals of the vector space $V$. In other words, the dual space is a space of functionals that maps from $V$ to $\mathbb{R}$.

Every linear vector space has its dual space and the element in the vector space $v$ is called vector so the element in the dual space $\alpha \in V^*$ is called **covector**. A covector $\alpha \in V^*$, as a functional acts on a vector $v \in V$ and give a scalar product, $\alpha(v) \in \mathbb{R}$.

An important property is, if the basis of the vector space is $(v_1, v_2, ..., v_n)$, then one natural basis of this dual space is defined with upper script as $(\alpha^1, \alpha^2, ..., \alpha^n)$, which satisfies

$$\alpha^i(v_j) = \delta_{ij} = \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{otherwise} \end{cases} \quad (2.9)$$

Consider the covector $\alpha$ expanded by a basis

$$\alpha = \lambda_1 \alpha^1 + \lambda_2 \alpha^2 + ... + \lambda_n \alpha^n = \lambda_i \alpha^i \quad (2.10)$$

The last expression is Einstein summation convention, and the vector $v$ is also expanded by the basis

$$v = x^1 v_1 + x^2 v_2 + ... + x^n v_n = x^i v_i \quad (2.11)$$

Then the operation of applying a covector to a vector is written as

$$\alpha(v) = \lambda_i \alpha^i(x^j v_j) = \lambda_i x^i \alpha^i(v_j) = \lambda_i x^i \quad (2.12)$$

and such operation is called duality pairing. Note that, though this operation is very similar to the inner product, it is not. The inner product is an operation in one vector space while the duality pairing is done between two vector spaces. The above expression can also be written as $\langle \alpha, v \rangle$

$$\langle \alpha, v \rangle := \lambda_i x^i = \alpha(v) \quad (2.13)$$
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Cotangent Space and Bundles

As the name tells, the cotangent space is the dual of the tangent space and the same goes for cotangent bundle, which is the dual of the tangent bundle.

As a dual space, the cotangent space has the same dimension as the tangent space. An asterisk is marked to denote the cotangent space, i.e. $\mathcal{T}_p^* \mathcal{M}$. If the basis of the tangent space is $(e_1 |_p, e_2 |_p, ..., e_k |_p)$, then the basis of this dual space is defined with superscript as $(e^1 |_p, e^2 |_p, ..., e^k |_p)$, where they are formed similarly with Equation 2.9.

\[ e^i(e_j) = \delta_{ij} \]  

(2.14)

When the basis of tangent space is a coordinate basis, which is $(\partial / \partial x^1, \partial / \partial x^2, ..., \partial / \partial x^n)$, the basis of cotangent space becomes $(dx^1, dx^2, ..., dx^k)$. Therefore, any covector (the dual vector in the cotangent vector space) will be expressed by a combination of these basis functionals, such as covector $\alpha(p)$ at point $p \in \mathcal{M}$. For instance,

\[ \alpha(p) = \alpha_1 dx^1 + \alpha_2 dx^2 + ... + \alpha_k dx^k \]  

(2.15)

acts as a linear functional that assigns a vector to a real value. In this case, the vector in the tangent space is $v = v^i \partial / \partial x^i$ (Equation 2.3), it is applied by a covector so,

\[ \alpha(v) = \alpha_j dx^j(v^i \partial / \partial x^i) = \alpha_j v^i dx^j \partial / \partial x^i = \alpha_i v^i, \]  

(2.16)

where the last step applies the Equation 2.14. From the above we see that the covector is only meaningful when it is applied to a vector.

The cotangent bundle is a collection of cotangent space, and is denoted as $\mathcal{T}^* \mathcal{M}$

\[ \mathcal{T}^* \mathcal{M} := \bigcup_{p \in \mathcal{M}} \mathcal{T}_p^* \mathcal{M}, \]  

(2.17)

and the differential 1-form is defined as a section of the cotangent bundle. So the differential forms could be interpreted as covectors. The differential 1-form is written as

\[ \alpha^{(1)} = \alpha_i(x^1, x^2, ..., x^n) dx^i. \]  

(2.18)

Note the upper script (1) indicates it is a 1-form.

2.1.2 Differential Form

The differential form is defined as a way of measuring $k$-dimensional objects in the manifold, as the covector “eats” a vector and gives out a real number.

Although this definition of differential forms seems to be conceptual, there is some literature to help understand what the differential form is and its significance by visualization. In the literature, the definition becomes more informal but could give people a more intuitive view. Note there are different ways of visualizing the differential form. Burke [9] discussed the visualization in the field of electromagnetism. The book Gravitation [10] also gives a way to visualize the differential forms. Other illustrations can also be found in [11, 12].

One of the ways to understand the differential form is through the projection.

Consider a vector $v$, and a covector $\alpha$. As mentioned, the covector gets a vector and gives out a real number. So it can be expressed in the Figure 2.3 where $\alpha(v)$ can be deemed as the projection of the vector $v$ on the covector (differential 1-form) $\alpha$. The operation is similar to vector multiplication, where the result is also a real number.
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Figure 2.3: Operation of differential forms

It is interesting to point out that practically, covector and vector looks exactly the same. Thus to distinguish between vector and 1-form, we make one a row vector and another a column vector. That also satisfies the fact that only covector is permitted to apply to vector.

\[
\alpha(v) = [\alpha_1, \alpha_2, ..., \alpha_k] \begin{bmatrix} v^1 \\ v^2 \\ \vdots \\ v^k \end{bmatrix} = \alpha_i v^i .
\] (2.19)

Note the equation above corresponds with the Equation 2.16.

Wedge Product

Similarly, the 2-form “eats” two vectors and gives out a real number but that is a bit difficult to figure out. Because there is a wedge product operator involved. The wedge product (also known as the exterior product) of two 1-forms results in one 2-form and similarly a 3-form is the result of wedge product of three 1-forms or wedge product of one 1-form and one 2-form. Therefore, wedge product is actually a mapping to construct higher-dimensional forms from lower-dimensional forms.

\[
\wedge : \Lambda^k(M) \times \Lambda^l(M) \rightarrow \Lambda^{k+l}(M) ,
\] (2.20)

where the space of \( k \)-form is denoted as \( \Lambda^k(M) \).

The wedge product has the following properties,

- **Linearity:** \((\alpha^{(k)} + \beta^{(l)}) \wedge \gamma^{(m)} = \alpha^{(k)} \wedge \gamma^{(m)} + \beta^{(l)} \wedge \gamma^{(m)} ;\)
- **Associativity:** \((\alpha^{(k)} \wedge \beta^{(l)}) \wedge \gamma^{(m)} = \alpha^{(k)} \wedge (\beta^{(l)} \wedge \gamma^{(m)}) ;\)
- **Antisymmetry:** \(\alpha^{(k)} \wedge \beta^{(l)} = (-1)^{kl} \beta^{(l)} \wedge \alpha^{(k)} .\)

Note the third property leads to an important lemma. That is, when \( k \) is odd or \( k > \frac{n}{2} \), then \( \alpha^{(k)} \wedge \alpha^{(k)} = 0 \).

Just like the 1-form can be expressed by the projection of a vector, the 2-form performs the same projection. For instance, consider two arbitrary vectors \( u \) and \( v \), and two 1-forms \( \alpha \) and \( \beta \). The wedge product is defined as

\[
(\alpha \wedge \beta)(u,v) := \alpha(u) \beta(v) - \alpha(v) \beta(u) ,
\] (2.21)

and this \( \alpha \wedge \beta \) is a 2-form.

This projection can be illustrated as the area formed by two vectors being projected to the plane formed by two covectors (one 2-form). Using the same example, each projection of vectors \( u \) and \( v \), over the \( \alpha - \beta \) plane, has two components – one for \( \alpha \) and one for \( \beta \). Therefore, two new vectors lying on the \( \alpha - \beta \) plane are derived,
which form a new area that is exactly the projection operation, as shown Figure 2.4 where the shaded area is the cross product of \( u' \) and \( v' \).

\[
|u' \times v'| = \alpha(u)\beta(v) - \alpha(v)\beta(u), \quad (2.24)
\]

\[\text{Figure 2.4: Geometrical understanding of 2-form}\]

So there are \( k \)-forms corresponding to \( k \)-dimensional objects. Here we express the differential form with coordinate basis. For this study, the test case is a 2D problem, thus only 0, 1, 2-forms are needed to express points, edges and surfaces. However, here we assume \( \mathbb{R}^3 \) and there are three basis \( dx^1, dx^2, dx^3 \) for better illustration.

First, 0-form is a special case. Mathematically speaking, 0-form is merely a function, e.g. \( \alpha^{(0)} = f(x^1, x^2, x^3) \). All operations applied to the function can be applied on the 0-form. The differential forms can be integrated over the manifold. 0-form in the differential geometry represents points in the domain so the integral of the 0-form is the collection of points in the domain, thus

\[
\int_{P_\infty, \ldots, P_k} \alpha^{(0)} = \sum_{i=1}^{k} f(P_i), \quad (2.25)
\]

where there are \( k \) number of points \( P \) and the integration can be considered as a duality pairing shown as

\[
\langle \alpha^{(0)}, P \rangle := f(P). \quad (2.26)
\]

It should be highlighted that this is not the duality pairing that was discussed before. This duality pairing is the about differential form and manifold while the initially discussed one is about vector and covector.

1-form is given by

\[
\lambda^{(1)} = A(x^1, x^2, x^3)dx^1 + B(x^1, x^2, x^3)dx^2 + C(x^1, x^2, x^3)dx^3. \quad (2.27)
\]

In the above equation, \( A(x^1, x^2, x^3), B(x^1, x^2, x^3), C(x^1, x^2, x^3) \) are functions called vector proxies. It should be noted that regular vector calculus only applies to these functions and ignore its basis vector \( dx^1, dx^2, dx^3 \).
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The integration of 1-form could be thought as to measure the length over a curve. Its integration is shown in the Equation 2.28.

$$\int_{C} \lambda^{(1)} = \int_{C} A(x^1, x^2, x^3)dx^1 + B(x^1, x^2, x^3)dx^2 + C(x^1, x^2, x^3)dx^3,$$

where $C$ is a smooth curve.

In the formation of duality pairing, the expression can be rewritten as

$$\langle \lambda^{(1)}, C \rangle := \int_{C} \lambda^{(1)}.$$  

2-form is given by wedge product as shown in the equation below

$$\eta^{(2)} = P(x^1, x^2, x^3)dx^2 \wedge dx^3 + Q(x^1, x^2, x^3)dx^3 \wedge dx^1 + R(x^1, x^2, x^3)dx^1 \wedge dx^2.$$ 

where $P, Q, R$ are vector proxies and the basis are $dx^2 \wedge dx^3$, $dx^3 \wedge dx^1$, $dx^1 \wedge dx^2$. 2-forms can be integrated over the 2-dimensional manifold $S$ as

$$\langle \eta^{(2)}, S \rangle = \int_{S} \eta^{(2)} = \int_{S} P(x^1, x^2, x^3)dx^2 \wedge dx^3 + Q(x^1, x^2, x^3)dx^3 \wedge dx^1 + R(x^1, x^2, x^3)dx^1 \wedge dx^2.$$ 

As mentioned before, the 2-form is the wedge product of two 1-forms. A short example of formula expansion and simplification is, say

$$(3dx + dy) \wedge (x dx + 2dy) = 3dx \wedge dx + 6dx \wedge dy + x dy \wedge dx + 2dy \wedge dy = (6-x)dx \wedge dy.$$ 

If we continue to the 3-form, it is given by the expression of

$$\omega^{(3)} = G(x^1, x^2, x^3)dx^1 \wedge dx^2 \wedge dx^3.$$ 

The integration over a 3-dimensional manifold $V$ is

$$\langle \omega^{(3)}, V \rangle = \int_{V} \omega^{(3)} = \int_{V} G(x^1, x^2, x^3)dx^1 \wedge dx^2 \wedge dx^3.$$ 

Up to now, the concepts of differential forms have been introduced. Though some concepts seem to be unfamiliar, we are using them every day. For example the 2-form $dx^1 \wedge dx^2$, when we integrate the area $S$ over a surface $\Omega$ in $\mathbb{R}^2$, the integration would be $S_\Omega = \int_{\Omega} dS$. The $dS$ is the infinitesimal part of the $S$. In differential geometry, the $dS$ is actually a 2-form – $dx^1 \wedge dx^2$. Moreover, by adding a scalar weighted function, say $A(x^1, x^2)$, the equation will be exactly the same as the regular integration equation. As a result, a number of references [13, 14] generalize the differential form as “something we can integrate”.

2.1.3 Exterior Derivative

We use differential forms to describe physical variables. Now comes the exterior derivative that describes the derivative of physical variables. The exterior derivative is defined to transform $k$-form into $(k+1)$-form on the manifold.

$$d: \Lambda^k(M) \rightarrow \Lambda^{k+1}(M).$$

According to literature, the exterior derivative has several properties as

- $d(\alpha + \beta) = d\alpha + d\beta$ ;
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- $d(\alpha^k \wedge \beta^m) = d\alpha \wedge \beta + (-1)^k \alpha \wedge \beta \wedge \beta$;
- $\partial\partial \alpha = 0$.

Here, we introduce the exterior derivatives of 0, 1, 2, 3-forms. Since 0-form is a scalar function, the exterior derivative of 0-form $d\alpha^0 = f(x^1, x^2, x^3)$ is given by

$$d\alpha^0 = \frac{\partial f}{\partial x^1} dx^1 + \frac{\partial f}{\partial x^2} dx^2 + \frac{\partial f}{\partial x^3} dx^3. \quad (2.36)$$

The expression of exterior derivative of 0-form, $d\alpha^0$ is similar to gradient operator. If the scalar function is $f(x^1, x^2, x^3)$, then the gradient is given by $\text{grad } f = \nabla f = \frac{\partial f}{\partial x^1} \mathbf{i} + \frac{\partial f}{\partial x^2} \mathbf{j} + \frac{\partial f}{\partial x^3} \mathbf{k}$.

For 1-form, the exterior derivative is derived as

$$d\gamma^{(1)} = d(Adx^1 + Bdx^2 + Cdx^3)$$
$$= d(Adx^1) + d(Bdx^2) + d(Cdx^3) \quad (2.37)$$
$$= d(A \wedge dx^1) + d(B \wedge dx^2) + d(C \wedge dx^3) \quad (2.38)$$
$$= (dA) \wedge dx^1 + A \wedge (dA^1) + (dB) \wedge dx^2 + B \wedge (dB^2) + (dC) \wedge dx^3 + C \wedge (dC^3) \quad (2.39)$$

Equation (2.37) is derived due to linearity, and Equation (2.38) is derived by the fact that the function $A$ can be regarded as a 0-form thus $dAdx^1$ is actually the wedge product of the 0-form, $A$, and the 1-form, $dx^1$. Later the Equation (2.39) refers to the third property of exterior derivative. The last step refers to the fact of wedge product $\alpha \wedge \beta = -\beta \wedge \alpha$ and $\alpha \wedge \alpha = 0$.

The final form of $d\gamma^{(1)}$ is similar to the curl operator. If the vector field is $\mathbf{u}(x^1, x^2, x^3) = A(x^1, x^2, x^3) \mathbf{i} + B(x^1, x^2, x^3) \mathbf{j} + C(x^1, x^2, x^3) \mathbf{k}$, then the vector proxies of $d\gamma^{(1)}$ are exactly the components of the curl $\mathbf{u} = \nabla \times \mathbf{u} = (\frac{\partial C}{\partial x^2} - \frac{\partial B}{\partial x^3}) \mathbf{i} + (\frac{\partial A}{\partial x^3} - \frac{\partial C}{\partial x^1}) \mathbf{j} + (\frac{\partial B}{\partial x^1} - \frac{\partial A}{\partial x^2}) \mathbf{k}$.

For 2-form $\eta^{(2)} = P(x^1, x^2, x^3) dx^2 \wedge dx^3 + Q(x^1, x^2, x^3) dx^3 \wedge dx^1 + R(x^1, x^2, x^3) dx^1 \wedge dx^2$, the exterior derivative of it is given by the expression of

$$d\eta^{(2)} = \left(\frac{\partial P}{\partial x^1} + \frac{\partial Q}{\partial x^2} + \frac{\partial R}{\partial x^3}\right) dx^1 \wedge dx^2 \wedge dx^3. \quad (2.42)$$

The similarity with vector calculus also exists for the 2-form, which is about the divergence operator. It is noted that the expansion coefficient is the same as the $\partial\partial \mathbf{V}$ ($\mathbf{V} = P \mathbf{i} + Q \mathbf{j} + R \mathbf{k}$).

Except the resemblance between $\nabla$ operators and exterior derivatives mentioned above, such consistency has also been found with the $\partial\partial = 0$ feature, which is similar to the expression $\nabla \times (\nabla f) = 0$ in vector calculus.

The advantage of exterior derivative is clear – the gradient, curl, and divergence operator are replaced by a single $d$. The relationship can be depicted as below

$$\begin{align*}
\{0\text{-form}\} \xrightarrow{d} & \{1\text{-form}\} \xrightarrow{d} \{2\text{-form}\} \xrightarrow{d} \{3\text{-form}\} \\
\{\text{function}\} \xrightarrow{\text{grad}} & \{\text{vector field}\} \xrightarrow{\text{curl}} \{\text{vector field}\} \xrightarrow{\text{div}} \{\text{function}\}
\end{align*}$$
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2.1.4 Generalized Stokes Equation

Integrating the exterior derivative leads to the generalized Stokes theorem. The generalized Stokes equation is defined as

$$\int_{\Omega_{k+1}} d\alpha^{(k)} = \int_{\partial\Omega_{k+1}} \alpha^{(k)} ,$$

(2.43)

where $\alpha^{(k)}$ is an arbitrary $k$-form in domain $\Omega_{k+1}$. $\partial$ is a boundary operator thus $\partial\Omega_{k+1}$ is a $k$-dimensional domain.

The above equation implies that the integration of exterior derivative of $k$-form on $\Omega_{k+1}$ manifold is the same as the integral of $k$-form on the manifold boundaries. If $k=0$, the equation becomes gradient integral theorem. If $k=1$, the equation is regular Stokes theorem, and if $k=2$, the equation is divergence theorem.

For example, in case of $k=1$, the above equation becomes:

$$\int_{S} d\alpha^{(1)} = \int_{\partial S} \alpha^{(1)} ,$$

(2.44)

which is expanded as:

$$\int_{S} (\frac{\partial C}{\partial x^2} - \frac{\partial B}{\partial x^3})dx^2 \wedge dx^3 + (\frac{\partial A}{\partial x^3} - \frac{\partial C}{\partial x^1})dx^1 \wedge dx^3 + (\frac{\partial B}{\partial x^1} - \frac{\partial A}{\partial x^2})dx^1 \wedge dx^2 = \int_{\partial S} Adx^1 + Bdx^2 + Cdx^3 .$$

(2.45)

The equation tells integrating the exterior derivative of 1-from over a surface is equal to integrating the 1-from along the boundaries of the surface, which is exactly the classical Stokes theorem:

$$\int_{S} \nabla \times F dS = \int_{\partial S} F dr ,$$

(2.46)

where the term of the curl in equation above is the term of the exterior derivative of 1-from, and is equal to integrating the vector along the lines $r$ (at boundaries of the surface). Therefore, it is natural to relate 1-form to lines. In case of $k=0$ and $k=2$, we associate 0-form with points and associate 2-form with surfaces. Such association is important as we need to place the discrete unknowns to the mesh according to its geometric type.

We can write the generalized Stokes theorem as duality pairing as

$$\langle d\alpha^{(k)}, \Omega_{k+1} \rangle = \langle \alpha^{(k)}, \partial\Omega_{k+1} \rangle .$$

(2.47)

The duality indicates that the exterior derivative is the formal adjoint of the boundary operator. This feature is useful for the algebraic topology section, where the discrete exterior derivative is defined.

2.1.5 Hodge Operator

The Hodge operator is an operator that maps from $k$-form to $(n-k)$-form. $n$ is the dimension of ambient space $\mathbb{R}^n$. It is denoted as $\star$ and defined as

$$\star: \Lambda^k(\Omega) \rightarrow \Lambda^{n-k}(\Omega) .$$

(2.48)

With exterior derivative introduced, it is possible to express the PDEs in terms of differential forms. However, there are some inconsistencies that need to be addressed. That is what the Hodge operator is used for. The problem can be revealed by the example of Poisson equation:
\[ \nabla \cdot \mathbf{q} = f, \quad (2.49) \]
\[ \nabla \phi = \mathbf{u}, \quad (2.50) \]
\[ \mathbf{u} = \mathbf{q}. \quad (2.51) \]

The first equation is applying the divergence operator to a vector, thus it can be regarded as an exterior derivative applied to a 2-form ($\mathbf{q}$ being $q^{(2)}$). As a result, the right hand side $f$ should be a 3-form, $f^{(3)}$. The scalar $\phi$ is a 0-form $\phi^{(0)}$, so the equation is an exterior derivative applied to the 0-form. Therefore the right hand side is a 1-form $\mathbf{u}^{(1)}$. The resulted equations become

\[ dq^{(2)} = f^{(3)}, \quad (2.52) \]
\[ d\phi^{(0)} = u^{(1)}, \quad (2.53) \]
\[ u^{(1)} = q^{(2)}. \quad (2.54) \]

where the last equation shows the conflict, as they are different types of differential forms. If we expand the equations, one can clearly see the difference between the left hand side term $u^{(1)} = u_1 dx^1 + u_2 dx^2 + u_3 dx^3$ and the right hand side term $q^{(2)} = q_1 dx^2 \wedge dx^3 + q_2 dx^3 \wedge dx^1 + q_3 dx^1 \wedge dx^2$.

They can not be equated directly, thus we introduce the Hodge operator. Apply a Hodge operator to $u^{(1)}$, the last equation is

\[ \star u^{(1)} = \star (u_1 dx^1 + u_2 dx^2 + u_3 dx^3) \]
\[ = u_1 \star dx^1 + u_2 \star dx^2 + u_3 \star dx^3 \]
\[ = q^{(2)}. \quad (2.55) \]

where for each basis

\[ \star dx^1 = dx^2 \wedge dx^3, \quad (2.56) \]
\[ \star dx^2 = dx^3 \wedge dx^1, \quad (2.57) \]
\[ \star dx^3 = dx^1 \wedge dx^2. \quad (2.58) \]

Now their basis are consistent. Geometrically speaking, one can understand such operator as changing the geometry associated to the differential forms. The projection of 2-form can be thought of the area that the two vectors projected to the covector plane. Instead using 2-form, we can also use a normal vector to express the same area, which is written as a 1-form $\gamma^{(1)}(u' \times v')$.

The theory behind the Hodge operator is the two types of differential forms. Described in [1], it is said that there are inner-oriented forms and outer-oriented forms. Both of the forms are able to represent physical quantities, but they can never be equated together due to different orientation settings. To equate them, the form should be transformed to be consistent with the orientation, and that transformation/switch is exactly what the Hodge operator does.

Figure 2.5 depicts the different orientations of geometry objects in $\mathbb{R}^3$, where the Hodge operator switches the orientation between the two rows.

The inner-oriented is defined as an orientation of a geometry object that is independent of the dimension of the ambient space, and the outer-orientation is the one that depends on the dimension of the ambient space. Take the velocity for example, the velocity vector can be represented as circulation (which is the velocity integrated along the line). Alternatively, it can also be represented as a flux, i.e. integrated as amount of fluid passing through a surface ($\mathbb{R}^3$)/line($\mathbb{R}^2$). Therefore, we have two representations for velocity, one is 1-form and the other is $(3-1)$-form/$(2-1)$-form. The first representation is independent of the ambient space.
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Figure 2.5: Outer and inner-orientation of \( k \)-form in \( \mathbb{R}^3 \), taken from [3].

Dimension, thus the 1-form is inner-oriented. The other one, on the contrary, is determined to be 2-form or 1-form by the embedding space and as a result, it is an outer-oriented form.

For the same rule, the Hodge operation on other forms are

\[
\begin{align*}
\star dx^2 \wedge dx^3 &= dx^1, \\
\star dx^3 \wedge dx^1 &= dx^2, \\
\star dx^1 \wedge dx^2 &= dx^3, \\
\star dx^1 \wedge dx^2 \wedge dx^3 &= 1, \\
\star 1 &= dx^1 \wedge dx^2 \wedge dx^3.
\end{align*}
\]

In \( \mathbb{R}^2 \) setting, the Hodge operations are

\[
\begin{align*}
\star 1 &= dx^1 \wedge dx^2, \\
\star dx^1 &= dx^2, \\
\star dx^2 &= -dx^1, \\
\star (dx^1 \wedge dx^2) &= 1.
\end{align*}
\]

Applying Hodge operator twice leads to identity with a minus or plus sign.

\[
\star \star \alpha^{(k)} = (-1)^{n-k} \alpha^{(k)}.
\]

2.1.6 Double de Rham complex

A helpful diagram to establish relationship between two orientations of differential forms is the double de Rham complex:

The diagram is an analogy of the Figure 2.5 where the top sequence is inner-oriented differential form and the bottom side it is the outer-oriented one. As expected, the Hodge operator is placed between the two orientations and the exterior derivative \( d \) is shown in the horizontal line.

With this diagram, double derivative can be constructed, for example the Laplacian operator \( \Delta := \nabla \cdot \nabla \). The operator can be constructed as this: first define an inner-oriented 0-form, that is the top left in the
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Diagram, then apply the exterior derivative which represents gradient operator to get the 1-form. Next, apply the Hodge to convert the 1-form to the outer-orient counterpart 2-form, where the second exterior derivative is applied which corresponds with the divergence operator. Finally, we apply the Hodge operator again to get the 3-form back to the original 0-form. In the equation, the above operations are expressed as

\[ \Delta \alpha^{(0)} = \star d \star d \alpha^{(0)} . \]  (2.69)

The Laplacian operator for 1-form can be derived using the same rule. This time we start with 1-form on the top row, either we can first apply \( d \) then \( \star \), \( d \) and finally \( \star \) or apply the \( \star \) first, then \( d \), \( \star \) and \( d \) to construct the Laplace operator. The Laplacian for a 1-form is the sum of these two operations,

\[ \Delta \alpha^{(1)} = d \star d \star \alpha^{(1)} - \star d \star d \alpha^{(1)} , \]  (2.70)

which coincides with the vector Laplacian operator, \( \Delta \vec{v} = \nabla \nabla \cdot \vec{v} - \nabla \times \nabla \times \vec{v} \). Equation 2.70 is also the general form of Laplace operator in differential k-form. The reason that there is only one term for 0-form is because \( d \star \alpha^{(0)} = 0 \). For the same reason, the Laplacian of 3-form is \( \Delta \alpha^{(3)} = d \star d \star \alpha^{(3)} \).

2.1.7 Pullback Operator

The pullback operator is introduced due to the fact the physical domain is not equivalent to the reference/computational domain. It is very common in numerical computation, where the calculation and analysis are done in the reference domain and then use mapping to switch to the more complex real physical domain. Particularly, in this work, Lagrange polynomials and edge functions (introduced later) are used as interpolation functions for differential forms and they are all defined on the simple orthogonal elements with a fixed interval, therefore, using reference domain to do computations such as integration is easier to implement.

As the result, the workflow of the program is that a differential form is pulled back from the physical domain to the reference domain, where discretization is performed. At last, an inverse of pullback is applied to the differential form, and brings them from the reference domain to the physical one.

The pullback operator is a mapping that maps the physical domain to the reference domain. Suppose the mapping \( \Phi: \Omega(\xi, \eta) \rightarrow \Omega(x, y) \), where the reference domain is denoted as \( \hat{\Omega} \) and the physical domain is denoted as \( \Omega \). Then pullback operator, denoted as \( \Phi^* \), is defined as

\[ \Phi^*: \Lambda^k(\Omega(x,y)) \rightarrow \Lambda^k(\hat{\Omega}(\xi,\eta)) . \]  (2.71)

Note in the reference domain the coordinates are denoted as \( \xi \) and \( \eta \) while in the physical domain, the corresponding coordinates are denoted as \( x \) and \( y \).

For example, in case of 1-form, the pullback operator maps \( \alpha^{(1)} = A dx + B dy \) defined on physical \( \Omega \) to reference \( \hat{\Omega} \), and get a 1-form \( \beta^{(1)} \) with a different basis. In detail, apply the pullback to 1-form is

\[ \Phi^*(dx) = \frac{dx}{d\xi} d\xi + \frac{dx}{d\eta} d\eta , \]  (2.72)

\[ \Phi^*(dy) = \frac{dy}{d\xi} d\xi + \frac{dy}{d\eta} d\eta , \]  (2.73)

which is equivalent in matrix form, also known as Jacobian matrix,

\[ \Phi^* = \begin{bmatrix} \frac{dx}{dx} & \frac{dx}{dy} \\ \frac{dy}{dx} & \frac{dy}{dy} \end{bmatrix} . \]  (2.74)

Therefore,
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\[ \beta^{(1)} = \Phi^* (\alpha^{(1)}) = \Phi^* (A dx + B dy) = [A \ B] \begin{bmatrix} \frac{dx}{d\xi} & \frac{dy}{d\xi} \\ \frac{dx}{d\eta} & \frac{dy}{d\eta} \end{bmatrix} \begin{bmatrix} d\xi \\ d\eta \end{bmatrix} = (A \frac{dx}{d\xi} + B \frac{dy}{d\eta}) d\xi + (A \frac{dx}{d\eta} + B \frac{dy}{d\eta}) d\eta, \]  

(2.75)

where the term \((A \frac{dx}{d\xi} + B \frac{dy}{d\eta})\) and \((A \frac{dx}{d\eta} + B \frac{dy}{d\eta})\) will be referred as new vector proxies in the corresponding domain. The pullback operator has two properties \([1]\), relating to wedge product and exterior derivative. They are:

- \( \Phi^* (\alpha^{(k)} \wedge \beta^{(l)}) = (\Phi^* (\alpha^{(k)})) \wedge (\Phi^* (\beta^{(l)})) \)
- \( \Phi^* (d\alpha^{(k)}) = d\Phi^* (\alpha^{(k)}) \)

The first property makes it easy to apply the pullback operator to higher \(k\)-forms with wedge product, e.g. \( \Phi^* (dx \wedge dy) = \Phi^* (dx) \wedge \Phi^* (dy) \). The second one enables free commuting operation, i.e. there is no difference with sequence of operator applied. It also proved that the exterior derivative is coordinate free.

The pullback operator is compatible with the integration of differential form, as the Equation 2.76 shows. It means that one can simply do the integration in a simple computational domain and apply a pullback operator, which yields the same result as direct integration in the physical domain,

\[ \int_{\Phi(\hat{\Omega})}^{\Omega} a^{(k)} = \int_{\hat{\Omega}} \Phi^* a^{(k)}. \]  

(2.76)

The inverse of the pullback operator is denoted as \( \Phi^{-*} \), given by

\[ \Phi^{-*} = \frac{1}{\text{det}(\Phi^*)} \begin{bmatrix} \frac{dy}{d\xi} & -\frac{dx}{d\eta} \\ -\frac{dy}{d\xi} & \frac{dx}{d\eta} \end{bmatrix}. \]  

(2.77)

This operator is used to put the discretized differential forms from the reference domain into the physical domain. It will be illustrated in the next chapter.

2.1.8 Inner Product and Codifferential

In the previous sections, we saw that we can write the second derivative with the help of the two types of oriented differential forms. It implies that we can explicitly describe the two different oriented differential forms with two different oriented grids.

However, after exterior derivative and Hodge operations, we actually ended at the same oriented grid as where we start (such as \( \Delta \alpha^{(0)} = \ast d \ast \alpha^{(0)} \)). Actually we can stay in one type of oriented differential forms to perform the second derivative.

This is done by codifferential, denoted as \( d^* \) and is defined as

\[ d^* := (-1)^{n(k+1)+1} \ast d \ast. \]  

(2.78)

It is a series of Hodge and \( d \) operations, so if we use the \( d^* \) in the equation, there is only one type of orientation as we use the other oriented differential forms implicitly.

The inner product is defined as

\[ (a^{(k)} \ast b^{(k)})_{\Omega} := \int_{\Omega} a^{(k)} \wedge b^{(k)}. \]  

(2.79)
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We use the inner product to derive the weak form of the PDE. Combine the above equation with the
generalized Stokes theorem, we can derive an important equation by the integration by parts. Suppose there
are two differential forms \( a^{(k)} \) and \( b^{(k+1)} \), then

\[
\int_{\partial \Omega} tr^{(k)} \wedge \star b^{(k+1)} = \int_{\Omega} d(a^{(k)} \wedge \star b^{(k+1)})
\]

\[
= \int_{\Omega} da^{(k)} \wedge \star b^{(k+1)} + (-1)^k \int_{\Omega} a^{(k)} \wedge d \star b^{(k+1)}
\]

\[
= \int_{\Omega} da^{(k)} \wedge \star b^{(k+1)} + (-1)^{k+(k+1)(n-k-1)} \int_{\Omega} a^{(k)} \wedge \star \star d \star b^{(k+1)}
\]

\[
= (da^{(k)} \delta^{(k+1)}) + (a^{(k)}(-1)^{k+(k+1)(n-k-1)} \star \star d \star b^{(k+1)})
\]

\[
= (da^{(k)} \delta^{(k+1)}) - (a^{(k)} d^* \delta^{(k+1)})
\]

(2.80)

In the first line we use Stokes theorem. The second equation uses the property of \( d(a^{(k)} \wedge \beta^{(m)}) = da^{(k)} \wedge \beta^{(m)} + (-1)^k a^{(k)} \wedge \beta^{(m)} \) mentioned before. In the third line we use the second property of Hodge operator \( \star \star = (-1)^k(n-k) \) mentioned before. The rest is to rewrite in inner product form and the final expression is

\[
(a^{(k)}, d^* b^{(k+1)})_{\Omega} = (da^{(k)} \delta^{(k+1)})_{\Omega} - \int_{\partial \Omega} tr^{(k)} \wedge \star b^{(k+1)}
\]

(2.85)

As the Equation 2.85 shows, the codifferential is canceled by integration by part to be an inner product
plus a boundary term. Notation \( tr \) is the trace of the differential form, which means differential forms at
the boundaries on the manifold, \( tr: \Lambda^k(\Omega) \rightarrow \Lambda^k(\partial \Omega) \).

2.2 Algebraic Topology

The differential geometry provides a tool to describe the physical variable in a more natural way, where these
physical quantities are associated with points, surfaces or volumes. In this section, algebraic topology is intro-
duced. This is the discrete version of differential geometry, thus can be put into computer for numerical solving.
Here we present a brief introduction to the algebraic topology. For more detailed references we refer to [4] or [15].

2.2.1 Cell, Chain, and Cochain

The basic element of algebraic topology is the \( p \)-cell, so there are 0-cells, 1-cells, 2-cells in \( \mathbb{R}^2 \), which is similar
to the definition of differential form. A 0-cell is a point in topological space, denoted by \( c_{(0)} \). For higher
dimensional cells, 1-cell is the line segment bounded by two 0-cells in the topological space. Similarly, the
2-cell represents the surface bounded by surrounding 1-cells. They are denoted in the subscript, i.e. \( c_{(1)} \) and \( c_{(2)} \). The collection of \( p \)-cells are defined as \( p \)-chain, denoted as \( C_p \)

\[
C_p = \sum_{i=1}^{n_p} m_{(p),i} c_{(p),i}
\]

(2.86)

where \( n_p \) is the number of \( p \)-cells and \( m_{(p),i} \) is the weight for each \( p \)-cell. Usually the weight value is set
to be either 1, \(-1\), or 0, which means that the cell has a positive/negative orientation or not being part of
the chain. It is clear to see that chain is actually the linear combination of cells.

An important thing to note is that there are also two types of orientations for cells – the outer-oriented
or inner-oriented – corresponding to the orientations of differential forms. Note from here we start to talk
about \( \mathbb{R}^2 \) case, since this thesis focuses on solving PDEs in a 2D domain. For \( \mathbb{R}^3 \), reader can refer to [16].

For 0-cells, they are defined as sink or source (inner-oriented, it has the same literal meaning as a sink or
source in fluid dynamics). It also can be defined as clockwise or anti-clockwise (outer-oriented). For 1-cell, the
inner orientation is defined as along the line. Nevertheless the outer-oriented 1-cell is defined as the oriented
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line orthogonal to the cell. As for 2-cell, the orientation is defined as clockwise/anti-clockwise rotation as inner-oriented or as a sink/source on the surface. In the Figure 2.6 cells on the top are the outer-oriented 0,1,2-cell and on the bottom and the inner-oriented 2,1,0-cell.

![Figure 2.6: Inner-(bottom) and outer-orientation(top) of geometries in 2D](image)

The collection of all the cells is called the cell complex. An example in [1] is shown in the Figure 2.7. This is a simple two-dimensional cell complex. Each 1-cell is given by two 0-cells. For example, the boundary of the 1-cell, \(L_1\), is given by the 0-cells \(P_1\) and \(P_2\). When the default orientation of point is defined as sink, the boundary is simply \(-P_1 + P_2\). So a minus one corresponds to an orientation in the opposite direction, and a plus one means orientation in the same direction as the line orientation. Similarly, the boundary of surface \(S_1\) is given by surrounding lines, namely \(L_1 + L_2 - L_3 - L_4\), where their +/- sign corresponds with their orientation. It should be noted that the 0-cell does not have boundaries.

![Figure 2.7: Cell complex sample](image)

We can write the boundary of all 1-cells in form of matrix, for example,

\[
\partial \begin{bmatrix} L_1 \\ L_2 \\ L_3 \\ L_4 \end{bmatrix} = \begin{bmatrix} \partial L_1 \\ \partial L_2 \\ \partial L_3 \\ \partial L_4 \end{bmatrix} = \begin{bmatrix} -1 & 1 & 0 & 0 \\ 0 & -1 & 1 & 0 \\ 0 & 0 & 1 & -1 \\ -1 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} P_1 \\ P_2 \\ P_3 \\ P_4 \end{bmatrix} = \mathbb{E}^{(1,0)} P_i . \tag{2.87}
\]

In the equation, \(\partial\) is the boundary operator. The matrix that contains 0, +/- 1 is called the incidence matrix and is denoted as \(\mathbb{E}^{(1,0)}\) where the upper script indicates that it is the relation between 1-cells and 0-cells. It is the matrix form of the topological boundary operator. In a similar way, the boundary of the surface \(S_1\) can be written as

\[
\partial S_1 = \begin{bmatrix} 1 & 1 \\ -1 & -1 \\ 1 & 1 \end{bmatrix} \begin{bmatrix} L_1 \\ L_2 \\ L_3 \\ L_4 \end{bmatrix} = \mathbb{E}^{(2,1)} L_i . \tag{2.88}
\]
where \( E^{(2,1)} \) is the incidence matrix. In addition, if we multiple the two incidence matrices \( E^{(2,1)} \) and \( E^{(1,0)} \), the result is 0, which implies that the boundary of the boundary of cells is zero, \( \partial \circ \partial C_p = 0 \).

It is easy to prove that the set of all \( p \)-chains form a linear vector space. Therefore it is reasonable to think about the dual of such vector space. That is where \( p \)-cochain comes from, which is defined as the dual of \( p \)-chain. It is the discrete version of the differential form [1]. The cochain is defined as

\[
C_p = \sum_{i=1}^{n_p} a^{(p),i} \mathcal{C}^{(p),i},
\]

where \( \mathcal{C}^{(p),i}(\mathcal{C}^{(p),j}) = \delta^i_j \) is a Kronecker delta and \( a^{(p),i} \) is a list of weights. Applying the cochain to chain by duality pairing, we get

\[
\langle C_p, C_p \rangle := \sum_{i=1}^{n_p} \sum_{j=1}^{n_p} a^{(p),i} m^{(p, j)} \langle \mathcal{C}^{(p),i}, \mathcal{C}^{(p),j} \rangle
\]

\[
= \sum_{i=1}^{n_p} a^{(p),i} m^{(p),i},
\]

(2.90)

The duality expression (2.90) resembles the integration of differential \( k \)-form over a \( k \)-dimensional manifold, where the chain plays the role of manifold and the cochain acts like a differential form. For a duality between \( p \)-chain and \( p \)-cochain, the comparison can be found in the following table.

| \( \langle C^0, C_0 \rangle := \sum_{i=1}^{n_0} a^{(0),i} m^{(0),i} \) | \( \langle \alpha^{(0)}, \mathcal{P} \rangle := f(\mathcal{P}) \) |
| \( \langle C^1, C_1 \rangle := \sum_{i=1}^{n_1} a^{(1),i} m^{(1),i} \) | \( \langle \alpha^{(1)}, \mathcal{C} := \int \mathcal{C} \rangle \) |
| \( \langle C^2, C_2 \rangle := \sum_{i=1}^{n_2} a^{(2),i} m^{(2),i} \) | \( \langle \eta^{(2)} \mathcal{S} := \int \mathcal{S} \rangle \) |

**2.2.2 Coboundary Operator**

In the last section, we talked a bit about the boundary operator \( \partial \) which is in fact a mapping of \( C_p \rightarrow C_{p-1} \). Here we introduce the coboundary operator, \( \delta \) as

\[
\langle \delta C_p, C_p \rangle := \langle C_p, \partial C_{(p+1)} \rangle.
\]

(2.91)

The coboundary operator maps \( p \)-cochains into \( (p+1) \)-cochains. Such operation resembles the generalized Stokes theorem (Equation 2.47), where the exterior derivatives maps \( k \)-form to \( (k+1) \)-form. In fact the coboundary operator is the discrete analogy of the exterior derivative [16]. That also means that the vector calculus operators (\( \text{grad} \), \( \text{curl} \), \( \text{div} \)) or the exterior derivative \( d \) can be represented by the coboundary operator \( \delta \). Applying the coboundary operator to a 0-cochain represents gradient operation. Similarly, 1-cochain for curl, and 2-cochain for divergence. The matrix representation of coboundary operator is in fact the transpose of incidence matrix of the boundary operator.

**2.3 Transfinite Mesh**

In this study, a transfinite mesh is used to depict the physical domain, which in our case is the flow around a cylinder. The transfinite method is actually a tool originally developed for computer aided design but it has been rapidly adapted to the problem of mesh generation for finite element analysis [17]. The transfinite mesh method for finite element method was first introduced by Gordon and Hall [18]. The term “transfinite”, as quoted, is to describe the fact that unlike classical interpolation method that match primitive function at a finite number of points, the transfinite method matches the function with non-denumerable number of points.

Currently, there is no good mesh generator for spectral element method yet and most of the generators are coarse on approximation on geometry. For a case like a cylinder, traditional mesh generator would simply
approximate the geometry to the polygons, a piecewise linear mesh. Refining the mesh will just end at polygons with more sides. The transfinite method is a very accurate method on approximating the geometry that retains the original boundaries, and the more refinement we have, the accuracy increases. Such feature is good for the spectral element method as the case in the study consists of circular boundary. Therefore, in this thesis, all the physical domains that are being used will be meshed by this method.

It should be noted that in spectral element method, increasing the order of polynomials is often used for refinement. That is also why the element in spectral element method can be larger than the one used in the finite element method. In the thesis, for our flow around cylinder case, the cylinder can be bounded by only eight elements and give reasonably accurate result.

The geometry modeling and interpolation work will be explained here. To analyze the flow field with complex geometry, the reference domain \( \hat{\Omega} \) is established, as well as a projector \( \Phi \) that projects from reference domain \( \hat{\Omega} \) to the physical one: \( \Phi: \Lambda(\hat{\Omega}) \rightarrow \Lambda(\Omega) \).

The curve \( \partial \hat{\Omega}_1 \) corresponds to the edge at bottom in the reference domain. For a given value of \( \xi \in [-1, 1] \) with \( \eta \) being the constant \(-1\), the function \( \Gamma \) defines the correspondent point coordinate in physical domain edge \( \partial \Omega \).

We take an element with curved boundaries to demonstrate how the mesh is constructed, the shape of the domain is shown in the Figure 2.9. The four boundaries are indicated as \( \Gamma_1, \Gamma_2, \Gamma_3, \) and \( \Gamma_4 \), starting from the bottom edge, anti-clockwise.

These boundaries are functions of reference coordinates, i.e. \( \Gamma(\xi, \eta) \). The shape of reference domain is a square with \( \xi \) and \( \eta \) varying from -1 to 1, i.e. the \( \Omega \) in the Figure 2.8 (The reference domain interval minus one to one is not essential and can be altered such as zero to one.) Therefore for this element, the boundaries are defined as:

\[
\Gamma(\xi,-1) = \begin{bmatrix} y(\xi,\eta) \\ x(\xi,\eta) \end{bmatrix} = \begin{bmatrix} 0 \\ \frac{1}{2}(1+\xi) \end{bmatrix}, \\
\Gamma(1,\eta) = \begin{bmatrix} y(\xi,\eta) \\ x(\xi,\eta) \end{bmatrix} = \begin{bmatrix} \frac{1}{2}(1+\eta) \\ 0.25\eta^2 + 0.75 \end{bmatrix}, \\
\Gamma(\xi,1) = \begin{bmatrix} y(\xi,\eta) \\ x(\xi,\eta) \end{bmatrix} = \begin{bmatrix} -0.25\xi^2 + 0.75 \\ \frac{1}{2}(1+\xi) \end{bmatrix}, \\
\Gamma(-1,\eta) = \begin{bmatrix} y(\xi,\eta) \\ x(\xi,\eta) \end{bmatrix} = \begin{bmatrix} \frac{1}{2}(1+\eta) \\ 0 \end{bmatrix}.
\]
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Figure 2.9: Element example for transfinite mesh

It is easy to map the boundaries precisely into the physical domain or vice versa, but the key is to ensure the interior points of the domain being properly mapped.

Here we define univariate functions $\phi_i, \psi_i, i=1,2$ that behave like linear basis functions:

$$\phi_0 = \frac{1 - \xi}{2}, \quad \psi_0 = \frac{1 - \eta}{2}, \quad (2.100)$$

$$\phi_1 = \frac{1 + \xi}{2}, \quad \psi_1 = \frac{1 + \eta}{2}. \quad (2.101)$$

Then the transfinite mapping consists of three mappings, they are

$$F_\xi(\xi, \eta) = \phi_0 \Gamma(-1, \eta) + \phi_1 \Gamma(1, \eta), \quad (2.102)$$

$$F_\eta(\xi, \eta) = \psi_0 \Gamma(\xi, -1) + \psi_1 \Gamma(\xi, 1), \quad (2.103)$$

$$F_{\xi\eta}(\xi, \eta) = \phi_0 \psi_0 \Gamma(-1, -1) + \phi_0 \psi_1 \Gamma(-1, 1) + \phi_1 \psi_0 \Gamma(1, -1) + \phi_1 \psi_1 \Gamma(1, 1)$$

$$= \sum_{i=0}^{1} \sum_{j=0}^{1} \phi_i \psi_j \Gamma(-(-1)^i, -(-1)^j). \quad (2.104)$$

Then the transfinite mapping between the reference domain and the physical domain is calculated by the Equation 2.105

$$F(\xi, \eta) = F_\xi + F_\eta - F_{\xi\eta}. \quad (2.105)$$

The first component of the mapping preserves the left and right side boundaries, $\Gamma_2$ and $\Gamma_4$, as shown in the Figure 2.10a, and the second mapping $F_\eta$ will preserve the remaining two boundaries, $\Gamma_1$ and $\Gamma_3$, (Figure 2.10b), while the third mapping $F_{\xi\eta}$ only preserves the four points at corners shown in the Figure 2.10c. The transfinite mapping $F$ is actually a Boolean sum of interpolations in each of the computational coordinates which will preserve all the four boundaries and the interior points in the domain. So the final interpolation is shown in the Figure 2.11.

The derivation of the equation is described in [18], detailed references include [17, 19, 20]. The function $\phi$ and $\psi$ are called blending functions in the paper and they are not necessary being linear as being defined before, being non-linear functions are able to twist the mesh. Nevertheless the linear one is the most straightforward case, also in our case there is no twist inside the element.

One should be cautious that when using the method is that the mapping has to be in the consistent direction. It is obvious that if we substitute the $\xi$ with $-\xi$, the shape being mapped may seem correct, but in fact this mapping just twists the image by 180 degrees to the other side.
After implementing all the transfinite interpolation for each element, it can be assembled for the test case. Figure 2.12 is one of the test cases developed. In the figure, there are 32 elements in total and the interpolation node is Gauss-Lobatto-Legendre nodes with polynomial degree set to 3.

After establishing the transfinite mapping, the derivative with respect to $\xi$ and $\eta$ in the Jacobian matrix can be derived, i.e. $\frac{dx}{d\xi}$, $\frac{dx}{d\eta}$ and $\frac{dy}{d\xi}$, $\frac{dy}{d\eta}$, thus the pullback operator is found.
3 | Mimetic Spectral Implementation

In the last chapter, it has been shown that the concepts and operations in vector calculus can be transformed into the differential geometry which can be further represented by algebraic cochains. In this chapter, the transformation between differential continuous settings to the discrete counterpart is introduced. This is achieved by the projection operator.

The partial derivative equations of interest lie in an infinite dimensional space. Here, a projection \( \pi \) is implemented to map the differential form in infinite dimensional space to finite dimensional space – a finite function space \( (\pi: \Lambda^k \rightarrow \Lambda^k) \).

The projection contains two operations: \( \pi = I \circ R \). First, a transformation from differential form to cochain is done by the reduction operator \( R \). Later, a reconstruction operator \( I \) is used to reconstruct the differential form using cochain.

3.1 Reduction Operator

The reduction operator is a map from \( p \)-forms to \( p \)-cochains, \( R: \Lambda^p(\Omega) \rightarrow C^p(D) \), where \( \Omega \) is a manifold, \( D \) is a cell complex. It is defined as:

\[
\langle Ra^{(p)}, C_p \rangle := \int_{C_p} a^{(p)},
\]

where \( Ra^{(p)} \) is a \( p \)-cochain that acts on a \( p \)-chain \( C_p \).

The effect of the reduction operator can be demonstrated as following. Consider a cell complex consisting \( x_N \) number 0-cells and \( x_{N-1} \) number of 1-cells at interval of \([-1, 1]\). Suppose a 0-form \( a^{(0)} \) on 1D space, the reduction operation \( R a \) is equivalent to sampling a scalar function at \( x_N \) points, i.e. the cochain values are

\[
\begin{bmatrix}
a(x_1) \\
a(x_2) \\
\vdots \\
a(x_N)
\end{bmatrix}.
\]

(3.2)

If we apply the coboundary operator, the resultant 1-cochain is

\[
\delta [a(x_1) \ a(x_2) ... \ a(x_N)] = [a(x_2) - a(x_1) ... \ a(x_N) - a(x_{N-1})].
\]

(3.3)

It can be seen that the coboundary operator assigns values to the line segments. Such operation can also be done by taking the exterior derivative first to the 0-form \( a^{(0)} \) and then the 1-form \( da^{(0)} \) is applied by the reduction operator. It can be proved that it is equivalent to the previous operation, which leads to an important property of reduction operator that the sequence of applying reduction and exterior derivative operation has no effect to the final result, \( R \circ d = \delta \circ R \). This rule applies to any differential form as the following diagram commutes.

\[
\begin{array}{c}
\Lambda^k \\
\downarrow R \\
C^k \\
\downarrow \delta \\
\Lambda^{k+1} \\
\downarrow R \\
C^{k+1}
\end{array}
\]

It should be noted that since the reduction operation reduces the dimensionality of the function space, there will be a loss of information in cochains.
3.2 Reconstruction Operator

The reconstruction operator $I$ acts the opposite direction of $R$ – it maps $I: C^p(D) \rightarrow \Lambda^p(\Omega)$, which takes the cochain and gives differential form. The reconstruction is done by interpolation of cochains using basis function, so there are multiple choices for reconstruction, whether it can be Lagrangian polynomial, or B-spline, etc. Although it is free to choose reconstruction method, a certain number of requirements needs to be fulfilled \cite{21}. One is that the operator is the right inverse of $R$, so it returns identity

$$R \circ I = \mathbb{I},$$

and its left inverse (which is $\pi$) must be an approximation close to identity with an error, which varies due to the approximated function and the polynomial degree that is used.

$$I \circ R = \mathbb{I} + \epsilon.$$  

This is easy to figure out, as the reduction of a reconstruction of cochain will return the original cochain while the second equation dropped a certain amount of information to get the cochain from differential form which for sure leads to an inevitable error. In addition, the operator has to satisfy $d \circ I = I \circ \delta$, which means that the sequence of taking exterior derivative/coboundary operator and reconstruction does not affect the final result, just like the commuting diagram of the reduction operator.

In the following sections, the reconstruction operation used in the thesis will be put in detail.

3.3 Basis Function

The difference between the traditional Finite Element Method and the Spectral Element Method is that the SEM uses high degree polynomials as basis functions, while FEM generally uses linear or quadratic function as basis function. In this section, we discuss two types of basis functions used to approximate (reconstruct) the differential forms. They are Lagrange nodal function and edge function.

![Sample of basis functions to be used in this study](image)

**Figure 3.1:** Sample of basis functions to be used in this study

3.3.1 Nodal Function

The first type of basis functions is the nodal basis function, which is widely used in spectral element method \cite{22, 23}.

For 0-form $a^{(0)}(x)$, the basis function is a set of normalized Lagrange polynomials to reconstruct 0-cochains. Take a 1D case for example, a 0-form is defined in an interval of $[-1, 1]$. Suppose after reduction we have $N+1$ number of nodal values $x_i$ ($1 \leq i \leq N+1$) (The node position may be uniformly distributed but also can be Gauss-Lobatto-Legendre nodes), which sample the $a(x_i)$ that gives the discrete values $a_i$ ($1 \leq i \leq N+1$). The Lagrange polynomial, $h_i(x)$, of degree $N$ is given by
The functions have the property that they become zero in all points except $x_i$ which is equal to $h_i(x_i) = 1$.

$$h_i(x_j) = \begin{cases} 1 & i = j, \\ 0 & i \neq j. \end{cases}$$  \hfill (3.7)

The 0-form can be reduced and then interpolated/reconstructed as

$$a_h^{(0)}(x) = I\circ R(a^{(0)}(x)) = \sum_{i=1}^{N+1} a(x_i) h_i(x) = \sum_{i=1}^{N+1} a_i h_i(x) .$$  \hfill (3.8)

The function is approximated by a Lagrange polynomial of degree of $N$ and the subscript $h$ just indicates that currently the reconstructed form stays in a finite dimensional space. Figure 3.2 shows an example projection of a 0-form/function using Lagrange polynomials. The original 0-form is shown in blue line, $u = e^{0.5x}(\sin(0.5\pi x)+2\pi \cos(0.5\pi x))$. First, the 0-form is reduced to some nodal (for example equidistant or GLL nodes) values denoted as the blue points. Then these nodes are used to reconstruct a finite dimensional function where the Lagrange polynomials are used. The reconstructed 0-form $u_h$ is denoted as the red line. With the increase of order, the interpolation will increasingly converge to the original 0-form.

![Figure 3.2: Nodal reconstruction of $u(x)$ using Lagrange polynomials](image)

It is important that one can evaluate the integral of the reconstructed function by defined weights and the following equations holds,

$$w_i = \int_{-1}^{1} h_i(x) dx ,$$  \hfill (3.9)

$$\int_{-1}^{1} a_h^{(0)}(x) dx = \sum_{i=1}^{N+1} w_i a(x_i) .$$  \hfill (3.10)

That leads to the numerical integration or quadrature which is a method to calculate the integration as weighted summation of evaluations of the function at a finite set of points. The position and number of $x_i$ in $a(x_i)$ and the weight $w_i$ differs according to different method and accuracy. In our code, the Gauss quadrature or Gauss-Lobatto-Legendre quadrature is used. The main difference is that the Gauss quadrature points $x_i$ do not include start and ending points, namely -1 and 1 while Gauss-Lobatto-Legendre includes.

We will discuss the quadrature in detail later.
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3.3.2 Edge Function

For 1-form, the edge function $e_i(x)$ is developed \[24, 25\] to reconstruct the 1-cochain to 1-form. The integral of edge function satisfies:

\[
\int_{L_j} e_i(x) = \begin{cases} 
1 & i = j, \\
0 & i \neq j. 
\end{cases} \quad (3.11)
\]

which indicates that at each section of line segment $L_j$, the integration of the function is one if $i = j$, instead of nodal values being one like nodal function. Its definition is given by

\[
e_i(x) = -\sum_{k=1}^{i-1} dh_k(x) \quad i = 1, 2, ..., N, \quad (3.12)
\]

where $h_k(x)$ is the Lagrange polynomials mentioned before, and the $dh_k(x)$ is the derivative of it. Note the different number of summation that nodal function and edge function have. If there are $N+1$ number of 0-cochains, then there will be $N$ number of 1-cochains.

For a 1-form $u^{(1)} = u(x)dx$, the reduction operation gives the corresponding 1-cochain $C^1$, which is the integral values $u_1, u_2, ..., u_N$,

\[
\mathcal{R}u^{(1)} = C^1 = \sum_{i=1}^{N} u_i, \quad (3.13)
\]

where

\[
u_i = \int_{x_i}^{x_{i+1}} u^{(1)} = \int_{x_i}^{x_{i+1}} u(x)dx \quad i = 1, 2, ..., N. \quad (3.14)
\]

The 1-cochains can also be derived by applying coboundary operator to the 0-cochains. After reduction, we can reconstruct the 1-form using edge function defined before:

\[
u_h^{(1)}(x) = \sum_{i=1}^{N} u_i e_i(x). \quad (3.15)
\]

The reconstruction operation is can also be derived by the exterior derivative of $a_h^{(0)} \[3\]$:

\[
u_h^{(1)} = da_h^{(0)}(x) = d\left(\sum_{i=1}^{N+1} a(x_i)h_i(x)\right) = \sum_{i=1}^{N+1} a(x_i)dh_i(x)
\]

\[
= \sum_{i=1}^{N+1} a(x_i)\left(\sum_{k=1}^{i} dh_k(x) - \sum_{k=1}^{i-1} dh_k(x)\right)
\]

\[
= \sum_{i=1}^{N+1} a(x_i)(-e_{i+1}(x) + e_i(x))
\]

\[
= \sum_{i=1}^{N} (a(x_{i+1}) - a(x_i))e_i(x)
\]

\[
= \sum_{i=1}^{N} (\delta a(x_i))e_i(x), \quad (3.16)
\]
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where the $\delta a(x_i)$ is exactly the discrete version of $u_i$. Now we can say that the edge function validates the commuting relationship of $I\delta = d\delta$, as shown,

\[
\begin{array}{c}
C^k \xrightarrow{\delta} C^{k+1} \\
\downarrow \pi \downarrow \pi \\
\Lambda_k \xrightarrow{d} \Lambda_{k+1}
\end{array}
\]

Either, we get the reconstructed 1-form from 1-chain or by applying the exterior derivative to the reconstructed 0-form. With the properties of $\mathcal{R}d = \delta \mathcal{R}$ in the last section, it is obvious to derive the relationship: $\pi d = d \pi$

\[
\begin{array}{c}
\Lambda^k \xrightarrow{\delta} \Lambda^{k+1} \\
\downarrow \pi \downarrow \pi \\
\Lambda^k \xrightarrow{d} \Lambda_{k+1}
\end{array}
\]

Figure 3.3 shows an example of the edge function interpolation in 1D space. The manufactured function $u(x)$ is denoted as the blue line. The reconstructed function $u_h(x)$ is calculated as

\[
u_h(x) = \sum_{i=1}^{N} \left( \int_{x_i}^{x_{i+1}} u(x) dx \right) e_i(x) ,
\]

and is denoted as the red line. Unlike the nodal function that every nodal value equals exactly to the original function point, it is the integral over the interval of each section of the interpolation function $\int_L u_h(x) dx$ equals to that of the original one $\int_L u(x) dx$.

![Edge function interpolation](image)

**Figure 3.3: Reconstruction using edge function**

3.4 Quadrature

Since the inner product is defined as an integration operation, we need a technique to evaluate the integrals of the differential forms (reconstructed as polynomials), within each element domain. Therefore, we use numerical integration or quadrature to numerically calculate the integration. It was introduced briefly in the Nodal Function section, the fundamental building block is a summation over a finite set of points:

\[
\int_{-1}^{1} u(\xi) d\xi \approx \sum_{i=1}^{n} w_i u(\xi_i) ,
\]

where $w_i$ are specified constants or weights and $\xi_i$ represents $n$ number of distinct points in the interval $-1 \leq \xi_i \leq 1$, also known as integration points. Although there are many different types of numerical integration that gives $\xi_i$ and $w_i$, we restrict our attention to Gaussian quadrature.
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There are also variants of Gauss quadrature as well, such as Gauss, Gauss-Radau, and Gauss-Lobatto-Legendre, etc. As mentioned before, in our code, we can use Gauss quadrature as well as Gauss-Lobatto-Legendre quadrature. These two quadratures are also the commonly used in the many SEMs.

For Gauss quadrature, the integration points are the roots of the Legendre polynomials $P_n(x)$, which is defined as

$$P_n(x) = 2^n \sum_{j=0}^{n} \binom{n}{j} \left( \frac{n+j-1}{2} \right),$$  (3.19)

where the $i$-th Gauss integration node, $x_i$, is the $i$-th root of $P_n$. The roots can be solved by any root solving algorithms. The corresponding weight is given by

$$w_i = \frac{2}{(1-x_i^2)P_n'(x_i)^2}.$$  (3.20)

Due to the involvement of Legendre polynomials, the method is usually known as Gauss-Legendre quadrature. It should be noted that the number of integration points $n$ is not necessarily equal to the order of the approximated polynomials. However, the quadrature integration equation has $2n$ number of parameters: $n$ points and $n$ weights. Hence we can hope to make it exact for all polynomials of degree $2n-1$ that have $2n$ number of coefficients.

The Gauss-Lobatto-Legendre quadrature is a slight variant of Gauss quadrature, as it takes the start point and end point into account. The points are calculated as

$$x_i = \begin{cases} 
-1 & i=1, \\
\text{i-th zeros of } P_n'(x) & i=2,3...n-1, \\
1 & i=n.
\end{cases}$$  (3.21)

The weights for the GLL-node are calculated using:

$$w_i = \frac{2}{n(n+1)P_n'(x_i)^2}.$$  (3.22)

Given the order of quadrature $n$, the GLL integration is exact for polynomials order up to $2n-3$, smaller than Gauss quadrature due to the extra start/end points. Figure 3.4 shows some typical nodes used in Gaussian quadrature.

![Figure 3.4: Comparison of different nodes](image)

3.5 Multi-dimensional Case

In the previous sections, the basis functions for 0-cochain and 1-cochain interpolation were introduced. We can extend them into 2D or 3D by tensor product. In this section, a 2D scenario is illustrated for 0,1,2-form
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reduction and reconstruction. In general, they are reconstructed the same way as in the 1D case, but with help of tensor product.

The 0-form in 2D are just multi-variate functions \( a^{(0)} = a(x,y) \), thus the reduction is the same as the 1D case – sampling the function at a set of points. Suppose we reduce the 2D 0-form on a Cartesian coordinate, and denote the nodal values as \( a(x_i,y_j) \) \( (i,j = 0,1,...,N) \) and there are \( (N+1) \times (N+1) \) number of points in two directions, then we can reconstruct the 0-cochain using tensor product as shown in the Equation 3.23.

\[
a_h^{(0)}(x,y) = \sum_{i=0}^{N} \sum_{j=0}^{N} a(x_i,y_j) h_i(x) h_j(y) .
\]

As for 1-form, the reconstruction can be illustrated by an example. Consider a 1-form given by

\[
\phi^{(1)}(x,y) = \alpha(x,y) dx + \beta(x,y) dy .
\]

Reduce it by integrating the \( \phi^{(1)} \) over the two directions, which results,

\[
\alpha_{i,j} := \int_{x_{i-1}}^{x_i} \alpha(x,y_j) dx \quad i=1,2,...,N \quad j=0,1,...,N ,
\]

\[
\beta_{i,j} := \int_{y_{j-1}}^{y_j} \beta(x_i,y) dy \quad i=0,1,...,N \quad j=1,2,...,N .
\]

The reconstruction is shown as

\[
\phi_h^{(1)}(x,y) = \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_{i,j} e_i(x) e_j(y) + \sum_{i=0}^{N} \sum_{j=1}^{N} \beta_{i,j} e_i(x) e_j(y) .
\]

It can also be derived from exterior derivative of 0-form. If the 0-form is

\[
a_h^{(0)}(x,y) = \sum_{i=0}^{N} \sum_{j=0}^{N} a_{i,j} h_i(x) h_j(y) ,
\]

the exterior derivative is

\[
u_h^{(1)} = d a_h^{(0)} = \sum_{i=1}^{N} \sum_{j=0}^{N} (a_{i,j} - a_{i-1,j}) e_i(x) e_j(y) + \sum_{i=0}^{N} \sum_{j=1}^{N} (a_{i,j} - a_{i,j-1}) e_i(x) e_j(y) .
\]

For 2-form, consider a 2-form, \( \phi^{(2)} = \phi(x,y) dx \wedge dy \). The reduction are 2-cochains:

\[
\phi_{i,j} := \int_{x_{i-1}}^{x_i} \int_{y_{j-1}}^{y_j} \phi(x,y) dx dy \quad i,j = 1,2,...,N .
\]

Therefore the reconstructed 2-form is

\[
\phi_h^{(2)}(x,y) = \sum_{i=1}^{N} \sum_{j=1}^{N} \phi_{i,j} e_i(x) e_j(y) .
\]

Similarly, the reconstructed \( \mathcal{IR} \phi^{(2)} \) can be derived as the exterior derivative of 1-form, \( d \mathcal{IR} u^{(1)} \),

\[
\phi_h^{(2)} = d u_h^{(1)} = \sum_{i=1}^{N} \sum_{j=1}^{N} (\alpha_{i,j} - \alpha_{i-1,j} + \beta_{i,j} - \beta_{i,j-1}) e_i(x) e_j(y) .
\]
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3.6 Pullback Operator

For simplicity, the discussion above does not include transformation between reference domain and computation domain. In fact the pullback happens during the reduction operation. After reconstruction, the inverse pullback is applied to bring them back to the physical domain.

Suppose the $\xi, \eta$ being the reference domain with $x,y$ is the physical one, the reduction of 0-form, in 2D

$$C^0 = R\Phi^*a^{(0)}(x,y) = R\Phi^*(0) = \sum_{i=0}^{N} \sum_{j=0}^{N} a(\xi_i, \eta_j), \quad (3.31)$$

$$= \sum_{i=0}^{N} \sum_{j=0}^{N} a(\xi_i, \eta_j), \quad (3.32)$$

where $\xi_i$ is the coordinate of the i-th 0-cell on the domain. Then the reconstruction of the 0-cochain is done where the inverse of pullback operator $\Phi^{-*}$ (see Equation 2.77) is applied.

$$a_h^{(0)} = \Phi^{-*}IC^0 = \Phi^{-*} \sum_{i=0}^{N} \sum_{j=0}^{N} a_{ij}(\xi_i, \eta_j) = \sum_{i=0}^{N} \sum_{j=0}^{N} a_{ij}(\xi(x,y), \eta(x,y)). \quad (3.33)$$

From the equation, we can conclude that the pullback operator is merely a change of variables thus applying pullback operator does not change the general equations structure whether it is with the coordinate of $(x,y)$ or $(\xi, \eta)$. Therefore, we omit such operation in the following derivations in order to make the equation clearer to see.

3.7 Weak Form and Test Function

In this section, we talk about the weak form which is the essential for the spectral element method. Normally, equations should hold absolutely pointwise while the weak formulation does not have this requirement. In the weak formulation, the equation is multiplied with test functions and integrated over a domain. We require such integration equation hold. It means that our method does not approximate the original equation, but the weak form of the original equation.

Here we use a simple Poisson equation to show the general methodology for spectral element method. The equation is shown as

$$-\Delta \phi = f, \quad (3.37)$$

with B.C.:

$$\phi = 0 \text{ at } \partial \Omega.$$

The above equation is referred to strong form in contrast to the weak form. A test function $v$ is multiplied to the equation and the resulting equation is integrated over the domain, shown as

$$-\int_\Omega (\Delta \phi)v dx = \int_\Omega f v dx \quad \forall v. \quad (3.38)$$
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Here $\phi$ is a second order derivative thus we use integration by parts to reduce the order of derivatives. By doing this, we actually weaken the requirement on the smoothness of the solution.

\[- \int_{\Omega} (\Delta \phi) v dx = \int_{\Omega} \nabla \phi \cdot \nabla v dx - \int_{\partial \Omega} \frac{\partial \phi}{\partial n} v ds \quad \forall v , \quad (3.39)\]

where $\frac{\partial \phi}{\partial n} = \nabla \phi \cdot n$ is the derivative of $\phi$ to the normal direction $n$. An important property of weak formulations is that the test function is supposed to be zero on the parts of the boundary where the solution $\phi$ is known. In our example, $v=0$ at $\partial \Omega$, so the last term vanishes, and the resulting equation to be solved is:

\[\int_{\Omega} \nabla \phi \cdot \nabla v dx = \int_{\Omega} fv dx \quad \forall v . \quad (3.40)\]

If the original strong form holds then this equation holds, but we can not say this vice versa. That’s why we called it weak form, which we only need to make the integration at both sides equal to hold the equation, rather than make every point in the domain equal to satisfy the equation.

The test function is approximated by basis functions, thus $v \approx v_h = \sum_{i=1}^{N} v_i h_i(x)$. The option to choose type of basis function is open, it can be something else, such as hat function, other than ones talked in the last section. The unknown function (often named as trial function in Finite Element Method) is also approximated using the same way: $\phi \approx \phi_h = \sum_{i=1}^{N} \phi_i h_i(x)$.

The problem now has become a weak form: find $\phi_h$ that for all $v_h$

\[\int_{\Omega} \nabla \phi_h \cdot \nabla v_h dx = \int_{\Omega} fv_h dx , \quad (3.41)\]

i.e. $(\nabla \phi_h, \nabla v_h) = (f, v_h)$ . \quad (3.42)

What’s missing is the space that $v$ and $\phi$ stays. There are restrictions over the test function and the solution but that is beyond the scope of this thesis. In MSEM, $\phi$ and $v$ belongs to a Hilbert space. Detailed discussions can be found in [22, 16]. Since the basis functions $h_i(x)$ are known, then the $\phi_h$ to be solved is completely determined once the coefficients $\phi_i$ have been found.

Insert the summation expansion of $\phi_h$ and $v_h$ to the equation above, we have

\[
\int_{\Omega} \left( \frac{d}{dx} \left( \sum_{j=1}^{N} \phi_j h_j(x) \right) \right) \frac{d}{dx} \left( \sum_{i=1}^{N} v_i h_i(x) \right) dx = \int_{\Omega} \left( \sum_{i=1}^{N} v_i h_i(x) \right) dx , \quad (3.43)
\]

which can be factored as

\[
\sum_{i=1}^{N} v_i \left( \sum_{j=1}^{N} \left( \int_{\Omega} (h'_i(x) h'_j(x)) dx \right) \phi_j - \int_{\Omega} f h_i(x) dx \right) = 0 ,
\]

\[
\sum_{i=1}^{N} v_i \left( \sum_{j=1}^{N} K_{ij} \phi_j - F_i \right) = 0 . \quad (3.44)
\]

Since $v_i$ is arbitrary, so we can choose $v_i$ for each equation, a straightforward case is make the first equation $v_1 = 1$ and any $v_n = 0 \ (n \neq 1)$, the second equation $v_2 = 1$ and any $v_n = 0 \ (n \neq 2)$ , etc. Therefore there are $N$ number of equations for $N$ number of unknowns in total and is a matrix form of $K \phi = F$ type that we can solve.

The matrix $K$ is the integral of the product of derivative of two basis functions, and because the locality of the basis function (being non-zero at specific region), that ensures the sparsity of the matrix since as long as they are not neighbors, the product is zero.
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\[
\begin{bmatrix}
K_{11} & K_{12} & \ldots & K_{i1} & K_{ij} & \ldots & K_{1j} & \ldots & K_{jj}
\end{bmatrix}
\begin{bmatrix}
\phi_1 \\
\vdots \\
\phi_i \\
\vdots \\
\phi_j \\
\vdots \\
F_1 \\
\vdots \\
F_j
\end{bmatrix} = 0
\]

After applying the boundary condition, we can solve the equation to get the coefficient \( \phi_i \) and the PDE is solved.

3.8 About Python

In this essay, the implementation of the mimetic spectral element method is done by using the Python library named \texttt{MimeticFEM}. Here is a short introduction to the package.

The general architecture is, at first, the mesh information should be given, which in our case, the four boundaries of the element is defined as a function of reference coordinates. The four boundary functions will be used as parameters to instantiate a class of transfinite mesh, which plays the role of mesh generator. The resulting object contains mappings and metric tensors. After that, a function space class is used, with the defined mesh object being the parameter. The resulted object serves as a “warehouse” that stores information such as mesh, nodes type, polynomial degree, etc. This is where the differential form basis are defined from. The basis is created as a new object under a subclass of specific function space parent class. Since there are 0-form, 1-form and 2-form, three basis form objects are defined in the code and each of them is associated with certain methods based on what type of nodes it is, such as Gauss points or GLL points.

Up to now, the basis form object contains coordinates of the grid in the reference domain at which the basis functions are evaluated. Therefore, the function of inner product can be applied to get the mass matrix for certain differential forms. If there is more than one element, an assembly function is required to assemble the mass matrix of each element to an integrated mass matrix. For cases with complex geometry, such assembly should be customized by users. This is where gathering matrix is used.

With mass matrices, the system equation is established where the boundary condition is applied. After solving the equation, the solution, which is cochain, are assigned to specific differential forms class attribute. The reconstruction then is implemented by the “reconstruct” method in the basis form class. Finally an export function is called to assign the values to the physical domain to plot results. In addition to the plotting, the package includes error function which can be used to compare the numerical results with the exact solution if it exists and compute the error for error analysis.

In general, the package provides a complete and thorough toolbox and framework for numerical solution with mimetic spectral element method. The package is very flexible as users can choose different settings with a simple parameter change. In addition, the package framework is adjustable and open as well, as the use of abstract class enables users to add new features, such as a new mesh generator, to the package without heavily modifying the code.
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4 Poisson and Laplace Equation

The Poisson equation is a good way to test the code. Here we use the method of manufactured solutions for performance evaluation. The idea is to generate an artificial equation setting that have an exact solution. Since the solution is exact, then the numerical error, if the scheme is implemented correctly, should converge to the machine precision level, thus this method is a good and common way to test the developed code. After the manufactured solution, we will implement the method to solve Laplace equation for flow around cylinder problem and investigate the results.

4.1 Reference domain

As mentioned earlier, most computation schemes have reference domain for computational convenience. Here in this thesis, the reference domain is a 2-dimensional Cartesian plane, a square ranging from -1 to 1 with its center being at the origin point. As usual, we will denote this plane with it coordinates with $\xi$ and $\eta$.

The continuous domain is discretized with grid which contains points, lines, and surfaces. These objects are associated with corresponding $k$-cochains which are produced by the reduction of $k$-forms.

The grid position can be customized, the most common case is the equally spaced nodes, nevertheless, references have shown that if the nodes are GLL nodes, the convergence rate is better than the one with uniformly distributed nodes grid. In addition, GLL quadrature is used and the integral can be approximated by

$$\int_{-1}^{1} \int_{-1}^{1} f(\xi,\eta) d\xi d\eta = \sum_{i=1}^{N} \sum_{j=1}^{N} f(\xi_i,\eta_j) w_i w_j \cdot (4.1)$$

Note this is a 2D case, so there are $w_i$ and $w_j$ derived for two directions.

For the deformed physical domain, mapping between the physical domain and the reference domain will be done. For multiple-element case, additional matrix assembly will be applied. Both of them are additional equation transformation thus do not effect the equations derived here in the next section.

4.2 Equation in Matrix Form

The original 2D Poisson equation is

$$u = -\nabla \phi \cdot (4.2)$$
$$\nabla \cdot u = f \cdot (4.3)$$

Here we use the mixed formulation of Poisson equation. Compared with the one (Equation 3.37) just introduced in the last section, now we have two unknowns, namely $u$ and $\phi$. The reason of using two-field mixed formulation is that we wish to prescribe the normal flux $\nabla \phi$ along the boundary strongly and eliminate those degree of freedoms, which the original equation can only prescribe the flux weakly. Another reason is that when $f$ is zero, then the second equation behaves like conservation of mass. That is to say, this formulation can be extended to the Stokes equation or Naiver-Stokes equations. So this formulation is the first step towards those PDEs.

The potential is a scalar, thus it could either be a 0-form or 2-form in 2D. Here we set the the potential to 2-form.

It is natural to associate the $u$ as 1-form, and since we define the 1-form velocity in 2D space, it has two components, $u^{(1)} = u_{\xi} d\eta - u_{\eta} d\xi$, which if integrated, is actually the flux cross the specific line.
Rewrite the Poisson equation into differential form, shown as

\[ u^{(1)} = -d \star \phi^{(2)} , \]  
\[ du^{(1)} = f^{(2)} . \]  

The weak form of equations above are given by

\[ (\alpha^{(1)}, u^{(1)}) + (d \alpha^{(1)}, \phi^{(2)}) = 0 , \]  
\[ (\beta^{(2)}, du^{(1)}) = (\beta^{(2)}, f^{(2)}) , \]  

where \( \alpha \) and \( \beta \) are test functions.

Now we can apply Equation 2.85 to the second term in the first equation, and finally the weak form is

\[ u^{(1)} \in \Lambda^1(\Omega) \text{ and } \phi^{(2)} \in \Lambda^2(\Omega) \]  
that

\[ (\alpha^{(1)}, u^{(1)}) + (d \alpha^{(1)}, \phi^{(2)}) - \int_{\partial \Omega} tr\alpha^{(1)} \wedge tr \star \phi^{(2)} = 0 , \]  
\[ (\beta^{(2)}, du^{(1)}) = (\beta^{(2)}, f^{(2)}) . \]  

Next, apply the mimetic projection operator \( \pi_h \) to reduce the equations to finite dimensional space: Find \( u_h^{(1)} \in \Lambda^1_h \text{ and } \phi_h^{(2)} \in \Lambda^2_h \) such that \( \forall \alpha_h^{(1)} \in \Lambda^1_h \text{ and } \forall \beta_h^{(2)} \in \Lambda^2_h \) we have

\[ (\alpha_h^{(1)}, u_h^{(1)}) + (d \alpha_h^{(1)}, \phi_h^{(2)}) - \int_{\partial \Omega} tr\alpha_h^{(1)} \wedge tr \star \phi_h^{(2)} = 0 , \]  
\[ (\beta_h^{(2)}, du_h^{(1)}) = (\beta_h^{(2)}, f_h^{(2)}) . \]  

The differential forms defined can be illustrated as shown in the Figure 4.1.
4.2.1 Derivation of \( u^{(1)} = -d \star \phi^{(2)} \)

In 2D space, \( u^{(1)} \) has two components, \( u^{(1)} = u_\xi d\eta - u_\eta d\xi \), where the reduction is applied thus

\[
\begin{align*}
 u^{(1)}_{i,j} &= \int_{\xi_{j-1}}^{\xi_j} u_\xi (\xi, \eta) d\eta \quad i=1,2,3,...,N \quad j=0,1,2,...,N, \\
 u^{(1)}_{i,j} &= \int_{\xi_{i-1}}^{\xi_i} u_\eta (\xi, \eta) d\xi \quad i=0,1,2,...,N \quad j=1,2,3,...,N.
\end{align*}
\]  

(4.12)

(4.13)

The reconstruction is done by edge functions and nodal functions,

\[
 u^{(1)} = \mathcal{R} u^{(1)}(\xi, \eta) = \sum_{i=1}^{N} \sum_{j=0}^{N} u^{(1)}_{i,j} e_i(\xi) e_j(\eta) - \sum_{i=0}^{N} \sum_{j=1}^{N} u^{(1)}_{i,j} h_i(\xi) e_j(\eta).
\]  

(4.14)

The test function can be expanded similarly resulting in Equation (4.16)

\[
\alpha^{(1)} = \alpha_\xi d\eta - \alpha_\eta d\xi \quad \text{(4.15)}
\]

\[
\alpha^{(1)} = \sum_{i=1}^{N} \sum_{j=0}^{N} \alpha^{(1)}_{i,j} e_i(\xi) e_j(\eta) - \sum_{i=0}^{N} \sum_{j=1}^{N} \alpha^{(1)}_{i,j} h_i(\xi) e_j(\eta).
\]  

(4.16)

Note that the \( \alpha^\xi / \alpha^\eta \) has the same structure as \( u^\xi / u^\eta \). Now the inner product can be written, with help of Equation (2.19) and the Hodge operation properties, as

\[
(\alpha^{(1)}_{h,k}, u^{(1)}_{h,k}) = \int_{\Omega} \alpha^{(1)}_{h,k} \wedge u^{(1)}_{h,k} = \int_{\Omega} (\alpha_\xi d\eta - \alpha_\eta d\xi) \wedge (u_\xi d\eta - u_\eta d\xi)
\]

\[
\int_{\Omega} (\alpha_\xi d\eta - \alpha_\eta d\xi) \wedge (-u_\xi d\xi - u_\eta d\eta)
\]

\[
\int_{\Omega} (-\alpha_\xi u_\xi d\eta - d\xi + \alpha_\eta u_\eta d\xi - d\eta)
\]

\[
\int_{\Omega} (\alpha_\xi u_\xi + \alpha_\eta u_\eta) d\eta
\]

\[
\int_{\Omega} \left( \sum_{i=1}^{N} \sum_{j=0}^{N} \sum_{k=1}^{N} \alpha^{(1)}_{i,j} e_i(\xi) h_k(\xi) e_j(\eta) c_k(\xi) h_l(\xi) \right)
\]

\[
\sum_{i=0}^{N} \sum_{j=1}^{N} \sum_{k=0}^{N} \alpha^{(1)}_{i,j} \alpha^{(1)}_{h,k} h_i(\xi) e_j(\eta) h_k(\xi) e_l(\eta)
\].

(4.17)

(4.18)

The expression inside the integration bracket can be written in matrix form, it becomes

\[
\begin{bmatrix}
 e_1(\xi) h_0(\eta) \\
 e_1(\xi) h_1(\eta) \\
 \vdots \\
 e_k(\xi) h_0(\eta)
\end{bmatrix} \begin{bmatrix}
 \alpha^{(1)}_{1,0} & \alpha^{(1)}_{1,1} & \ldots & \alpha^{(1)}_{k,1} \\
 \alpha^{(1)}_{k,0} & \alpha^{(1)}_{k,1} & \ldots & \alpha^{(1)}_{k,k} \\
 \alpha^{(1)}_{k,0} & \alpha^{(1)}_{k,1} & \ldots & \alpha^{(1)}_{k,k} \\
 \vdots & \vdots & \ddots & \vdots
\end{bmatrix} 
\begin{bmatrix}
 e_1(\xi) h_0(\eta) \\
 e_1(\xi) h_1(\eta) \\
 \vdots \\
 e_k(\xi) h_1(\eta)
\end{bmatrix} = 
\begin{bmatrix}
 u^{(1)}_{1,0} \\
 u^{(1)}_{1,1} \\
 \vdots \\
 u^{(1)}_{k,k}
\end{bmatrix}
\]
where the second term and the third term constitute the mass matrix, denoted as $M^{(1)}$. This is a $2N(N+1) \times 2N(N+1)$ matrix. The upper script $(1)$ indicates that the mass matrix is associated with the 1-forms. As a result, the inner-product is derived by integrating the above expression, which is actually integrating each element in the mass matrix. This is also where quadrature steps in.

For the second term $(a^{(1)}, \phi^{(2)})$, the exterior derivative is

$$
\begin{align*}
\text{d}a^{(1)} &= d(\alpha_\xi d\eta - \alpha_\eta d\xi) \\
&= d\left(\sum_{i,j=1}^{N} \alpha_{i,j}^\xi e_i(\xi) h_j(\eta) - \sum_{i,j=1}^{N} \alpha_{i,j}^\eta h_i(\eta) e_j(\xi)\right) \\
&= \sum_{i,j=1}^{N} \alpha_{i,j}^\xi e_i(\eta) e_j(\xi) (d\xi \wedge d\eta) - \sum_{i,j=1}^{N} \alpha_{i,j}^\eta h_i(\eta) e_j(\xi) (d\eta \wedge d\xi) \\
&= \sum_{i,j=1}^{N} (\alpha_{i,j}^\xi - \alpha_{i,j}^\eta) e_i(\xi) e_j(\eta) \\
&= \sum_{i,j=1}^{N} (\alpha_{i,j}^\xi - \alpha_{i,j}^\eta + \alpha_{i,j}^\eta - \alpha_{i,j}^\eta) e_i(\xi) e_j(\eta).
\end{align*}
$$

Note that the $d\xi$ and $d\eta$ are included in the $\alpha^\eta/u^\eta$ and $\alpha^\xi/u^\xi$. Writing them out in bracket is for clarity.

The 2-form $f^{(2)}$, $\phi^{(2)}$ and $\beta^{(2)}$ in the Poisson equations are derived with the same way, so we only mention the derivation of $\phi^{(2)}$, the reduction and the reconstruction are

$$
\phi_{i,j} = \int_{\xi_{i-1}}^{\xi_i} \int_{\eta_{j-1}}^{\eta_j} \phi(\xi, \eta) d\xi d\eta, \quad \phi^{(2)} = \sum_{i,j=1}^{N} \phi_{i,j} e_i(\xi) e_j(\eta).
$$

With the expression of $\phi^{(2)}$ and $\text{d}a^{(1)}$ the inner product is derived as

$$
\begin{align*}
(a^{(1)}, \phi^{(2)}) &= \int_{\Omega} \text{d}a^{(1)} \wedge \star \phi^{(2)} \\
&= \sum_{i,j=1}^{N} \sum_{k,l=1}^{N} (\alpha_{i,j}^\xi - \alpha_{i,j}^\eta + \alpha_{i,j}^\eta - \alpha_{i,j}^\eta) e_i(\xi) e_j(\eta) \wedge \star \sum_{k=1}^{N} \phi_{k,l} e_k(\xi) e_l(\eta) \\
&= \sum_{i,j=1}^{N} \sum_{k=1}^{N} \sum_{l=1}^{N} \phi_{k,l} (\alpha_{i,j}^\xi - \alpha_{i,j}^\eta + \alpha_{i,j}^\eta - \alpha_{i,j}^\eta) e_i(\xi) e_j(\eta) e_k(\xi) e_l(\eta) (d\xi \wedge d\eta).
\end{align*}
$$

In matrix form, it can be written as

$$
\begin{bmatrix}
\alpha_{i,j}^\xi & \ldots & \alpha_{i,j}^\eta \\
\vdots & \ddots & \vdots \\
1 & \ldots & 0
\end{bmatrix}
\begin{bmatrix}
0 & 1 & \ldots & 0 \\
1 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 0 & \ldots & 0
\end{bmatrix}
\begin{bmatrix}
e_1(\xi) e_1(\eta) \\
e_1(\xi) e_2(\eta) \\
\vdots \\
e_k(\xi) e_l(\eta)
\end{bmatrix}
\begin{bmatrix}
\phi_{1,1} \\
\phi_{1,2} \\
\vdots \\
\phi_{k,l}
\end{bmatrix}
$$

where the second term is the transpose of the incidence matrix, denoted as $E^{(2,1)}$. It is a $N^2 \times 2N(N+1)$ matrix. The third term and the fourth term is the mass matrix, denoted as $M^{(2)}$, which is a $N^2 \times N^2$ matrix.

### 4.2.2 Derivation of $d\cdot u^{(1)} = f^{(2)}$

As for the second equation, $d\cdot u^{(1)} = f^{(2)}$. The test function $\beta^{(2)}$ and the exterior derivative of $u^{(1)}$ are given by
Then rewrite it in matrix form it becomes

\[ \beta^{(2)} = \sum_{k=1}^{N} \sum_{i=1}^{N} \beta_{k,i} e_k(\xi) e_i(\eta) (d\xi \wedge d\eta) \, , \quad (4.25) \]

\[ du^{(1)} = d(u_\xi d\eta - u_\eta d\xi) \]
\[ = \sum_{i=1}^{N} \sum_{j=1}^{N} (u^{\xi}_{i,j+1} - u^{\xi}_{i,j}) e_i(\xi) e_j(\eta) (d\xi \wedge d\eta) - \sum_{i=1}^{N} \sum_{j=1}^{N} (u^{\eta}_{i,j+1} - u^{\eta}_{i,j}) e_i(\xi) e_j(\eta) (d\eta \wedge d\xi) \]
\[ = \sum_{i=1}^{N} \sum_{j=1}^{N} (u^{\xi}_{i,j+1} - u^{\xi}_{i,j} + u^{\eta}_{i,j+1} - u^{\eta}_{i,j}) e_i(\xi) e_j(\eta) \, . \quad (4.28) \]

So for the first term in the equation, the inner product

\[ (\beta^{(1)}, du^{(1)}) = \int_{\Omega} \beta^{(1)} \wedge \star du^{(1)} \]
\[ = \int_{\Omega} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N} \sum_{l=1}^{N} \beta_{k,l} (u^{\xi}_{i,j} - u^{\xi}_{i,j-1} + u^{\eta}_{i,j} - u^{\eta}_{i,j-1}) e_i(\xi) e_j(\eta) e_k(\xi) e_l(\eta) (d\xi \wedge d\eta) \, . \quad (4.30) \]

Then rewrite it in matrix form it becomes

\[
\begin{bmatrix}
\beta_{1,1} & \ldots & \beta_{k,l}
\end{bmatrix}
\begin{bmatrix}
e_1(\xi)e_1(\eta) \\
e_1(\xi)e_2(\eta) \\
\vdots \\
e_k(\xi)e_l(\eta)
\end{bmatrix}
\begin{bmatrix}
e_1(\xi)e_1(\eta) & e_1(\xi)e_2(\eta) & \ldots & e_i(\xi)e_j(\eta) \\
0 & 1 & \ldots & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
1 & 0 & \ldots & u^{\eta}_{i,j}
\end{bmatrix}
\]

where the second term and the third term is the mass matrix \( M^{(2)} \), which is identical to the mass matrix defined in the first equation. The incidence matrix \( E^{(2,1)} \) is also the same as the one defined before.

For the source term,

\[ (\beta^{(2)}, f^{(2)}) = \int_{\Omega} \beta^{(2)} \wedge \star f^{(2)} \]
\[ = \int_{\Omega} \sum_{i=1}^{N} \sum_{j=1}^{N} \beta_{i,j} c_i(\xi) c_j(\eta) \wedge \sum_{k=1}^{N} \sum_{l=1}^{N} f_{k,l} e_k(\xi) e_l(\eta) \]
\[ = \int_{\Omega} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N} \sum_{l=1}^{N} \beta_{i,j} f_{k,l} c_i(\xi) c_j(\eta) e_k(\xi) e_l(\eta) \, . \quad (4.33) \]

The summation equation is written in matrix form,

\[
\begin{bmatrix}
\beta_{1,1} & \ldots & \beta_{i,j}
\end{bmatrix}
\begin{bmatrix}
e_1(\xi)e_1(\eta) \\
e_1(\xi)e_2(\eta) \\
\vdots \\
e_k(\xi)e_l(\eta)
\end{bmatrix}
\begin{bmatrix}
f_{1,1} \\
f_{1,2} \\
\vdots \\
f_{k,l}
\end{bmatrix}
\]
Up to now we have derived all the equations in detail. Note that there are test functions on both sides and since in weak formulation the equation should hold for all \( \alpha \) and \( \beta \), we can remove the degree of freedom of the test function term. Finally in matrix form, the equation is shown as

\[
\begin{align*}
M^{(1)} u^{(1)} + E^{(2,1)T} M^{(2)} \phi^{(2)} &= tr \star \phi^{(2)}, \\
M^{(2)} E^{(2,1)} u^{(1)} &= f^{(2)},
\end{align*}
\]

(4.34, 4.35)

\[
\begin{bmatrix}
M^{(1)} & E^{(2,1)T} M^{(2)} \\
M^{(2)} E^{(2,1)} & 0
\end{bmatrix}
\begin{bmatrix}
 u^{(1)} \\
 \phi^{(2)}
\end{bmatrix}
= \begin{bmatrix}
 tr \star \phi^{(2)} \\
 M^{(2)} f^{(2)}
\end{bmatrix}.
\]

(4.36)

The system matrix will be solved after imposing boundary conditions. In the post-processing stage, the cochains are reconstructed. We have discussed about the reconstruction before, but that is just to show how the equations are derived. The reconstruction created polynomial expressions of unknowns, which can be used to plot over the domain.

### 4.3 Multiple Elements

The domain of interest is divided into multiple elements, where each element is meshed by transfinite mesh method with Gauss-Lobatto-Legendre nodes. To implement it on the computer, one has to be wisely label all the edges and surfaces inside the element. Therefore, there is a process to map the local numbering of a single element to the global numbering of the multiple elements. Such mapping is called the degree of freedom map or the gathering matrix. Later, the element will be assembled together. That is to say the mass matrix that represents every element will be assembled to one general matrix, which is the very one that is going to be solved.

![Label of single element and multiple elements](image)

(a) Label of single element  
(b) Label of multiple elements

Figure 4.2: Local labeling and global labeling

The idea behind the gathering matrix is the connection between the local labeling and the global labeling. The labeling of objects in the thesis is to count from the bottom to the top, and from the left to the right. As shown in the Figure 4.2a for a single element with a polynomial degree of 2, the labeling of 1-forms (lines) starts from the bottom “1” to the top “3”, and continue to count from the first column to the right one. The issue raised when the multiple elements are introduced, where there are conflicts between the global labeling and the local labeling.

The general system matrix that is going to be solved requires every object in it to be uniquely labeled. Therefore the 1-forms will be labeled as Figure 4.2b by gathering matrix. As a result, the gathering matrix can be considered as a function that takes the element number and local object number as input and gives out the global number in the general matrix, like

\[
F_{\text{gather matrix}}(\text{element number #, local number #}) = \text{global number #}.
\]
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Thus assembling small elements to one big element, one only needs to look up the gathering matrix to get the correct global number of every object in every element. Consider the multiple element case in Figure 4.2b, the gathering matrix should be as

\[
F_{\text{gather matrix}} = \begin{bmatrix}
1 & 2 & 3 & 6 & 7 & 8 \\
3 & 4 & 5 & 8 & 9 & 10 \\
11 & 12 & 13 & 16 & 17 & 18 \\
13 & 14 & 15 & 18 & 19 & 20
\end{bmatrix},
\]

(4.37)

where the row represents the element index and the column represents local numbering and the element value is the global number. Note in 2D, the gathering matrix for 2-forms is much simpler than for 1-forms, since they are associated to surfaces that do not have naming conflict.

4.4 Manufactured solution

Here we use a manufactured solution Equation 4.38 to test the code.

\[
\phi^{(2)} = \sin(\pi x)\cos(\pi y).
\]

(4.38)

The velocity is

\[
u = \nabla \phi = -\pi \cos(\pi x)\sin(\pi y) \hat{i} + \sin(\pi x)\cos(\pi y) \hat{j}.
\]

(4.39)

The source term \( f^{(2)} \) is derived as

\[
f = \frac{d^2\phi}{dx^2} + \frac{d^2\phi}{dy^2} = -\pi^2 \sin(\pi x)\sin(\pi y) - \pi^2 \sin(\pi x)\sin(\pi y).
\]

(4.40)

For boundary conditions, both Dirichlet boundary condition and Neumann boundary condition were used. The boundary conditions are given as:

\[
\begin{cases}
-\nabla^2 \phi = f & \text{on } \Omega, \\
\phi = g & \text{on } \Gamma_1, \\
u = h & \text{on } \Gamma_2,
\end{cases}
\]

(4.41)

where \( g \) is calculated using Equation 4.38; \( h \) is calculated using Equation 4.39. The boundaries satisfy \( \partial\Omega = \Gamma_1 \cup \Gamma_2, \Gamma_1 \cap \Gamma_2 = \emptyset \).

The test domain contains 8 elements, as shown in the Figure 4.3, where the boundary values are applied to the edge of the domain and the cylinder surface.

At right hand side of equation, the boundary integral is calculated using quadrature,

\[
\int_{\partial\Omega} tr\alpha^{(1)} \wedge tr\star\phi^{(2)} = \int_{\partial\Omega} tr\alpha^{(1)} \wedge tr\phi^{(0)}
\]

(4.42)

\[
= \int_{\partial\Omega} \left( \alpha_\xi d\eta - \alpha_\eta d\xi \right) \wedge \phi(\xi,\eta)
\]

(4.43)

\[
= \int_{\partial\Omega} \sum_{i=1}^{N} -\alpha_i \epsilon_i(\xi) \phi(\xi,\eta_h)
\]

(4.44)

\[
= \sum_{i=1}^{N} \sum_{j=0}^{N} -\alpha_i \phi(\xi_j) \epsilon_i(\xi_j) w_j.
\]

(4.45)
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Figure 4.3: Physical domain and boundaries for the test

In the equation, the $\alpha \xi d\eta$ is canceled, because at boundary there is only one component and the other one is zero. Note that the calculation is done in reference domain.

So there will be $N$ number of boundary values being assigned corresponding to the polynomial order. Removing the test function term in the equation, we will get the right hand side $tr \phi^{(0)}$. That’s the boundary integral in $x$-direction, for $y$-direction, the calculation is similar. It is worthwhile to point out that if the $\phi$ at boundary is constant, then we can move the $\phi$ term out of integration and use the property of edge function that $\int e(x) = 1$, so the right hand side can be directly assigned.

For the manufactured solution case, the boundary conditions are set that the $\phi$ values are applied to the left and right side and around the cylinder boundaries, so $\Gamma_1 = \Gamma_W \cup \Gamma_E \cup \Gamma_C$. The $u$ values are applied to the rest of the boundaries, namely top and bottom side of the domain so $\Gamma_2 = \Gamma_N \cup \Gamma_S$. The given manufactured solution $\phi$ is designed to equal to zero along the exterior edges of the domain, except the cylinder, thus we only need to add boundary integral values along the cylinder at the right hand side term.

If it is the Dirichlet boundary condition where the top and bottom velocity is enforced to the boundary, then for every $u$ cochain term along the boundary, the corresponding equation in the system is taken out and assigned to the boundary values at right hand side of the equation.

4.4.1 Results

Solutions with polynomial order $N = 9$ are shown in Figure 4.4a and 4.4b for $\phi$ and $u$ respectively. It can be seen that the numerical results are in a good agreement with the manufactured solutions, which can be confirmed by the L2-norm error. In this case, L2 error of both $\phi$ and $u$ has reached to the magnitude of order $10^{-5}$.

By increasing the polynomial degree, the L2-norm error continues to decrease until it converges to the machine precision level, which means that the exact solution and the numerical result are treated as equal. The L2 plots are shown in the Figure 4.5a and 4.5b for polynomial degrees verses $\phi$ error and $u$ error respectively.

In the two semi-log plots 4.5a and 4.5b, we noted that the L2 error decreases exponentially with increasing polynomial order. So we have an exponential convergence rate here, which is the fastest convergence rate we can get. Such convergence rate reflects the advantage of the spectral element method. It is faster than any classical high-order finite element method. The exponential convergence rate of the method can be confirmed by [16,26].

It should be mentioned that this numerical results solution is never equal to the exact solution regardless the tiny difference with the exact solution, it merely means that the computer has reached its limit to handle small numbers, and that is why the convergence plot flattened at certain polynomial degrees. It can be seen that when the polynomial degree of $N$ is 21, the error (blue line) has reached the machine precision level. If the element size is smaller (the case $r = 2$ or 3 in the figures, meaning half or one third of the original size), the $N$ could be smaller to converge to the machine precision level.

---

1The L2-norm error is the square root of the summation of the squared difference between the calculated value and the exact value, $||u_{exact} - u_h, ||_2 = \sqrt{\int_\Omega |u_{exact} - u_h|^2 d\Omega}$.
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(a) Contour plot for $\phi$

(b) Vector plot for $u$

Figure 4.4: Numerical solution for the manufactured case

(a) $L_2$-norm error for $\phi$

(b) $L_2$-norm error for $u$

Figure 4.5: $L_2$-norm error for the manufactured case (polynomials order vs. error)

(a) $L_2$-norm error for $\phi$

(b) $L_2$-norm error for $u$

Figure 4.6: $L_2$-norm error for the manufactured case (element size vs. error)
The initial 8-element domain can be refined by splitting the original element by half or \( r \times r \) (in the code it is called element layout), thus one can have smaller element size. If the element layout is \( r = 3 \), it means the original element is divided into nine smaller elements equally. That is what we call the \( h \)-refinement in computational physics. We have already shown that the \( h \)-refinement is helpful to the convergence, in the Figure 4.5a and 4.5b where \( r = 1,2,3 \) are plotted.

We can also express the effect of \( h \)-refinement in an element size verses error plot, as shown in the Figure 4.6a and 4.6b. At the same polynomial order, the L2-norm error decreases with smaller element size. The plots also confirm that the convergence rate for each polynomial order case is stable, and the slope of the convergence is very close to the theoretical convergence rate [26] which is equal to the degree of the basis functions \( \text{Slope} = 1,2,3,4 \).

If the manufactured solution is simpler, for example, lower order manufactured solution, it is easier to converge as the convergence plot in the Figure 4.7 indicates, where each line represents an individual manufactured solution. The boundary conditions applied are the same as the previous case.

It should be highlighted that if the domain is an orthogonal shape, such as a square unit, it is also easier to converge. Particularly for the low order manufactured solution, it will converge to the machine precision level instantaneously. For \( \phi = x \) case, the numerical solution is already at machine precision level error at polynomial degree 1 and the \( \phi = (3-x)y(2-y) \) will converge to the machine precision level at degree of 3. But that instant convergence does not happen in this flow around cylinder domain.

It should be mentioned that for all Dirichlet Boundary condition, the results do not show a significant difference. The polynomial degree that reached the machine precision is the same with the case mentioned above.

4.5 Laplace Equation

Without the source term \( f \), the Poisson equation becomes the Laplace equation, which in fluid dynamics, the potential flow follows and analytical solutions exist. Rewrite the Laplace equation into differential form, shown as:

\[
\begin{align*}
\phi^{(1)} - d^* \phi^{(2)} &= 0, \\
\phi^{(1)}(1) &= 0.
\end{align*}
\]
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The following steps is the same with the case of Poisson equation. The weak form of the above equation is given by inner product, and reduced by mimetic projection \( \pi_h \). Finally, the matrix form ends at

\[
\begin{bmatrix}
M^{(1)} & E^{(2,1)}M^{(2)} \\
M^{(2)}E^{(2,1)} & 0
\end{bmatrix}
\begin{bmatrix}
\phi^{(1)} \\
\phi^{(2)}
\end{bmatrix}
= \begin{bmatrix}
tr*\phi^{(2)} \\
0
\end{bmatrix}.
\]

(4.48)

4.5.1 Results

Case 1

In this section, there are two test cases for potential flow around the cylinder. The first case is a typical channel flow, where the boundary condition is set as shown in the Figure 4.10.

Figure 4.10: Boundary conditions for the case 1

The results for the velocity vector plot and potential plot is shown as Figure 4.11a and 4.11b respectively. Based on the figures, it can be said that at polynomial degree of 8, the solution has already been in a good agreement with how a channel flow should behave.

Figure 4.11: Results for channel flow solution case

With such boundary conditions, one cannot validate the results quantitatively since there is no analytical solution. But we can prove that the second equation, the continuity equation is satisfied by looking at the sectional flux. Since the normal velocity along the wall is set to zero, the flux from the left side section must equal to the right end section, as well as the section over the cylinder position. The calculation is made and it has been proved that the difference of flux has already been a machine precision values to the magnitude of \(10^{-16}\) at \(N=1\).

It should be noted that under low polynomial degrees e.g. \(N=3\), there are some discrepancies (velocity vectors have different directions) along the conjunctions between elements. This is because along the boundary, it is the normal velocities that are calculated instead of the tangential one. As a result, under coarse mesh,
the difference in the tangential component is large to be visible. Such deviations will vanish with the increase of polynomial degrees.

Case 2

The second case is aimed for comparing the analytical solution to the numerical results, so we can obtain convergence plot. The potential flow has a classic analytical solution when the doublet and uniform flow are overlapped. Therefore, the boundary condition in the code is set to be consistent with the analytical solution, shown as the Figure 4.12, where \( \phi_{\text{analytical}} \) and \( u_{\text{analytical}} \) are values in the analytical solution.

The numerical solution, which depicts the potential \( \phi \) and velocity \( u \) of polynomial order \( N=8 \) are shown in the Figure 4.13a and 4.13b. The velocity plot and potential plot shows a slight difference with the first channel flow case. But it can be noted that the normal velocity along the lower and upper wall is no longer zero.

Analytical Solution of Flow Around Cylinder

The detailed derivation of the analytical solution of flow around cylinder can be found in the [27]. Here we have a brief introduction to the inviscid, incompressible potential solution of flow over cylinder. In general, the solution is the superposition of uniform flow and a doublet.

So the velocity potential is given the Equation 4.49. Here, the polar coordinate used for convenience.

\[
\phi = U_{\text{inf}} r \cos \theta + \frac{K \cos \theta}{r}, \quad (4.49)
\]

where \( U_{\text{inf}} \) is the uniform flow velocity, \( a \) is the cylinder radius, \( K = U_{\text{inf}} r^2 \) is the strength of the doublet at the origin.

The velocity is derived by

\[
v_r = \frac{\partial \phi}{\partial r} = U_{\text{inf}} (1 - \frac{a^2}{r^2}) \cos \theta, \quad (4.50)
\]

\[
v_\theta = \frac{1}{r} \frac{\partial \phi}{\partial \theta} = -U_{\text{inf}} (1 + \frac{a^2}{r^2}) \sin \theta, \quad (4.51)
\]

where \( a^2 = \frac{K}{U_{\text{inf}}} \).

After the numerical solution is obtained, we chose a series of sectional data, such as the sectional velocity across the center of the cylinder, for comparison. The results are as shown in the Figure 4.14. Clearly, the numerical solution fits perfectly to the analytical solution, which validates the correctness of the solution.

The overall L2 error are also calculated, as shown in the Figure 4.15a and 4.15b. The situation is similar to the Poisson equation case. With the increase of element number and polynomial degree, we get an exponential convergence rate. As for the h-refinement, they are shown in the Figure 4.16a - 4.16b, the slope of convergence rate is as the same as the manufactured solution case, which is equal to order of the method.
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It can be seen that the L2 error decreases much quicker in the p-convergence plot than that in the h-convergence plot. So one may choose to do p-refinement in terms of L2 error performance. But in terms of the p-refinement vs. h-refinement, one should also consider factors such the number of degree of freedom of the system, CPU lapse time, etc. Here in our code, we made a quick comparison by taking the two cases with similar L2 error level. That are case 1 (element layout 1-by-1, polynomial degree 11) and case 2 (element layout 10-by-10, polynomial degree 4). The result shows that, in terms of number of degree of freedom, case 1 has 2860 number of unknowns while case 2 has 38240 unknowns. For the CPU lapse time, the case 1 spent 29.20 seconds to finish the computation while case 2 costs 75.47 seconds. So from the point of view of matrix size and time consumption, the p-refinement outperforms the h-refinement.

In addition, it is also possible to alter the shape of the cylinder to other shape for practical application, such as an airfoil. As the typical NACA airfoils have polynomial definitions, the transfinite mesh made it easy to embed the airfoil definition into the code, while the system equation remains the same. Here an example case is given, where a NACA0012 airfoil is made. The potential contour is shown in the Figure 4.17a. The boundary condition is set that at left and right boundary, $\Gamma_W$ and $\Gamma_E$ are prescribed with $\phi$ while at the top $\Gamma_N$, bottom $\Gamma_S$ and the airfoil surface $\Gamma_C$, the velocity $u$ is prescribed. After the reconstruction, we can obtain the velocity over the airfoil surface and calculate the pressure coefficient $C_p$ by Bernoulli equation, $C_p = 1 - \left( \frac{u}{u_\infty} \right)^2$. The pressure distribution plot is shown in the Figure 4.17b. We use a panel method solution [28] for comparison. As we can see, the numerical solution is in a good agreement with the panel method results. It should be highlighted that if the boundary condition is prescribing velocity, then the Kutta condition should be applied to eliminate the velocity jump at trailing edge.

On the other hand, we can remain the shape but alter the governing equations, for example the Stokes flow, where the $\phi$ will play the role of pressure and an additional variable, the vorticity will be added. The
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(a) \( L^2 \)-norm error for \( \phi \)

(b) \( L^2 \)-norm error for \( u \)

Figure 4.15: \( L^2 \)-norm error for the analytical case (polynomials order vs. error)

(a) \( L^2 \)-norm error for \( \phi \)

(b) \( L^2 \)-norm error for \( u \)

Figure 4.16: \( L^2 \)-norm error for the analytical case (element size vs. error)

detailed governing equation can be found in [16].

(a) Polynomial degree 10, element layout \( 2 \times 2 \)

(b) Pressure coefficients over the airfoil (AOA=0)

Figure 4.17: Mimetic spectral element method for airfoil
5 | Conclusion and Recommendations

Conclusion

In this thesis, we applied a numerical computation scheme called mimetic spectral element method to solve the PDEs. The test case of flow around cylinder requires the mesh to fit the body so the curvilinear mesh is used. Judging from the manufactured solution, the scheme is concluded as a success that both discretization and computation is feasible.

One of the advantages of the spectral element method is the exponential convergence rate. In addition, the fact that the vector calculus operators are replaced with a single exterior derivative makes the derivation of equation less complex. The generalized Stokes theorem enables the algebraic topology to do the discretization of differential equations. It has been shown that it is very natural to discrete the differential forms and is compatible to numerical computation.

With help of transfinite interpolation, the physical domain can be accurately meshed without any approximation. This is a significant advantage over the regular finite element method, where the curved surface is usually approximated by polygons. As long as one obtains the parametric description of the boundaries, one can easily generate a mesh that exactly fits to the body.

The Poisson equation is a good example problem to show how the scheme goes and how the different steps are involved when deriving mimetic spectral element method. The error analysis for Poisson equation shows that the computation converges to the machine level precision where we realized a exponential p-convergence rate (Figure 4.5a, 4.5b) and an optimal h-convergence rate (Figure 4.6a, 4.6b), thus reflect the effectiveness of the method over the deformed domain. The Laplace equation for flow around cylinder shows the same accuracy level and convergence rate as the Poisson equation.

The Python library MimeticFEM has provided various functions and methods to construct the system equations with differential forms. Though the package is not mature to release and has some sign convention problem, it has provided correct results to the thesis. Besides it has a series of handy functions that can save a lot of time and avoid trivial errors. Based on the computation time consumption, we have demonstrated that in our code, the p-refinement outperformed the h-refinement.

Recommendations

A straightforward future research goal is to implement another governing equation to test the mesh and the code. As mentioned, the Stokes flow is a reasonable choice since it has manufactured solution and practical meaning in fluid dynamics. One of the initial goals of the thesis is to realize a potential flow together with Stokes flow. With the introduction of viscosity, it is possible to apply the no-slip boundary condition. Nevertheless, some problems were encountered for the Stokes equation. Only one test case of lid-driven problems was developed, and due to the time limit, the rest is dropped. Based on Stokes flow, one can continue to proceed to the Navier-Stokes equations to realize a completed fluid simulation.

For mesh, the transfinite interpolation is successfully implemented in the code, but it should be tested on more different shapes. In this study, we have tested the mesh with one cylinder arc being tangential to its neighboring edges. Thus it is cautiously optimistic to say the transfinite mesh can handle the steep curves or bends.

The transfinite interpolation method is actually developed for CAD applications. Then it is worthwhile to explore if the CAD modeling and the physical modeling can be combined. For example, the complex shape is modelled by transfinite interpolation grid and then use the same grid points to solve the governing equations over the domain. In the field of finite element method, there is a similar approach called isogeometric analysis, which integrate NURBS geometry into finite element analysis, so the models can be designed and tested using the same data set [29].
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For the implementation, there is also room for further improvement. One is the multi-element support. In the thesis, there are 8 basic elements which can be divided into smaller ones. However, these basic elements are made manually. Thus a mesh generator is recommended, that could automatically generate the mapping of grids so one does not need to write them for every new case. Another one is to extend the code into 3D, so a lot of problems can be used either as a test or as practical calculation. For wind energy, the flow around the rotor blade cannot use 2D solver as it has the third component when the wind blade rotates.

If one to use it in practical, it is worthwhile to test the computation efficiency of the code. Although, we have made a comparison between the p-refinement and the h-refinement, more broad and rigorous reviews can be extended. With the increase of computation capabilities of computer chips, having fewer elements to save computing time might become less attractive. One potential research subject may be a benchmark to assess the time lapse of mimetic spectral element method to reach the same accuracy by other methods.
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