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Foreword

This thesis explores how community mapped data can be applied in a traditional hydrodynamic modelling software to improve flood predictions on neighbourhood scale. If you are only interested in how this can be done, proceed to appendix C. As you will notice, all steps in my methodology have not been done with open source software. I am sure that it is possible to overcome this with open source scripts, but unfortunately, the development of such scripts is outside the scope of my thesis. Here I propose one way to process community mapped data to become suitable for flood modelling, and I hope that this methodology will be improved and become accessible online. I believe that the open data community is only in the beginning of the journey to explore how design, development and governance can be supported by ICT and open source data. If you have any ideas or questions about my work, or if you want to get access to my raw data or results, feel free to drop an email to lepetersson8890@gmail.com.

Now that I have got your attention - let’s avoid to make the open data community to yet another platform created by men, for men. Please stay inclusive, and credit other people’s work properly. I will see you around!

Louise
Abstract

The current intensification of the hydrologic cycle, in combination with expanding settlements in flood prone areas, makes an increasing share of the global population exposed to flood risks. Many parts of the world are, however, still lacking the data needed for flood risk management and risk reduction. The recent development of information and communication technologies has remarkably lowered the costs to collect data for flood resilience, which has accommodated the rise of community mapping projects to fill data gaps in resource-strained environments. This thesis utilises drainage data collected by the Ramani Huria community mapping project in Dar es Salaam, Tanzania, to investigate if community mapped drainage data can improve flood predictions on neighbourhood scale. A coupled 1D-2D hydrodynamic model is developed of Kijitonyama ward, and is run with and without Ramani Huria’s drainage data implemented in the 1D schematisation. The simulated flood depth for the scenarios is validated with citizen’s observations on flood depth during a rain event on 3 March, 2019. The developed model is then applied to investigate the impact of solid waste accumulation in the drainage system on floods, by closing the drainage segments that were recorded as blocked in Kijitonyama ward by Ramani Huria staff the morning after the simulated event. An experimental scenario is also run, to examine the impact of blocked culverts. The results show that community mapped drainage data indeed can enhance the performance of hydrodynamic models, as the model output corresponds better with the validation data when implementing Ramani Huria’s drainage data in the 1D schematisation, compared with a scenario run with only a 2D schematisation. The scenarios run with solid waste blockages do not influence the model output when comparing with citizen’s observations, but increase the water level in the drainage segments located upstream of the blockages.
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Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMDD</td>
<td>Community Mapped Drainage Data</td>
</tr>
<tr>
<td>DS</td>
<td>Downstream</td>
</tr>
<tr>
<td>DTM</td>
<td>Digital Terrain Model</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and Communication Technologies</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organisation for Standardisation</td>
</tr>
<tr>
<td>JOSM</td>
<td>Java OpenStreetMap</td>
</tr>
<tr>
<td>HOT</td>
<td>Humanitarian OpenStreetMap Team (<a href="http://www.hotosm.org">www.hotosm.org</a>)</td>
</tr>
<tr>
<td>NGO</td>
<td>Non-Governmental Organisation</td>
</tr>
<tr>
<td>ODK</td>
<td>Open Data Kit Collect application</td>
</tr>
<tr>
<td>OSM</td>
<td>Open StreetMap (<a href="http://www.openstreetmap.org">www.openstreetmap.org</a>)</td>
</tr>
<tr>
<td>TAHMO</td>
<td>TransAfrican HydroMeteorological Observatory (<a href="http://www.tahmo.org">www.tahmo.org</a>)</td>
</tr>
<tr>
<td>TARURA</td>
<td>Tanzania Rural and Urban Road Agency</td>
</tr>
<tr>
<td>TURP</td>
<td>Tanzania Urban Resilience Program</td>
</tr>
<tr>
<td>UDSM</td>
<td>University of Dar es Salaam</td>
</tr>
<tr>
<td>US</td>
<td>Upstream</td>
</tr>
<tr>
<td>VGI</td>
<td>Volunteered Geographic Information</td>
</tr>
</tbody>
</table>
## Dictionary

<table>
<thead>
<tr>
<th>Swahili</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>ramani huria</td>
<td>open map</td>
</tr>
<tr>
<td>kata</td>
<td>ward/wards</td>
</tr>
<tr>
<td>mtaa</td>
<td>sub-ward</td>
</tr>
<tr>
<td>mitaa</td>
<td>sub-wards</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Climate change and rapid urbanisation pose severe challenges to cities worldwide. Intensified precipitation and rising sea levels, in combination with expanding settlements in flood prone areas, cause an increased global flood risk. As of 2018, 55% of the world’s population is living in urban areas, projected to rise to 68% in 2050 [65]. At the same time, at least 10% of the world’s population is living coastal areas, less than 10 metres above sea level [1]. Many areas are still lacking the spatial data that is needed for disaster preparedness, disaster response and basic governance functions. This can be explained by the fact that geographic information, traditionally, has been expensive and technologically complicated to produce. Since the new millennium, however, it is increasingly available for anyone with Internet access to create geographic information. Volunteered Geographic Information (VGI) arose in the early 2000’s, through projects like Open StreetMap (OSM), an online world map which can be edited by anyone [2].

The severe earthquake in Haiti in 2010 made the global development community realise the potential of VGI in resource-strained environments. Remotely located OSM volunteers could rapidly produce online maps of the affected areas in Haiti by adding features to aerial imagery, which guided the local disaster response [3]. Since, there is a growing scientific awareness that the added value of VGI in a certain context depends on its resources and the completeness of available data sets [4]. This thesis explores this further, by developing a flood model with drainage data collected by the community mapping project Ramani Huria in Dar es Salaam, Tanzania.

1.1 Problem statement

The current intensification of the hydrologic cycle, in combination with expanding settlements in flood prone areas, make an increasing share of the global population exposed to flood risks [1][5][6]. This calls for risk management and risk reduction. Many parts of the world are, however, still lacking basic geographical and hydrological data, given the traditionally high barriers to produce it. Furthermore, the urbanisation is so rapid in many areas that it is non-beneficial to carry out expensive surveys that soon get outdated [2].

1.2 General research motivation

The development of the user-generated Web 2.0 and VGI has remarkably lowered the costs to collect the data needed to build flood resilience. The Internet has allowed for data abundant, rather than data scarce, platforms where geographical information can be produced and stored. In the last decade, the potential of VGI to fill crucial data gaps in resource-strained environments has been realised, which has accommodated the rise of community mapping projects to collect geographical and and hydrological data. The community mapping project Ramani Huria is, to the best of the author’s knowledge, the only large-scale community mapping project in the world that has recorded the urban drainage system of a whole city. This drainage data can be used in hydrodynamic modelling to predict the flood impact of rain events, which, in turn, can support decision making, flood resilience plans, risk reduction and urban development. Now that this data is in place, it is of interest to investigate if community mapped data can contribute to flood risk management in resource-strained environments. Furthermore, it is of
interest to examine if models built with community mapped drainage data can be used to detect causes of flooding.

1.3 Specific research motivation

Previous research has utilised drainage data that was collected by Ramani Huria in 2015 to build a flood model of Manzese ward in Dar es Salaam. This study revealed that the drainage data was insufficient for reliable hydrodynamic modelling, as it only included the width and depth of cross sections, missed data on elevation of the drains related to ground level, and segments were missing or disconnected in the data set. Since 2017, Ramani Huria is applying a new mapping methodology, recording more detailed attributes of each drainage segment, and performs analyses of the consistency and connectivity of the drainage network. Therefore, it is of interest to examine if this improved data collection method can contribute to better flood predictions. Research has identified solid waste blockages in the drainage system as a potential amplifier of flooding in urban areas. As Dar es Salaam is facing problems with solid waste management, it is also relevant to examine how this impacts the flood situation in the city.

1.4 Research objective

The main objective of this thesis is to investigate if community mapped drainage data (CMDD) can contribute to the understanding of floods in resource-strained environments. This will be examined by model development of a coupled 1D-2D hydrodynamic model of Kijitonyama ward in Dar es Salaam, utilising CMDD from Ramani Huria in the 1D schematisation. The model output will be validated with the local community’s reports on flood depth from the modelled rain event. This information will be collected in a flood extent survey, using a methodology developed by Ramani Huria. Furthermore, the impact of solid waste in the drainage system on flooding will be investigated, by adding data on solid waste blockages to the model. Information on solid waste blockages in the study area will also be collected in a survey. This is referred to as the model application phase. It should be noted that the main focus of this thesis is to develop a model built with CMDD.

Being one of the first model schematisations built with CMDD, it is important to support local capacity building in Tanzania and knowledge transfer by producing a transparent workflow of the model setup. Hence, the first sub-objective of this thesis is to explore how hydrodynamic models can be built with CMDD. This result will be shared with the open data community for further exploration and development, and is summarised in appendix C. The second sub-objective is to examine if CMDD can contribute to better flood predictions on neighbourhood scale, and the third and final sub-objective is to investigate the impact of solid waste on flooding.

Table 1.1 summarises the research questions to be answered in this thesis.

Table 1.1: Research questions.

<table>
<thead>
<tr>
<th>Main objective</th>
<th>Research questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investigate if community mapped drainage data (CMDD) can contribute to the understanding of floods in resource-strained environments</td>
<td>1 Can community mapped drainage data improve flood predictions on neighbourhood scale? (Model development)</td>
</tr>
<tr>
<td></td>
<td>2 What is the impact of solid waste in the drainage system on flooding on neighbourhood scale? (Model application)</td>
</tr>
</tbody>
</table>
1.5 Thesis outline

Chapter 2 introduces a theoretical framework for the study by reviewing literature and concepts that are relevant for hydrodynamic modelling with CMDD. Chapter 3 aims to provide a thorough understanding of the case study, Ramani Huria community mapping project in Dar es Salaam. Chapter 4 presents all data sets that constitute the flood model, which is presented in chapter 5. Chapter 6 presents the results of the performed surveys and the model simulations. Chapter 7, 8 and 9 finish the thesis with discussion, conclusion and an outlook for future research.
Chapter 2

Theoretical framework

This chapter introduces a theoretical framework for the study by reviewing the strands of literature that are relevant for flood modelling with community mapped data. The chapter starts with exploring climate change and rapid urbanisation and how this leads to increasing flood risks globally. Then, the field of community mapping is described, and the chapter ends with the hydrologic principles and hydraulic theories that are applied in flood modelling.

2.1 Climate change and flood risks

Research has observed a global increase in temperature during the 20th century, especially since the 1970's [10][11][12]. Even if the future trend of temperature changes is uncertain, there is a consensus prevailing that continued future warming is 'very likely' [13][14]. The theoretical implication of increased temperature on the hydrologic cycle is described by the Clausius-Clapyeron relation, stating that maximum atmospheric moisture content increases with temperature [13][15][16]. This, in turn, is anticipated to cause an intensification of the hydrologic cycle, increasing the rate of precipitation, evaporation and runoff [17]. Huntington [13] gathers scientific evidence of hydrologic variables that confirms this anticipation; precipitation over land increased about 2% on a globally averaged basis from 1900-1998 [18][19]. The world continental runoff from major rivers increased about 3% from 1910-1975 [20][21]. Researchers do, however, note that the effect of increased global precipitation on runoff varies greatly over different climate zones; runoff is likely to increase in high altitudes and equatorial regions, but decrease in mid-latitude and some subtropical regions due to increased evaporation [22][23][24]. Extreme hydrological conditions are expected to be intensified, leading to extreme droughts followed by severe flooding in many areas [17].

This intensification of the hydrologic cycle poses challenges to an urbanising world. As of 2018, 55% of the world's population is living in urban areas, projected to rise to 68% in 2050 [25]. The fastest urban population growth until 2050 is expected to arise in Sub-Saharan Africa [26][27]. Hanson et al. [5] note that 13 out of the 20 most populated cities in the world as of 2005 were port cities. These cities form a crucial component in the global economy but are at the same time vulnerable to extreme coastal water level events and subsidising soils, especially in delta regions. McGranahan et al. [1] show that 10% of the world's population is living in the Low Elevation Coastal Zone, that is the area along the coast that is less than 10 metres above sea level. They note that coastal populations are at risk of flooding, particularly when high tides combine with storm surges and/or high river flows. This risk is exacerbated by certain features of urban development; built-over land increases runoff peaks due to decreased infiltration capacity of the soil, and drained wetlands remove buffers against tidal floods [1].

\[\text{The hydrologic cycle is explained in section 2.3.1}\]
The European Union Floods Directive \[28\] defines a flood as "the temporary covering of land not normally covered by water". Three flood types can be distinguished in literature; coastal-, river- and flash floods \[29\][30]. Jonkman \[6\] also adds drainage problems to the classification, which can also be labelled pluvial flooding or sewer flooding \[31\]. The different flood types are described in table 2.1.

Table 2.1: Flood types and their causes. After Jonkman \[6\].

<table>
<thead>
<tr>
<th>Flood type</th>
<th>Flood cause</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coastal floods/storm surges</td>
<td>Wind storms and low atmospheric pressure cause set-up of water levels on the coast.</td>
</tr>
<tr>
<td>Flash floods</td>
<td>Occur after local rainfall with high intensity (convective storms), leading to a quick level rise of water bodies. The time available to predict flash floods in advance is limited.</td>
</tr>
<tr>
<td>River floods/fluvial floods</td>
<td>Flooding of rivers outside their regular boundaries. Caused by high precipitation levels (not necessarily in the flooded area), melting snow or blockage of the flow. Extreme river discharges can generally be predicted in some period in advance.</td>
</tr>
<tr>
<td>Drainage problems/pluvial floods</td>
<td>Floods independent of overflowing water bodies. Caused when the runoff caused by rainfall exceeds the conveyance capacity of the drainage system at the location [31].</td>
</tr>
</tbody>
</table>

Floods caused by insufficient drainage capacity, pluvial floods, are of certain interest in this thesis. The study area chosen for the study is mainly exposed to pluvial floods, see section 3.3. Jonkman \[6\] states that pluvial flooding mainly causes economic damage and normally does not pose threat to human life due to limited water levels. The topic has nonetheless gained more attention in recent years, as the globally increasing urbanisation results both in more runoff and more properties at risk, which would be aggravated by intensified precipitation \[31\][32]. Further consequences of pluvial flooding are exposure to contaminants in stagnant water and severe disruption of transportation networks, causing potentially life-threatening indirect effects \[33\][34][35]. Pluvial floods can further be intensified by elevated sea levels in coastal areas due to backwater effects in the drainage infrastructure, or due to substantial groundwater infiltration \[36\][37].

Several definitions of flood risks can be found in literature. The European Union Floods Directive \[28\] states that flood risk means "the combination of the probability of a flood event and of the potential adverse consequences for human health, the environment, cultural heritage and economic activity associated with a flood event". Alternatively, it can be determined by three parameters: the probability of occurrence of an event, the amount of people and assets that would be directly impacted by the event, and the vulnerability of the exposed population and assets \[32\]. Butler \[31\] argues that pluvial flood risk management has moved from a probability-based approach, considering only the likelihood of a flood event in the design of urban drainage systems, towards a risk-based approach, where both the probability and the consequence of a flood is concerned. This tendency is reflected in the European Union Floods Directive \[28\].

It is evident that flood risks are of a very multi-faceted character. Ostrom \[38\] argues that problems caused by climate change traditionally are conceptualised as "global" problems, but are, in fact, "the cumulative result of actions taken by individuals, families, small groups, private firms, and local, regional, and national governments" \[38\]. Hence, the solving of flood problems requires collective action. Conventional collective-action theory predicts that no institutions or individuals will voluntarily change their behaviour to overcome the challenges of climate change, even if individual actions would contribute to the common good. Instead, external authorities like global-level institutions must impose sanctions and incentives for change. Contrarily, Ostrom argues that it is better to encourage polycentric efforts...
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to reduce risks imposed by climate change. Socio-ecological systems are often relying on a distribution of responsibilities across different scales, which requires multilevel decision making and information exchange. This seminal work has triggered an increasing scientific awareness that polycentric governance is beneficial in natural resources management [39].

Within water resources, the traditional sectoral and fragmented approach to water resources management has often led to governing bodies with conflicting interests [40]. Catchments are formed according to geophysical characteristics and do not respect administrative boundaries. Hence, the field of integrated water resources management has emerged since the 1990’s, incorporating polycentric decision making and practices. The Dublin principles were formulated at the International Conference on Water and the Environment in Dublin in 1992, where principle number 2 states that “Water development and management should be based on a participatory approach, involving users, planners and policymakers at all levels” [40]. This approach is reflected in the case study of this thesis, see chapter 3.

The principle of polycentric governance is also reflected in the Sendai Framework for Disaster Risk Reduction [41], adopted in 2015. It dictates that there has to be a more “people-centered” approach to disaster risk reduction, where governments should engage with relevant stakeholders, including groups like women, youth and poor. This is especially relevant in developing countries, where the mortality and economic losses from disasters are “disproportionately higher” [41]. It states that this requires open exchange of data, which should be easily accessible, up-to-date and science-based, complemented by traditional knowledge.

In the last decade, the development of Internet and smartphones have made public participation in monitoring, data collection, planning and decision making possible in a way that has never been accessible previously. Paul et al. [39] show how a polycentric approach is beneficial over a monocentric, both in pre-disaster, in-disaster and post-disaster management. They argue that a participatory approach to data collection can support multidirectional information provision and enhance hydrological risk reduction. Mc Granahan et al. [1] state that most of the data needed for flood risk management is found at the local scale, and that the lead time of top-down implemented environmental policies are usually too long to decrease the vulnerability of people living in flood prone areas. One way of involving citizen in data collection for building disaster resilience is the emerging field of community mapping. This will be described in the next section.

2.2 Volunteered Geographic Information

Community mapping is the action of producing a map together with or by the residents of a certain location, often featuring local knowledge and resources [42]. It can be understood as a form of Volunteered Geographic Information (VGI), a term coined by Goodchild in 2007 [43]. Being the very first notion of this emerging field, it is worth quoting here;

They [the mapping volunteers] are largely untrained and their actions are almost always voluntary, and the results may or may not be accurate. But collectively, they represent a dramatic innovation that will certainly have profound impacts on geographic information systems (GIS) and more generally on the discipline of geography and its relationship to the general public. I term this volunteered geographic information (VGI), a special case of the more general Web phenomenon of user-generated content...[43].

VGI, in turn, can be seen as crowdsourcing of geospatial information. Felstiner [44] defines crowdsourcing as “the act of taking a job traditionally performed by a designated agent (usually an employee) and outsourcing it to an undefined, generally large group of people in the form of an open call.” Examples of crowdsourced data are Wikipedia, the free online encyclopaedia, and Open StreetMap (OSM, see section 2.2.2), an online world map which can be edited by anyone [2]. The field of VGI, as defined by Goodchild, has emerged as a consequence of Web 2.0, that is the development of the user-generated World Wide Web [43] [45]. Since the early 2000’s, it is increasingly available for anyone with Internet access to create geographic information, which was accommodated by several coincides around the new millennium. The Global Positioning System (GPS) was fully operational in 1995, implemented by the US Department of Defence, and the selective availability of the GPS signal was removed in the year 2000. This gave way to affordable GPS receivers, and home computers and user-generated websites [2 www.wikipedia.org [3 www.openstreetmap.org]
were on the rise. VGI has put mapping, a task that for centuries has been reserved to official agencies, in the hands of anyone that want to contribute to online maps. This section will introduce different forms of VGI, namely geographical citizen science, crisis mapping and community mapping. This will support the framing of the case study in this thesis, the Ramani Huria community mapping project, see section 3. Figure 2.1 depicts the relation between the concepts described in this section.

Figure 2.1: Forms of VGI.

The review of VGI is outlined as follows. Section 2.2.1 introduce the broader field of citizen science, where VGI is frequently applied. Then, OSM will be introduced in detail in section 2.2.2. Section 2.2.3 describes the Haiti earthquake in 2010, as it profoundly affected the further development of OSM, and realised the potential of web-based community mapping in data scarce, resource-strained environments. This affects the power of maps, as will be illustrated in section 2.2.4. Section 2.2.5 and 2.2.6 discuss the quality and authority of VGI data, which leads to a framework for community mapping in developing countries, described in section 2.2.7.

2.2.1 Citizen science

Depending on the level of participation of the mapping volunteers, VGI can be described as a form of citizen science. This is science where non-professionals are involved in data collection, but also in other parts of the research process. Specifically, VGI can be seen as a form of geographical citizen science, as the location of data points is an integral part. Haklay define a framework that classifies the level of participation in citizen science activities, see Figure 2.2.

At the first level, the participants merely serve as sensors and provide data to scientists by collecting information. Haklay labels this ‘classic’ citizen science, as it has been around long before the rise of VGI, for example as crowd-sourced bird counts or rain gauge monitoring. The second level, distributed intelligence, makes use of the participant’s cognitive ability. It can include both data collection and basic data processing and analysis by the participants, and usually includes basic training and tests to check the quality of the participant’s work. At the third level, the problem definition is set by the participants, and a data collection method is formulated with scientists and experts. The participants are then included in the data collection, but require expert assistance to analyse the results. Examples of this can be found within environmental justice campaigns, where communities gather scientific evidence to set action plans for an environmental conflict. The fourth level is labelled extreme citizen science, where participants potentially can be involved in analysis, publication and utilisation of the results. Paul et al. argue that this method is not widely accepted in the academic world, as it requires involvement of scientists on a profound level regarding the social and ethical aspects of their work.
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Haklay [48] notice that participants can move up and down the participation ladder within a research project, especially if it spans over a long period of time. Furthermore, he notes that it is not clear which projects that should be labelled citizen science. Even if data collection in OSM is not carried out for a scientific purpose, he notes that it is a process producing verifiable results, using scientific instruments like aerial imagery and GPS receivers, and that it in its essence do not differ from what professional cartographers have done for centuries. He concludes that a geographical citizen science project focus on recording observations, rather than locating community views or reporting events, which leaves OSM being a crowd-sourcing citizen science project.

VGI has been accommodated by the development of information and communication technologies (ICT) in the last decade. The earliest examples of large-scale, digital VGI projects, dating around 2010 (see section 2.2.3 and 2.2.4), made use of stand-alone GPS devices and home computers. Only ten years later, smartphones are now equipped with sensors like mobile network, FM and GPS receivers, camera, accelerometer, compass and microphones, making them suitable for scientific data collection [48]. Davids et al. [49] suggest that smartphone-based data collection activities should be a part of science and engineering curricula, aiming for standardised data collection methods and open access. In their research, they engage second- and third-year engineering bachelor’s degree student citizen scientists.

Having outlined the general concept of citizen science, the review continues with describing OpenStreetMap (OSM) in more detail, as it is a main online platform in the case study of this thesis.

2.2.2 OpenStreetMap

OSM was founded by Steve Coast at University College London in 2004, intended to be a free world map. Haklay and Weber [7] argue that the motive of OSM is to provide accurate, digital geographical information, which, in Europe, is "considered to be expensive and out of the reach of individuals, small businesses, and community organizations". This initial motive has later been accompanied by the potential of OSM to cover spatial data gaps in resource-strained environments, as will be illustrated below. Haklay and Weber [7] also highlight that OSM have an advantage over national mapping agencies in that it allows for rapid geospatial changes, where commercial geographical information products are too expensive to apply in regular update surveys.

The OSM website, www.openstreetmap.org, contains four parts, see Table 2.2. Only registered users can edit the online map, which makes it possible to trace the information source in case of copyright disputes [7]. The basic object types in OSM are nodes and ways [2]. This thesis will use the terms nodes and segments, as this is the terminology used in the Ramani Huria community mapping project, see chapter 3. Nodes are described by a single coordinate (geopoint), and segments by a list of nodes on a line (geotrace). The objects are assigned with tags, describing attributes of the objects [43]. The tags consist of a key and a value. The objects can either be mapped remotely by digitising features.
Table 2.2: OpenStreetMap features. Based on Haklay & Weber [7].

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Map interface</td>
<td>Allows users to inspect the OSM world map in its current state, see Figure 2.3</td>
</tr>
<tr>
<td>OSM wiki</td>
<td>Contains guidance on appropriate mapping practices and documentation of the technical infrastructure of OSM, <a href="https://wiki.openstreetmap.org">https://wiki.openstreetmap.org</a></td>
</tr>
<tr>
<td>Edit function</td>
<td>Allows users to upload map features or correct errors on the map</td>
</tr>
<tr>
<td>Export function</td>
<td>Allows users to download all current raw OSM data within a specified area in an XML format for further application or processing</td>
</tr>
</tbody>
</table>

Figure 2.3: OpenStreetMap, www.openstreetmap.org, as of April 2019. The map is showing the northeastern parts of Dar es Salaam.

The OSM web site offers a basic export function, where all objects within a specified area can be downloaded as .osm-files. More refined export tools with additional functions are also available, for example the HOT Export Tool [4], where the data can be downloaded as .shp- or .gpkg-files. The OSM web site contains a simple online editor where users can add, update, or delete objects on the map [7]. More extensive editing and analysing can be performed in the desktop editor Java OpenStreetMap (JOSM). It offers functionalities such as linking OSM features to photos and audio notes and is supported by several plug-ins. JOSM requires internet connection to download and upload OSM data, but the editing can be done offline [50]. Figure 2.4 depicts the JOSM interface.

2.2.3 The rise of crisis mapping

The Haiti earthquake of 12 January 2010, causing the death of least 230’000 people [51], marks a turning point in the history of VGI. The available spatial data of Haiti at the time was not detailed enough to guide the disaster response; road maps and information on critical assets, infrastructure and buildings were absent, which disabled the logistics of humanitarian aid work [45]. As a response, satellite imagery companies produced high-quality aerial images of post-earthquake Haiti and made them available online within 24 hours after the event [45][3]. Still, these images were lacking the geographic information (tags) needed to create useful disaster management maps, a process that would
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Figure 2.4: Data downloaded from OSM, opened in JOSM. To the right the tags of the selected feature (highlighted in red) are displayed; it is a covered drain that is 1.2 m deep and 1 m wide.

This process was the result of a strategy developed by a few members of the OSM community, that later was institutionalised as the Non-Governmental Organisation (NGO) Humanitarian OpenStreetMap Team (HOT). A full description of the foundation of HOT in the aftermath of the Haiti earthquake is given by Soden & Palen. Since this, HOT is developing methods to produce open data in data scarce environments. This includes mapping technologies, as will be described in the case study of this thesis (see section 3.2.2), but also social events that enhance data collection. Mapathons, for example, gather volunteers that bring their own laptops and contribute to a designated mapping task in the HOT tasking manager. The tasks can be proactive, or serve as a direct disaster response, as was the case during the Haiti earthquake, and several disasters since. In 2012, Ziemke notes the rise of crisis mapping, that has been sparked by handheld GPS units, OSM and increasing Internet accessibility.

2.2.4 The power of maps

The Haiti earthquake shows how many resource-strained environments still are lacking vital spatial information. This has consequences not only for disaster management, but for the capacity of all types of governance. Harley argues that mapping is not a neutral process, but rather a reflection of the perceptions of the individuals that perform it. Throughout history, the access to maps and mapping technologies has only been available to a usually privileged and powerful elite. Maps are, hence, a product of power and produce power. This argument was, however, formulated in 1989, when mapping still was a privilege reserved for national mapping agencies. Now that the hegemony of these
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agencies is challenged through the rise of VGI, the power of maps is changing. This can be illustrated by the community mapping project *Map Kibera* in the informal settlement Kibera in Nairobi, Kenya. The project was launched in October 2009 by local OSM contributors that realised that Kibera, being home to more than one million people [56], was not included on OSM or any other online map. Kibera was, however, frequently surveyed by foreigners for academic purposes, but the results of these mapping efforts were not available to the residents of Kibera [57].

Governance requires maps. Kibera is facing problems like poor sanitation, lack of facilities of water, electricity and sewage, which require spatial information to be understood, analysed and solved. The required data includes, for example, locations of water points, electric lights, toilets and clinics [57]. The *Map Kibera* project realised that this information could be collected by the local community and uploaded to OSM. The project started by recruiting 13 young people, one from each village in Kibera, training them for two days in using GPS devices and OSM, and then let them spend three weeks mapping their home villages - Kibera was now put on the map for the first time. Today, *Map Kibera* is a community information project that includes ongoing digital mapping and citizen journalism [57] and is supporting the initiation of community mapping projects in other locations. One of the projects that *Map Kibera* have supported is *Ramani Huria* in Dar es Salaam which is studied in this thesis, see chapter 3. As of April 2019, the *Map Kibera* blog was last updated on November 9th, 2018, reporting on how the government demolishes schools in Kibera, illustrating the spatial impact of the demolitions on a map. This type of reporting can be seen as *counter mapping*, a 'political act' [58] aiming to counter elitist cartography, carried out by communities to represent themselves and stake claims to resources [42]. There are, however, examples of community mapping projects that involve local authorities, see section 2.2.7.

Kibera is one of the earliest examples of community mapping in the digital era, as it produces maps with and by the residents of Kibera. The project shows that maps no longer are tools to purely manifest power, as argued by Harley [54], but that they have the capacity to empower local communities, thanks to the rise of Web 2.0 and VGI. Community mapped data can support residents to address local problems in areas where data acquired by qualified agencies for any reason is missing. This raises questions about the quality and authority of VGI data, which will be addressed in the following sections.

### 2.2.5 Quality of VGI

The quality of geographic information is traditionally assessed according to quantitative quality measures from the International Organisation for Standardisation (ISO), see Table 2.3. VGI is, however, produced by heterogeneous contributors, using different tools and platforms, with different levels of detail and precision [59]. This lack of standardisation introduce errors and variable quality of VGI data sets. Many researchers have analysed the quality of OSM data, comparing it with spatial data from national mapping agencies [60][61][62][63]. Haklay [60] labels the OSM road data in London as "fairly accurate", as it has a 80% overlap with road data from the official Ordnance Survey. Studies in Sweden [64] and Germany [65] show a "good" coherence of OSM and authoritative road network data.

**Table 2.3: Quality metrics of geographic information quality according to ISO/TC 211. After Senaratne et al. [59].**

<table>
<thead>
<tr>
<th>Quality metric</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completeness</td>
<td>Describes the relationship between represented objects and their conceptualisations, either as absence of data (errors of omission) or presence of excess data (errors of commission)</td>
</tr>
<tr>
<td>Consistency</td>
<td>Coherence of the data structure</td>
</tr>
<tr>
<td>Accuracy</td>
<td>Refers to the degree of closeness between a measurement of a quantity and the accepted true value of that quantity. This can be positional accuracy, or thematic accuracy, referring to consistent attributes and classifications.</td>
</tr>
</tbody>
</table>
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The quality assurance provided by traditional mapping agencies consists of procedures to control quality during the data acquisition, and by comparing samples of the compiled data with reference sources. While the studies outlined above focus on the latter procedure, Goodchild & Li [66] suggests that quality of VGI data can be improved by focusing on measures during the acquisition phase. They highlight the ability of groups to perform extensive validation and cross-checking of data collected by individuals. The validity of an observation can be strengthened by additional observations from the same or nearby points. Several researchers refer to *Linus’ law* [66] [67] [59], predicting that the efforts of a crowd will converge to the truth. *Linus’ law* comes from the context of software engineering and the experience that the bugs in a piece of software are most likely to be found and corrected if a large number of engineers has access to it and can review it. Goodchild & Li [66] note that the success of this law in the OSM context depends on the number of contributors and their interest in the mapped area, especially when it comes to tagging the mapped features. Other possibilities to assure VGI data quality is to introduce moderators and gatekeepers, that is individuals promoted with special privileges to delete and protect content based on their previous contributions, or data mining such as outlier detection and cluster analysis [59].

It is noteworthy that the majority of all studies on quality of OSM data has been carried out in Europe [68]. One of few exceptions is Iliffe [50] that analyses OSM road data in Tandale ward in Dar es Salaam, in terms of positional accuracy and completeness. The results show that all roads in the OSM data set lie within a 10 m buffer zone of the road data provided by the Dar es Salaam City Council (DCC). Furthermore, the OSM data holds a much more extensive road network than the DCC data set. This can not be seen as errors of commission (see Table 2.3), but is a consequence of the fact that the official map held by the ward officer was outdated and did not contain all roads in Tandale ward [50].

### 2.2.6 A new understanding of authority

It is evident that the traditional understanding of authority of geographic information is challenged by the rise of VGI, and that the understanding of authority depends on available resources in different contexts. If OSM data is perceived as non-authoritative in contexts where detailed geographic data from national mapping agencies is present, but is proved to be more extensive and as accurate as official data in Tanzania, the mechanisms that make a data set authoritative must be outlined. This will contribute to the understanding of the value of VGI in resource-strained environments.

Literature makes a distinction between *authority* and *credibility*. Authority is defined as the "power or right to give orders, make decisions, and enforce obedience" [69], whereas credibility is defined as "the quality or state of being credible; capacity to be believed or believed in" [70]. Put differently; authority can be given or assigned to an institution, but credibility is earned. Flanagin & Metzger [46] summarise attributes that traditionally have given credibility to national mapping agencies, see table 2.4. They note that the credibility of these agencies arose in an era of data scarcity; when the costs and barriers to collect geographic information were high, allowing mapping agencies to serve as gatekeepers and filter the available information. These official mapping agencies have an incentive to maintain their credibility by assuring high data quality.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Attributes enhancing credibility of geographic data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality</td>
<td>Completeness, consistency and accuracy, see table 2.3</td>
</tr>
<tr>
<td>Metadata</td>
<td>Transparent documentation of information sources and acquisition methods</td>
</tr>
<tr>
<td>Accountability</td>
<td>Clear responsibility for the data quality assurance</td>
</tr>
<tr>
<td>Gatekeepers</td>
<td>People with incentives to uphold high quality standards, either to maintain good reputation or out of economic interest</td>
</tr>
</tbody>
</table>

Contrarily, the user-generated Web 2.0 consists of data abundance, making the indicators in table 2.4 difficult to fulfil. As shown, researchers suggest how the practices around VGI can be improved to assure VGI data quality [66] [59], which presumably can be extended to practices on meta data docu-
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mentation and accountability transparency. On the other hand, it can be argued that the premise of data scarcity underlying the indicators in table 2.4 is no longer true, thanks to the rise of Web 2.0 and VGI. It can, hence, not be concluded that data sets are not credible if they do not fulfil these indicators. Instead, the framework for credible data sets must be reformulated and adjusted to an era of data abundance and low barriers to produce geographic information. Flanagan & Metzger [46] argue that this era has uncoupled credibility from authority, which may lead to a “shift from a model of single authority based on information scarcity and hierarchy, to a model of multiple distributed authorities based on information abundance and networks of individuals” [46].

The data abundant Web 2.0 seems to add different assets depending on the available geographic information in a certain context. The added value of VGI in planned, mapped and industrially advanced areas lies in endemic knowledge about the physical environment, and current information about local conditions [46]. But in contexts where authoritative data sets are incomplete or absent, VGI has the potential to, additionally, fill gaps of data needed for basic governance. This makes Iliffe [50] draw the conclusion that a different framework must be applied for community mapping in developing countries, which is presented in the next section.

2.2.7 A framework for community mapping in developing countries

Iliffe [50] developed his framework by studying Ramani Tandale, a community mapping project carried out in 2011 in Tandale ward in Dar es Salaam. Ramani Tandale will be described in more detail in section 3.2.1. The results show that community mapping enables the collection of VGI to a quality and extent previously unseen in industrially developing countries. The framework is depicted in Figure 2.5 and its components are explained below.

![Figure 2.5: A conceptual framework of community mapping. After Iliffe [50].](https://matharevalley.wordpress.com/2011/08/09/community-mapping-starts-in-tandale-dar/)

Community engagement

Community forums are essential to community mapping. In Ramani Tandale, open community forums were held at the Tandale ward office, attended by representatives from the local government and community members. The forums can support awareness of the mapping activity, discussions on mapping priorities and methods, and also present results and maps to the community.

Community of practice

Community mapping is composed of many different communities, which all have different objectives. This includes the community being mapped, but also civil society, local or national government, and national or international non-governmental organisations. Together they form a community of practice, coalescing around the community being mapped.

Community led decision making

The priorities of what is being mapped, and how, is led by the community itself. Methods can initially be demonstrated by catalysts, with some community members becoming catalysts during the mapping process, supporting the next iteration and sustainability of community mapping.

Trust

As the data is collected by the community for the community, Iliffe [50] argues that this generates authority of community mapped data. The following quote from an interview with the town planner for Kinondoni Municipality and the ward executive officer of Tandale illustrates this argument:

Mark: “In your professional opinions, is this data [community mapped data from Ramani Tandale] authoritative?”

Juliana: In my professional opinion, yes, because this is really data [...] this is the best map, this is the recent best map ever for this area, so I think this is really official and because it belongs to the community, and whenever you want to succeed in the community, like us, we are local authority, we are working with the community. You have to work with the community at the best, and they have to understand you, they have to appreciate you, and they have to be really onboard with you while planning for them. This is what will take them there.

Osiligi: I can say that this is the real picture of Tandale, so it should get all the blessing from the government, or any other authority, because very precisely it shows everything and it reflects the real picture of the area. There is not any lying here. I do think that the authorities which bless this to be used by anyone should do it immediately without questioning, because it is the real fact about the places where you took the pictures, and it’s going to help us ([50], p. 214).

Accessible and open data

The data from community mapping and the materials produced from it need to be accessible as open data.

Dynamic choice of tools

The data collection methods must be comprehensible for the members of the mapping community, especially with regards to their experience with ICT.

2.3 Flood modelling of urban areas

In this thesis, community mapped data is applied to develop a flood model. The model setup is described in chapter 5. This section introduces the hydrological processes and hydraulic theories that are applied in flood modelling.

2.3.1 The urban hydrologic cycle

A hydrologic model is an attempt to represent the hydrologic cycle, which describes how water circulates through the hydrosphere, see figure 2.4. The cycle has no beginning or end; water evaporates into the atmosphere, where it is transported as water vapour until it condenses and precipitates on the land and the oceans [71]. Precipitation on land is followed by several hydrologic processes; the water may be intercepted by vegetation, infiltrate deep into the ground and recharge the ground water storage, flow through the unsaturated zone in the soil as subsurface flow or discharge as surface runoff. This thesis is focused on urban hydrology, that is, the water cycle in urban environments. Here, the surface runoff is of certain interest, as this hydrologic process causes inundation of infrastructure and properties. As will be illustrated in the next chapter, it can also have life-threatening consequences.

Urbanisation is followed by land use change, and the ground is often covered with artificial surfaces like asphalt or bricks. This increases the amount of surface runoff in relation to infiltration. As water travels faster over hard surfaces than natural surfaces, the precipitation reaches downstream water courses faster in urban areas than in natural systems. This increases the peak flow of the water, and therefore also the inundation [31]. This effect can be reduced by the construction of drainage systems.

9The interview is recorded and available here: https://www.youtube.com/watch?v=TdPdO7EWCxot=3s
that lead the surface water in drains to the closest water course, rather than over land. This thesis is developing a model of an urban drainage system utilising drainage data that has been collected with a community mapping approach, see chapter 3.

2.3.2 Model concepts

Hydrologic models can be used to predict the behaviour of the processes described above. This can be done through extrapolation of knowledge of a certain water system, either in space to other catchments with similar properties, or in time. Hydrologic models can also be used to design artificial experiments to predict system response to changes in system characteristics, such as land use change or intensified precipitation. Gharari [72] argues that it should be “from the highest interest for decision makers to understand the effect of their decision on hydrological behaviour and therefore the future status of a system”. A flood model can be seen as a hydrologic model specifically aimed at predicting the spatial distribution of the water depth that appears for a certain rainfall event.

The performance of hydrologic models is dependent on data availability. Long-term measurements of precipitation and discharge, time series, are important data sets that serve as forcing and validation data in hydrology. The models contain parameters that describe the relations between the fluxes in the hydrologic cycle, such as the infiltration capacity of the soil and the evaporation rate. The parameter values can either be assigned via measurements, or be calibrated if no data is available. In that case, an appropriate parameter range must be set for the calibration process. The models also contain boundary conditions, that is known values at the border of the model space. This can, for example, be measured discharge in a stream that flows into the area of interest, or a known water level in a river. This value limits the possible solutions to the differential equations that are solved in the model computation, see section 2.3.3 below.

This thesis develops a physically-based model, which consists of finite elements that represent physical entities of the modelled area. A 1D schematisation consists of nodes and links that represent, for example, drain segments or small natural water courses. A watercourse can be represented in a 1D schematisation if it is realistic to assume that the velocity distribution over each channel cross-section is uniform, which is usually the case in urban drainage systems. Here, attributes such as cross section dimensions and construction material are assumed to be constant for each model element. A 2D schematisation, on the contrary, can capture lateral variations in the velocity field, which is suitable when predicting how surface runoff distributes on a flood plain. Here, each model element is a grid cell with constant parameter values for e.g. soil infiltration and land roughness. A coupled 1D-2D model simulates the interaction between 1D and 2D model components, like a urban drainage system and its surrounding topography. The intersection of the grid cells are computational nodes where the differential equations presented in section 2.3.3 are solved.

Physically-based models can be lumped, where all model elements are assumed to have the same parameter values, or distributed, where the parameter values are different in each grid cell. Lumped models can be applied if no distributed data is available, or if it seems reasonable that a distributed representation of the parameters will not give more accurate model output. This depends, for example, of the grid cell size in relation to the size of the model space. Distributed models require more computational power and introduce the risk of equifinality, when the same model output can be obtained with different parameter sets, which challenges the causal mechanisms of the model. On the other hand, they offer spatially distributed results, which is of interest when modelling flood depth in urban areas.

2.3.3 Hydraulics

The modelling software used in this thesis, SOBEK (see chapter 5), allows for coupled 1D-2D modelling of unsteady flow, that is, flow that varies over time. The distribution of surface runoff is calculated in each computational node for each time step by solving the so-called Saint-Venant equations, stating the conservation of mass and momentum in space and time. The continuity equation in 1D reads

\[
\frac{\delta A}{\delta t} + \frac{\delta Q}{\delta x} = 0
\]  

(2.1)

where

\[A(x, t)\] total cross-sectional area of water course \([m^2]\]
\[Q(x, t)\] discharge \([m^3/s]\]

and the momentum equation in 1D, x-direction

\[
\frac{\delta Q}{\delta t} + \frac{\delta}{\delta x} \left( \frac{Q^2}{A}\right) + gA_{f}\frac{\delta z}{\delta x} + g\frac{Q|Q|}{C^2RA_f} - w_{wind}\frac{\tau_{wind}}{\rho_w} + gA_{f}\frac{\xi Q|Q|}{L_x} = 0
\]  

(2.2)

where

\[\xi\] SOBEK user manual, version 1.00
For 2D schematisations, such as overland flow, the equations above are solved in two dimensions (x and y). The first term in equation 2.2 describes the Eulerian acceleration, the second the convergence of the cross-sectional area of the flow (excluding storage area), the third the water level gradient, the fourth the bed level friction, the fifth the influence of the wind force and the sixth the influence of extra resistance. The bed level is understood as the lowest point in the cross section, that is, the ground level in the 2D schematisation, and the bottom of a drain segment in the 1D schematisation. The surface level is the highest point of the cross section, and if the water level rises over the surface level, there is a flood at the location, compare with figure 4.3.

The friction factor or roughness factor, included in term four in equation 2.2, is an important factor in hydraulics. It describes the resistance to flow when a fluid flows over land in 2D schematisations, and the resistance created by the walls of the drainage segment or waterway in 1D schematisations. Hence, it is of importance to know the hydraulic roughness of the land and the drainage when building flood models, which depends on the material of the feature. There are many formulas to describe this, of which SOBEK makes use of the Chézy bed friction value in solving the equations above. For this thesis, Manning roughness values are assigned, as this is widely applied with empirically derived values for many different materials. The Chézy coefficient is then calculated in the computation by SOBEK using

$$C = \frac{R^{1/6}}{n_m}$$

where

- $C$ Chézy coefficient [m$^{1/2}$/s]
- $R$ hydraulic radius [m]
- $n_m$ Manning coefficient [s/m$^{1/3}$].

A constant Manning value will be assumed for the land roughness in the study area, and the impact of distributed friction values in the 1D schematisation will be investigated, see section 5.3.

---

11 Ibid.
12 Ibid.
13 SOBEK user manual, version 1.00
Chapter 3
Case study

The flood model developed in this thesis (see chapter 5) utilises drainage data collected by the *Ramani Huria* community mapping project in Dar es Salaam, Tanzania. This chapter aims to provide a thorough understanding of this project and its context. The chapter begins with introducing the flood situation in Dar es Salaam. Subsequently, *Ramani Huria*’s background, organisation and data collection methods are outlined. The chapter ends with a presentation of the study area, kata ya Kijitonyama, that will be modelled in terms of flood extent using *Ramani Huria* data.

3.1 Urbanisation and flood problems in Dar es Salaam

Dar es Salaam, the largest city in Tanzania, is undergoing a rapid and unplanned growth. Its population was estimated to be around 2.5 million in 2002 [76], and around 6 million as of 2019 [123], making it one of the fastest growing cities in the world [77]. It is divided into five municipalities, which are divided into wards (kata) which consist of sub-wards (mitaa). The location of Dar es Salaam is shown in figure 3.1. Situated where the Msimbazi river basin meets the Indian Ocean, the city is vulnerable to fluvial, pluvial and flash floods, sea-level rise and coastal erosion [78]. The rapid population growth rate leaves the city highly unplanned, with around 70% of the inhabitants living in informal settlements [76]. The city centre is characterised by a very high building density on lands susceptible to flood risks, mainly in the Msimbazi river basin. The region is experiencing biannual wet seasons, one occurring in October-December, and one more intense in March, April and May. The city suffers from flash floods during the wet seasons, leading to loss of life, housing and major disruptions on transportation infrastructure. On 15 April 2018 a state of flood emergency was declared that called for evacuation of all people living in flood prone areas. 15 people lost their lives during this storm event [79].

This situation calls for institutional coordination and integrated planning, to allow for rapid response in emergency situations and proactive disaster mitigation. The World Bank [79] finds that data and information are lacking to make accurate assessments of the exposure and adaptive capacity of the population and assets in Dar es Salaam. The Tanzanian Urban Resilience Programme [4] (TURP) was established in 2017 by the government of Tanzania, the World Bank Group and the UK Department for International Development to support the Tanzanian government in the management of urban climate risks. The community mapping project *Ramani Huria 2.0*, that has collected the drainage data utilised in this thesis, is supervised by TURP. The project can be seen as an initiative to collect the data needed to enhance disaster resilience in Dar es Salaam. *Resilience* is defined by the United Nations Office for Disaster Risk Reduction as "The ability of a system, community or society exposed to hazards to resist, absorb, accommodate to and recover from the effects of a hazard in a timely and efficient manner, including through the preservation and restoration of its essential basic structures and functions" [5].

Dar es Salaam is facing challenges with solid waste management. The absence of solid waste services imposes sanitation problems and induces floods when rivers and drains are blocked by plastics and debris [9]. Figure 3.2 shows the solid waste accumulation in Ng’ombe river on 23 February 2019.

---

5. https://www.unisdr.org/we/inform/terminology
3.2 Ramani Huria community mapping project

This section seeks to provide a description of the background, organisation and data collection methods of the Ramani Huria community mapping project. It will support the understanding of how Ramani Huria’s data collection methods has evolved over time. It will also relate the project to the literature on community mapping presented in chapter 2. The information provided here is based on Ramani Huria blog posts, the case study carried out by Iliffe \(^5\) in kata ya Tandale, and interviews with employees at Humanitarian OpenStreetMap Team Tanzania and the World Bank in Dar es Salaam.

3.2.1 Background

After the successful crowd-sourced mapping of Haiti in response to the earthquake in 2010, the potential of VGI data in resource-strained environments was realised by the global development community. In Dar es Salaam, a pilot community mapping project was initiated in 2011 by the World Bank\(^6\), in collaboration with Ardhi University\(^7\), representatives from Map Kibera (section 2.2.4) and local NGOs. The ward executive officer in kata ya Tandale, the study area of the project, was also involved. Tandale is unplanned to a large extent, situated along the Ng’ombe tributary of the Msimbazi river. Figure

---

\(^5\) https://www.knowledgesharingfordev.org/story/urban-community-mapping. The World Bank called the project Urban Community Mapping; the name Ramani Tandale was given by the mappers. Ramani means map in Swahili.

\(^6\) Ardhi University in Dar es Salaam is devoted to research and education in land based disciplines such as urban and regional planning, land administration, real estate etc. http://www.aru.ac.tz/
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Figure 3.2: Solid waste in Ng’ombe river upstream of the bridge between Kijitonyama and Tandale, 23 February 2019. Photo by the author; thanks to Ahmed Mwanyenza.

3.3 shows the representation of Tandale on OSM in May 2019. The study area of this thesis, kata ya Kijitonyama (see section 3.3), is situated on the northern side of Ng’ombe river. Note how the two kata differ in their spatial structure; Kijitonayma is a planned kata, which is anticipated from the more regular road pattern compared to Tandale.

Students in urban and regional planning from Ardhi university were trained by Map Kibera catalysers to use GPS devices and to collect and upload data to OSM. The intention was to let the students bridge an assumed capacity gap among residents in Tandale in terms of experience with ICT. The mapping was initiated with a community forum at the Tandale ward office, attended by representatives from local kata and mitaa, community members and the students from Ardhi university. The forum identified what the community thought should be put on the map; roads, pharmacies, schools, drainage and features relating to water access, sanitation, flood impact and solid waste disposals. The mapping was then carried out during four weeks in August 2011, resulting in a detailed map of Tandale, that later was used by the local authorities to aid a cholera outbreak.

The positive outcome of Ramani Tandale made the World Bank in Tanzania decide to aim for an up-scaling of the project and put all flood prone kata in Dar es Salaam on the map. The application for grants for Ramani Huria was sent in early 2012 and was accepted in September 2014. The NGO Humanitarian OpenStreetMap Team (HOT), that were founded in the aftermath of the Haiti earthquake, were contracted to launch the project. HOT had not been operating in Tanzania previously. Now, they trained a small group of students from Ardhi university and mapped several kata in the first half of 2015, using the methodology that had been developed in Ramani Tandale; start up with a community forum to define the community’s priorities, let mappers collect data in the field and pass the collected data to data cleaners that edit it in JOSM and upload it to OSM, and close the mapping campaign with another community forum. At this time, the equipment used in the field was field papers to take notes and GPS devices. The field work was guided by aerial imagery taken
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Figure 3.3: Kata ya Tandale as represented on OSM in May 2019. Before Ramani Tandale in 2011, this area was a blank spot on OSM and other platforms [50].

by drones of the flood prone areas[10] that was digitised with the HOT tasking manager[11] in "mapping parties"[12].

HOT, together with the student group, facilitated an up-scaling of Ramani Huria 1.0 during the summer months. The first summer school of Ramani Huria, launched in July 2015, was called 'Community Mapping for Flood Resilience' and aimed to map 14 kata prone to fluvial flooding and flash floods[13]. The resulting maps were used to run flood impact scenarios in QGIS[14]. It attracted 150 students from the University of Dar es Salaam (UDSM) and Ardhi University, as well as community members from 10 of the 14 kata that were mapped. After this big mapping effort, Ramani Huria and HOT Tanzania continued as a group of development workers and graduates from Ardhi university supporting several smaller projects in 2016, like mapping of sanitation facilities[15] and possible bicycle routes[16]. Workshops were held in late 2016 and early 2017 with kata officers, revealing that the drainage and inundation maps created by Ramani Huria 1.0 had instigated measures for flood resilience on local level, including regular community clean ups of clogged drains, discouragement of dumping waste in drainage systems and construction improvements of the drainage system[17].

The mapping project was extended further in the Ramani Huria 2.0 summer school in 2017, engaging 300 students in urban planning and geomatics from Ardhi university as a part of their industrial training[18]. The purpose this year was to map 35 kata to collect data for flood resilience. The students

10http://ramanihuria.org/drone-aerial-imagery-used-for-community-mapping-for-flood-resilience-in-ndugumbi-ward/
11https://tasks.hotosm.org/
12http://ramanihuria.org/3rd-mapping-party-20th-june-2015/
13http://ramanihuria.org/scale-up-workshop-6th-july-2015/
14QGIS is a free and open source geographic information system application. www.qgis.org
15http://ramanihuria.org/mapping-dar-es-salaams-water-sanitation-hygiene-facilities/
16http://ramanihuria.org/participating-dar-es-salaams-cycle-caravan-mapping-bicycle-routes/
17http://ramanihuria.org/weos-discuss-map-use-beyond-flood-resilience/
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were divided in specialised teams, focusing on drainage mapping, data processing in GIS, digitise aerial imagery (remote mapping) and community outreach. The drainage data utilised in this thesis was collected during this mapping campaign. The data collection methods of Ramani Huria implemented in 2017, which still are in use and developed as of 2019, are described in section 3.2.2. After the summer school in 2017, HOT Tanzania continued with a smaller number of employees and students, now also performing other mapping projects in Tanzania. The local organisation Open Map Development Tanzania (OMDTZ) was founded in December 2017 to deal with local contractors.

In the launch of Ramani Huria 2.0 in 2017, the drainage mapping methodology was improved. The drainage data from Ramani Huria 1.0 only included the width and depth of cross sections, missed data on elevation of the drains related to ground level, and segments were missing or disconnected in the data set. The survey was now developed to map all drainage attributes necessary for hydrodynamic modelling. These attributes are described in section 4.1.1 and implemented in a model setup in chapter 5.

This thesis makes use of a flood extent survey to validate the developed flood model, see chapter 3. Ramani Huria started to develop the flood extent methodology in late 2017, using a community mapping approach;

After consulting with the appropriate subward leaders, students go door-to-door and explain the project to community members. If the citizens are interested, the students will then show them how to operate the Opendatakit Collect (ODK) app and ask them to fill out the survey form accordingly. New community members are brought down to the river by the students and directed through the app. From their point on the river, the community members are instructed to walk directly away from the river to survey houses along the way – identifying whether or not they are hit by flooding. The student accompanies the community member for 1 or 2 houses and then leaves the trainee to continue on solo to complete the survey.

The flood extent survey carried out in this thesis, and how it builds upon Ramani Huria’s methodology, is explained in section 4.2.1. The summer school of 2018 attracted more than 600 students to participate in Ramani Huria for their industrial training. The outcome was 44 katas being fully mapped, and the production of “threats and assets” reports where each kata was analysed in terms of flood risks in collaboration with community members. The continued work of Ramani Huria in 2018 and 2019 includes finalisation of drainage mapping in all katas, determine grain size distribution of soils across Dar es Salaam to support erosion analyses and trace the outlines of shinas, the most granular administrative divisions that exist in Tanzania. This is work carried out by around 40 contracted people, based at HOT Tanzania’s/OMDTZ’s office in Dar es Salaam, with several mapping teams out in the field on a daily basis. Ramani Huria is projected to end in July 2019; Figure 3.4 provides a time line of the project.

---

19 http://ramanihuria.org/art-drainage-mapping-dar-es-salaam/
20 http://omdtz.or.tz/
21 https://medium.com/@h.c.winsemius/using-community-mapping-for-flood-modelling-c04976d3e982
22 http://ramanihuria.org/community-outreach-for-flood-extent-mapping-hananasif-ward/
24 http://ramanihuria.org/community-meetings-for-flood-resilience-plan/
26 http://ramanihuria.org/hyperlocal-boundary-mapping/
3.2.2 *Ramani Huria*’s data collection and organisation

This section describes the data collection methods and organisational structure of *Ramani Huria*. An overview is depicted in Figure 3.5.

The Open Data Kit Collect application (ODK) is at the core of *Ramani Huria*’s data collection since 2017. It is a survey application allowing for advanced questionnaires, with the additional function that it can add geopoints and geotracers to each data entry, making use of the GPS in the smartphone that records the survey. *Ramani Huria* took part in the development of the ODK application to its current function; at the start of *Ramani Huria 2.0* in 2017, the application could not record geotraces with sufficient accuracy. *Ramani Huria* tested and developed the geotracing function in collaboration with the ODK developers, making it fit-for-purpose to record the stretch of drainage segments. The surveyor starts the geotrace at the beginning of the drainage segment, walks along it, and ends the geotrace at the end of the segment. A new geotrace is started if the elevation from the starting point of the trace is exceeding approximately 10 centimetres. The drainage mapping team starts with identifying the most downstream point of an area, where the drainage system reaches a water body, records a geopoint and labels it as *outflow* in the ODK application. Then, they map the drainage system starting from the most downstream point and walk upstream. In this way, the beginning of a geotrace is always the downstream point of a segment, and the end of the geotrace is the upstream point. The cross sections of drainage segments are measured with measuring sticks and tape measures, see Figure 3.6.

The questionnaires in the ODK application are created as *XLSForms*. XLSForm is a form standard to author advanced forms in Excel. The functions include, for example, meta data, GPS accuracy thresholds, conditional questions, constraints, calculations and multiple language support. The questions are programmed in Excel using a certain syntax, and then the XLSForm is uploaded to a server. The surveyors then connect to this server in the ODK application, download the form, perform the survey and upload the results again. *Ramani Huria* makes use of the KoBo Toolbox server.

---

27 https://www.hotosm.org/updates/2017-11-05_ramani_huria_building_open_tools_to_map_drains
28 This practice is not documented on the Ramani Huria OSM Wiki, but was applied when the author joined the drainage mappers in *mtaa wa Gongo la Mboto*, 28 February 2019
29 http://xlsform.org/en/
30 https://www.kobotoolbox.org/
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Figure 3.5: Components of Ramani Huria’s data collection methods. Thanks to Lovenes Charles.

Figure 3.6: Mapping of a culvert on 12 September 2017, using measuring stick, tape measure and smartphone. http://ramanihuria.org/art-drainage-mapping-dar-es-salaam/.
The organisational structure of Ramani Huria build upon the methodology that developed organically in Ramani Tandale \cite{50}. Supervisors manage the XLSForms and keep track of the work process. Mappers are out in the field collecting data and upload the survey results to the KoBo Toolbox. Data cleaners download the results and validate it JOSM (see section \ref{222}) before uploading the data to OSM. There are also digitisers at HOT Tanzania/OMDTZ, that make maps from aerial imagery, supporting both local and international projects. They contribute to Ramani Huria through making base maps that guide the mappers when they are in the field. HOT Tanzania/OMDTZ is making their own aerial imagery of Dar es Salaam with drones that are built at their office, see Figure \ref{37}. The drone body is built from bamboo and the plastic parts are printed by their own 3D-printer.

Figure 3.7: Wombura Kimacha is preparing OMDTZ’s drone for take-off on 15 February 2019. This drone type, MwanzaMwanzi, is developed by Bornlove Ntikha. Photo by the author.

3.2.3 Ramani Huria related to literature

As Ramani Huria is building upon the foundation set during Ramani Tandale in 2011, it clearly relates to the framework for community mapping in developing countries \cite{50} presented in section \ref{222}. The project has, however, expanded over time, adding new dimensions to the understanding of community mapping. Community mapping is defined, recalling section \ref{22}, as "the action of producing a map together with or by the residents of a certain location" \cite{42}. This certainly applies to Ramani Tandale, and, for example, Ramani Huria’s flood extent survey described above, but not all data sets fulfill this. Since the launch of Ramani Huria 2.0 in 2017, the project is increasingly collecting data that requires training, like the drainage mapping, soil sample survey and the development of drones and elevation measurements. This development is accommodated by the rise of Web 2.0, that has lowered the barriers to produce geographic information, but the data produced from these technologies cannot be categorised as community mapped according to the presented framework. Neither can it be labelled as Volunteered Geographic Information, as it is produced by professional supervisors, mappers and data cleaners.

Ramani Huria was initiated by the World Bank, not by scientist. The collected data is, however, of scientific interest, as it adds information to a very data scarce environment that face challenges linked to climate change and rapid urbanisation. Furthermore, Haklay \cite{48} argues that OSM in itself is a crowd-sourcing citizen science project as it records geographic observations with scientific instruments (compare with Haklay’s ladder on levels of participation in citizen science in Figure \ref{22}). As shown above, hundreds of students have participated in Ramani Huria’s summer schools as a part of their industrial training at university. There is a clear link to the academia in Ramani Huria. However, it can be discussed who the citizen scientists are if we perceive Ramani Huria as a citizen science project—the students and employees, or the communities they reach out for in their data collection. If we call
Ramani Huria’s summer school students student citizen scientists, as suggested by Davids et al. [49], we can define Ramani Huria’s drainage data collection as a ‘distributed intelligence’ citizen science project according to Haklay’s ladder on levels of participation, as it involves data collection and basic interpretation. Ultimately, one could argue that Ramani Huria is an ‘extreme citizen science’ project, as the problem definition and data collection methods were formulated by the community of Tandale in 2011.

Given the absence of an existing framework that comprehensively can capture Ramani Huria in its current state, it is clear that this project has added a new dimension to the value of VGI and how open data can support governance and resilience building in resource-strained environments.

3.3 Study area: kata ya Kijitonyama

The study area selected for this thesis is kata ya Kijitonyama in Kinondoni municipality. The aim of the selection process was to identify an area prone to pluvial flooding, to be able to investigate the added value of Ramani Huria’s drainage data on flood predictions. The process started with studying the topography of Dar es Salaam, locating kata situated outside or at the border of the Msimbazi river basin. This was complemented with discussions with experienced drainage mappers. Then, the available drainage data of the identified kata was studied, revealing that the data in Kijitonyama was most complete, as some of the other considered kata missed data on elevation in relation to reference roads. It was also of importance that Kijitonyama is located close to two weather stations, see section 4.1.4. Figure 3.8 shows the outline of kata ya Kijitonyama and the Msimbazi river basin.

Figure 3.8: Location of kata ya Kijitonyama in Dar es Salaam and the Msimbazi river basin.
Kijitonyama is approximately 4 km² and consists of seven mitaa; Mwenge, Mpakani A, Mpakani B, mtta uwa Kijitonyama, Bwawani, Alimaua A and Alimaua B. The drainage mapping supervisor of Ramani Huria, Elia Dominic, applied for permission to perform the flood extent and blockage surveys in this thesis (see section 4.2.1 and 4.2.2) and received permission in Mpakani A, Mpakani B, mtta uwa Kijitonyama, Alimaua A and Alimaua B. There is, however, no drainage system in Mpakani B, and this area is therefore not included in the model setup. On the other hand, Bwawani is included in the model, as it is very interconnected with mtta uwa Kijitonyama in terms of drainage. Hence, the study area of this thesis consists of the mitaa Mpakani A, mtta uwa Kijitonyama, Bwawani, Alimaua A and Alimaua B, see Figure 3.9. The study area is approximately 2.3 km².

![Figure 3.9: Study area outline.](image)

No major solid waste accumulation in the drainage system was encountered during fieldwork in Kijitonyama. Figure 3.10 shows the situation at Africa Sana in 2015 compared to 2019, indicating an improvement of solid waste management in Kijitonyama in recent years.
3.3. STUDY AREA: KATA YA KIJITONYAMA

Chapter 4
Data

This chapter presents the data sets that constitute the model setup developed in chapter 5. It will also introduce the flood extent survey that is used to validate the model, and the data on blocked drain segments that is used in scenario 3a (see section 5.3). First, the applied data sets are described, followed by a quality analysis of the applied drainage data. Then, the data sets collected by the author, i.e. the flood extent and blockage survey, are described. Figure 4.1 provides an overview of the data sets in the model setup.

4.1 Applied data sets

This section introduces the data sets that are collected by external actors. First, the community mapped drainage data recorded by Ramani Huria is described, followed by a quality analysis of the drainage data. Then descriptions of the Digital Terrain Model (DTM) and precipitation are presented.

4.1.1 Drainage

The drainage data applied in thesis was obtained directly from employees at HOT in Dar es Salaam in February 2019, but it can also be downloaded from OSM with the HOT export tool. Only the features of the drainage data within the study area is presented and analysed here. A description of all features of the drainage data recorded by Ramani Huria is found on the Ramani Huria OSM wiki. This section describes the drainage data in the state that it was when it was received from Ramani Huria. How the

1https://export.hotosm.org

Figure 4.1: Overview of data sets and their relation in the model setup.
data was adapted for flood modelling will be described in chapter 5.

The drainage in kata ya Kijitonyama was mapped during 20 days between 4 September 2017 and 24 April 2018. It was collected with the ODK application as described in section 3.2.2. Figure 4.2 shows which dates the drainage was mapped. Note that only the drainage in the study area is depicted, which is five of the seven mitaa in kata ya Kijitonyama, as explained in section 3.3. Most of the surveying took place in October 2017. Mpakani A was mainly mapped on 16-18 October, eastern mitaa wa Kijitonyama, Bwawani and south-western Mpakani A on 19 October, and Alimaua A and B on 20 October, 2017. The other mapping dates are not highlighted. The drainage along New Bagamoyo road, that is the road that borders kata ya Kijitonyama in the north, was mapped on 4 and 6 September, 2017. The remaining drainage (19 segments) was mapped after 20 October 2017, and it is expected that this was to correct errors that appeared in the data cleaning process after the mapping campaign in October. These segments are mainly along New Bagamoyo road in Mpakani A. There are 532 drainage segments in the study area, and 805 in kata ya Kijitonyama in total. The mapping was carried out by 33 people, which was concluded by counting how many different SIM serial numbers (mobile phones) that contributed to the data set.

Mapping dates of study mitaa in Kijitonayma

This section continues with describing the features of the Ramani Huria drainage data that are relevant for flood modelling: location, cross sections and friction.

Location

As described in section 3.2.2, the ODK application can record geopoints and geotraces. These records constitute the location of nodes and segments in the 2D plane. The elevation of features can, however, not yet be recorded by smartphones with sufficient accuracy. To overcome this, Ramani Huria is now measuring the depth and elevation of drainage segments to calculate their bed level and surface level in relation to the DTM. The depth is the distance between the bottom of a segment and the ground,
the elevation is measured as the distance between the bottom and the nearest road (reference road), see Figure 4.3.

The bed level $b$ of a segment is calculated as
\[ b = DTM - e \]
where $DTM$ is the elevation of the reference road according to the DTM and $e$ is the measured distance from the bottom of the segment to the tangent line of the reference road. The surface level $s$ is found as
\[ s = DTM - e + d \]
where $d$ is the measured distance from the bottom of the drain to the tangent line of the ground level.

The elevation and depth is measured after the geotrace is finished. This means that these features are always measured at the upstream point of a segment, as the drainage mappers walk from the downstream to the upstream point of segments when recording the geotraces. This will be of importance in the model setup, see section 5.1.6.

Cross sections

The drainage segments in the Ramani Huria data set are of four types; culverts, ditches, drains and decommissioned drains. Culverts have a round or rectangular cross section and drains have a trapezoidal, rectangular or elliptical cross section. Drains are open or closed. Ditches have width and depth reported, and decommissioned drains have no dimensions reported in the data set. Table 4.1 provides an overview of the cross sections in the study area and the dimensions reported for each cross section type.
Table 4.1: Cross section types and their measured dimensions. Decommissioned drains have no dimensions reported.

<table>
<thead>
<tr>
<th>Type</th>
<th>Cross section</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Culvert</td>
<td>Round</td>
<td>Diameter</td>
</tr>
<tr>
<td></td>
<td>Rectangular</td>
<td>Width  Depth</td>
</tr>
<tr>
<td>Ditch</td>
<td>Rectangular</td>
<td>Width  Depth</td>
</tr>
<tr>
<td>Drain</td>
<td>Trapezoidal</td>
<td>Top width Bottom width  Depth</td>
</tr>
<tr>
<td></td>
<td>Rectangular</td>
<td>Width  Depth</td>
</tr>
<tr>
<td></td>
<td>Elliptical</td>
<td>Top width  Depth</td>
</tr>
</tbody>
</table>

Figure 4.4 depicts the study area in terms of drainage cross sections. The majority of the drainage system consists of open trapezoidal drains.

Figure 4.4: Cross sections of drainage segments in the study area.

**Friction**

*Ramani Huria* is recording the material of each segment; concrete, steel, plastic, sand or other material with free text entry. If the segment is made of concrete, they also assess the hydraulic roughness (friction) of the segment. This attribute is called *smoothness* in the *Ramani Huria* data set. The smoothness can have three different values, see Table 4.2. These values will be converted to friction values in the 1D schematisation of the model, see section 5.1.5.
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Table 4.2: Smoothness of concrete segments.

<table>
<thead>
<tr>
<th>Smoothness</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Normal concrete, in good repair</td>
</tr>
<tr>
<td>2</td>
<td>Rough, with noticeable holes or cracks</td>
</tr>
<tr>
<td>3</td>
<td>Very rough, with loose material, broken areas and/or large cracks</td>
</tr>
</tbody>
</table>

4.1.2 Quality analysis of Ramani Huria drainage data

The Ramani Huria drainage data is analysed by data cleaners in a freely available Python script before being uploaded to OSM. The Python script performs data quality checking for hydraulic modelling and the generation of a topologically correct 1D network. The quality check contains:

- Checking of the tagging data model; for example, if all cross sections have the dimensions in Table 4.1 recorded
- Checking of the connectivity of the network, identifying disconnected parts in the network
- Checking crossings of waterways and roads; checks if crossings of waterway and road elements are either reported as bridges or culverts.

The following sections provide an additional analysis of the drainage data in the study area in terms of completeness and accuracy.

Completeness of segments

It is difficult to assess the completeness of the Ramani Huria drainage data, due to the absence of a comparable data set. For future research, it is recommended to compare Ramani Huria drainage data with data from Tanzania Rural and Urban Road Agency (TARURA), the governmental body in charge for construction and maintenance of roads and drainage. As shown in section 2.2.5, Iliffe [50] found OSM road data to be more complete than road data held by the Dar es Salaam city council. It can, hence, be expected that the Ramani Huria drainage data is more extensive than data held by the authorities, but this must be further examined. It is not known if TARURA has information on ditches and decommissioned drains, which is present in the Ramani Huria data set. Research has shown that a considerable provision of drainage in Dar es Salaam is made by individuals, especially in informal settlements [80]. Figure 4.5 depicts a drainage ditch in Dar es Salaam.

Positional accuracy

The positional accuracy of geopoints and geotraces is dependent on the accuracy of the GPS device that records them. It is possible to set an accuracy threshold in the ODK application, so that only locations with a certain accuracy can be recorded. It is not known if such a threshold was used when recording the drainage segments in Kijitonyama in 2017. The author joined the Ramani Huria drainage mapping team when they mapped mtaa wa Gongol Mboto, 28 February 2019, and then the accuracy threshold was set to 5 meters. The positional accuracy is inspected in the data cleaning process, where Ramani Huria data cleaners compare the recorded geotraces with aerial imagery. This process aims to remove errors in the records and adjust the geotraces to form a connected network.

3https://github.com/openearth/hydro-osm
Additional inspections of the positional accuracy of the drainage data was performed by the author in the data processing. Three different types of errors were encountered, that here will be labelled *tracing errors*, *disconnected ends* and *double segments*. These were found through visual inspection, and when building the flood model in SOBEK (see chapter 5). The errors yield a disconnected network in the modelling software, and introduce simulation errors. A tracing error appears when a drainage segment has an unrealistic reach, see figure 4.6. Three segments like this were encountered in the study area.
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Figure 4.7 shows an example of a disconnected end. Five disconnected ends were found in the study area.

![Diagram of a disconnected end]

Figure 4.7: Example of a disconnected end.

A double segment appears when two segments have the same, or very similar reach, and the same properties. Then it is expected that this segment was recorded twice. This error was found four times in the study area.

The positional accuracy of the drainage data is assessed to be high, as only 12 out of 532 segments have evident positional errors. Again, the data can be compared with data from TARURA to further investigate this aspect.

Completeness of cross sections

As mentioned, the tags of the Ramani Huria drainage data is quality checked by a Python script before being uploaded to OSM. An additional inspection was performed with filters in the attribute table of the drainage data in QGIS, to see if any segments were missing dimensions of their cross sections. Only one segment in the study area is missing one feature; an open trapezoidal drain has no depth recorded. Hence, the cross section data is perceived as complete.

Completeness of material

The material of each segment must be known to assess its hydraulic roughness. The decommissioned drains and most of the ditches are missing material data, constituting 5% of the total data set. The assumptions made to account for this is described in section 5.1.5.

4.1.3 Digital Terrain Model

Elevation measurements still pose a challenge to resource-strained environments, as it requires expensive technology to produce results with sufficient accuracy. Elevation is an important component in hydrodynamic modelling to estimate hydraulic energy slopes. In urban areas, where flood impacts are high, it is crucial to have high resolution of elevation measurements to allow for accurate modelling of flood risks [81]. Ramani Huria are currently developing a methodology to measure elevation using dynamic differential barometry. These efforts are ongoing, and it is recommended to evaluate and apply their results in forthcoming hydrodynamic models.

This thesis makes use of a DTM delivered by the consultancy firm COWI. Access to this DTM was acquired from Deltares research institute in Delft, the Netherlands, which have used this DTM to develop a hydrodynamic model of the Msimbazi river basin at catchment scale. The DTM has a resolution

http://ramanihuria.org/developing-elevation-tools/
of 5 meters and has been produced through photogrammetry with aeroplane. The quality of the DTM has been assessed by Deltares. They draw the conclusion that noise from vegetation and buildings is removed in the DTM, and that it hence represents the bare-earth terrain or street level. Furthermore, they note that there is a structural offset between the DTM and river cross section elevation points from ground measurements performed by COWI. The ground measurements are systematically lower than the DTM, but the datum of the ground measurements is not known. Deltares can, therefore, not conclude how the DTM refers to mean sea level. They note that the DTM values show no flooding at all of the wetland area in the most downstream part of the Msimbazi river basin, and field work performed by Deltares confirmed that the inter-tidal zone indeed remains nearly dry in wet conditions, even during spring tide. They also observe that the elevation levels in the thalweg and wetland area seem realistic. Therefore, Deltares assume that the DTM zero datum is correct in their simulations. Despite these uncertainties, this thesis will make use of the DTM as it offers higher resolution than any other accessible data set. Figure 4.8 shows the elevation in the study area.

![Digital terrain model](image)

Figure 4.8: Elevation in the study area.

### 4.1.4 Precipitation

The precipitation data serving as forcing to the model developed in chapter 5 is recorded by the TransAfrican HydroMeteorological Observatory (TAHMO). TAHMO is aiming to build a dense network of hydro-meteorological monitoring stations in sub-Saharan Africa. These stations are developed to be inexpensive and robust against dust and insects, making them suitable for sub-Saharan conditions. They record rainfall using acoustic disdrometers, which have been proven to record accurately during heavy storm events, but are less capable to capture low intensity events. Figure 4.9 depicts the installation of a TAHMO weather station in Ifakara on 21 February, 2019.

---

5ww.tahmo.org
6https://tahmo.org/weather-stations/
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There are 7 TAHMO weather stations installed in Dar es Salaam. The location and data quality of these stations influenced the selection of Kijitonyama as study area, see section 3.3. Figure 4.10 depicts the locations of the stations and an assessment of their data quality. The recorded time series were visualised in graphs, showing that all weather stations have recorded consistent data, capturing the rain seasons in March, April and May and October-November. The exception is Pugu, that showed an inconsistent pattern of the rainfall records and mostly measured 0 mm rainfall in the rain seasons.

The longest time series are available from the Ardi and BRT weather stations, recording consecutively since September 2017. Kijitonyama is located approximately 2 km from Ardi, and 4 km from BRT, see Figure 4.11.

The forcing to the model is a rain event recorded by Ardi weather station in the early morning of 3 March 2019, see figure 4.12. The event started at 00:10, had two peaks at 01:00 and 06:00, and stopped around 9:00. This event was selected as it was preceded by five dry weeks, which means that the drainage system was initially dry and the flow in natural water courses was at the base flow. Hence, the initial conditions for this rain event is known. The peak intensity was 9.5 mm rain in five minutes, which is expected to have impact in Kijitonyama, even if the majority of the study area is uphill from the rivers. The flood extent survey described in the following section was recorded a few hours after the event, which is anticipated to yield reliable results.

Discharge data from a TAHMO hydro station will be applied as boundary condition in the model setup, see section 5.2.1.
Figure 4.10: Locations and data quality of TAHMO weather stations in Dar es Salaam. The study area is highlighted with a red ellipse.

Figure 4.11: Locations of Ardi and BRT weather stations. The study area is highlighted in red.
4.2 Collected data sets

This section describes the surveys conducted by the author to collect data on flood depth and solid waste blockages in the study area. The survey was performed around noon on 3 March 2019 in Alimaua A, Alimaua B, Mpakani A and mttaa wa Kijitonyama. The survey could not be carried out in Bwawani, as no survey permission was obtained from the mttaa office there. Eight mappers participated in the survey, including 6 experienced drainage mappers, HOT Tanzania’s driver, and the author. The mappers were guided by field maps (see appendix B) that show which streets to prioritise in the survey. The aim of this priority was to focus on areas only exposed to pluvial flooding. This was concluded by examining the topography in the DTM and verified by a “threats and assets” report written by Ramani Huria, that indicate which areas that are exposed to fluvial floods. Fluvial floods are mainly a problem around the streams in Alimaua A and B. The surveys were recorded using XLSForms, KoBo Toolbox and the ODK application as described in section 3.2.2.

4.2.1 Flood extent survey

Community reports on flood depth can be used to validate model outputs. A flood extent survey was performed in Kijitonyama based on the methodology applied by Ramani Huria, which first will be described briefly. Ramani Huria performed flood extent surveys in the Msimbazi river basin in 2017 and 2018, focusing on the areas prone to fluvial flooding and flash floods. Hence, Kijitonyama was not covered in this survey. The following questions were asked by Ramani Huria:

- Have you ever had a flood in this area where you live now?
- What year was this flooding event?
- How deep was the water in centimetres?
- Do you know what caused the flood?
- What do you think caused the flooding?
- Have you moved settlement because of flooding?
- What year did you move settlement because of the flooding?

7An example of how a threats and assets report is developed is found here: http://ramanihuria.org/community-meetings-for-flood-resilience-plan/
In the data collected in 2017, the information on water depth is given in centimetres. When studying this data, it appears that it is of low quality, as many data points possibly are given in millimetres or meters instead of centimetres, and some data points have unrealistic values. The data collected in 2018 overcomes this problem, by letting the respondents referring the water depth to a person’s height instead of estimating it in centimetres. As this data is consistent, with all reports being realistic values, this person’s height reference system is also applied in the performed flood extent survey. Furthermore, the option "only puddles" is added, as high land areas like Kijitonyama might not get any standing water during storm events. Table 4.3 presents the person’s height reference system.

Table 4.3: Person’s height reference system, developed by Ramani Huria. The option "only puddles" is added by the author.

<table>
<thead>
<tr>
<th>Reported depth</th>
<th>Water depth in cm</th>
<th>Median (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only puddles</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Finger depth</td>
<td>0-2</td>
<td>1</td>
</tr>
<tr>
<td>Ankle depth</td>
<td>2-10</td>
<td>6</td>
</tr>
<tr>
<td>Mid-shin depth</td>
<td>10-30</td>
<td>20</td>
</tr>
<tr>
<td>Knee depth</td>
<td>30-50</td>
<td>40</td>
</tr>
<tr>
<td>Waist depth</td>
<td>50-100</td>
<td>75</td>
</tr>
<tr>
<td>Chest depth</td>
<td>100-150</td>
<td>125</td>
</tr>
<tr>
<td>Person’s height</td>
<td>150-200</td>
<td>175</td>
</tr>
<tr>
<td>Over person’s height</td>
<td>+200</td>
<td>200</td>
</tr>
</tbody>
</table>

Furthermore, the questions are modified to capture the effect of pluvial rather than fluvial flooding, and focus on the rain event in the morning 3 March 2019. The questionnaire of the flood extent survey is presented in appendix A.1.

### 4.2.2 Solid waste blockages survey

When performing the flood extent survey described above, the mappers recorded blocked drainage segments along their way. The questionnaire of the blockages survey is presented in appendix A.2, recording extent and type of blockage. Note that it was not possible to cover the whole study area to detect all current solid waste blockages with available resources.
Chapter 5

Model

The flood model developed in this chapter is built in the software SOBEK\footnote{https://www.deltares.nl/en/software/sobek/}, version 2.16. This program is selected as it allows for coupled 1D-2D models, which is necessary to answer the research questions of this thesis. It is also of importance that it is relatively easy to implement open drains in SOBEK, as the majority of the drainage in Dar es Salaam consists of open channels. Observation points will be inserted in the 2D schematisation of the model, and it will be studied how the water depth changes when the Ramani Huria drainage data is implemented in the 1D schematisation. By comparing this change with the results from the flood extent survey, it will be possible to observe if community mapped drainage data can improve flood predictions on neighbourhood scale.

SOBEK is not an open source software, which is desirable when working with open source data. To the best of the author’s knowledge, there is currently no open source hydrodynamic software that can perform coupled 1D and 2D computations. There are, however, open source programs that allow for 1D schematisations only, where Ramani Huria’s drainage data can be implemented. This is a topic for future research.

Two limitations with SOBEK has been encountered in the model setup. Firstly, it has no infiltration module. This means that soil infiltration is not taken into account, and all precipitation is assumed to contribute to surface runoff or evaporate. This might be unrealistic for the modelled event, as the soil was dry and thus had a considerable infiltration capacity at the beginning of the event. On the other hand, the event was intense, so the precipitation rate might have exceeded the soil infiltration rate. Secondly, SOBEK only allows for spatially uniform rainfall. This is not considered to be a problem as the study area is small. Ardhi weather station is situated approximately 2 km away, and the study area is around 2.3 km\(^2\). This offers sufficient accuracy, given the exploratory character of this research.

This chapter describes the development of the 1D schematisation, followed by the 2D schematisation. The chapter ends with a presentation of the scenarios that will be run with the model to answer the research questions.
5.1 1D schematisation

This section explains how the Ramani Huria drainage data is prepared and processed to become suitable for hydrodynamic modelling. A detailed description of this process is provided in appendix C. After performing the additional data cleaning described in section 4.1.2, the drainage network is imported as a shapefile in SOBEK. The location of the drainage is represented by the geotraces recorded with the ODK application. The segments are connected with flow connection nodes added by SOBEK. When the drainage data was imported in SOBEK by the author, it was noted that many segments were disconnected from the rest of the network, despite the efforts to make a connected network in the data cleaning process. Upon further inspection in QGIS, it was concluded that what here will be called T-junctions are perceived as disconnected by the modelling software. This section starts with explaining how to solve the problem with T-junctions.

5.1.1 Adjustment of T-junctions

A T-junction occurs when a geotrace is passing the end of another segment, where the geotrace in fact should have been split in two parts to be perceived as connected to the other segment by modelling programs with GIS network standards. In figure 5.1 a disconnected segment (in yellow) is shown to the left. To the right, a functioning junction is shown; the red, yellow and black segments are three different geotraces.

![Figure 5.1: A disconnected T-junction (to the left) and a connected junction.](image)

This is a common problem in the data set. 36 T-junctions were found in the study area, see figure 5.2. For this thesis, the problem is solved manually by splitting the segments at T-junctions with split features in QGIS. For future drainage mapping surveys, a new geotrace should be started every time a segment intersects with another segment. If this is not done in the field, it can be corrected in the data cleaning process. When all T-junctions had been connected, the number of segments in the study area had increased from 532 to 560 segments.
5.1.2 Location of cross sections

After assuring that all junctions consists of at least 3 geotraces, the drainage network is imported as shapefile in SOBEK. The first step is to implement the cross sections of the segments at the correct location, which later will be assigned with data on cross section profile and friction. The drainage network in Dar es Salaam consists mainly of open drains, that are often interrupted by culverts or small bridges to let pedestrians and vehicles cross over. This constant change of cross section type poses a challenge to SOBEK, as the program can not interpolate hydraulic energy slopes between two different cross section types. This means that each segment must have two cross section locations assigned. Figure 5.3 shows an example of a culvert located between two open drains in SOBEK. The pink circles are flow connection nodes between the segments, and the blue symbol represents a cross section location. As can be seen, each segment has been assigned with two cross sections, one at each end.

Each cross section has an unique ID, that is the ID of the segment that it is assigned to, plus the suffix ".ds" or ".us", depending on if it is at the downstream or upstream point of that segment. The cross section locations are prepared as a shapefile in QGIS, and then imported as reach elements in SOBEK. How to prepare this shapefile in GIS is described in appendix C.3. This operation was performed with ArcGIS. The necessary geo-processing tools are available in QGIS as well, but unfortunately QGIS fails to perform the task with sufficient accuracy.

---

2QGIS is an open source software, whereas ArcGIS is not.
5.1.3 Representation of cross sections

The next step is to assign a cross section profile to each cross section location. This operation is dependent on the requirements of the modelling software that is used, and no general methodology for this step can be proposed here. For this thesis, the preparation is done with a macro activated Excel sheet (.xlsm) that was accessed from Deltares research institute. The Ramani Huria drainage data is exported as .csv-file from QGIS, opened in Excel and then saved as a .xlsx-file. Then the data is copied from this file to the .xlsm-file. Each segment ID is pasted twice, and given the suffix ".ds" or ".us", representing the cross section located at the downstream and upstream end of the segment. Then the bed level, surface level and dimensions of the segment are assigned. Appendix C.4 explains how to derive the bed level and surface level for each upstream and downstream point from the digital terrain model. Figure 5.4 show the attributes needed to describe round cross sections, here culvert 223 and 225, in the .xlsm-file.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>X</th>
<th>Y</th>
<th>Bed level</th>
<th>Surface level</th>
<th>Diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>223_ds</td>
<td></td>
<td>24.06</td>
<td>24.96</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>223_us</td>
<td></td>
<td>24.07</td>
<td>24.97</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>225_ds</td>
<td></td>
<td>24.79</td>
<td>25.49</td>
<td>0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>225_us</td>
<td></td>
<td>24.80</td>
<td>25.50</td>
<td>0.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.4: Preparing cross section profiles for culverts in Excel.

All other cross sections, i.e. rectangular, trapezoidal and elliptical, that can be either open or closed, must be described as tabulated profiles. The cross section is constructed in table form by inserting rows with the width at the bed level and the surface level. If the segment is closed, this is described with an extra level added 1 cm above the surface level, where the width is set to 0. It is assumed that the flow width equals the total width, i.e. that the water can flow through the whole cross section of the segment. Figure 5.5 shows an example on how to describe an open trapezoidal (ID 222) and closed trapezoidal (ID 224) cross section as tabulated profile.

The Excel sheet writes SOBEK datafiles (.dat) that are moved to the work folder of SOBEK. In this way, the IDs of the cross section locations are matched with the IDs in the .dat-file, and each cross section location is assigned with its correct cross section profile.
5.1. 1D SCHEMATISATION

5.1.4 Dimensions of decommissioned drains

There are 14 drainage segments along Mabatini road in Kijitonyama that are reported as decommissioned in the Ramani Huria data set, with no dimensions recorded. The location of these segments is shown in Figure 5.6.

<table>
<thead>
<tr>
<th>ID</th>
<th>X</th>
<th>Y</th>
<th>Surface Level</th>
<th>Bed Level</th>
<th>Total Width</th>
<th>Flow Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>222_ds</td>
<td>26.46</td>
<td>25.86</td>
<td>0.5</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>222_ds</td>
<td>26.46</td>
<td>26.46</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>222_us</td>
<td>27.41</td>
<td>26.21</td>
<td>0.5</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>222_us</td>
<td>27.41</td>
<td>27.41</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>224_ds</td>
<td>23.76</td>
<td>22.96</td>
<td>0.5</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>224_ds</td>
<td>23.76</td>
<td>23.76</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>224_ds</td>
<td>23.77</td>
<td>23.77</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>224_us</td>
<td>24.96</td>
<td>24.06</td>
<td>0.5</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>224_us</td>
<td>24.96</td>
<td>24.96</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>224_us</td>
<td>24.97</td>
<td>24.97</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.5: Preparing open and closed tabulated profiles in Excel.

Figure 5.6: Decommissioned drains along Mabatini road in Mpakani A, highlighted in yellow.

It is not known why the segments were reported as decommissioned. Fieldwork showed that these drainage segments are ditches that have a considerable conveyance capacity that can not be neglected in the 1D schematisation. Hence, the dimensions of these segments were measured manually. The 9 segments on the south side of the road were recorded as trapezoidal ditches. This cross-section type is not applied in the Ramani Huria survey, but was considered as the most realistic representation of the segments. Due to time constraints, only the top width and depth were measured of each segment,
CHAPTER 5. MODEL

and the bottom width was assumed to be 20% of the top width. One ditch on the north side has a rectangular cross section and was, hence, added to the other ditches in the Ramani Huria data set. The 4 remaining segments on the north side were kept as decommissioned, as these ditches are full of vegetation. This distinction was done as the drain types ditches and decommissioned drains are given different friction values in the model setup, see below.

5.1.5 Friction of segments

Each segment is assigned with a friction value corresponding to the material reported by Ramani Huria. As mentioned above, the decommissioned drains are lacking material data, but it was observed during field work that they are ditches with abundant vegetation. Most of the ditches are also lacking material data, but 3 ditches are reported as sand. Hence, it is assumed that the remaining ditches are also made of sand. In total, 8 different segment materials are present in the study area. These materials and their assigned friction value are shown in table 5.1. Manning roughness values are assigned, as this is widely applied with empirically derived values for many different materials. A Chézy coefficient is then calculated in the computation by SOBEK, see section 2.3.3.

Table 5.1: Assigned manning roughness coefficients for reported materials. From [71]. A qualitative description of the concrete classes is found in table 4.2.

<table>
<thead>
<tr>
<th>Reported material</th>
<th>Amount (%)</th>
<th>Manning roughness coefficient s/m$^{1/3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concrete class 1</td>
<td>428 (77%)</td>
<td>0.02</td>
</tr>
<tr>
<td>Concrete class 2</td>
<td>79 (14%)</td>
<td>0.025</td>
</tr>
<tr>
<td>Concrete class 3</td>
<td>19 (3%)</td>
<td>0.03</td>
</tr>
<tr>
<td>Rock</td>
<td>38 (0.5%)</td>
<td>0.04</td>
</tr>
<tr>
<td>Decommissioned (with abundant vegetation)</td>
<td>4 (0.7%)</td>
<td>0.1</td>
</tr>
<tr>
<td>Sand</td>
<td>23 (4%)</td>
<td>0.02</td>
</tr>
<tr>
<td>Steel (corrugated)</td>
<td>1 (0.2%)</td>
<td>0.02</td>
</tr>
<tr>
<td>Plastic (assuming it is PVC)</td>
<td>1 (0.2%)</td>
<td>0.01</td>
</tr>
<tr>
<td>Other (assumed to be concrete class 1)</td>
<td>2 (0.4 %)</td>
<td>0.02</td>
</tr>
</tbody>
</table>

The allocation of friction values was done with a Python script. An example of how this can be done is shown in appendix C.6. Figure 5.7 shows the distribution of building materials of the drainage in the study area.

5.1.6 Adjustment of bed levels

When inspecting side views of the drainage segments in SOBEK, it was noted that the bed level of the network, over all, is irregular. Many jumps in the bed levels are present, see figure 5.8. Recalling section 4.1.1, the bed level of a segment is calculated by subtracting the measured elevation from the DTM value, and the surface level by adding the measured depth to the bed level. This is done for each downstream and upstream point of a segment, see C.4. The drainage mappers measure the elevation after they have recorded a geotrace. As they trace the segments from the downstream to the upstream point, the elevation is measured at the upstream point of each segment. This elevation difference between the bed level and the reference road might not be constant along the whole segment, especially not if the segment is long. The bed levels seen in figure 5.8 are calculated from the same DTM value, that is sampled where the segments connect. Apparently, the recorded elevation of the left drain is lower than the one for the right drain, which introduces a gap. However, the elevation of the left drain was not measured at the connection displayed in the picture, but at the upstream point of the left drain. Maybe the elevation of the left drain, in fact, is higher at the connection displayed in the picture, which would have been captured if the elevation was measured before the geotrace was recorded.
The gap shown in figure 5.8 might represent reality, but given that these gaps are present at almost every connection in the whole data set, it is expected that the elevation measurements introduce a systematic error when assuming that the elevation is constant along the whole segment. It seems more realistic to assume that the bed level is smooth at each connection point. As the elevation is measured at the upstream point of each segment, the upstream bed levels are most likely to represent the actual bed levels. Hence, a Python script was written that adjusts the downstream bed level of each segment.
to the upstream bed level of the segment that is downstream of it\textsuperscript{3}, see appendix C.5. In figure 5.8, this means that the downstream bed level of the left drain is being set to the upstream bed level of the right drain. This result is shown in figure 5.9.

Figure 5.9: The same segments as in figure 5.8, after adjusting the bed levels.

This approach works satisfactory for long drains, but it was noted that culverts systematically have a slope against the direction of flow when the adjustment described above have been done, see figure 5.10.

Figure 5.10: A culvert with slope against the direction of flow after adjusting the bed levels, due to a local depression in the DTM.

This behaviour probably occurs because most culverts are around 5 meters long, which is also the resolution of the DTM. If the drainage segments span over several grid cells in the DTM, the likelihood increases that the general slope of the ground is captured, but the culverts are very sensitive for local depressions in the DTM as it only spans over one or two grid cells. Therefore, it was decided to perform another step in the adjustment of the bed levels; to assume that culverts are almost straight, with a slope of 0.2%. This seems realistic to assume, as the culverts usually are situated below roads that pass over open drains. An example of this adjustment is shown in figure 5.11. A few very long culverts in the study area were removed from this operation by setting their drain type to \textit{drain} instead of \textit{culvert}.

\textsuperscript{3}Yes, this is confusing.
The segments that have been shifted upwards in the adjustment, and is recorded as deeper than their downstream segments, now have their downstream surface level above ground. This is checked by subtracting the surface level value from the DTM value at each downstream point, and this occurs 100 times. The majority of the surface levels are, however, only a few centimetres above the ground level. In these cases, the downstream surface level is set to the DTM value. An example of this is shown in figure 5.11.

In 6 cases, the surface level is more than 1 meter above the ground level. It was also controlled if any downstream bed levels has a higher elevation than the upstream bed level of the same segment. This appears 77 times. In 7 cases, the elevation difference was more than 1 meter. These 13 locations were inspected, and it could be concluded that extreme elevation errors are caused by:

1. **Local depressions in the DTM.** The ground level in the study area is, on average, higher in the west and lower in the north east. Some segments do, however, transport water against this direction, and these local variations can not be captured with a resolution of 5x5 meters in an urban environment.

2. **Segments that are bordering thalwegs.** The ground slope is steep close to natural water courses, which make segments in these areas prone to errors when deriving the bed levels from the DTM.

3. **Wrong mapping direction.** In a few cases, it appeared that the drainage mappers had recorded the geotrace against the direction of flow, which explained why the downstream bed level had a much higher elevation than the upstream bed level.

A few extreme errors were changed manually. It was prioritised to avoid local depressions close to outflow points in the network, to avoid unrealistic backwater effects in the model simulation. It was also controlled that all segments connected to an outflow point, i.e. discharging into a natural watercourse, did not have local depressions. Figure 5.12 shows the outflow points in the study area where the drainage network connects to a natural water course or flows out of the model space.

![Figure 5.11](image-url) The same segments as in figure 5.10, after assuming that all culverts have a slope of 0.2%. The red circle shows an example where the downstream surface level have been adjusted to the DTM value. Compare with the local depression in figure 5.10.
5.1.7 Settings for 1D module in SOBEK

This section summarises the settings in for the 1D schematisation in SOBEK.

- As Ardhı weather station records precipitation with 5 minutes resolution, the computational time step is set to 5 minutes. The simulation period equals the duration of the modelled event, see section 4.1.4.
- The output time step is set to 15 minutes, saving water depth, velocity and discharge for each output time step.
- The initial condition is set to completely dry system, as the modelled storm event was preceded by five weeks without rain.
- The calculation grid is set to 5 meters.
- The runtime parameters is set to a typical rural schematisation. This is chosen because it is suitable for hydrodynamics in open water systems, whereas the urban schematisation is developed for closed sewer pipes.

Figure 5.12: Outflow points were the drainage network connects to a natural water course or flows out of the model space.

4 SOBEK user manual, version 1.00
5.2 2D schematisation

This section explains the components in the 2D schematisation of the model.

5.2.1 Boundary conditions

Two upstream discharge boundary conditions are implemented in the 2D schematisation of the model. The discharge data is taken from TAHMO’s hydro station at Ubungo bridge. The measured discharge during the modelled event is shown in figure 5.13.

![Figure 5.13: Discharge data from Ubungo bridge during the modelled event.](image)

The locations of the hydro station and the boundary conditions in relation to the study area are shown in Figure 5.14. At upstream boundary condition 1, the discharge from the Ubungo hydro station is applied. The discharge at upstream boundary condition 2 was estimated by the author around noon 2 March 2019, before the modelled event. This was done using a float and stop watch and multiplying the surface water velocity with the estimated cross section area of the water course. The flow was estimated to be very low, around 0.05 m³/s. This was assigned as the initial value of the flow at boundary condition 2, and then the discharge data from Ubungo hydro station was re-scaled to this initial value, keeping the variance constant. The downstream boundary conditions were both set to a constant water level of 0.5 m, meaning that the runoff flows out of the model space when the water depth exceeds 0.5 m in the grid cells at the boundary condition.

5.2.2 Land roughness

For this thesis, a constant land roughness is assumed for all grid cells. Deltares research institute has built a flood model of the Msimbazi river basin on catchment scale, where they defined land roughness values based on land use data that was downloaded from OSM. They set the Manning roughness coefficient to 0.2 s/m¹/³ for buildings, which is selected for this model as it is assessed to be the most common land use type in the study area. For future models, it is recommended to derive land roughness values per grid cell from land use data from OSM.
5.2.3 Observation points

Observation points are inserted in the 2D schematisation to record how the simulated water depth changes for the different scenarios presented in section 5.3. The locations of the observation points are identical with the 44 geopoints that were recorded in the flood extent survey, see section 4.2.1. In this way, it will be possible to compare how the water depth in the simulations correlates with community members’ reports on flood depth. The locations of the observation points and their labels are shown in figure 6.4 in chapter 6.

5.3 Scenarios

This section seeks to explain the scenarios that will be run with the model in SOBEK to answer the research questions of this thesis. All scenarios are run with the precipitation data presented in section 4.1.4 as forcing. Furthermore, the wind speed is set to 0 m/s and the evaporation to long-term average in the Meteorological data task block in SOBEK.

5.3.1 Scenario 1

Scenario 1 is run with only the 2D schematisation as described in section 5.2, without the Ramani Huria drainage network. The output will be used as benchmark to the result of scenario 2c (see below), to assess the impact of community mapped drainage data on flood predictions.

5.3.2 Scenario 2

Scenario 2 aims to investigate the contribution of community mapped drainage data to flood predictions on neighbourhood scale. The 2D schematisation is identical with scenario 1, but now the 1D schematisation is implemented as well. The scenario is divided into three sub-scenarios, to examine the effects of adjusting the bed levels, and assigning distributed friction values.
5.3. SCENARIOS

Scenario 2a
Scenario 2a is run with the drainage network in its original state, before adjusting the bed levels as described in section 5.1.6. Here, all segments are assumed to have the same friction value. As 76% of all segments are reported as concrete class 1, see table 4.2, it seems most realistic to assign this friction value to all segments, i.e. 0.06 s/m$^1$. Scenario 1 and 2a will be compared to see how the implementation of the 1D network influence the model output, see section 6.2.2.

Scenario 2b
This scenario is run with adjusted bed levels, including straight culverts, as described in section 5.1.6. The friction value is constant for all segments, as in scenario 2a. Scenario 2a and 2b will be compared to see how the adjustment of the bed levels influence the model output, see section 6.2.3.

Scenario 2c
Scenario 2c investigates the added value of distributed friction values in the 1D schematisation. It is run with adjusted bed levels as scenario 2b, but each segment is assigned a friction value that corresponds with its recorded material, as explained in section 5.1.5. Scenario 2b and 2c will be compared to examine how distributed friction values influence the model output, see section 6.2.4.

5.3.3 Scenario 3
Once the model built with Ramani Huria drainage data is developed and validated with scenario 1 and 2, it will be applied to investigate the impact of solid waste in the drainage system on floods. This will be done with two sub-scenarios. The model is run with the 2D schematisation described in section 5.2, and the 1D schematisation with adjusted bed levels and distributed friction values.

Scenario 3a
This scenario is run with the same 1D schematisation as scenario 2c, but the segments that were reported as blocked in the blockage survey, see section 4.2.2, are closed according to the results of the survey. This aims to investigate the impact of solid waste accumulation on floods. The blockages were recorded around noon the day after the simulated event, 3 March 2019. The mappers reported blockages along their way, see field maps in appendix B. It was not possible to cover all blockages in the study area with available resources. The segments that were reported as 100% blocked were removed from the model schematisation. For the segments that were reported as 50% or 75% blocked, the cross sectional area was reduced to 50% and 25% of the original cross section area, respectively. For round culverts, the diameter was adjusted, and for all other cross sections, the depth was decreased. The results of scenario 3a will be compared with scenario 2c, see section 6.3.1.

Scenario 3b
During fieldwork in Kijitonyama, it was noted that culverts often get blocked by solid waste. Figure 5.13 shows an example.

The final scenario is of experimental character, and investigates how blocked culverts affect flooding. A third of all segments in Alimaua A and B, 17 culverts, were selected randomly and removed from the 1D schematisation. Figure 5.14 shows the culverts that are simulated to be 100% blocked in this scenario. As Alimaua A and B are hydraulically disconnected from the rest of the study area, it seems reasonable to limit this research to only these two mitaa. The result is presented in section 6.3.2.
Figure 5.15: Culvert blocked by plastics the morning after the simulated event.

Figure 5.16: Culverts, selected randomly, that are 100% blocked in scenario 3b.
Chapter 6

Results

This chapter presents the results of the simulations presented in section 5.3. It begins with the outcome of the flood extent- and blockages surveys, see section 4.2.1 and 4.2.2. Then follows the results of scenario 1-3 with additional analyses.

6.1 Survey results

This section presents the results of the flood extent- and blockages survey, carried out in the study area around noon on 3 March 2019. The questionnaires used in these surveys are shown in appendix A.

6.1.1 Results flood extent survey

Figure 6.1 shows the flood depth as reported by 44 respondents during the flood extent survey. Most respondents report that there was only puddles on the street the same morning. Not surprisingly, respondents along streets without drainage report a deeper flood depth. In general, the water is reported as deeper towards the north end of Mpakani A, mtaa wa Kijitonyama and Bwawani. This is expected, due to the ground slope towards north east. In the middle of Alimaua, there is a cluster of respondents that report a deeper flood depth. The consistency of these reports indicate that it indeed were considerable water levels here. It should be noted that there is a small stream flowing from west to east in the middle of Alimaua, that is not mapped on OSM.
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Results flood extent survey

How deep was the water on the street outside of your house this morning? (3 March 2019)

![Map of flood extent](image)

Figure 6.1: Answers to the question: How deep was the water on the street outside of your house this morning (3 March 2019)?

6.1.2 Results solid waste blockages survey

Figure 6.2 show the types of blockages in drainage segments that were reported 3 March 2019. Note that it was not possible to cover the whole study area to detect all current solid waste blockages with available resources. The survey form only included solid waste and sand as predefined blockage types. The drainage mappers identified the following other types of blockages:

- Broken drain
- Building materials and vegetation
- Tree roots
- Vegetation

Different types of blockages, and how these potentially influence the conveyance capacity of the drainage, is a topic for future research. For this thesis, only the degree of blockage is taken into account. Figure 6.3 show to what extent the drainage segments were blocked.
6.1. SURVEY RESULTS

Figure 6.2: Type of blockages recorded in the survey.

Figure 6.3: Blockage levels recorded in the survey.
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6.2 Results of model development

This section analyses the results of scenario 1 and 2, that aims to build a flood model with community mapped drainage data and investigate its contribution to flood predictions on neighbourhood scale. As described in section 4.2.1, the community members’ reports on flood depth were recorded in relation to a "person’s height reference system", see table 4.3. This reference system contains several classes with high resolution. For shallow water depths, the classes are only puddles, finger depth, ankle depth, mid-shin depth and knee depth. However, concerning the high uncertainties in people’s estimates of water depth, it was decided to lump several classes in the model validation. No deep water occurs in the study area, which is expected due to its elevated location, but makes it more difficult to make a reliable validation of the model output. It is considered to be most valid to work with a few, wide validation classes. It should be noted that the thresholds of the classes are set arbitrary, and no research has been performed on how well this reference system represents reality. Nevertheless, the classes give an indication of the flood depth at each observation point. Table 6.1 shows the lumped water depth classes that are used in the model validation.

Table 6.1: Lumped water depth classes used in the model validation.

<table>
<thead>
<tr>
<th>Reported depth</th>
<th>Water depth in cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only puddles and finger depth</td>
<td>0 - 5</td>
</tr>
<tr>
<td>Ankle depth</td>
<td>5 - 20</td>
</tr>
<tr>
<td>Mid-shin and knee depth</td>
<td>&gt;20</td>
</tr>
</tbody>
</table>

As explained in section 5.2.3, observation points are inserted in the 2D schematisation to record how the simulated water depth changes for each scenario. The location and labels of the observation points are shown in figure 6.4.

![Location and label of observation points](image)

Figure 6.4: Location and label of observation points in the 2D schematisation, corresponding with geopoints recorded in the flood extent survey.
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6.2.1 Scenario 1 - only 2D schematisation

Figure 6.5 shows a flood map of the study area for scenario 1, with the maximum simulated water depth per grid cell. This result seems reasonable when comparing with the elevation in the area, see figure 4.8. Figure 6.6 shows the deepest water recorded in each observation point during the simulated event. Note that these depths do not necessarily occur simultaneously, but it seems reasonable that the respondents were recalling the deepest water on the street during the storm event in the flood extent survey. Hence, the deepest simulated water in each observation point will be compared with the reported water depths. Ten observation points record less than 1 cm of water, and ten more than 10 cm. As expected, the simulated water depth increases towards the north eastern part of the study area. In Alimaua, there is less than 10 cm of water in all observation points, except for number 12, that records 45 cm of water.

Max simulated depth, scenario 1

![Figure 6.5: Flood map of scenario 1, max simulated water depth per grid cell.](image)

Figure 6.7 depicts how the simulated water depth relates to the reported water depth in each observation point. In 12 cases, the simulated water depth is lower than the reported, in 19 cases it falls within the class, and in 13 cases it is above the results of the flood extent survey. The majority of the results in Alimaua falls within the reported class. In the northern mitaa, the majority of the results are overestimating the water depth in relation to the reported values.
Max simulated water depth in observation points, scenario 1

![Map showing max simulated water depths in observation points, scenario 1.](image1)

Figure 6.6: Max simulated water depths in observation points, scenario 1.

Simulated depth related to reported water depth, scenario 1

![Map showing simulated water depth related to reported water depth, scenario 1.](image2)

Figure 6.7: Simulated water depth related to reported water depth, scenario 1. The observation points are labelled with their ID to allow for comparisons with other figures.
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6.2.2 Scenario 1 and 2a - Impact of implementing 1D network

Scenario 2a is run as a coupled 1D-2D model, with the 1D schematisation without adjusted bed levels, and a constant Manning roughness coefficient of 0.02 for all segments. No flood map of this result is shown here, as it is very similar to the result displayed in figure 6.3. The maximum water depth decreases in all observation points compared to scenario 1, which is expected when introducing a drainage network. Figure 6.8 shows how much the simulated water depth decrease in the observation points when introducing the drainage in the model schematisation. Not surprisingly, it decreases most in the points located on drainage segments. The biggest difference in maximum water depth is found in observation point 5, where it decreases from 23 cm to 0 cm of water. The impact of the drainage network appears to be bigger in the northern mitaa compared to Alimaua in the south. Only observation point 21 record a considerable water level difference of 3 cm when introducing the drainage network in Alimaua. This will be further examined below.

The simulated water depth is still lower than the reported depth in the same cases as in scenario 1, except for in observation point 17 and 20, where it increases and falls within the reported class. The simulated water depth decreases in location 5, 6, 7, 27, 36, 39, 42, 43 and 44 in Mpakani A and mtua Kijitonyama, so that these results fall within the reported class. No observation point falls out of the reported class when introducing the 1D network. Hence, the number of observations corresponding with the reported flood depth increases from 19 to 30 when comparing scenario 1 and 2a, see figure 6.9.

A few examples of observation points that fall within the reported class in scenario 2a compared with scenario 1 are shown in figure 6.10.

![Decrease of water depth in scenario 2a compared with scenario 1](image-url)
Simulated depth related to reported water depth, scenario 2a

Figure 6.9: Simulated water depth related to water depth, scenario 2a.

Figure 6.10: Examples of observation points that fall within the reported class, when introducing the drainage network in scenario 2a.
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6.2.3 Scenario 2a and 2b - Impact of adjusted bed levels

In scenario 2b, the bed levels have been adjusted as described in section 5.1.6, with constant friction values. However, gaps in the bed levels are still present in 14 locations in the model. This problem appears in junctions where the downstream point of a segment is connected to the upstream point of more than one other segment. In these situations, a choice has to be made about which upstream bed level to adjust the downstream bed level to, see appendix C.5. It seems reasonable that this choice can be done randomly, as the elevation of the bed levels should be very similar, given that they are connected to each other in their upstream ends. Apparently, this assumption is not true, as the cross sections are not overlapping in 14 junctions, even after adjusting the bed levels. An example is shown in figure 6.11.

![Figure 6.11: Example of segments in a junction that do not overlap, when the bed levels have been adjusted in a script. This is due to big differences in the elevation measurements in this junction. The problem appears 14 times in the model applied in scenario 2b-3b.](image)

When studying the resulting water depths, it is revealed that they do not differ more than 1 cm in any observation point, compared with scenario 2a. The simulated depth relates to the reported water depth in the same way as scenario 2a in all observation points. Hence, the validation result is the same as shown in figure 6.9. No flood map of this result is shown here, as it is very similar to the result displayed in figure 6.3. As no difference is detected in the observation points, the maximum water level is studied in a sample of the drainage segments instead. Five inspection reaches are selected for further inspection, see figure 6.12. These reaches are also used to examine the results of scenario 2b and 2c, see below.

The maximum water level in the calculation nodes along these segments are studied for scenario 2a and 2b. The segments have 590 calculation nodes in total, constituting approximately 10% of all calculation nodes in the model. Figure 6.13 shows how the maximum water level change when comparing scenario 2b with 2a, that is, when adjusting the bed levels as described in section 5.1.6. The percentages represent the share of the total number of calculation nodes in the inspection reaches.

The adjustment leads to an increase of maximum water level in 56.8% of the observation points, and a decrease in 43.2%. In 50% of the calculation nodes, the difference is less than 1 cm. No spatial trends of these results can be detected, and no conclusion can be drawn from this about if or how the adjustment of bed levels improve the model output. Nevertheless, it is argued that the 1D schematisation in scenario 2b provides a more realistic model, as it avoids gaps in the drainage bed levels. Hence, the remaining scenarios are run with adjusted bed levels as described in section 5.1.6. Figure 6.14 shows an example of how a segment reach is changed when adjusting the bed levels. The displayed water level is the deepest recorded water in the segment reach.
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Figure 6.12: Selected inspection reaches of the drainage network to analyse results of scenario 2a, 2b and 2c.

Figure 6.13: Change of maximum water level in inspection reaches when adjusting the bed levels. The percentages represent the share of the total number of calculation nodes in the inspection reaches.
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Figure 6.14: Example of how a segment reach is changed when adjusting the bed levels.

6.2.4 Scenario 2b and 2c - Impact of distributed 1D friction values

Scenario 2c is run with adjusted bed levels, and with distributed friction values as explained in section 5.1.5. No flood map of this result is shown here, as it is very similar to the result displayed in figure 5.3. The simulated water depth relates to the reported depth in the same way as the results for scenario 2a and 2b. Hence, the validation result is the same as shown in figure 6.9. The difference in maximum water depth is smaller than 0.5 cm in all observation points when comparing with scenario 2b. Instead, the maximum water level is studied in the same inspection reaches as in section 6.2.3. The result is shown in figure 6.15. The majority of the calculation nodes, 69%, record a difference smaller than 1 cm when comparing scenario 2c with 2b. The water level increase in 53% of the nodes, decrease in 40% and remains unchanged in 7% of the nodes. No spatial correlations in these results can be detected.
6.2.5 Summary results of model development

Table 6.2 shows a summary of the validation of the model development scenarios. When implementing the 1D schematisation, the model performance increases, as more observation points fall in the reported water depth class. Efforts to refine the 1D schematisation, by adjusting bed levels and assigning distributed friction values, does not contribute to further improvement of the model.

Table 6.2: Summary of model development results. Number of observation points (and percentage).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Scenario 1</th>
<th>Scenario 2a</th>
<th>Scenario 2b</th>
<th>Scenario 2c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Below reported class</td>
<td>12 (27%)</td>
<td>10 (23%)</td>
<td>10 (23%)</td>
<td>10 (23%)</td>
</tr>
<tr>
<td>In reported class</td>
<td>19 (43%)</td>
<td>30 (68%)</td>
<td>30 (68%)</td>
<td>30 (68%)</td>
</tr>
<tr>
<td>Above reported class</td>
<td>13 (30%)</td>
<td>4 (9%)</td>
<td>4 (9%)</td>
<td>4 (9%)</td>
</tr>
</tbody>
</table>

This section has analysed the development of the model built with community mapped drainage data, by investigating the impact of the 1D schematisation, and adjusted bed levels and distributed friction values. The following section analyses the results when applying the model to examine the impact of solid waste blockages in the drainage network.
6.3 Results of model application

Recalling section 5.3, two scenarios, number 3a and 3b, are run to investigate the impact of solid waste blockages. Scenario 3a contains blockages that were recorded the morning after the simulated event, and scenario 3b is of experimental character and investigates the impact of blocked culverts. The scenarios will be run with the 1D schematisation applied in scenario 2c. It is argued that scenario 2a-c perform equally well, and that scenario 2c is most likely to represent reality, due to the distribution of friction values. The 1D schematisation from scenario 2c will, hence, be used in the model application.

6.3.1 Scenario 3a - Solid waste blockages

This scenario is run with the 1D schematisation of scenario 2c, with adjusted bed levels and distributed friction values. 20 segments are blocked according to the blockages survey, see section 5.3. It is expected that the water would increase in observation points situated upstream of blockages, so that the simulated water depth increase above the reported class, but the validation of the model yields the same result as for scenario 2a-2c. Perhaps surprisingly, the water depth is very similar in all observation points, when comparing scenario 2c and 3a. There are many blockages reported along the main road in Alimaua, see figure 6.13, and the simulated water depth does not increase in any of the observation points here compared with scenario 2c, as would have been expected. A more intense rainfall might be needed to detect changes in the observation points. Most observation points in Alimaua record less than 5 cm of water.

Validation of scenario 3a and recorded solid waste blockages

![Validation of scenario 3a and recorded solid waste blockages](image)

Figure 6.16: Validated water depths and recorded blockages in Alimaua, scenario 3a. Despite the blockages recorded here, the water depth does not increase in any observation point when comparing with scenario 2c, that is run without blockages.

Instead, the behaviour of the drainage segments blocked by solid waste is examined in calculation nodes on the segments upstream of the blockages. In this way, it can be examined how the water level varies over time at certain locations in the drainage system during the event. The inspection points are shown in figure 6.17. A distinction is made between main and secondary transport routes, as the impact is expected to be larger on main transport routes. The light blue arrows indicate the direction of flow in the segments.
Figure 6.17: Locations inspected in scenario 3a and their labels.

Figure 6.18 compare the maximum water depth in the inspection points on main transport routes for scenario 2c and 3a. Quite unexpectedly, the water depth decrease in point 1, 2 and 5. Point 1, 3 and 4 record very little water during the event, which makes it difficult to assess the validity of these results.

Figure 6.19 compare the maximum water depth in the inspection points on secondary transport routes for scenario 2c and 3a. Point 1 record a small increase in water depth, but the depth is over all small in this point. A more significant increase is observed in point 2 and 3. Here, it should be noted that the water depth decrease to almost zero between the flow peaks in scenario 2c, which is not the case in scenario 3a. This indicates that the drainage capacity is insufficient in these locations when introducing solid waste blockages.

Table 6.3 summarise how the maximum water depth changes in the inspection points when comparing scenario 3a with scenario 2c. The water decrease considerably in the studied main transport routes, and increase in the secondary routes.

<table>
<thead>
<tr>
<th>Point</th>
<th>Main route</th>
<th>Secondary route</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>- 4 cm</td>
<td>+ 3 cm</td>
</tr>
<tr>
<td>2</td>
<td>-12 cm</td>
<td>+ 4 cm</td>
</tr>
<tr>
<td>3</td>
<td>+ 0.7 cm</td>
<td>+ 32 cm</td>
</tr>
<tr>
<td>4</td>
<td>+ 0.4 cm</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>- 18 cm</td>
<td></td>
</tr>
</tbody>
</table>
Figure 6.18: Differences in maximum water depth in main transport routes, scenario 2c and 3a.
Figure 6.19: Differences in maximum water depth in secondary transport routes, scenario 2c and 3a.

Figure 6.20 and 6.21 relate the hydrograph of each inspection point to its location in the northern and southern mitaa, respectively. The yellow arrows indicate the direction of flow in the drainage segments and the flood map displays the deepest water recorded in each 2D grid cell. No spatial difference can be detected in the impact on main and secondary transport routes.
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Figure 6.20: Impact of blockages on inspection points in Mpakani A and mtaa wa Kijitonyama.

Figure 6.21: Impact of blockages on inspection points in Alimaua.
6.3.2 Scenario 3b - Blocked culverts

Scenario 3b is run with 33% of the culverts in Alimaua removed from the schematisation, see figure 5.16. This is intended to represent culverts blocked by accumulated solid waste. When comparing the maximum simulated water depth in scenario 3b with scenario 2c, there is no considerable difference in any observation point. It should be noted that all observation points record no or very little water during the simulated event in Alimaua, which holds for all scenarios. When plotting flood depth of the two scenarios as a function of time for all observation points, the plots show almost identical results for all locations. An example is shown in figure 6.22.

Figure 6.22: Comparison between scenario 2c and 3b. No difference is detected in any observation point, when blocking a third of the culverts in Alimaua.

Instead, the change in water level is studied in the drainage segments upstream of the blocked culverts. Figure 6.23 show the locations that are inspected.

Figure 6.24 compare the maximum water depth in the inspection points on main transport routes for scenario 2c and 3b. Inspection point 1 and 3 behaves similarly to inspection point 3 and 4 on main routes in scenario 3a - there is a small increase of maximum water depth when introducing blocked segments, but the inspection points record too little water to detect any significant effect. The maximum water depth increase with 10 cm in point 2, and similarly to point 2 and 3 on secondary routes in scenario 3a, this segment can not convey enough water between the flow peaks. A similar, but much less significant, tendency is shown in point 4. The water decrease in point 5, which is unexpected when blocking a downstream culvert.

Figure 6.25 compare the maximum water depth in the inspection points on secondary transport routes for scenario 2c and 3b. No difference at all is detected in point 1 and 5. The maximum water depth is very similar for the two scenarios in point 3 and 4, but again, these segments fail to reduce the water level after the first flow peak when blocking downstream culverts. This holds for point 2 as well, but here, the maximum water depth increase with almost 1 m. Again, it is difficult to detect differences in impact on main and secondary routes. Both point 1 and 5 are situated far upstream, and are not affected at all by the downstream blockages. The impact is, however, very big in point 2, that appears to have similar spatial properties.
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Figure 6.23: Locations inspected in scenario 3b and their labels.

Table 6.4 summarise how the maximum water depth changes in the inspection points when comparing scenario 3b with scenario 2c.

Table 6.4: Change of maximum water depth in inspection points when comparing scenario 3b with scenario 2c.

<table>
<thead>
<tr>
<th>Point</th>
<th>Main route</th>
<th>Secondary route</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+ 1.5 cm</td>
<td>No difference</td>
</tr>
<tr>
<td>2</td>
<td>+ 10 cm</td>
<td>+ 98 cm</td>
</tr>
<tr>
<td>3</td>
<td>+ 0.3 cm</td>
<td>+ 2 cm</td>
</tr>
<tr>
<td>4</td>
<td>+ 0.2 cm</td>
<td>+ 4 cm</td>
</tr>
<tr>
<td>5</td>
<td>- 2 cm</td>
<td>No difference</td>
</tr>
</tbody>
</table>
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Figure 6.24: Differences in maximum water depth in main transport routes, scenario 2c and 3b.
Figure 6.25: Differences in maximum water depth in secondary transport routes, scenario 2c and 3b.

Figure 6.26 and 6.27 relate the hydrograph of each inspection point to its location for main and secondary transport routes, respectively. The light blue arrows indicate the direction of flow in the drainage segments and the flood map displays the deepest water recorded in each 2D grid cell. No difference can be detected in the impact on main and secondary transport routes.
Figure 6.26: Impact of blockages on main transport routes, scenario 3b vs 2c.

Figure 6.27: Impact of blockages on secondary transport routes, scenario 3b vs 2c.
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Figure 6.28 displays the output of the coupled 1D-2D model at peak flow (07:15 in the morning) for scenario 2c and 3b. The 2D schematisation displays the simulated water depth in each grid cell at the time. The 1D network is classified according to how deep the water is on the street (in meters) at each calculation node. All green nodes can cope with the hydraulic load in the current time step, and yellow nodes record water above the surface level of the drain segment. The red circles highlight locations that get flooded when culverts downstream are closed in the model schematisation, compared with scenario 2c.

![Figure 6.28: Model output at peak flow (07:15) for scenario 2c and 3b. The drainage network is classified according to how deep the water is on the street (in meters) at each calculation node. The red circles highlight locations that get flooded when culverts downstream are closed in the model schematisation.](image)

6.3.3 Summary results of model application

In general, the water level in the examined segments behaves as expected in the locations that record a maximum water depth that is several decimetres deep. The exceptions are point 2 and 5 on main transport routes in scenario 3a, that record a considerable decrease of maximum water depth when blocking downstream drainage segments. The modelled storm event has two flow peaks, which causes drainage problems when introducing blocked culverts in scenario 3b. The segments that are loaded with deep water during the storm event (point 2 on main route and point 2, 3 and 5 on secondary routes) fail to drain the water before the next flow peak, which they would have managed to do if the drainage segments downstream were not blocked, as shown by scenario 2c. Figure 6.29 show a summary of all inspection points in both scenario 3a and 3b. No general conclusion about the impact of solid waste blockages on floods can be drawn from the results presented here. It is shown that solid waste blockages cause inundation upstream, but no spatial trend can be detected in terms of where or how the blockages appear. In some cases, the water decrease when introducing blockages downstream, which is unexpected. The results do not show any difference between main and secondary transport routes. It is recommended to investigate this further with statistical and experimental approaches.
Summary scenario 3, change of water levels in inspection points when blocking segments downstream

Figure 6.29: Summary of scenario 3.
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Discussion

This thesis has developed a flood model utilising drainage data from the Ramani Huria community mapping project in Dar es Salaam, Tanzania. The model has been applied to investigate the impact of solid waste accumulations on floods on neighbourhood scale. Table 7.1 repeats the scenarios that have been run to answer the research questions of the thesis.

Table 7.1: Scenarios

<table>
<thead>
<tr>
<th>Phase</th>
<th>Scenario</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Development</td>
<td>1</td>
<td>Only 2D schematisation</td>
</tr>
<tr>
<td></td>
<td>2a</td>
<td>Coupled 1D-2D model without adjusted bed levels and constant friction values</td>
</tr>
<tr>
<td></td>
<td>2b</td>
<td>Coupled 1D-2D model with adjusted bed levels and constant friction values</td>
</tr>
<tr>
<td></td>
<td>2c</td>
<td>Coupled 1D-2D model with adjusted bed levels and distributed friction values</td>
</tr>
<tr>
<td>Application</td>
<td>3a</td>
<td>Coupled 1D-2D model with segments blocked according to the results of the solid waste blockages survey</td>
</tr>
<tr>
<td></td>
<td>3b</td>
<td>Experimental coupled 1D-2D model with a third of the culverts in a part of the study area being blocked</td>
</tr>
</tbody>
</table>

The results show that community mapped drainage data indeed can enhance the performance of hydrodynamic models, as the model output corresponds better with the validation data when implementing Ramani Huria’s drainage data in the 1D schematisation, compared with a scenario run with only a 2D schematisation. However, the drainage system only has an impact on the model validation in the northern part of the study area, that consists of the mitaa Mpakani A, mitaa wa Kijitonyama and Bwawani. Here, the drainage network has an impact on the records of almost all observation points in the model. In Alimaua A and B, the southern part of the study area, the majority of the observation points does not get influenced when implementing the drainage network. Here, the difference in maximum simulated water depth is less than 1 cm for all scenarios. Also the examined drainage segments in Alimaua transport very little water during the simulated event, with a few exceptions. Most of the runoff seems to flow on the surface directly to natural water courses.

Figure 7.1 highlights how the observation points are influenced by the drainage data. The yellow points represent locations where the difference in water depth can be visually detected in a graph when implementing the drainage data, that is, that the difference in maximum simulated water depth is more than 1 cm. As can be seen, the drainage network have an impact in most of the northern mitaa, but to a much less extent in Alimaua. No similarities in physical properties are observed among the unaffected locations; they are located at high and low elevations of the study area, far upstream and far downstream, on flat and sloped ground, on streets with and without drainage. The only apparent property the unaffected observation points have in common is that they record less than 5 cm of water in the model simulation.
CHAPTER 7. DISCUSSION

Figure 7.1: The community mapped drainage data influences the flood depth in the northern mitaa, but to a much less extent in Alimaua.

Most of the respondents in Alimaua reported that there was only puddles on the street outside of their house the morning after the simulated rain event. Six respondents in the middle of Alimaua did, however, report a deeper flood depth, and the model fails to capture this in all simulations. These reports might be wrong, but the consistency of them indicate that it indeed was considerable water depths here during the storm event. It is not known why the model generates almost no standing water in Alimaua, when the rain event, in fact, was of considerable magnitude. As the catchment in this mitaa is small and the distance to the nearest water course is short and the ground slope is steep, the water might not accumulate here in the same way as it does in the northern mitaa. This reveals limitations with the flood extent survey as validation method for pluvial flooding, as the simulated events might not cause changes outside of the drainage segments. This could potentially be improved by refining the validation method. The observation points were inserted at the exactly same locations as the recorded geopoints of the survey, which might cause validation errors as the respondents were referring to the water level on the street outside of their houses, but it was not controlled if the observation points indeed were located on streets. There might be offsets that have been caused by errors in the GPS accuracy of the smartphones that recorded the survey. For future validations, it might be appropriate to move observation points to the nearest street. Furthermore, a less precise but perhaps more reliable method might be to use a binary approach in the validation. It can be examined whether the water level exceed the surface level of the drainage at the location, and check if the community members reported a flood depth deeper than only puddles.

Nevertheless, the flood extent survey appears to be a promising way to validate model outputs, as a large amount of flood records can be collected with limited resources. It might, however, be more appropriate to use the method for fluvial flooding, given the high uncertainties when asking community members to assess shallow water depths. The person’s height reference system can be further studied and developed, to see how well it corresponds with actual water levels.
In scenario 3, the cross section of segments are decreased or closed to simulate the impact of solid waste blockages. Again, almost no difference is detected in the observation points for these events, which is expected to be due to the shallow water depths outside of the drainage channels. This is possibly exacerbated by the relatively coarse resolution of the DTM for an urban environment, 5x5 meters, which might be too low to detect shallow water level variations on the ground level. Instead, the impact of solid waste blockages is studied inside the drainage segments, at 18 locations upstream of the blockages. A distinction is made between main and secondary transport routes, as the impact is expected to be larger on main transport routes. It is difficult to draw general conclusions from the results; two points record a considerable decrease of maximum water depth, and two a considerable increase. The remaining 14 channels show a difference of maximum a few centimetres when blocking drainage segments downstream. Nevertheless, in scenario 3b, the 1D-schematisation reports water on the street at more locations at peak flow compared to a simulation without solid waste blockages. The results do not show any difference between main and secondary transport routes. An important observation can be made from the fact that the simulated event consists of two flow peaks. Segments that are loaded with high water levels in the first peak fail to drain the water before the next flow peak, which they would have managed to do if the drainage segments downstream were not blocked, as shown by scenario 2c. This drainage problem appears even if the drainage system initially was dry in the modelled event. The effect is expected to get exacerbated in wet conditions, for example during events in the middle of the rainy season, as the drainage system then is partially full at the beginning of the event.

The research on the impact of solid waste has only started. This thesis shows that such studies must be carried out in drainage systems that are loaded with a considerable amount of runoff, to be able to detect any impact of the solid waste blockages. Experimental studies can investigate how different types and extents of blockages affect the conveyance capacity of drainage segments, and statistical approaches can be used to detect how much, and where, the blockages must occur to have a considerable impact upstream. It was noted during fieldwork that there is a high temporal variability of solid waste accumulations in drainage systems. A drain that is blocked one day, might be cleared the next day. Hence, it is considered difficult to validate models run with blockage data collected in the field. It might be more appropriate to use experimental approaches to investigate the impact of solid waste.

The quality of the drainage data collected by Ramani Huria has been studied in terms of accuracy and completeness. The data set is almost complete; only one segment is missing one dimension, and only a few segments are missing reported materials. The positional accuracy in the 2D plane can not be compared with a reference data set, but it is assumed to be high as it has been compared with aerial imagery in the data cleaning process. Three different types of positional errors are identified; tracing errors, disconnected ends and double segments. These errors are, however, only encountered a few times in the data set. However, the elevation of the bed levels in the drainage system is very uncertain, and is expected to decrease the positional accuracy significantly in the z-direction. When inspecting side views of the drainage data in its original state, many gaps are present in the connections between drains. In some cases, the cross sections of the segments do not overlap at all, which has a major impact on the drainage capacity of the segments in the model. This error is mitigated by adjusting the bed levels to each other, to create a more smooth network. This adjustment does, however, not influence the model validation. It would have been desirable to visualise in which locations the water increase, decrease or remain unchanged and relate it to how the bed level was adjusted at each location. This analysis was not possible to do with available resources, given the time consuming process to retrieve simulation results from calculation nodes in the modelling software. It should also be noted that it would have been more valid to examine the water depth instead of absolute water level when studying the impact of adjusted bed levels, as the water level difference between the scenarios might be explained by the bed level difference. On the other hand, it can be argued that it is more worthwhile to focus future research on how to make more accurate elevation measurements with limited resources, for example using dynamic differential barometry. Apparently, efforts to refine bed levels derived with the methodology presented here do not improve the model output. Hence, the results of this thesis show that the major improvement of the model performance is achieved by implementing a drainage network as recorded by the drainage mappers, and no further adjustments must be done. The only exceptions are so called T-junctions, that must be removed from the data set.

Distributed friction values of the drainage network do not improve the model validation, when comparing with a scenario run with constant friction values. The impact on water levels in the drainage system is also small; 69% of the calculation nodes record a difference in maximum water depth that is smaller than 1 cm. Again, it would have been desirable to visualise how the water level differences spatially correlates with distributed friction values upstream, to better understand the impact of these
adjustments. The absence of impact might be explained by the fact that 76% of all segments in the study area have the same reported material. On the other hand, it can be argued that these results show that distributed friction values might not be necessary to take into account at this stage when modelling with community mapped drainage data. The increased accuracy that is achieved by assigning correct friction values is possibly overruled by other errors in the schematisation, most likely elevation errors.

The model developed in this thesis neglects infiltration and assumes a lumped value of the land roughness. As the simulated event is short and intense, it would not influence the model output significantly to take infiltration into account. It is expected that distributed land roughness would have had an impact on the model output, but it is difficult to assess how it would have redistributed the simulated runoff. The land roughness is overestimated in the model schematisation, as the study area is not only covered by buildings, but also other land use types. It might be appropriate to set a lower value for land roughness in future schematisations.

As stated in the Sendai framework [41], disaster risk reduction requires open and up-to-date data. Given the low barriers to produce community mapped data, it offers an accessible way to perform regular surveys that are up-to-date. The mapping campaign carried out by Ramani Huria does, however, not answer the question how this could be organised. The drainage mapping of Dar es Salaam has been carried out over the last two years, and some of the collected data is already outdated. Field work revealed that the roads and drainage in northern mtatwa Kijitonyama and Bwawani have been elevated in 2018, after the applied dataset was mapped. This was not taken into account in the schematisation, as the dimensions of the new drainage could not be measured with available resources. It would be desirable to develop an institutional framework that guarantees regular updates of community mapped data sets.

This thesis has scrutinised and applied community mapped drainage data to an extent that has not been done previously. The drainage data collected by Ramani Huria is assessed to be extensive and accurate, especially when regarding attributes and location in the 2D-plane. It is still a challenge to implement correct drainage bed levels with open source technologies, which imposes high uncertainties in the model schematisation. Despite this, the drainage data collected by Ramani Huria allows for modelling, planning and design on a level of detail that has not been possible previously. Ramani Huria demonstrates how volunteered geographic information and ICT allows for the production of high-quality, extensive data in resource-strained environments. The exploration of the potential of community mapped data for building flood resilience has only started.
Chapter 8

Conclusion

The research carried out in this thesis has been guided by two research questions. The first question aims to investigate if community mapped drainage data can improve flood prediction on neighbourhood scale. The results show that this is possible, once a workflow has been defined that can implement the data in a hydrodynamic modelling software. The output of the model is validated with community members’ reports on flood depth, recorded the morning after the simulated event, and the simulated water depth corresponds better with this data when introducing the community mapped drainage data, compared to a scenario run without the drainage network. The largest contribution of the drainage data mapped by Ramani Huria is that it is extensive and of high quality. Very few errors are present in the data set, almost no attributes are missing, and when studying previous research, it can be expected that this drainage data is more extensive than data held by local authorities. Hence, it is proven that the mapping methodology applied by Ramani Huria has the potential to support decision making, flood resilience plans, risk reduction and urban development in resource-strained environments.

The second research question applies the model to investigate the impact of solid waste blockages in the drainage network on flooding. Two events are simulated, one with blockages recorded in the field the morning after the simulated event, and one experiment where a third of the culverts in a part of the study area are blocked. The results show that more locations in the model get flooded when implementing solid waste blockages, and that the drainage capacity of the system is reduced. This effect is expected to be exacerbated in heavier storm events. No conclusions can be drawn about how the locations of the blockages influence the water levels upstream. The further study of how solid waste blockages impact floods on neighbourhood scale is a topic for future research, that now can be explored with models built with community mapped drainage data.
Chapter 9

Outlook

This thesis ends with a summary of ideas which could support improvement and further understanding of flood modelling with community mapped data. The outlook includes recommendations for future drainage mapping projects and recommendations for future research.

9.1 Recommendations for future drainage mapping projects

During the work of this thesis, a few experiences have been acquired that could support future mapping campaigns utilising the ODK collect application.

- The elevation of the bed levels is still a challenge, due to the limitations of the method to derive it from a digital terrain model. As shown in this thesis, gaps are introduced in the bed levels when assuming that the elevation is constant along a whole drainage segment. This could be improved by measuring the downstream elevation before a geotrace is started, and upstream elevation when the geotrace is finished.

- Even if the quality of the Ramani Huria drainage data is assessed to be high, especially in terms of completeness, it can of course be further improved. The dimensions of decommissioned drains is not reported in the data set, which would be desirable. It is recommended to pay more attention to equal distances when mapping in the field, to increase the accuracy of the data. For example, if the surface level of a drain is aligned with the reference road next to it, the depth and elevation of the drain must not be recorded twice, but can be set to the same value.

- What here is labelled T-junctions, see section 5.1.1, must be avoided when recording geotraces. Or else, these segments will be perceived as disconnected by any modelling software. This can be done in the field, or in the data cleaning process.

- When building flood models, it is of importance to know the reaches and dimensions of natural water courses, especially when assigning boundary conditions of the model and interpreting the model output. Hence, community mapping for flood modelling could also include the surveying of small streams. The streams can be traced on aerial imagery, and additional measurements can be performed on site.

- Ramani Huria has assigned width and depth for rectangular drains, and top width and bottom with for trapezoidal drains. This causes a lot of extra work in the data processing. It is recommended to only make use of the top width and bottom with dimensions, and when the cross section is rectangular, they are set to the same value.
9.2 Recommendations for future research

Many research topics, of more or less technical character, can continue the study of how community mapped data can support resilience building in resource-strained environments. A few areas of research are proposed here.

- The drainage data analysed in this thesis does not contain information on who is in charge of the construction and maintenance of the drainage segments. This information could add an interesting dimension to the data, that would support the cooperation between different stakeholders in the application of community mapped data. The knowledge exchange with local authorities, for example the Tanzanian Urban and Rural Road Agency, should be examined and handled with care. Scientists must pay attention to how open source data applied in governance influence the relation between authorities and community members.

- Community mapped drainage data can be compared with drainage data held by local authorities to get a better understanding of its added value in terms of positional accuracy and completeness.

- The simulation run in this thesis is an isolated rain event of a few hours, and it could be examined how big the impact of the drainage network is when running longer time series. In this case, the infiltration capacity should also be taken into account, which can be derived from the soil sample survey performed by Ramani Huria in 2018. Future models could also investigate the impact of distributed land roughness values.

- Some steps in the work flow proposed in this thesis, see appendix C, is not performed with open source software. This serves as a start, but must be improved to be accessible for everyone.

- There is a lot to be done in the understanding of how solid waste blockages impact floods on neighbourhood scale. This includes the impact of types of blockages, blockage extent, and temporal and spatial variability. Experimental studies can investigate how different types and extents of blockages affect the conveyance capacity of drainage segments, and statistical approaches can be used to detect how much, and where, the blockages must occur to have a considerable impact upstream.


Appendix A

Questionnaires

A.1 Flood extent survey

1. Record geopoint
2. How deep was the water on the street outside of your house this morning (3 March 2019)?
   - Only puddles
   - Finger depth [0-2 cm]
   - Ankle deep [2-10 cm]
   - Mid-shin deep [10-30 cm]
   - Knee deep [30-50 cm]
   - Waist deep [50-100 cm]
   - Chest deep [100-150 cm]
   - Person’s height [150-200 cm]
   - Over person’s height [+200 cm]

A.2 Solid waste blockage survey

1. Record geopoint
2. What kind of feature is this?
   - culvert
   - ditch
   - drain
3. What kind of blockage does it have?
   - Solid waste
   - Sand
4. What kind of other blockage does it have? (free text)
5. How blocked is the drain?
   - Half (50%)
   - Three quarters (75%)
   - Completely blocked (100%)
Appendix B

Field maps

This appendix presents the field maps that guided the mappers when they collected the flood extend and blockage survey on 3 March, 2019. The motivation of these maps is described in section 4.2.1. Note that the correct names of the first two mítua are Alimaua A and B.
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Appendix C

Crash course

How to build a flood model with community mapped drainage data

You need:

- Community mapped drainage data
- A digital terrain model (DTM) of your study area with high resolution
- Precipitation data
- A hydrodynamic modelling software for 1D schematisations

Do like this:

C.1 Prepare model area

1. Download the drainage data in your study area as .shp- or .gpkg-files from https://export.hotosm.org/ by specifying a sufficient extent on the map. You also need a shapefile of the outline of your study area.

2. Open the drainage data, study area outline and the DTM in QGIS. You must work in a metric coordinate reference system.

3. Clip all drainage segments in your study area with Vector → Geoprocessing Tools → Clip. Use the drainage data as input layer, and the outline of the study area as overlay layer.

4. Some drainage might be located just outside of the study area, and is therefore excluded in the clipping, but is still part of the drainage system. An example is shown in Figure C.1. These features must be added manually by copying them in the downloaded drainage data set and paste them in the clipped data set (select toggle editing for the clipped data set, select the downloaded data set in the Layers panel, select the drainage outside of the study area, click Copy features, select the clipped data set in the Layers panel and click Paste features).

5. All segments must have an unique ID. If your drainage data has no IDs, you can assign it by creating a new field and type $rownum in the field calculator.

6. It might be an idea to divide the data set into more drain types than those predefined by Ramani Huria, that is ditch, culvert, drain and decommissioned drain. For example, your modelling software might treat open and closed drains differently, and then you must

---

1Note that this crash course explains how to prepare the data for SOBEK 2.16, and might not be applicable to other modelling programs.
easily know which segments that have these properties. In this thesis, ten different cross section types were identified, see section 4.1.1. Each cross section type was given a number, and was added as a field in the attribute table of the drainage data. For this thesis, the cross section type culvert was assigned with number 4, which is used in the adjustment of bed levels, see section C.5.

Figure C.1: Example of segment that must be added manually to the clipped data set.

C.2 Check connectivity

Load the shapefile of the drainage data in your modelling software to inspect the connectivity of the network. In SOBEK 2.16, this is done by selecting a flow connection node, pressing shift and then select another node. If the reaches between the nodes gets highlighted, they are connected. Disconnections can occur due to T-junctions as explained in section 5.1.1, and those segments must then be split with the Edit → Split Features tool. Other disconnections can be solved by snapping segments to each other.

C.3 Prepare locations of cross sections

All drainage segments must be assigned with cross sections in the modelling software. These cross sections contain information on the cross section dimensions, e.g. if it is a round or rectangular drain, bed levels and surface levels, and hydraulic roughness, see section 2.3.3. The cross sections should be as close as possible to the end of each segment. The bed- and surface levels will be interpolated between the two cross sections on each segment, and the remaining part between the cross section location and the end will be assumed to be straight by the modelling software. For this thesis, all cross sections are located 1 meter from the ends of each segment. The methodology to perform this is described here, but as will be illustrated, QGIS cannot perform the task satisfactory. For this thesis, the same steps were performed in ArcGIS, with adequate results.

1. Open the Processing Toolbox. Browse to v.buffer in the GRASS package. Choose the drainage data as input layer, and apply a 1.1 meter wide buffer. Check the box Do not make caps at ends of polylines.

2. Select the output layer, and apply a negative buffer of 1 meter. This step, unfortunately, creates problems in QGIS. You should get a polygon as output that has a 10 cm buffer
C.4. CALCULATE BED- AND SURFACE LEVELS

1. Import the .csv-file that you saved in step 4 in the previous section as delimited text file layer. Set the X and Y-field to the downstream coordinates (ds_x and ds_y). Repeat the procedure for the upstream coordinates. Save both layers as shape files.

2. The next step is to use these point layers to sample the values of the DTM at the DS and US point of each segment. Download the plugin Point Sampling Tool. Open it and
set the sampling point layer to your layer with DS points, and the DTM as layer to get values from. For the author, the sampling only succeeded if the output layer was saved as geopackage file, and not as shapefile. Repeat the procedure for the US points. Now you have two geopackage files with the DTM values at each DS and US point.

3. Now, the DTM values and the shapefile with shorter drainage segments from step 3 in section C.3 will be put together in a joined layer. Click Vector → Data Management Tools → Join Attributes by Location. Set the input layer to the layer with DTM DS points, and the join layer to the clipped drainage data layer. Set the Geometric predicate to equal. Save the output file as geopackage. Repeat the procedure for the US points.

4. Open the attribute table of the DS joined layer, select toggle editing and open the field

\footnote{Spatial predicates are explained in detail by Clementin et al. [83], see also https://en.wikipedia.org/wiki/DE-9IM}
calculator. Create a new field and calculate the bed level $b$ as $b = DTM - e$, where $DTM$ is the DTM value at each DS point and $e$ is the measured elevation. Create a new field and calculate the surface level $s$ as $s = DTM - e + d$ where $d$ is the measured depth. Save the changes and repeat the procedure for the US points. Now you have two geopackage files with the attributes of each segment, including bed level and surface level, at all DS and US points. Save these files as .csv-files. In the examples below, they are called `ds_DTM.csv` and `us_DTM.csv`.

5. Inspect the points that now are missing bed level and surface level values. These points are likely missing data on dimension and elevation, but have an explanation of why this could not be measured. Decide on how to proceed with these points, for example by assuming dimension values.

## C.5 Adjust bed levels

As explained in section 5.1.6, bed level gaps are introduced in the drainage network when assuming that the measured elevation is constant along the whole segment. As Ramani Huria is measuring the elevation at the upstream point of each segment, the upstream bed levels are most likely to represent the actual bed levels. All downstream bed levels will here be shifted to match the upstream bed levels. First, the actual end coordinates of each segment, that is, the end coordinates before the buffer was introduced in previous steps, must be added to the joined layer created in section C.4. An example of how this can be done in Python is shown below. Firstly, calculate the DS and US coordinates for your original, not-buffered drainage data, in the same way as described in section C.3. Save it as .csv-file. Here, this file is called `all_segments.csv`.

```python
import numpy as np
import pandas as pd

clipped_file = 'clipped_segments.csv' #clipped drainage elements
notclipped_file = 'all_segments.csv' #original drainage data

correlate = pd.read_csv(clipped_file ,sep = ',', na_values = ['NaN'])
not_correlate = pd.read_csv(notclipped_file ,sep = ',', na_values = ['NaN'])

#add columns to store coordinates
clipped['ds_x'] = 'NaN'
clipped['ds_y'] = 'NaN'
clipped['us_x'] = 'NaN'
clipped['us_y'] = 'NaN'

#copy dataframe
add_coord = clipped.copy()

#check it
add_coord.head()

#add coordinates
for i in np.arange(np.size(add_coord.iloc[:,0])):
    for j in np.arange(np.size(not_correlate.iloc[:,0])):
        if add_coord.fid[i] == not_correlate.fid[j]:
            add_coord.ds_x[i] = not_correlate.ds_x[j]
            add_coord.ds_y[i] = not_correlate.ds_y[j]
            add_coord.us_x[i] = not_correlate.us_x[j]
            add_coord.us_y[i] = not_correlate.us_y[j]
```

C.5. ADJUST BED LEVELS
APPENDIX C. CRASH COURSE

#save it
add_coord.to_csv('add_coordinates.csv', sep=',')

Now, this saved .csv-file contains rows with the attributes of all segments, the coordinates of the cross section locations, and the start- and end coordinates of each segment. This file is loaded in another script, see below, to adjust the bed levels.

import numpy as np
import pandas as pd

fn = 'add_coordinates.csv'
df = pd.read_csv(fn,sep = ',', na_values = [ 'NaN'])

ds_file = 'ds_DTM.csv'
#File with attributes of all segments, and downstream bed- and surface levels.
ds_points = pd.read_csv(ds_file,sep = ',', na_values = [ 'NaN'])

us_file = 'us_DTM.csv'
#File with attributes of all #segments, and upstream bed- and surface levels.
us_points = pd.read_csv(us_file,sep = ',', na_values = [ 'NaN'])

#preallocate segment’s own bed- and surface level
df['ds_bedlev'] = 'NaN'
df['ds_surflev'] = 'NaN'
df['us_bedlev'] = 'NaN'
df['us_surflev'] = 'NaN'

#preallocate downstream segments
df['ds_id1'] = 'NaN'
df['ds_id2'] = 'NaN'
df['ds_id3'] = 'NaN'

df['ds_bedlev1'] = 'NaN'
df['ds_bedlev2'] = 'NaN'
df['ds_bedlev3'] = 'NaN'

df['ds_surflev1'] = 'NaN'
df['ds_surflev2'] = 'NaN'
df['ds_surflev3'] = 'NaN'

#assign each segment’s own upstream bed- and surface level
for i in np.arange(np.size(df.iloc[:,0])):
    for j in np.arange(np.size(us_points.iloc[:,0])):
        if df.fid[i] == us_points.fid[j]:
            df.us_bedlev[i] = us_points.us_bedlev[j]
            df.us_surflev[i] = us_points.us_surflev[j]

#assign each segment’s own downstream bed- and surface level
for i in np.arange(np.size(df.iloc[:,0])):
    for j in np.arange(np.size(ds_points.iloc[:,0])):
        if df.fid[i] == ds_points.fid[j]:
            df.ds_bedlev[i] = ds_points.ds_bedlev[j]
            df.ds_surflev[i] = ds_points.ds_surflev[j]

#Each downstream point can have at most 3 other points connected to itself.
#These can be both us and ds points. We are only interested in the us-points
# that are connected downstream, as they are most likely to be represent
# the actual bed level. This is because Ramani Huria is measuring
# elevation from reference road at the upstream points of segments.

r = 0.5 # Arbitraty small radius, meter
k = 1 # counter

for i in np.arange(np.size(df.iloc[:,0])):
    for j in np.arange(np.size(df.iloc[:,0])):
        # distance between the downstream point of this segment,
        # and all other us points.
        if (df.ds_x[i] - df.us_x[j])** 2 + (df.ds_y[i] - df.us_y[j])** 2 < r == 2 and df.fid[i] != df.fid[j]:
            # then these segments are connected,
            # save the connected segment's attributes
            df['ds_id ' + str(k)][i] = df.fid[j]
            df['ds_bedlev ' + str(k)][i] = df.us_bedlev[j]
            df['ds_surflev ' + str(k)][i] = df.us_surflev[j]
            k += 1

if df.ds_bedlev1[i] != 'NaN':
    df.ds_bedlev[i] = df.ds_bedlev1[i]
    df.ds_surflev[i] = df.ds_bedlev1[i] + df.depth[i]

# making culverts almost straight, assuming a slope of 1:500

for i in np.arange(np.size(df.iloc[:,0])):
    if df.drain_type[i] == 4: # if it is a culvert
        # calculate the length of the culvert
        L = np.sqrt(((df.ds_x[i] - df.us_x[i])** 2 +
                     (df.ds_y[i] - df.us_y[i])**2))

        # assuming a small slope of 1:500 of all culverts,
        # adjusting the us bedlevel
        df.us_bedlev[i] = df.ds_bedlev[i] + 0.002 * L

df.to_csv('adjusted_straightculverts.csv', sep=',')

Now all culverts are almost straight, and the final step is to adjust the downstream bed
levels of the non-culverts to the upstream bed levels of the culverts. Open the file adjusted_straightculverts.csv in Excel. Split the output file in two parts, one .csv-file with only
culverts, and one with all other drain types. In the example below, these files are called
culverts.csv and notculverts.csv
import numpy as np
import pandas as pd

fn1 = 'notculverts.csv'
df_notculvert = pd.read_csv(fn1, sep = '; ', na_values = [ 'NaN'])

fn2 = 'culverts.csv'
df_culvert = pd.read_csv(fn2, sep = '; ', na_values = [ 'NaN'])

for i in np.arange(np.size(df_notculvert.iloc[:,0])):
    # for all segments that is not a culvert
    for column in df_notculvert[['ds_id1', 'ds_id2', 'ds_id3']]:
        # for the max 3 connected points
        for j in np.arange(np.size(df_culvert.iloc[:,0])):
            # loop through the culverts
            # if the ds point of a non-culvert is connected to a culvert
            if df_notculvert[column][i] == df_culvert.fid[j]:
                # set bed level to the one of the culvert
                df_notculvert.ds_bedlev[i] = df_culvert.us_bedlev[j]

df_notculvert.to_csv( 'final_notculverts.csv' , sep=' ','

Then, merge this output file with the culverts.csv-file to get your final 1D schematisation. How to assign the dimensions and bed levels to the cross section locations depends on the requirements of the modelling software that is used.

C.6 Add friction values

Finally, the hydraulic roughness should be allocated to each segment. Ramani Huria is recording the material of the drainage, and this material data should be converted to friction values, see section 4.1.1. In this thesis, eight different materials are present in the study area. Prepare a .csv-file with the IDs of all segments, and allocate a number for each material type. Here, the column with the material of the segments is called smoothness. The sources of the friction values chosen here can be found in section 5.1.5.

import numpy as np
import pandas as pd

fn = 'distributed_roughness.csv'
df = pd.read_csv(fn, sep = '; ', na_values = [ 'NaN'])

# preallocate hydraulic roughness
df['roughness'] = 'NaN'

for i in np.arange(np.size(df.iloc[:,0])):
    if df.smoothness[i] == 1: # smooth concrete
        df.roughness[i] = 0.06
    if df.smoothness[i] == 2: # intermediate concrete
        df.roughness[i] = 0.5
    if df.smoothness[i] == 3: # rough concrete
        df.roughness[i] = 1
    if df.smoothness[i] == 4: # rock
        df.roughness[i] = 1
    if df.smoothness[i] == 5: # decommissioned with grass
        df.roughness[i] = 0.5
if df.smoothness[i] == 6: #sand
df.roughness[i] = 0.02
if df.smoothness[i] == 7: #corrugated steel
df.roughness[i] = 0.02
if df.smoothness[i] == 8: #plastic
df.roughness[i] = 0.01
df.to_csv('assigned_distributed_roughness.csv', sep=',')

If your modelling software has table environment where friction values can be assigned, you can now copy and paste the friction values from the output file.