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Summary

Model driven software development is gaining momentum in the software engineering world. One approach to model driven software development is the design and development of domain-specific languages allowing programmers and users to spend more time on their core business and less on addressing non problemspecific issues. Language workbenches and support languages and compilers are necessary for supporting development of these domain-specific languages.

One such workbench is the Spoofax Language Workbench. Within Spoofax, parsers are generated from SDF syntactic definitions and compilers are specified in the Stratego programming language. The Stratego programming language is a powerful tool for specifying software rewriting systems, but has one drawback: since its creation it has been untyped. The absence of a (static) type system exposes the programmer and the user to risks of runtime failures, and inherently exposes the user to the internals of the compiler. To attempt to mitigate these risks and to serve as a basis for further development, this project has been dedicated to designing and implementing a set of static analyses for Stratego code.
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1 Introduction

Well typed programs can’t go wrong

This is the motto behind the drive for statically typed languages. This project posed the question of whether something similar is possible for Stratego. In the current case a tradeoff had to be made between strong typing and uncompromised flexibility of the language.

This report presents the cause, means, and effect of such a development for the Stratego programming language. It begins with a brief overview of the problem (Section 2) and of the organisation behind the project (Section 3). An in detail account of the anatomy of a Stratego program is given (Section 4) which should prepare the reader for a detailed discussion of the design of basis for static analysis of Stratego code (Section 5). After a brief look at two notable challenges encountered during implementation (Section 6) and a short evaluation of the results and methods (Section 7) the report finalizes with detailed suggestions for future directions (Section 8).
2 Problem definition

Stratego [9,1] is a functional language for software transformation. Together with SDF for grammar specifications and Spoofax they form a powerful and flexible language workbench built on top of the Eclipse IMP framework. With Spoofax the task of specifying textual domain-specific languages and building their compilers is significantly simplified. Within Spoofax, SDF is used to specify language syntax, whereas Stratego is used to specify editor services such as semantic error checking for the target language. Depending on the complexity of the target language, the number of lines of Stratego code to be written for the full specification of editor services and code generators can easily reach into the thousands scale. The chance of errors increases with complexity. Statically typed languages attempt to mitigate error risk by detecting potential errors statically:

Well typed programs cannot go wrong

Stratego is not a statically typed language. In fact, Stratego is completely untyped. This exposes the language designer, and - more importantly - the user of the built compilers to errors caused by type incompatibility. One of the reasons for Stratego not having a type system is the strive for maximum flexibility. The challenge of this project is to define a number of static analyses for Stratego programs that would warn developers of potential problems, while in no way limiting the flexibility of the language:

Make it safe, without making it more difficult.
3 Project definition

This was organized as a Bachelor of Science project, with the main beneficiary being the TU Delft, under the supervision of Dr. Eelco Visser - creator of the Stratego language. The ambition of creating a full type system for Stratego within the ten weeks allocated for this project was highly unrealistic, but this was known from the beginning. Goals - which are discussed in the following section - where laid out from the beginning.

3.1 Goals

1. Give semantics to signature language
2. Detect violations of term signatures
3. Detect rules that never succeed
4. Identify type preserving rules

The first (1) goal is actually an indirect goal - necessary for the remainder of the goals. Terms are used in the Stratego language for representation of programs as abstract syntax trees. Term signatures - definitions of terms - are generated from the SDF syntax definitions (more about signatures in Anatomy of a Stratego program).

The Spoofax editor for Stratego currently performs no static semantic analysis on the Stratego code. One benefit of this is to preserve maximum flexibility of the language. Abstract syntax tree fragments that appear in Stratego code are also not checked for consistency against their declared structure. On one hand this is beneficial to flexibility because it allows for gradual transformation of the trees where the initial and final trees are valid but at intermediate rewrite stages invalid trees can be produced. On the other hand this exposes the programmer to a high risk of error. It is better practice to define an intermediate language for internal representations. The second goal (2) of this project is to detect violations of the declared tree form thereby detecting construction of invalid abstract syntax trees. Ensuring valid ASTs increases confidence that they represent structurally valid programs and therefore reduces the risk of runtime errors.

Additionally, rewrite rules are used to specify abstract syntax tree transformation. It was a goal (3) of this project to identify rules that can never succeed given valid syntax trees: if a rule only matches invalid trees, it is unlikely to ever produce valid trees itself.

The final goal (4) stems from a typical Stratego usage scenario where a tree is generically traversed and term rewriting is performed at different positions. The transformation positions are dictated by the rewrite rules that are specified. The important aspect here is that the traversal itself is not handled by the rewrite rules. When performing generic traversals it is important to know that the rules applied during the traversal preserve the structure of the tree. More specifically, it may be useful for the programmer to know when a generic traversal of the
tree actually alters its structure (a typical type preserving traversal strategy is associated with registering entity declarations).

Two extra requirements were placed on the potential results of the project: - Safety markers instead of errors - Report only if sure. The first requirement states that for some classes of errors it may be beneficial to the user to receive information about safety of a particular code fragment rather than a normative error. The reasoning behind this being that descriptive safety information reduces programmer interruptions. More so, the programmer should be free to ignore any warnings.

The second requirement stems from a well known fact about strong type systems: they give false alarms. These false alarms limit the flexibility of the language. It was an a priori consensus that a strong statical type system for Stratego was unachievable (perhaps impossible without severely harming the language), instead we would limit to reporting errors only if we were sure that a code fragment actually contained an error: no false positives.

The extent to which these goals were met varies, details of these results can be found in the Evaluation section of this report.

3.2 Stakeholders

Under the assumption that the presumptive set of static analyses would actually be accepted into use, three major stakeholders are identifiable:

1. Upcoming Stratego programmers
2. Language maintainers
3. Dr. Eelco Visser

New Stratego programmers are probably the most important target group. They are the users most at risk of involuntarily creating the type of errors that this project strives to detect. The existence of tools to support them during the (steep) initial learning curve is their stake.

Existent maintainers of languages developed using Stratego would prefer if their source code continues to function - what we develop must not reject previously written bad code. They would probably prefer an opt-in system, as covered by the goals. While medium sized projects with experienced maintainers would not benefit significantly by the products of this project, it is expected that as the complexity of the projects increases, errors seep in easier.

As the creator of Stratego, Dr. Eelco Visser has a personal interest in seeing the set of features and tools associated with Stratego being developed further.

Informally, there is a fourth stakeholder:

1. Me

My stake in this is threefold: successful completion of the BSc project is a requirement (1); future plans involve further research into language workbenches and facing the difficulties associated with designing static analysis systems is a necessary experience (2); upcoming year will find me as a TA for the Compiler
Construction course at the TU Delft, where students have to develop a compiler for the MiniJava language within Spoofax. Most of them would be using Stratego for the first time (type 2 stakeholder), and their smooth learning curve is in my interest.

3.3 Planning

The initial plan with the project was to perform some initial analysis (first three weeks) and then begin implementation. This was proven to be infeasible in reality. The hope was that the problem can be divided into sub-problems and these tackled separately. After initial research it became evident that indeed some sub-problems can be defined, but these can only be approached after some supporting code would be written. Initial research and the general direction taken had to be appropriate for all sub-problems: a non-trivial requirement in the current case. Significant decisions had to be taken early on, which required a large amount of time for research.

On a weekly basis, Figure 1 shows how time was allocated to different parts of the project:

![Fig. 1. Project time allocation](image1)

Figure 2 shows how progress was actually made throughout the ten weeks. The dip in progress at approximately six weeks corresponds with the realization that although the way of working was correct important details had been overlooked which if ignored would have led to an incomplete approach. As a consequence most of the implementation existent at that moment had to be refactored. In concordance with the way of working code maintainability is insured
by detailed documentation of the reasoning behind a specific implementation, by in-place comments and by separation of code into modules by responsibilities. At the time of this project, Spoofax testing facilities for language definitions were still in early development and as such were not used.
4 Analysis

4.1 Anatomy of a Stratego program

A Stratego program is composed of one or more modules. Each module can specify imported modules, constructor declarations, rewrite rules and strategies. This section offers an overview of how constructor declarations and rules look like and the semantic behind them. Strategies are not checked by the product of this project due to time constraints.

Constructor declarations Constructor declarations specify how the nodes in the abstract syntax tree look like. Here is an example:

Entity : ID * List(Property) -> Definition

The left hand side declares the name of the node, while the right hand side of the colon specifies the number of and sorts of arguments that the node receives. In this case two arguments of sorts ID and List of Property, respectively. The right hand side of the -> specifies the sort of this Entity node. The entire declaration can be interpreted as a function called Entity that transforms the combination of the sorts ID and List(Property) to a sort called Definition. From this interpretation we can draw the following conclusion:

the constructors reside in a different namespace than the sorts

In other words, constructor names cannot be used as sort names. Just like in polymorphic languages functions can be overloaded in Stratego constructor declarations can be overloaded:

Entity: ID * List(Property) -> Definition
Entity: ID * ID * List(Property) -> Definition

The interpretation of this is that the Entity node can either have two or three arguments. Constructor declarations in Stratego are considered overloaded even if the entire right hand side of the colon is different from other declarations of the same constructor.

A special type of constructor-less declaration is available in Stratego:

: Definition -> ExtendedDefinition

This can be interpreted as the sort Definition being equivalent with the sort ExtendedDefinition. This type of equivalent allows declared sorts to be polyvalent and is central to most generated declarations representing abstract syntax trees. Figure 3 shows the sort dependencies in the Entity language (example language generated automatically by Spoofax):

The boxes represent declared sorts, the arrows indicate dependencies of sorts and the arrow labels indicate the constructor name which represents that dependency.
One issue with the current state of affairs in the Stratego constructor declarations is that the more we talk about them, the more semantics we actually give to them. Indeed, there really is not much meaning to the declarations currently. The constructor name is declared and can be called. There currently is only one check related to sorts and declarations that is performed: at constructor usage positions it is checked that a constructor with the used name and the given number of arguments is declared.

This was identified as a potential point of improvement, after all if you want to have valid ASTs you should have detailed specifications of what these valid ASTs look like, and you should check usages against those definitions. A significant part of this project has been focused to giving/taking meaning to/from constructor declarations. This topic will be elaborated further in the Design section of this document.

**Rewrite rules** The actionable parts in Stratego code are given by rewrite rules and strategies. The scope of this project does not extend to Stratego strategies, which are not analyzed, this is reserved for future work. The differences between rules and strategies are mostly limited to different syntax; during compilation all rewrite rules are re-written to strategies.

The rewrite rules in Stratego take the following form:

to-type:
NotExpression(t) -> BooleanType() where t => BooleanType()
In this case to-type is the rule name. The rule name is followed by term match - NotExpression(t), a horizontal arrow to the right followed by a term build - BooleanType(). When called on the AST (fragment) the rule will attempt to match the input AST to the term in its declaration. If the match succeeds the rule will replace the input term with the built output term. We talk about matching and building terms in the next sections.

Additionally, each rule may have one or more where clauses. These allow fine grained control for matching the input. Rules can also specify one or more with clauses which are meant to extend the term building space for more complex rules. Where and with clauses are not being analyzed as part of this project, and should be part of future developments.

In addition to the parts already mentioned, each rule may take zero or more rule/strategy arguments and zero or more term arguments:

to-type(sA,sB|tA,tB): _ -> tA

The strategy arguments allow this rule to generically apply transformations to terms using the strategy of the caller’s preference. The term arguments allow this rule to be given terms that are not part of the input AST and hence are not matched against. The strategy and term arguments in the rule declaration are separated by a vertical bar |.

In the example above the output term is built without any calls to other rules, but calls can be given at any depth level within the output term. Even more so, it is not compulsory that terms are explicitly built. The following is a perfectly valid Stratego rule:

eval: Sum(x,y) -> (x,y)

where the rule addi (integer addition) is applied to the two arguments of Sum.

Rules in Stratego are commonly overloaded to provide different rewrites depending on the term being matched. Overloading rules in Stratego is simply a matter of declaring new rules with the same name (and strategy and term arguments). On any given input term at most one rule fires. In other words, the first rule to match the input term is fired. The order in which overloaded rules are tried is neither specified nor guaranteed. Thus having rules that have overlapping matches can (and will) give unpredictable results (detecting these is a topic of future work).

Having had an overview of Stratego rules, the next sections discuss in some depth the meaning of matching and building terms which are the core of the Stratego language.

Anatomy of a match Two ASTs representing different programs (even those that are signature compliant) are clearly very different from each other. Writing rules that can always succeed on every possible node of an AST is impossible. Instead, Stratego rules are declared to match against the input term. The match
can be performed with fine control, ranging between matching any input to
matching only a very specific shape of an AST node.

Matching is performed using the constructors declared and can also contain
wildcards (._), variables are literals. Here's an example of rule containing all of
these:

\[\text{main-body: } mdec@\text{Method(main,Void(),_,body)} \rightarrow \text{body}\]

In this example the rule matches declarations of void functions with the name
main without looking at its arguments. Additionally, the term in the actual input
term at the positions of the fourth argument of Method will be available as the
variable body for the entire scope of the rule without mutability. Similarly, the
variable mdec will contain the entire term if the rule matches. Applying the rule
on the term

\[\text{Method(main,Void(),[],[])}\]

will match successfully and the variables mdec and body will be holding
\[\text{Method(main,Void(),[],[])}\] and [], respectively. Applying the rule on the term

\[\text{Method(mein,Void(),[],[])}\]

will fail because the string mein is not identical to the string main from the
rule declarations.

Matching can be done on the contents of lists as well:

\[\text{[x,y,z][x,y|\_]\}}\]

matching a list of three items and a list of two or more items, respectively. Matching on the middle of a list

\[\text{[|mid|]}\]

is unfortunately not possible in Stratego.

A powerful tool is using just bound variables to further refine the match. Lets
imagine the hypothetical situation of wanting to rewrite head-recursive functions
(as opposed to tail-recursive). One could use the following match

\[\text{Method(name,,,body@[MethodCall(name,)]][])}\]

were the rule only matches on a Method which has a recursive call as the first
statement in the body. A less hypothetical match would be to detect perfectly
symmetrical non-final subtrees:

\[\text{TreeNode(x@TreeNode(,),x)}\]

Where only TreeNodes with identical children that are not leaves would be
matched.
Anatomy of a build In the previous section we briefly discussed how terms are matched, we now look at the other stage of rewriting - building output terms. Terms are built using constructors, literals, variables and results from rule calls. Here’s an example which uses all of them

Method(main, Void(), <to-java> args, <to-java> body)

 where a Method term is built. To build this term the calls to to-java have to succeed and their result will be used to build the node. Similarly to matching, lists can be built by fragments:

[x| xs]

This is what one should know about building terms, in a nutshell. In the following section we put this knowledge to some use, thinking about how signatures, matches and builds can be used to learn something about the correctness of the compiler.
5 Design

We cannot test the correct functioning of rules statically, this can only be done at runtime. So then there is no checking possible. That is not entirely true. Indeed, without knowing what the input AST looks like, we cannot do much. However, if we give semantics to constructor declarations, each constructor literal in the code has a sort equivalent. We can formalize this as a definition:

Each valid node has a valid sort dual

It means that for every node literal that we encounter there must exist at least one representing sort and that if we cannot find such a dual then the literal is invalid. This flows naturally from the requirement that constructors must be declared with sorts on the right hand side. Note that because of sort equivalence declarations we cannot guarantee uniqueness of the sort dual (this is central in what will follow).

Abstract syntax trees are composed of nodes and leaves, hence we can take the above definition farther and state that:

Each valid abstract syntax tree has a valid sort dual

Again, if no such dual can be found for an AST then it means that the AST is invalid. We can extend this for rules as well, for they process and return node literals:

Each rewrite rule has an equivalent sort rewrite rule

This says that if we are given any rewrite rule we can construct an equivalent rewrite rule operating on sorts. This also implies that if such a rewrite rule cannot be constructed, or that rule fails, the original rule was either matching on or building an invalid AST node.

None of this should be anything new. All typed languages work on this assumption that each literal operation must have an equivalent type operation.

Earlier we used the words valid and invalid repeatedly, but in the context of ASTs we should clarify them:

An AST is valid if and only if it has a sort dual

At first sight this seems reasonable, but we would prefer this:

An AST is valid if and only if and only if it represents a valid program

But this no longer makes any sense for the validity of a program cannot be guaranteed solely on its syntax (Abstract Syntax Tree). Even more so, the program is dependent on the languages compiler, which we are trying to analyze after all (it would be the holy grail of software engineering if we could pronounce on the correctness of an as yet unwritten program). There seems to be this hard line between syntax and semantics that we cannot cross. The approach of this project attempts to play with this line. If we can capture some basic semantic
rules of the language in the constructor declarations we can make sure that our compiler obeys them. The reason we think we can blur this line slightly is that it seems that what is a semantic problem in the original program gradually becomes a syntactic problem as we increasingly abstract from it in the compiler. To bring this closer to the idea of a sort dual: what is a semantic problem in the source program should become more of a syntactic problem in its sort dual. Or, more importantly to this analysis, what is a syntactic problem in the sort dual, could translate to a semantic problem in the target program.

5.1 Overview of the analysis workflow

The static analysis normally takes place in the following order:

1. Desugar
2. Rename
3. Map
4. Project
5. Check

Each of these stages generally corresponds to a full pass of the AST. In the rename stage (2) all the variables and entities are renamed to unique names so their scopes can later be ignored. The map stage (3) stores all declarations to internal representations, while the project stage (4) performs name and sort projections from values (or variables) to their respective types. In the final stage (5) the projections are checked and errors are reported if found. Sometimes a clear separation between projecting and checking does not exist, because the projections are performed during collection of the errors.

The analysis designed here does not follow such a clear separation between phases:

1. Rename sorts & variables in signatures
2. Map sorts
3. Project sort variables
4. Rename sorts & variables in rules
5. Map & project rules to internal signatures
6. Check signatures and rules

The desugared AST is provided by the existent analysis. All constructor declarations are mapped to internal representations and once all declarations have been mapped the sort of sort variables are inferred (see next section). Given the internal representation of sort definitions, rules are mapped and sorts partially projected. There is not much mapping to do for rules without projecting sorts, hence mapping and projecting happen in the same pass of the AST. In the final phase (6) errors are collected for signature declarations, rule projections are finalized and errors are collected.
**Coupling with existent analysis** The designed analysis has to couple into the existent analysis performed by the Spoofax Stratego editor. Because of the experimental nature of the analyses to be designed it was decided to reduce coupling between the existent and the new analysis. It is expected that code duplication will be minimal because the two analyses should complement each other. The new analysis will hook into the constructor declaration and rule declaration strategies while the error/warning/note collection will be provided by overloading of the existing error generating rules.

![Diagram](image)

**Fig. 4. Coupling with existent analysis**

Figure 4 shows how calls to the new analysis take place. The arrow labels indicate the AST pass in which the call takes place. The reduced coupling above allows the two analyses to be developed separately. At a later stage, if it is proven that the new analyses are successful, the two should be integrated so that they can benefit from each other.

### 5.2 Sort/constructor declarations

In the beginning of this report it was said that there arent much semantics currently associated with constructor declarations. It is not that signatures do not mean anything, but that they are not used sufficiently in the static analysis. This deserves some elaboration:

\[
\text{Module} : \text{ID} \times \text{List(Definition)} \rightarrow \text{Start}
\]

This states that the Start sort results from an ID sort and a List of Definition sorts. In other words, the node Module is of sort Start, and receives two nodes as arguments: one of sort ID and the other a List of Definition. This is the meaning carried by constructor declarations and this is what we would like to use during the analysis. However, the current analyses ignores this meaning and
simply checks that literals of sort Module receive two parameters. No further checking is performed.

Earlier we said that it would be desirable to attempt to capture some semantics in the constructor declarations. Let's look at the following declarations:

\[
\begin{align*}
\text{Number: } & \text{Int } \to \text{NumExpr} \\
\text{Number: } & \text{Double } \to \text{NumExpr} \\
\text{Sum: } & \text{Expr } \ast \text{Expr } \to \text{Expr} \\
\text{NumExpr } & \to \text{Expr}
\end{align*}
\]

The arguments of the Sum node can be either Sum nodes or leaves (Number). It's typical during desugaring to perform some constant folding. The intermediate result generally corresponds to one side of the tree having been folded. We should be able to capture partially folded trees in the signatures:

\[
\text{Sum: } \text{Expr}(a) \ast \text{Expr}(b,c) \to \text{Expr}
\]

This tells us that a partially folded Sum is a combination of a 1-argument Expr and a 2-argument Expr (a very serious drawback of parameterization of sorts is discussed in the final chapter of this report). This can only mean that the left side of a Sum tree has to be a Number. But what about the variables a, b, and c? Is there something we could say about them statically? By looking at the definitions, we can see that variable a can be either a NumExpr(Int) or a NumExpr(Double). Similarly variables b and c can be an Expr(Expr(x),Expr(y,w)) or an Expr(Expr.Expr). There are two interesting facts that can be inferred here. Firstly, if we would replace variable c with variable b such that the declaration became:

\[
\text{Sum: } \text{Expr}(a) \ast \text{Expr}(b,b) \to \text{Expr}
\]

we could force that the right-subtree of the Sum node is sort symmetric. This can be taken farther:

\[
\text{Sum: } \text{Expr}(a) \ast \text{Expr}(a,a) \to \text{Expr}
\]

This states that the right-subtrees of a Sum node have to be of the same sort as the left-subtree node. In the context of the current definitions, we can see that this could never occur:

\[
\text{Sum(Number(1),Sum(1,40))}
\]

should not be a valid AST because the sort of 1 is Int while the sort of the left-subtree is NumExpr(Int). Would we be able to detect this error? Yes. By simply projecting the tree nodes to sorts we should get to a contradiction, in this case:

\[
\text{Expr(Expr(Int),Expr(Int,Int))}
\]

is not compatible with:
because the sorts Int and Expr are not compatible. Clearly this deals with invalid constructor declarations, and this is something that we can detect statically by just looking at the signatures. When we infer the types of the variable a we can see that we reach a contradiction: Int/Double is not compatible with Expr(NumExpr) or Expr(Expr,Expr).

The second noteworthy fact is that two declarations for the Sum node are overlapping:

\[
\begin{align*}
\text{Sum: } & \text{Expr } \times \text{Expr } \to \text{Expr} \\
\text{Sum: } & \text{Expr}(a) \times \text{Expr}(b,c) \to \text{Expr}
\end{align*}
\]

In the case of Sum literal such as \(\text{Sum(Number(1), Sum(Number(1), Number(40)))}\) we would not be able to tell which of the declarations should be used to convert this to sorts. Would this overlap make sense in reality? Probably not, not unless the resulting sorts of Sum are different. We could regard this as non-overlapping:

\[
\begin{align*}
\text{Sum: } & \text{Expr } \times \text{Expr } \to \text{Expr} \\
\text{Sum: } & \text{Expr}(a) \times \text{Expr}(b,c) \to \text{LExpr}
\end{align*}
\]

This would mean that the literal from above either be an Expr or a LExpr corresponding to two transformations paths of equal priority (priority cannot be expressed in sort declarations).

Let us look at the different example:

\[
\begin{align*}
A: & \text{String } \times \text{Double } \times \text{Double } \to E \\
B: & \text{String } \times \text{Int } \times \text{Int } \to E \\
C: & \text{String } \times \text{String } \times \text{String } \to C \\
D: & \text{Int } \to D \\
D: & \text{Double } \to D \\
D: & \text{List } \to D \\
T: & \text{D}(a) \times \text{E(String,a,a)} \to T
\end{align*}
\]

We can see that the declaration for T is polymorphic on a, but restricted to Int or Double:

\[
\begin{align*}
T: & \text{D(\text{Int}) } \times \text{E(String,Int,Int)} \\
T: & \text{D(\text{Double}) } \times \text{E(String,Double,Double)}
\end{align*}
\]

Any other sorts for variable a would violate either the declaration for sort D or that for sort E. That said, if we encounter an AST fragment such as:

\[
T([1],A(op,6,6))
\]

we would know that it is invalid because it would require us to coerce the variable a in the declaration from List to Int. This is a classic error, where after processing (folding) a singular list was returned instead of it being unpacked to
\( T(1,A(op,6,6)) \)

which would be a valid AST.

We end this section with an example of how we store internally the information gathered from the declarations. For every declaration:

\[ \text{Sum: } \text{Expr}(a) \ast \text{Expr}(b,c) \rightarrow LExpr \]

we store an internal representation:

\[ \text{ConstSig(Sum,[Expr(a),Expr(b,c)],LExpr,freevars)} \]

where the ConstSig term is declared as follows:

\[ \text{ConstSig: String } \ast \text{List(Sort)} \ast \text{Sort } \ast \text{ConstraintSet} \rightarrow \text{ConstSig} \]

The first three arguments are self-explanatory. The last argument is a representation of sort constraints that sort variables in the declaration must meet. This is a mechanism which allows us to express inferred limitation on the sorts of the variables. Sort variable inference and constraint solving are discussed in a later section.

### 5.3 Sort compatibility

The previous section mentioned sort compatibility and sort coercions, an explanation of how this mechanism works is overdue. All languages have a set of built-in sorts. They allow user sorts to be built on top. We define the following primitive sorts for Stratego:

- ATerm
- Int
- Double
- String
- Tuple
- List
- Option

To be noted that the sort ATerm is the parent sort of all sorts. All terms are of type ATerm. One could argue that the List and Option sorts should not be treated as built-in, as they can easily be composed:

\[ \text{Cons : a } \ast \text{List(a)} \rightarrow \text{List(a)} \]
\[ \text{Nil : List(a)} \]
\[ \text{Conc : List(a) } \ast \text{List(a)} \rightarrow \text{List(a)} \]
\[ \text{Some : a } \rightarrow \text{Option(a)} \text{ None : Option(a)} \]
Anything that can be composed is not elementary (primitive). We define some compatibility between the primitive sorts. Of course each sort is compatible with itself. For the List sort there is no difference made between full lists or empty lists; the same applies for Option. Every sort is compatible with itself. At the moment it also holds that none of the sorts is compatible with another sort. This may only appear strange for Double and Int where currently there is no conversion possible between them. Normally, one should be able to use an Int in place of a Double. This covers the built-in sorts, next we discuss how we can test compatibility of user declared sorts.

As a design decision, sorts with the same name but with different arities are not compatible with each other unless otherwise specified through sort injections. Whether this approach is more beneficial than it is harmful remains to be seen. This discussion will remain the topic of future work. For example, lets have the following two sort declarations:

\[ X: \text{Int} \times \text{String} \rightarrow A \]
\[ Y: \text{String} \rightarrow A \]
\[ XX: A \rightarrow B \]

The sort argument of the last declaration refers to the sort A, more precisely it refers to either of the two declarations of sort A. The general principle here is that unparameterized sort references refer to the entire pool of declarations, whereas the parameterized sorts refer to the subset of potentially compatible declarations - specifying extra information should refine/limit the subset of sorts that are being referred.

We explain how these sort unifications work by using a few examples. Lets imagine the following declarations:

\[ X: \text{Int} \times \text{Double} \times a \rightarrow X \]
\[ X: \text{Double} \times \text{String} \times a \rightarrow X \]
\[ Y: X(\text{Int},\text{Double},\text{String}) \times \text{Double} \rightarrow Y \]

To test that the sort \( X(\text{Int},\text{Double},\text{String}) \) is compatible with any of the declarations of sort X, we first look whether there exists a declaration of X with arity 3. In this case it exists and they are the first and the second declarations. To determine compatibility between its declaration and its use, we have to test whether each of the use arguments is compatible with each of the declaration arguments, and we do this for each of the contending declarations:

\( (\text{Int},\text{Int}), (\text{Double},\text{Double}), (\text{String},\text{ATerm}) (\text{Int},\text{Double}),... \)

Clearly this is the case for the first declaration and it is not for the second. The result of testing the sort validity of the usage:

\[ X(\text{Int},\text{Double},\text{String}) \]
is that it is valid and in this case refers to the first declaration of X. If the only
declaration had been the second one, then the sort usage would have declared
invalid due to sort incompatible arguments.

In the case of nested sorts, where a non-primitive sort is given as an argument
to another sort, the procedure is identical. If all the sorts are compatible with
the declarations then the usage is sort valid.

The examples so far have only referred to sort declarations, we now give an
element from actual AST terms:

```
VariableAssignment : Variable * Expression -> Statement
Variable : String -> Variable
NewExpression : String -> Expression
```

And the following usage (whether this is a build or match is irrelevant for
this discussion):

```
VariableAssignment(Variable(varA),NewExpression(Oops))
```

The first step would be to convert this to a sort equivalent, beginning with
the deepest terms, to obtain the following:

```
Statement(Variable(String),Expression(String))
```

And then test the sort validity of this composed sort as previously explained,
resulting in a verdict that the sort is valid - confirming that the AST node is
conforming to its declaration.

In case the AST node was:

```
VariableAssignment(Variable(varA),NewExpression(42))
```

after projecting it to sorts we would obtain:

```
Statement(Variable(String),NewExpression(Int))
```

which we would immediately classify as invalid because the sort NewExpression
does not accept Int as an argument.

**Sort injections** The previous section intentionally avoided using sort injections,
because the method for interpreting them is still unclear. On one hand sort
injections allow us to specify sort equivalence explicitly and maintain a higher
level of abstraction. On the other hand, their effects on sort compatibility can
be unpredictable: in many grammars, every sort is compatible with every other
sort by following paths through sort injections. This is discussed as part of
future works in the last chapter of this report. Notwithstanding we will explain
the current approach to determine sort compatibility in the presence of sort
injections.

The last example of the previous section contained a modified signatures
fragment, where we avoided the use of sort injections. The original is:
Variable : ID -> Variable
VariableAssignment : Variable * Expression -> Statement
NewExpression : ID -> VariableExpression
 : VariableExpression -> Expression
 : String -> ID

We can see that for our original AST node

VariableAssignment(Variable(varA),NewExpression(Oops))

it’s sort equivalent this time is

Statement(Variable(String),VariableExpression(String))

which does not immediately appear compatible with the original declaration for the Statement sort. When we encounter a situation when the two sorts under comparison are not compatible, we attempt to lift one of them through sort injections to the other sort. If this is possible we conclude that the lifted sort is equivalent to the other and can be substituted for it. In the case of the example we perform the following lifts:

String -> ID
VariableExpression -> Expression

and conclude that the original sort is compatible with the signatures, and indeed that the original AST node is compliant with the signatures.

Note that the sort injections actually represent a directed graph where the vertices are the sorts and the directed edges represent the direction of equivalence. To lift one sort to another we are actually attempting to find a path from the former to the latter. Currently we are doing this using a depth-first search. For a discussion of alternatives see the last chapter of this report.

5.4 Rule sort-signatures

We have discussed previously how sort information can be collected from the signatures. To use this information in the analysis we have to analyze rewrite rules. We start with an example; let the following signatures:

Sum : Expr * Expr -> Expr
Number : Int -> NumExpr
Number : Double -> NumExpr
 : NumExpr -> Expr

We’ve said earlier that a rewrite rule takes the form:

eval(s1|t1): Sum(x,y) -> (x,y)
In this example we have no information about the sorts of the arguments s1 and t1. We could infer that the former operates on tuples of two elements. In this case the two elements are x and y. These variables can represent either Sum or Number. We can therefore learn that s1 operates on a 2-tuple of the combinations between Number and Sum. In terms of sorts these are combinations of size two of the sorts Expr. We can only assume that the strategy s1 can handle all of these combinations. More importantly we have no knowledge of the term that s1 produces. Stratego syntax allows us to explicitly state what the sort signature of the argument strategies is:

```
eval(s1 : (Expr,Expr) -> Expr | t1):
Sum(x,y) -> (x,y)
```

We can now see that s1 promises to return an Expr given that it receives a 2-tuple of Expr and Expr. We can be more specific:

```
eval(s1 : (Int,Int) -> Int | t1) : Sum(x,y) -> (x,y)
```

and learn that s1 is probably a strategy performing addition on integers. An analogous explicitation is permitted for the term arguments:

```
eval(s1 : (Int,Int) -> Int | t1: Int): Sum(x,y) -> (x,y)
```

If such an explicit information is not given we add generic sorts during the desugaring stage:

```
eval(s1 : ATerm -> ATerm | t1: ATerm):
```

For each rule declaration we store internally the knowledge accumulated as a term, analogous to the way we store constructor declarations:

```
RuleSig(eval,[s1],[t1],
[(Expr(x,y),m-constr)],
[(Tuple(x,y),b-constr)],constraints)
```

The first argument is the name of the rule. The second and third arguments are lists containing the names of the strategy and term variables, respectively. Their sort signatures are stored in the constraints; a RuleSig for s1 and some sort for t1. Besides the benefit of summarizing all the sort information of the rule, this internal representation of rewrite rules allows us to check rule applications against their declarations.

In the next sections we discuss ideas for determining the sorts for term matches, rule calls and term building within rules.
The match part of a rule is very important for performing a static analysis. By projecting a term match to a sort match we can on one hand check that the rule fires on valid ASTs and on the other hand gather information that allows us to check the validity of the resulting term. The reasoning behind checking the former is that a rule that only matches invalid ASTs is very likely to either:

1. Produce invalid ASTs
2. Never match in real life

Given the following signatures:

\[
\begin{align*}
\text{Sum} & : \text{Expr} \times \text{Expr} \rightarrow \text{Expr} \\
\text{Sum} & : \text{Char} \times \text{Char} \rightarrow \text{CharExpr} \\
\text{Number} & : \text{Int} \rightarrow \text{NumExpr} \\
\text{Number} & : \text{Double} \rightarrow \text{NumExpr} \\
\text{Char} & : \text{ID} \rightarrow \text{Char} \\
& : \text{NumExpr} \rightarrow \text{Expr} \\
& : \text{String} \rightarrow \text{ID}
\end{align*}
\]

And the following rule:

\[
\text{eval} : \text{Sum} (\text{Number}(x),\text{Number}(y)) \rightarrow \text{Number}( (x,y))
\]

To obtain the sort of the match part, we look up the declarations pertaining to the constructors, beginning with the deepest first, in this case Number. There are two declarations for Number, one which wraps an Int and one which wraps a Double. We can conclude that Number(x) is either of:

- \text{NumExpr(Int)}
- \text{NumExpr(Double)}

The same is performed for Number(y). Since all the arguments have been examined, we go one level up and look at the Sum constructor itself. In this case there are two declarations which we expand to contain the argument sorts from the deeper level:

- \text{Expr(NumExpr(Int),NumExpr(Int))}
- \text{Expr(NumExpr(Int),NumExpr(Double))}
- \text{Expr(NumExpr(Double),NumExpr(Int))}
- \text{Expr(NumExpr(Double),NumExpr(Double))}
- \text{CharExpr(NumExpr(Int),NumExpr(Int))}
- \text{CharExpr(NumExpr(Int),NumExpr(Double))}
- \ldots

At this stage we can eliminate all the CharExpr sorts because the arguments are not compatible with declaration (Char is not compatible with NumExpr) and we are left with \text{Expr(NumExpr,NumExpr)}. We result that the input sorts of this rule can be the either of the possible \text{Expr(NumExpr,NumExpr)} sorts.
Expanding the sorts for all the possible combinations of argument sorts is indeed very space consuming. This issue can be partly addressed by introducing variable constraints. The reason we have to expand the sort is because of the polymorphic NumExpr. Instead of expanding we can record that the variables x and y have certain constraints and leave the sort unexpanded:

\[
\text{Expr(NumExpr}(x),\text{NumExpr}(y))
\]

under the constraint that:

\[
[ x \text{ is Int or Double } ] \text{ AND } [ y \text{ is Int or Double } ]
\]

This allows us to at least delay the expansion of the sort so that we only take the space expensive step of fully resolving it when absolutely necessary. Variable constraints are discussed in detail in a later section.

We have seen how constructor literals are projected to sorts. One interesting topic is how list matches are projected to sorts. Given the following match:

\[
[\text{Sum}(,),\text{Sum}(,),z | xs]
\]

What should its projected sort be? The approach that follows is inspired by the way the Scala type system [6] infers the types of list literals. Just like in Strat-ego, Scalas lists are parameterized with the type of the elements. Constructing a list:

\[
\text{List}(1,2,3)
\]

will result in a list parameterized with type Number. Constructing a list such as:

\[
\text{List}(1,2,3)
\]

will result in a list parameterized with type Any. The head and tail of the list then have the same types as the full lists: the type of the head of the first list is of type Number and its tail of list List(Number), whereas the type of the head of the second list is of type Any and that of the tail List(Any).

We would like to do something similar. Going back to our earlier list matching example, we should acknowledge that there is a wealth of sort information contained in this match. Firstly, the first two elements of the list are of the Expr sort. Secondly we could assume that the sort of the variable z is also Expr unless otherwise previously constrained. Having this we can assume that the sort of the sublist containing the first three elements is List(Expr). This allows us to assume that the sort of the xs variable is List(Expr) unless otherwise previously constrained. In an example where the elements of the list are not compatible:

\[
[ \text{Sum}(,), \text{Sum}(,), z | \text{Number}(x) | xs ]
\]

This of course is not a realistic example, because any programmer would have written
Evidently, the two are equivalent in functionality, and hence should be equivalent in sorts. Just like before, we can conclude that the sort of the match is List(Expr). Why is that? It is because Sum is an Expr, and the sort of Number is NumExpr which can be lifted through sort injections to Expr. Thus the list is of type Expr. On the other hand, a list match such as:

\[[ \text{hello}, 42 \mid \text{xs}]\]

will have the sort List(ATerm) because the String and Int are not sort compatible. The type of the variable xs is thus also List(ATerm). As expected, there are some drawbacks with this approach for sorting lists, these are discussed in the future work chapter.

**Sort of a call** The previous section briefly explained how the sort equivalent of term matches are determined. Any rule that performs some realistic transformations makes use of other rules to build its output term. We now briefly look at the sort of rule applications. A typical rule application is of the form:

\langle \text{addi} \rangle \ (x, y)

There are three situations that can occur. The first is the normal situation where the call succeeds on the given term. The second is where the rule does not actually match the input term. This type of failure would be detected at runtime. We can attempt to reduce the risk of this happening by trying to detect this statically. The approach is very simple. We check to see whether the sort of the given input term, in this case \(x, y\), is compatible with any of the input sorts stored in the internal rule signature. If at least one is compatible, it is possible that this rule will succeed.

The third possibility is that the called rule does match on the input term but that it either produces a malformed AST or fails to build its output term. To detect these situations we attempt to refine the stored sort signature of the called rule for the given input term. It is possible that given the extra information about the current term we can say more about how the rule behaves.

In general, given a rule application to a term, we first convert the term to a sort equivalent, we retrieve the rule signature and we attempt to find a path from the input sort to one or more output sorts. If at least one such path exists, we know that the rule can succeed.

Two strategies are at the very core of Stratego: identity (id) and failure (fail). In the case of the former, its signature is clear - it just preserves the input sort:

\[\text{id} : \, \text{a} \rightarrow \text{a}\]

For the failure strategy, things are not as straight forward. A call to it makes the clause in whose scope it is called to fail. For our purposes this type of failure is very different than our failure: it is a functional failure rather than sort failure. At this stage we just take its signature to be:
fail: a \rightarrow \mathit{ATerm}

so that it doesn't influence our sort checking. We discuss an alternative to this in the section dedicated to future work.

\textbf{Sort of a build} Building a term generally makes reference to variables and rule calls; a typical example we have seen before:

\texttt{Number( (x,y) )}

We infer the sort variant of built terms in a similar way to matched terms, with the exception of handling rule calls. One important point to note is that the signatures are available at the first pass through the AST, because we first process the constructor declarations and only then the rule declarations. This is not true for rules. At the first pass we have no guarantee that all declarations of a rule have been processed, and thus cannot pronounce on the resulting sorts of a call. For this we need to defer checking the rules until the checking stage of the analysis. Implementation details aside, to determine the sort of a built term we first substitute the variables in place and replace rule calls with the resulting term. Where we have more than one variant we split them up into corresponding terms. From the collection of possible terms we only keep the ones that are valid sorts, thus corresponding to valid AST fragments. If at least one valid sort exists we proclaim that the rule produces valid AST fragments.

5.5 Variable configurations as parallel universes

We've seen earlier that signatures can be parametric polymorphic:

\texttt{List: a \rightarrow \mathit{List(a)}}

We can clearly see in this case that the variable \(a\) is completely unconstrained, namely its sort is \(\mathit{ATerm}\). In other situations however, sort variables can (and should) be constrained:

\begin{align*}
\texttt{Prog} & : \texttt{Number(a) \times Number(a) \times FunExpr(b,a,a) \rightarrow Expr} \\
\texttt{AFun} & : \texttt{String \times Int \times Int \rightarrow FunExpr} \\
\texttt{AFun} & : \texttt{Int \times String \times String \rightarrow FunExpr} \\
\texttt{Number} & : \texttt{Int \rightarrow Number} \\
\texttt{Number} & : \texttt{Double \rightarrow Number}
\end{align*}

What should the type of the sort variables \(a\) and \(b\) be? If we say that \(a\) can be anything (\(\mathit{ATerm}\)) implies that we are referring to both declarations for \texttt{Number} and both declarations for \texttt{FunExpr}. Then should we say that the variable \(b\) is also \(\mathit{ATerm}\)? We could, but we can also do more. We see that the variable \(a\) can be only \texttt{Int} or \texttt{Double} and that the variable \(b\) can be either \texttt{String} or \texttt{Int}. There is however an error in this approach. The variable \(a\) cannot actually be a \texttt{Double}, and the variable \(b\) cannot actually be an \texttt{Int}. This is because the sort
FunExpr takes either Int or String, not Double. Since we can only give it an Int without violating its signature, b can only be Int.

This was an example where the combination of sort variables and sort usages allowed us to constrain insofar as the declarations became isomorphic although their declarations seemed to indicate polymorphism. The advantage of these constraints on variables becomes apparent. Let us modify our example such that it becomes more complex:

\[
\begin{aligned}
\text{Prog} & : \text{Number}(a) \times \text{Number}(a) \times \text{FunExpr}(b,a,a) \rightarrow \text{Expr} \\
\text{AFun} & : \text{String} \times \text{Int} \times \text{Int} \rightarrow \text{FunExpr} \\
\text{AFun} & : \text{Int} \times \text{String} \times \text{String} \rightarrow \text{FunExpr} \\
\text{AFun} & : \text{Number}(x) \times x \times x \rightarrow \text{FunExpr} \\
\text{Number} & : \text{Int} \rightarrow \text{Number} \\
\text{Number} & : \text{Double} \rightarrow \text{Number}
\end{aligned}
\]

Granting that these examples do not represent real signatures for real ASTs, we can indulge in more exploration. We’ve added a new declaration for the FunExpr sort, which takes a Number in the first position. The variable x in the declaration can be either Int or Double. How do we describe the constraints of variables a and b? Well, if a is Int, then b can be either String or Number(Int), while if a is Double b can only be Number(Double).

This is correct, but as these constraints become more complex, we will easily lose track of how they influence each other. Time to introduce some notation and some rules over the meaning of the notation.

**Variable constraint arithmetic** It is important to realize that earlier, when we used the word **or** we were referring to disjunctions, and when we were saying **then** or **implies** we were making conjunctions on the constrained variables. We formalize these constraints into a very simple arithmetic of sorts.

Using our simple example from the previous sorts, we write the initial variable constraints as disjunctions and conjunctions:

\[
\begin{aligned}
\{ [a = \text{Int}] + [a = \text{Double}] \} \times \\
\{ {[b = \text{String}]} + [a = \text{Int}] \} \mid [b = \text{Int}] \times [a = \text{String}] \}
\end{aligned}
\]

Where + represents disjunction and * represents conjunctions. We can read this from right to left easily: a can be either Int or Double, and either b is String and a is Int or b is Int and a is Int. As we can see this notation allows us to maintain integrity of all constraints. In the right side we can see:

\[ [b = \text{String}] \times [a = \text{Int}] \]

which leads to our first rule regarding conjunctions. If the two operands of a conjunction do not constrain the same variables, they represent a valid configuration:

\[ [b = \text{String}] \times [a = \text{Int}] = [b = \text{String}, a = \text{Int}] \]
The same can be said about disjunctions that do not constrain the same variables:

\[ [b = \text{String}] + [a = \text{Int}] = [b = \text{String}, a = \text{Int}] \]

Using this new rule, we can rewrite the initial formula:

\[
\{ [a = \text{Int}] + [a = \text{Double}] \} *
\{ [b = \text{String}, a = \text{Int}] \mid\mid [b = \text{Int}, a = \text{String}] \}
\]

If the operands of a disjunction do overlap we say that the disjunction represents a valid configuration if and only if the variables in the intersection are of compatible sorts. A simple example:

\[
[x = \text{Int}, y = \text{String}] * [x = \text{Int}, z = \text{List(Int)}]
= [x = \text{Int}, y = \text{String}, z = \text{List(Int)}]
\]

If however the variables in the intersection are not compatible, the conjunction represents a failed configuration:

\[
[a = \text{Int}, b = \text{String}] * [a = \text{String}, b = \text{String}] = \text{FAIL}
\]

With this in mind we declare some arithmetic rules. Unsurprisingly we expect conjunctions to have precedence over disjunctions. This makes sense in logical formulas and it also makes sense in sort constraint formulas. Additionally we give the following unsurprising rules:

- \(a * b = b * a\)
- \(a + b = b + a\)
- \(a + a = a\)
- \(a * a = a\)
- \(a * \text{FAIL} = \text{FAIL}\)
- \(a + \text{FAIL} = a\)
- \(a * (b + c) = a * b + a * c\)
- \((a + b) * (c + d) = a * (c + d) + b * (c + d)\)

From these rules it should be evident that we always calculate conjunctions but we cannot always calculate disjunction. Disjunctions can only be calculated if the intersection of variables is empty (as stated before) or if the all the variables in the intersection are constrained to the same sorts in the two operands.

Going back to our example:

\[
\{ [a = \text{Int}] + [a = \text{Double}] \} *
\{ [b = \text{String}, a = \text{Int}] \mid\mid [b = \text{Int}, a = \text{String}] \}
\]

we rewrite it to obtain:
which then rewrites to:

\[ [b = \text{String}, a = \text{Int}] + \text{FAIL} + \text{FAIL} + \text{FAIL} = [b = \text{String}, a = \text{Int}] \]

The same can be applied to the slightly more complex example from the previous section:

\[
\text{Prog} : \text{Number}(a) \times \text{Number}(a) \times \text{FunExpr}(b,a,a) \to \text{Expr} \\
\text{AFun} : \text{String} \times \text{Int} \times \text{Int} \to \text{FunExpr} \\
\text{AFun} : \text{Int} \times \text{String} \times \text{String} \to \text{FunExpr} \\
\text{AFun} : \text{Number}(x) \times x \times x \to \text{FunExpr} \\
\text{Number} : \text{Int} \to \text{Number} \\
\text{Number} : \text{Double} \to \text{Number}
\]

Where we start with the following expression:

\{ [a = \text{Int}] + [a = \text{Double}] \} \times \\
\{ [b = \text{String}, a = \text{Int}] + [b = \text{Int}, a = \text{String}] + \\
[b = \text{Number}(\text{Int}), a = \text{Int}] + [b = \text{Number}(\text{Double}), a = \text{Double}] \}

and by multiplying the left side into the right side, reduce it to:

\[ [a = \text{Int}, b = \text{String}] + \text{FAIL} + \\
[a = \text{Int}, b = \text{Number}(\text{Int})] + \text{FAIL} + \text{FAIL} + \text{FAIL} + \\
[a = \text{Double}, b = \text{Number}(\text{Double})] = \\
[a = \text{Int}, b = \text{String}] + \\
[a = \text{Int}, b = \text{Number}(\text{Int})] + \\
[a = \text{Double}, b = \text{Number}(\text{Double})] \]

Which we can no longer calculate further, because they represent parallel variable configurations.

Using the method described in this section, expressing and calculating variable constraints is reduced to a relatively brainless sequence of operations, while still permitting us to express disjunctive possibilities. The examples in this section were limited to constructor declarations, but the same mechanism is used for keeping track of variables in rules.

### 5.6 Gradual and forward analysis

The general approach to analysis in this project is to require no input from the user. It is an opt-in system where providing extra (sort) information is optional.
but yields better error detection. The reader should interpret better error detection as more error detection, since the mentality is to only report an error if absolutely sure. One of the side effects of not having a lot of explicit sort information is that the analysis has to rely heavily on inference. The relationship between inference and available information is a push-pull one: the more information you have, the more inference you can do; the more inference you can do, the less information you need. Notwithstanding this contretemps, the rule of thumb is to report an error when everything inferred contradicts the users explicit statements.

Inference requires information; to make the best of the available information we should refine inferred knowledge with every bit of relevant information we find. We can also refine inferred knowledge with other inferred knowledge, this after all is only natural. What happens if we infer knowledge from something incorrect? Refine knowledge with a bit of incorrect knowledge, and you get nothing but refined incorrect knowledge. This issue combined with the fact that programming languages - Stratego included - have scopes, yields the problem of scoping inferred knowledge. This should allow us to limit the spread of incorrect knowledge.

The point here is that we can only infer sorts gradually, but this risks polluting the information with errors from the user. In case an error is found this would propagate in all directions throughout the code. To protect the user from this, we allow inferred knowledge to only propagate forwards through the analysis. An example is warranted:

\[
\text{Sum: Number(a) * Number(a) * X(a,a) -> Expr}
\]
\[
\text{Number: Int -> Number}
\]
\[
\text{Number: Double -> Number}
\]
\[
\text{X: Int * String -> X}
\]

There is an error here, if we look at the inferred constraints:

\[
\{ \lfloor a = \text{Int} \rfloor + \lfloor a = \text{Int} \rfloor \} * \\
\{ \lfloor a = \text{Int} \rfloor + \lfloor a = \text{Int} \rfloor \} * \{ \lfloor a = \text{Int} \rfloor * \lfloor a = \text{String} \rfloor \}
\]

We can clearly see that the variable a cannot be both Int and String at the same time, resulting in the entire constraint expression failing. This is a clear-cut case where all the inferred knowledge contradicts the user statement. Where do we report the error? At the point where it occurs. Report no errors for the first and second argument, but highlight the third as a point of failure. Assuming that the constructor had a fourth argument:

\[
\text{Sum: Number(a) * Number(a) * X(a,a) * Number(a) -> Expr}
\]

we would report an error on the fourth argument as well, because the type of a (FAIL) is not compatible with any of the arguments of the Number sort. Assuming that there is also a rule that uses this term:

\[
\text{dup: (a,b) -> Sum(Number(a),Number(b),X(a,b),Number(a))}
\]
should we also report the built term as being invalid? If we were to be strict we ought to answer yes. However this would be based on an earlier detected/reported error - there is no error we can be sure about here. If we encounter a failed configuration we replace it with the most relaxed constraint - \( [a = \text{ATerm}] \) in this case - and attempt to continue our analysis. The worst case scenario is that we can no longer detect some errors (and indeed there is an additional error in the rule), but this will be detected when/if the user corrects the initial problem. We can guarantee that under no circumstance would we be reporting false positives because of this relaxation.

5.7 Reporting errors/warnings

The previous sections of this chapter have looked at how sort information can be gathered from actual Stratego code. Signatures are translated to internal representations, which in conjunction with variable constraints are used to detect erroneous AST fragments. We now briefly look at how we actually detect problems.

The simplest type of error is caused by referencing a sort that is not declared, when we just report an error on the sort reference. If all the sorts used are declared, we can move to detecting sort usages that do not match their declaration. This can be detected as a sort incompatibility between the declared arguments and the use arguments, which can also manifest as a failed variable constraint expression. Another type of error is caused by overlapping signature declarations:

\[
\begin{align*}
A & : a \times a \rightarrow X \\
A & : \text{Int} \times \text{Int} \rightarrow Y
\end{align*}
\]

The sort arguments of the two constructors overlap in types; for an use such as \( A(3,4) \) it is unclear what sort (X or Y) should be associated with this term. Some of the signatures automatically generated from SDF-specified grammars exhibit overlaps, it is unclear whether this is desirable or not. Lacking decision we prefer to report these situations to the user as warnings.

Reporting errors for rules is not more complicated. For rules there are three sets of constraints: constraints from the strategy and term arguments; constraints from the input variants; constraints from the output variants. For every rule that has no valid sort variant for the matched term we report that the rule may only be matching invalid terms. If mediation between the constraints from the term arguments and the matched term is not possible we report that the rule is likely to always fail. If none of the build term sorts is plausible we report that the rule always violates term signatures for the AST. If mediation between match-inferred constraints and the built term constraints fails, but the built does not fail by itself, again we report that the rule violates term signatures. Rule calls that are performed when building terms are checked before the actual term building as this allows us to refine the information regarding the built term. Rule calls that do not have a matching input term are reported as always failing calls,
whereas rule calls that produce invalid terms or cause invalid terms to be built are reported as a violation of signatures for the built term.

Detecting errors once information has been gathered is much simpler than actually gathering the required information.
6 Implementation

The following paragraphs report on some of the interesting approaches and issues encountered during implementation. Due to time limitations and the increased difficulty of analyzing Stratego code generically, support for inferring sorts of rule calls could not be implemented, although, as outlined in the previous section, a mechanism for this has been thought of.

Some difficulty was encountered when implementing inference for variables used in sort declarations. These were caused by the fact that the declarations are unlikely to be reverse order of their dependencies. In other words, it is likely that we begin inferring variables from a declaration which uses sorts for which we have not yet inferred variables. One solution to this is to maintain a queue of declarations to be processed. If the declaration at the head of the queue does not have all its dependencies satisfied (already processed) we can skip and continue with the rest of the queue. We redo this until the queue is empty. A basic algorithm for this would be:

```plaintext
queue = all declarations
previousqueue = Nil
while queue not empty
    for every declaration D
        if dependencies of D satisfied then
            process D
            remove D from queue
        end
    end
end
```

This may work if dependencies are linear, but this not always the case. In that case the algorithm above can deadlock. Our goal is to be able to infer variables. One trick that we applied to break deadlocks and still infer as much as possible was to first detect a deadlock. When such a deadlock is detected the head of the queue is removed and placed in a secondary queue. The most relaxed constraints are stored temporarily for that declaration (all the variables are constrained to ATerm), and the remainder of the queue is processed. If this has not broken the deadlock, the removal of a new head is performed, etc. At a certain stage, all the dependencies of at least one declaration will have been removed from the queue and have received temporary constraints. That declaration can now be processed. Once the primary queue is empty we replace it with the secondary queue if not empty and repeat the process. This last step ensures that we infer real constraints for the deferred declarations. The process continues until both primary and secondary queues are empty:

```plaintext
queue = all declarations
def-queue = Nil
previousqueue = Nil
while queue not empty
```
for every declaration D
    if dependencies of D satisfied then
        process D
        remove D from queue
    end
end
if previousqueue == queue then
    def-queue.add(queue.first)
else
    previousqueue = queue
end
if queue == Nil then
    queue = def-queue
    def-queue = Nil
end

Using this algorithm we resolve circular dependencies and gather as much information as possible. A separate circular dependency issue appears with singular recursive sort declarations:

\[
\text{Sum: Expr} \times \text{Expr} \rightarrow \text{Expr}
\]

If the above is the only declaration for the Expr sort, the previous algorithm fails in breaking the deadlock. A solution to this was not implemented because it was found to not occur often in practice. A workaround is relatively easily implemented however using a similar trick to the original deadlock problem. When we encounter a recursive declaration such as the one above, we can temporarily store relaxed constraints for it and mark all of its dependencies as satisfied. We can then proceed to infer variable constraints and replace the temporarily ones with the new constraints.

With the exception of the above issue, implementation did not pose a particularly difficult challenge - most of the topics were thought of in advance. That said, there are of course quite a few catches, which are discussed in the last chapter of this report.
7 Evaluation

The goals of this project mentioned at the beginning of this report were:

1. Give semantics to signature language
2. Detect violations of term signatures
3. Detect rules that never succeed
4. Identification of type preserving rules

In the period between April 15, 2011 and June 15, 2011, a period of ten weeks, some analysis, much thinking and some implementation has been performed. Goal 1 has been fully met. In addition to the first goal a small set of analyses for the signature declarations has been provived, which should help programmers detect potentially faulty signatures caused by missing or incompatible sorts. Additionally the programmer is able to see the plausible sorts for variables in constructor declarations and rewrite rules.

We believe that the time spent in developing a method for expressing and operating on variable configurations is beneficial to future work although it should first be reviewed.

Goals 2 and 3 were partially met. The set of analyses can detect violation of term signatures and rules that never succeed on valid ASTs. As mentioned previously however, rule calls are not supported, leaving the majority of the rules unchecked. However the method proposed appears promising and it is not expected to pose a major difficulty in implementation.

Goal 4 was not met. Currently it would be trivial to detect type preserving rules as long as they do not make any rule calls. Once support for rule calls is added, identification of type preserving and type unifying rules is not expected to pose a challenge.

When the current analysis was run on the MiniJava compiler developed for the Compiler Construction course a number of warnings and errors were found. Seven warnings regarding signature declarations were found, all of which are valid. Nine errors regarding signature violations were found. Of these, six were valid. From the three invalid warnings, two were caused by yet unsupported syntactic constructs, and one was caused by a current limitation in supporting sort injections.

Additionally we have provided a rudimentary mechanism for the programmer to disable the analysis on a per-project basis.

Given the current state of the implementation, the produced code is not yet ready for re-integration into the mainstream Stratego editor for Spoofax. The main reasons for this and some recommended directions for future work are discussed in the next section.
8 Future directions

This project served as an initial attempt at providing static analyses for Stratego code. While it has achieved most of its goals, a long road lies ahead before it can fulfill its role as a helpful tool for Stratego programmers.

The first recommendations for continuing development is a review of the methodology and simplification of the code. The produced code is very complex at places. A different approach to these areas may provide simpler materializations. Areas of increased complexity are also fracture points; points with a high risk of errors. These should be reviewed before more features are layered on the existing implementation.

8.1 Better messages

Current error messages are not very informative. There are two contributing factors:

1. The location of errors messages for rules is rule-top
2. The messages are non-informative

Error messages pertaining to rewrite rule are currently reported at the top of the rule declarations. It is better if errors are marked where they occur such as a matched term or a built term.

Current messages are also not very informative. In the case of failures caused by failed variable configurations we cannot report any useful message to the user. We can illustrate this with an example:

\[ Number : \text{Int} \rightarrow \text{Number} \]
\[ Char : \text{String} \rightarrow \text{Char} \]
\[ Plus : \text{Number}(a) \ast \text{Char}(a) \rightarrow \text{Plus} \]

We infer the constraints for variable \(a\) to be:
\[ [a = \text{Int}] \ast [a = \text{String}] = \text{FAIL} \]

This problem manifests itself more when a disjunction is applied to a FAIL constraint:
\[ a \ast \text{FAIL} = a \]

Evaluating such a disjunction removes the FAIL constraint from the expression, thus throwing away any trace its cause. An alternative to this would be to piggy back the reason for failure on the FAIL constraint:
\[ [a = \text{Int}] \ast [a = \text{String}] = \text{FAIL}([a = \text{Int} \ast \text{String}]) \]

In the case where the evaluation of a constraint expression fails we can retrieve the last cause for failure from the piggybacked cause. In the case the evaluation succeeds we can drop the FAIL altogether and keep the valid result.
8.2 Reduce explosions

The current implementation uses generic term explosions and implosions to de-
construct and respectively construct user declared sorts as constructors:

```
?"Tuple"#(x)
```

While these explosions are very generic and easy to program with, their
flexibility comes with a significant performance penalty. Beyond the performance
issues, the current implementation suffers from name collisions between internal
constructors and user sorts. We illustrate this with an example. We represent
variables internally as:

```
Var: String -> Var
```
yielding terms such as `Var("a")`. If the analyzed program also declares a
constructor with the same name:

```
Var: ID -> Var
```
we can no longer distinguish between the internal `Var` and the user declared
sort `Var`.

Resolution for both of these issues is the replacement of internal representa-
tions for sorts to a more generic approach:

```
SortReference: ID * List(Sort) -> Sort
```

This of course requires some rewriting of the analysis code, but it is expected
to significantly simplify in a few areas.

8.3 Sort signatures are sort functions

Sort signatures should also be seen as normative structures, not only as descrip-
tive structures. Their role is to enforce the structure of a valid abstract syntax
tree. Given the following constructor declaration and rule definition we cannot
currently correctly infer the type of the variable `a`:

```
A: x * x -> A
answer: A(a,42) -> a
```

 Clearly its sort can only be `Int`, however we do not obtain that information.
The reason is that we do not apply gradual inference refinement within the scope
of one match. The approach should be to see the declaration of `A` as a function
that can be partially applied and its result being a set of constraints. In this
example we could temporarily constrain the variable `x` to the sort `Int`, thereby
immediately inferring the constraint for `a` to sort `Int` as well.

In simple words, we currently infer variables in rules as if constraints for them
would press down on them. Before we press down the constraints we should first
push up against the signatures with literal information that we are given in the
respective match or build.
8.4 Sort parameterization breaks abstraction

The advantages of allowing parameterization of sorts are obvious. It allows the programmer to refer to specific subgroups of sort declarations, and to use the sort information contained in those declarations locally. At the moment however, when wishing to restrict the polymorphic parameter of a sort one has to implicitly limit the arity of that sort as well. In the following example:

\[ A : \text{String} \ast a \ast a \rightarrow A \]
\[ A : \text{String} \ast a \rightarrow A \]

if a user wanted to declare a constructor \( C \) of one argument of sort \( A \) but limit its variable \( a \) to only \( \text{Int} \) he would have to write:

\[ C : A(\text{String,Int}) \rightarrow C \]
\[ C : A(\text{String,Int,Int}) \rightarrow C \]

Clearly this is code duplication due to lack of flexibility. If we allow sorts to be unparameterized we should also allow sorts to be polymorphic restricted while still being unparameterized.

This likely requires the introduction of some new syntax (in what form that may be):

\[ C : A<\text{Int}> \rightarrow C \]

This should restore abstraction and flexibility, offer the same effect and still allow the user to parameterize sorts if so desired.

8.5 The problem of sort injections

The current approach to sort injections in testing sort compatibility is to attempt a direct match and if that fails to perform a depth-first search of sort injections in search for a compatibility point between the given sorts. Besides the performance disadvantage, the depth-first search is likely to find a more distant compatibility point then optimal. It is wiser to look for a shortest compatibility path. This would insure that the inferred sorts are “closer” to the real meaning of the syntax specification.

A second point is that sometimes the compatibility point between two sorts can only be reached by lifting both of them through sort injections and after each lift searching for a path (as opposed to the current approach of lifting either the first or the second sort). A search in this fashion is non-trivial in neither space nor time. Even stronger is the argument that if no other sort injections determine a compatibility point, it is likely that sorts are equivalent through very top level injections where everything is equivalent to the ID sort. This would expose the risk of never being able to fail a sort compatibility test.

A new way of handling sort injections is required, and it may well include the temporary removal of support for them. Further investigation is necessary in this area.
8.6 Unified algebras

The current approach to inferring the sort of a list is to try to find lowest common sort of the elements given. This is a greedy approach which works well for some languages (Scala), but it may not be sound for Stratego. Inferring the type of the list:

\[ \text{Number(\_), \_, \_ | \_} \]

to List(Number) may not be what the user had in mind. So far we have not encountered any false-positive errors because of this, but it is a possibility. A more refined approach has to be evaluated.

While still in the context of lists we can see that inferring the sort of the above to be List(Number) actually discards variable information about the size of the list. We currently have no way of encoding this information in the sort, nor should we because that would break abstraction again. Unfortunately this is not limited to lists. When we say:

\text{Number(42)}

We are not referring to the sort Number(Int) but to Number(42), this would be a generalization and thus a loss in precision.

A different approach is necessary and should probably be in the direction of unified algebras [4]. Unified algebras specify mechanisms for treating literal values as refinements for types. Dialyzer [7] - the Erlang static analysis suite - makes use of these to some extent with signification success. An approach based on unified algebras would have to weigh complexity against benefits: Stratego programs have a very limited amount of constants.

8.7 Loss of link between input and output

The current inferred knowledge about rule sorts is composed of a list of matched sorts and a list of built sorts. Once these lists are built the notion that one possibility from the matched set may correspond to a specific possibility from the built term is lost. This does not cause any false positives but it can cause us to miss detection of some real errors. Maintaining such a link between matched sorts and built sorts is intuitive because Stratego rewrite rule effectively specify this link at a term level. It is also cheaper because we can avoid building and evaluating cartesian products of these lists. An approach for achieving this has not yet been researched but it is believed to increase the accuracy of the analysis.

8.8 Sort of \text{fail}

We have stated earlier that the type of \text{fail} strategy is:

\text{fail: a \rightarrow ATerm}

However this does not seem very sound. The fail strategy does not actually return any term because it produces failure, and ATerm expresses the presence of a returned term. It is likely that introduction of a sort indicating a lack of sort - Nil - may be required in the future.
8.9 Handling of external rules

While we have shown that it is possible to perform static analyses on locally declared rewrite rules, many of these use external libraries. We have researched no mechanism for providing sort information for the rules contained therein. The Stratego library is a large code base, a large subset of which is relied heavily on by programmers. It is however nearly void of any type information and its source code is also unavailable at analysis time. As a difficulty amplifying quality, with the exception of primitive handling strategies, most of the library is composed of generic strategies. Even if sort information would be available it would likely be as specific as:

\[ \text{try(s): ATerm} \rightarrow \text{ATerm} \]

Even if its source code would be available the performance penalty incurred by analyzing external rules would be very large.

There are two future areas of research. The first is the requirement to provide as concise as possible sort information for the Stratego library. Due to the large code base this cannot be done manually. The second direction is a mechanism of storing module sort information that can be accessed by dependent modules at analysis time without requiring re-analysis of the imported modules. This is also the approach that Dialyzer [5,8]- the Erlang static analyzer - takes.

8.10 Supporting generic traversals

A core feature of Stratego is its collection of generic AST traversal strategies, especially the ones which handle rule failure, such as: innermost, alltd and repeat. Providing sort fingerprints for these strategies is a non-trivial task. What should the sort of this call be?

\[ <\text{innermost(substitute)}> \text{Sum(Number(...),...)} \]

Although significant research has been published [10,3,2] on this topic, this project has not taken any steps towards providing an answer. It is possible that actually specifying pertinent sort information for generic traversals is impossible, and instead the most that is achievable is detecting whether the traversal preserves or alters the shape of the AST (fourth goal of this project).

Finding an answer to this in the near future is an absolute requirement for providing meaningful static analyses for Stratego programs.

8.11 Fragile rules

While examining sort information for rewrite rules we only report errors if there is no possibility of the match or the build to succeed on or produce valid terms. This guarantees that we never report false-positives. Could we increase our detection rate without disturbing the programmer too much? We could perhaps also give some information regarding the fragility of the rule. A question worth
asking is whether the ratio of compatibility to incompatibility gives an indication of the robustness of the rule. For rules under a set (by the user) threshold ratio we could warn that the rule is fragile.
9 Conclusion

This project has met part of its goals. A first set of static sort analysis for Stratego was proposed and implemented. The set of analyses can detect term signature violations and rules that never succeed on valid ASTs. Currently it would be trivial to detect type preserving rules as long as they do not make any rule calls. Once support for rule calls is added, identification of type preserving and type unifying rules is not expected to pose a challenge.

When the current analysis was run on a previously developed compiler for a small object oriented language, seven warnings regarding signature declarations were found, all of which were valid. Nine errors regarding signature violations were found. Of these, six were valid. From the three invalid warnings, two were caused by yet unsupported syntactic constructs, and one was caused by a current limitation in supporting sort injections.

Given the current state of the implementation, the produced code is not yet ready for re-integration into the mainstream Stratego editor for Spoofax. Many directions for future research have been discussed in the previous sections.

The way of working was adequate. With hindsight, if more time had been spent consulting with the project supervisor it is likely that some of the incorrect decisions discussed earlier could have avoided.

For the author this project has served to draw a good picture of the complexity of the problem at hand and to reiterate that complex problems are better tackled in teams.
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A Research report
1 Introduction

Generic programs are programs that provide specific functionality applicable on generic inputs. While their functionality is specific, their implementation is free from any application-context datatypes jail. The need for generic programming becomes evident when dealing with large forests of datatypes where some, many or all may not be known until a later stage. Use of generic programs facilitates code reuse and allows programmers to focus on the actual to-be-implemented logic rather than spending time implementing boilerplate code - for example for data structure traversals. The economic need for generic programming is clear: the invention of type safe generic programming would drastically reduce software development costs and increase maintainability of software systems.

One of currently still open issues with generic programming is the unfortunate trade-off between flexible genericity and type safeness. Type systems are needed to catch typing errors before they cause a crash and to catch logical mistakes by checking for internal consistency [54], however they require a certain level of specificity.

This survey presents some of the notable approaches to typed generic programming. Due to the abundance of literature using Haskell in the context of generic programming, most of the systems that are presented here are either Haskell compliant or are lightweight extensions on it. Although not necessary for understanding this text, a beautiful introduction to programming with Haskell is given in [24, Hudak et al, A gentle introduction to Haskell]. Although it leaves many areas unexplored, this survey limits itself to approaches that make heavy use of the Haskell type inference system.

This text begins with a short introduction to generic programming (Section 2) where it also exemplifies the need for static polymorphic type checking by use of a simple example. Section 3 provides a brief introduction to inference type checking systems with a focus on the Hindley-Milner system and its extensions into the Haskell type checking system. Sections 4 through 6 give overviews of the notable typed generic programming approaches, with sections 7 and 8 summarizing and pointing the reader to areas this survey left unexplored.

2 Generic programming

Many engineering fields have benefited for decades now from (design) reuse paradigms. This has lead to overall lower cost of development and shorter time to
market. For over four decades, the field of software engineering and its adjacent fields have been troubled by the inherent difficulty of writing software that can easily be reused. A number of approaches have been attempted with the most successful in recent years, but the level of success has been much restricted in comparison with other engineering disciplines.

Most successful past attempts at increasing software reuse have been in the area of software libraries through the use of APIs, such as Linux’s X window system. While these libraries allow programmers to reuse code with variable degrees of complexity most of them perform actions on fully defined data types. Applying them to new types would require modifying the library; therefore defeating the purpose of the library as a reusable item.

Generic programming [50] is an approach which offers the chance to achieve a higher level of reuse than the just mentioned libraries. The core principle behind generic programming is the decomposition of software into: data types, data structures, and algorithms [10]. These decompositions would be programmed individually as components without making (or rather minimizing) assumptions about each other. The goal being that elements of software decomposition become fully interchangeable and type abstract. In an ideal of genericity, programming (design) patterns could be captured as standalone entities and reused as parameterizable abstractions [3]. As an example of the need for type independent programming take the C function $\text{sqrt}$ available in the standard libraries. Although it can be applied to most numeric types it is impossible to apply it to a newly defined numeric type such as a quad-precision floating point without redefinition. For a gentle introduction to generic programming - with many algorithmic examples - see [3].

A popular example used in literature [5,26,25] is that of determining the number of elements inside a data structure - the $\text{length}$ function. This would be straightforward for both objects of type List and of type Tree. However providing an single definition that would work for both (or for that matter all) types requires the decomposition of the software into a traversal strategy for the structure and an element counting strategy. The function $\text{length}$ would then become parametric polymorphic [8,5] over the structure type while the traversal functions would be ad-hoc polymorphic [58,37]. It would indeed become trivial to then use this function to determine the number of terms in an abstract syntax tree for example. The need for higher-order polymorphism with overloading will be touched upon in more detail in the paragraph regarding type systems. As mentioned earlier this is less a survey about possibilities of generic programming in general and more on the difficulties and potential solutions to performing static type checking on these. Generic programming practices are dependent on the language capabilities and in particular to whether the language has facilities for defining generic functions and data types [12].

Applications of generic programming

Probably the most illustrative example for the need of generic programming is the case for software evolution. The idea that any large software system
evolves through change is part of it’s nature. Throughout it’s evolution in the abstraction-customization cycle [3] the system will undergo numerous changes. When changes are performed to algorithms, programmers have to ensure that the new implementation conforms to the requirements. Without generic programming it is likely that multiple clones of the same algorithm will exist making management of changes much more difficult. The problem becomes larger if instead of algorithms some data types change. The programmer then has to ensure that all algorithms applied to that data type are maintained functional while the number of clones is likely to increase. This increase is natural the algorithms are applied to more types than the changed ones because functionality would have to preserved for those as well. If however the system would make use of generic programming the generic algorithms would naturally adapt to the changed data types and provide the same uniform and identical functionality as before the change [20]. This for one could prevent a number of the clones from occurring in the first place and make software maintenance a less complex and dangerous task. Overall the reuse of the algorithm implementation would increase and the overall maintainability of code would increase.

Stratego

A case for generic programming that has inspired this survey is that of language independent program transformation. More clearly providing language and tool based facilities for program transformation. Under program transformation we understand software refactoring, re- and reverse engineering. One example of such a suite of language and tools is Stratego [55] and the XT Transformation tools [9].

Stratego is a functional programming language that provides facilities for - among others - expression of traversal and transformational rules. Together with the XT toolset - a bundle of reusable transformation tools - the Stratego/XT pair supports development of program transformation programs, domain-specific languages and compilers.

*Stratego/XT is a generic infrastructure for creating stand-alone transformation systems.*

For a short introduction to Stratego/XT see [4, E. Visser et al (2008)]; for a more in depth presentation see [56, E. Visser (2003)].

Need for polymorphic type-checking

As mentioned earlier, this survey was inspired by the Stratego/XT transformation tools. At their core is the Stratego functional language, which through its flexibility allows the programmer to easily write code that traverses and transforms abstract syntax trees. Without delving into the reasons we can state that at the moment Stratego is not a typed language. While this limitation allows uncompromising flexibility it exposes the program and programmer to a higher
level of risk. As an example take the following definition the strategy to deter-
mine whether the two elements of a tuple are equal:

```plaintext
/**
 * Tests whether two terms are equal.
 */

eq =
 ?(x, x)
```

In this definition, the strategy `eq` will bind the first element of the tuple to
variable `x` and attempt to match that the second element to that. If the matching
succeeds then the application of the strategy will succeed, otherwise it will fail.
Take the following applications of `eq`:

```
<eq> (3,3) // succeed
<eq> (3,4) // fail
<eq> (3,"Hello") // fail
<eq> (3,3,3) // fail
```

All three applications produce code that compiles without problems, however
only the first application would succeed at runtime. The second would fail due
to inequality, the third due to incomparable types, the fourth due to inappli-
cable number of arguments. In Stratego indeed there would be no difference in
the type of failure produced by the last three applications. In the presence of
static type checking the last two applications would produce an error at compile
time rather than at runtime. Although the Stratego compiler statically checks
constructor declarations and variable binding and referencing, Stratego is not a
typed language so type checking is not performed [4]. Stratego lacks a type sys-
tem because no type system has been found that would be strong/safe enough
without sacrificing too much flexibility. For a more detailed explanation of this
reasoning see [54]. Whether it is desirable or not to have checking that is as
strict as suggested or a weaker form is beyond the purpose of this text, but the
simplicity of the example illustrates the essence of static type checking.

Type systems protect the program and programmer from many type related
errors and allow the program to be more defensive through its definition. While
they shield the programmer from common errors, type systems limit the flexibil-
ity of a language and most importantly reduce the reusability of the programs
written in that language [15,5]. This is one of the main reasons for which the
search for strong typing for generic programs is still ongoing. Contrary to Cardelli
[5] polymorphic type checking is necessary but not sufficient for type checking
generic programs [15].

3 Type systems

As outlined in the previous section, type systems are the first layer of defense
against type violations, illegal instructions and memory violations. This section
attempts to present some of the type systems that have had a significant influence to what is now the Haskell GHC type system. We will also touch upon unrelated but potentially interesting type systems.

**Dynamic typing**

Languages like Python, PHP and Lisp are dynamically typed meaning that no typing is enforced on programs at compile time. Operations on data of different types is allowed to pass successfully during compile time regardless of types but may fail when the machine attempts to execute it. This may lead to more code flexibility and lighter compilers but the lack of type checking may increase the prevalence of crash causing bugs that could have been caught by a compiler with a type check. Agreeing with [15] that no type system (or in this case dynamic typing) allows for great flexibility, one would suggest that it is easier to provide generic programming facilities in a dynamically typed languages by foregoing on all of the type safety requirements. Since generic programming is however defined as programming that is data-type independent it is primarily about programming with types. It would therefore be difficult to simulate generic typea since the concept of types and the inherent checks and guidance are missing [20].

Somewhere in between no typing and strong static typing lies a dynamic type system which has received very little coverage in terms of generic programming: duck typing. It is based on the **duck test:**

> When I see a bird that walks like a duck and swims like a duck and quacks like a duck, I call that bird a duck.

Or in terms of variables “if it walks like a duck, and quacks like a duck, then it is a duck”. In duck typing type information is determined at runtime based on partial structure information about used functions and substructures. As an example, the Python programming language makes heavy use of duck typing to determine types of variables, the code `2 * "Hello"` would produce “HelloHello” but would fail at runtime for `2 + "h"`. Duck typing allows the use of functions on unrelated data types as long as the required functions are defined on them.

**Static typing**

In contrast to dynamically typed languages, the compilers of statically typed languages are able to catch program errors due to function applications on incorrect types before they get the chance to cause a crash. The compiler of such languages examines the code and based on the types of variables and functions detects and reports errors. Differently than in the earlier Python example, the Java code `2 * "Hello"` would produce a compile time error indicating that the multiplication operator cannot be applied to strings. Both Java and C++ present facilities for some generic programming in the form of Java generics and C++ templates respectively but their flexibility and genericity is limited [10].
Explicit vs. implicit

Both C and Java are explicitly typed, meaning that the programmer must explicitly provide typed declarations for variables and function arguments. While this provides some level of code self-documentation and forces the programmer to adhere to this documentation it dramatically reduces the flexibility of the language required for very generic programming. Languages like Haskell and ML do not require the use of such explicit type declarations. Both use a type inference system that is capable of deducing the types of expressions in most of the cases. Both ML and Haskell have type systems primarily based on the Hindley-Milner [49] type inference algorithm. The core principles behind the Hindley-Milner algorithm will be presented in the next paragraphs together with some of the more relevant modifications some of which are currently implemented in Haskell.

Hindley-Milner system

The Hindley-Milner [49] type inference system, also known as the Damas-Milner system [8], forms the basis of the most referential type inference system. The principal idea behind it is that explicit type annotations can be omitted from code in most cases and at the same time they can be inferred by the compiler. The algorithm deduces constraints for the types of functions and arguments and variables resulting in a system of constraints. After the constraints have been generated (1), some reductions (mainly by substitution [8]) are performed (2), and then a unifying solution in the form of type reconciliation for the constraints is searched for.

As an example consider the following definition for the length function:

\[
\text{length } [] = 0 \\
\text{length } (x:xs) = 1 + \text{length } xs
\]

The Hindley-Milner algorithm would successfully deduce that the type signature of length is \( \text{length} :: [a] \rightarrow \text{Int} \). A significant feature of the algorithm is its ability to handle polymorphism. In the particular case of the length function the set of constraints would not constraint the type of elements in the list to anything meaning that length is not dependent on the type of the contents of the list, only on the fact that the argument is in fact a list. This type of polymorphism is known as parametric polymorphism [29].

One limitation of the Hindley-Milner type inference system is the inability to handle ad-hoc polymorphism or overloading. The original algorithm did not provide any way to declare functions that would have different functionality for different types. The choice of type for a particular function parameter was either a monotype or an unconstrained type. This, for example, does not allow for different definitions of a function with the same name for the equality function on different types. One would require equalNum and equalString for example for numbers and strings. (This is indeed the approach that Stratego uses, with its add and addS strategies for example). The first attempts at achieving typed
overloading were made by [36, Kaes] and [58, Blott et al] with the former being later proven to be undecidable [37]. The current Haskell implementation provides overloading based on the idea of type classes as originally described in [30], where type classes can be declared parametric polymorphic and then instantiated for different types:

```haskell
class Eq a where
    (==) :: a -> a -> Bool

instance Eq Int where
    (==) = primEqInt
```

Hence providing the ability to overload function definitions. This in turn allows parametric function definitions on those types of the form:

```haskell
elem :: Eq a => a -> [a] -> Bool
```

It is important to note that in the case of Haskell explicit type signatures are still allowed and sometimes required to resolve type ambiguities. The explicit type signatures are used to generate type constraints during the constraints generation phase [33]. Although rare, overloading ambiguities are caused when multiple instantiations are possible for the same variable, and these can only be resolved by explicit type annotations by the user [24].

Extensions of the type inference system to support arbitrary rank functions (rank-n polymorphism) - widely accepted as a requirement for many generic programming approaches - which are now available as language extensions for Haskell 98 and fully supported as part of the Glasgow Haskell compiler are presented in [34] and discussed in much of Haskell documentation.

Further discussion on some of the limitations Hindley-Milner based type inference and an approach to first-class polymorphism is given in [32].

### 4 Polytypic programming

Polytypic programming [26] was the first attempt at bringing genericity to Haskell in the form of PolyP [25]. Polymorphic type systems like the Hindley-Milner system allowed the definition of parametric polymorphic functions - functions that have constant behavior over multiple types, but sometimes are not sufficiently flexible. For example the equality function that is not parametric polymorphic (because it needs to inspect the structure of its parameters to determine equality [13]) cannot be implemented once and used across data types. With the introduction of type classes [30] it became possible to use overloading to provide distinct type specific implementations of the equality function. This is not sufficient for generic programming however because the users still has to manually give type-specific implementations. What is desired is functionality similar to what the Haskell compiler does to functions in derivable classes: automatically generate specializations of those functions for instances of the derivable
Polytypic programming as described in PolyP aims at providing automatic specialization of polytypic functions. Possible applications of polytypic programming are discussed in [26].

PolyP is an extension to the Haskell language, which makes use of its own compiler to compile to code that can then be compiled by the Haskell compiler. PolyP adds the polytypic construct that is used to define functions by induction over the structure of data types. As an example the PolyP implementation of the flatten function is given:

```haskell
flatten :: Regular d => d a -> [a]
flatten = cata fl

polytypic fl :: f a [a] -> [a]
case f of
  g+h -> either fl fl
  g*h -> \(x,y) -> fl x ++ fl y
  () -> \x -> []
  Par -> \x -> [x]
  Rec -> \x -> x
  d@g -> concat . flatten . pmap fl
  Con t -> \x -> []

flattens = Regular d => d a -> [a]
flattens = cata fl
```

The above example highlights some of the features of PolyP: it uses functors and bifunctors to specialize catamorphisms on the data types [20]; and provides a case by case definition of functionality for each type of four types of data type definitions: sum-, product-, parametric- and recursive types. For a full explanation of the thought behind PolyP see the original paper [25].

As the example type signature of `cata` suggests, polytypic functions in PolyP can only be specified on regular data types. This constitutes a serious limitation, Jeuring et al. [25] define regular types as: a datatype containing no function spaces and whose constructors have the same arguments on the left- and right-hand side of their definition. The second limitation implies that higher rank polymorphism is not possible with PolyP and that mutually recursive data structures cannot be handled [20]. As a secondary consequence polytypic functions are not first-class citizens of the language drastically hurting flexibility.

Foregoing on the limitations, PolyP is a type safe language, and the PolyP compiler checks the correctness of the polytypic function definitions. Polytypic definition must however be explicitly typed. At times ambiguous overloading must be resolved by type annotations. The specialized code that is produced by the PolyP compiler produces type correct Haskell code. The type system is based on M. Jones’ classified types [29] and higher order polymorphism [28]. The unification algorithm used is an extension of Jones’ kind-preserving unification algorithm [31]. The type system is also extended with a number of types, kinds and classes, most notably the constructors for functors and bifunctors and the Regular type class [25].
As a lightweight approach and improvement on PolyP, [51] improves on some of the original limitations and provides an optional compiler for generating necessary code for data types. Most notable improvements are different definitions of bifunctors and first-class polytypic functions [51].

As further reading, Hinze’s approach to polytypic programming in Haskell is presented in [14], and his views polytypic values and polykinded types are presented in [13].

5 Generic Haskell

Probably the generic programming approach that promises the best balance of flexibility and type safety so far is Generic Haskell (GH)[17]. It is strongly based on the theory of type-indexed function with kind-indexed types developed by Hinze [13]. In layman’s terms it permits generic functions to be indexed by type in a similar way type-indexed values are indexed in the Haskell derivable classes. This permits the user of GH to also define his own derivable classes. Based on Hinze’s work for typed-indexed types has also been integrated into GH [18]. Particular advantages for a programmer are the availability of constructor cases and default cases. The former allows a programmer to define specific behavior of a generic function for specific type constructors [6]. This could be interpreted as a form of overloading, but note that that the specificity is given on still generic data types (hence the type-indexation). Default cases allow generic functions to implicitly based on other generic functions. This for example could be particularly useful when defining functions with different functionality but same data structure traversal method - stimulating reuse of generic functions.

Although powerful, simple and elegant, GH has some limitations [20]. In terms of applicability of GH to applications of program transformation (of the Stratego family) one limitation is that generic functions cannot be applied to generalized algebraic data types, of which a notable instance would be abstract syntax trees. Functions in GH are not first-class citizens, this is a consequence of the way the GH compiler performs specialization which eliminates type arguments from code.

With regards to type checking, Generic Haskell is not strongly safe. All generic functions have to be explicitly typed and the remained of type checking is performed by the Haskell compiler on the specialized code [20]. GH only guarantees that correctly typed programs will be correctly typed after specialization as well and that errors caused by missing generic functions will be caught at compile time.

As a further limitation, specifying complex systems in GH can become a very complex endeavor due to the intrinsic recursive definitions of generic functions [47] especially in the absence of a type checker. A type checker based on the principle of dependent typing [2] has been proposed [47] but is yet unimplemented. Further extensions that attempt simplifying usage have been proposed [7].

A generic programming extension to Clean [1] is very similar to the approach at GH in that it is also based on Hinze’s work on type-indexed functions with
kind-indexed types. Clean overcomes the limitations of GH’s type checking system making the language fully type safe. This however comes as a compromise in expressiveness, flexibility and power of the language [20].

Much literature is available describing the theories, implementation and applications of Generic Haskell, good starting points being [17,16,20,6,27] and a soft introduction to the principles of programming in GH being [23].

6 Generalized folds

This section presents two approaches that share the same view on values of types known as generic folds: Strafunski and Scrap Your Boilerplate (SYB) [42]. The generic folds theory takes a different view than approaches such as Generic Haskell and PolyP, namely that values of data types are either represented by a constructor or the application of a constructor to a value [23]. Strafunski [46] is an approach to software metrics and transformation making use of generic source code traversal functions. The SYB approach centers on the idea of providing generic functions that could replace boilerplate code needed for example for company-wide database traversals.

The reader should note that although the author of this survey could not verify the similarities between the two approaches it is his belief that being based on the same core concepts of generic traversals, SYB is a generalization of the source code traversals to generic large data structure traversals. The reader should be warned that literature provides almost no support for this claim.

6.1 Strafunski

Strafunski is a suite of tools written in Haskell that allow a programmer to perform typed traversal and transformation of source code representations. It is part of a large family of software language processing tools, family of which Stratego/XT are part of as well. In fact work on Strafunski was inspired by the XT bundle with its transformation strategies and Stratego’s lack of typing [45] and is therefore very closely related in design.

Strafunski makes use of functional strategies which are generic functions that can be applied to terms of any type and that allow generic (recursive) traversal into subterms. As an interesting usability feature we note that while strategies are generic they are allowed to exhibit type specific behavior. On the paradigm of generic programming this may seem odd, but a similar feature is supported in Generic Haskell. Strafunski makes use of two types of strategy combinators: type-preserving and type-unification to allow for the mix of strategies which preserve input and output types with those that preserve the types. As an example to each of them, a strategies collecting occurrences of terms with particular properties from the source code would be a type-unifying strategy, whereas a strategy that transforms (rewrites) terms would be a type-preserving strategy [45].

Strafunski is composed of a library of traversal strategies and primitive combinators - StrategyLib. In terms of typing Strafunski is as safe as the Haskell type
checker permits. All types in Strafunski are in the class Term which is a specification of the class Update. The library uses type classes to allow overloading of primitive functions on the Terms such as explode and implode. It is important to note that because strategies are Haskell functions they are first-class citizens of the language and can therefore be passed as parameters to other strategies.

Although the goals of Strafunski are much less generic that other approaches to generic programming, it is successful at meeting its goals of providing type-safe strategic programming with generic traversal of abstract syntax representations.

For a definitive reading on Strafunski see [44]. For a comprehensive survey of strategies in program transformation systems see [57].

### 6.2 Scrap your boilerplate

The core concept behind Scrap your boilerplate [42] is providing a library that of combinators that can be used to define traversals and queries. In SYB traversals selectively modify complex data structures, whereas queries are used to collect information from the complex data structures. The goal of SYB is to allow the programmer to define boilerplate code once and then focus on the implementation of the real code. To this purpose SYB is composed of the library of combinators mentioned and a preprocessor that generates data-type specific functions. For the sake of illustration we will give the most popular example from literature [42,41], that of increasing the salary of every employee of a company by a certain amount:

```haskell
increase :: Float -> Company -> Company
increase k = everywhere (mkT (incS k))
```

In the example a generic traversal of the entire company data structure is performed and the function incS is applied which actually increases the salaries. From the point of view of the programmer, the incS function is interesting and the boilerplate traversal code has eliminated. From our point of view, everywhere is generic recursive traversal of the entire data structure which - for every term it encounters - applies mkT to it. As explained in the original paper, mkT is used a type extending function, wrapping incS in a what in Stratego would be a try strategy and in Stratego a tryTP strategy. More precisely it will produce the result of incS when incS succeeds on the current given term or will act as the identity function when that is not the case [42].

Interestingly, it is precisely this type extending function which is the weakness in the typing of SYB. SYB allows generic functions to be defined on all instances of type Data, types which are in turn instances of the class Typeable. In turn the user must define instances of the classes Typeable and Data for all the user-defined classes in order to provide overloaded functions for mkT and everywhere. In order for mkT to try to apply incS to the given term it must attempt a type-safe cast (at runtime) [42] from the input term to the type Salary through the Typeable class. This could be abused by a user by defining instances of the
Typeable class that do not follow the required signatures [20]. Providing user-defined instances of the Typeable class is actually not necessary as they are very simple and can be mechanically generated [42].

With the exception of this potential typing weakness, SYB is type safe and makes use of the Haskell type inference system. A proposal on the elimination of the type-safe cast in favor of type classes in order to obtain more type safety and increase flexibility of the language was proposed in [43]. Although a workaround, the addition of type classes is not sufficient as the Haskell typing system would not be able to infer the correct types. As a consequence each function on the Data and Typeable classes receives one extra type parameter with the purpose of making instantiation types explicit [20]. This puts even more stress on the need that SYB had for arbitrary rank polymorphism in order to support functions as first-class citizens.

Further improvement to SYB is presented in [22,21]. For a discussion on the related aspects of XSLT and SYB and a proposed enhancement of SYB with XPath like idioms see [41].

7 Summary

This survey began by introducing generic programs and its dependence on type safeness. Our statement at the beginning was that type safeness and generic flexibility constituted a compromise. After having looked at a number of facilities for typed generic programming the understanding of this compromise is even deeper. Perhaps the term should not even be compromise but more of a negotiation between being safe and being adventurous. Narrower-field approaches such as Strafunski and SYB have proven to be much safer than very wide approaches such as Generic Haskell. Some of the explored approaches relied almost entirely on type system built into their target language, while Generic Haskell and PolyP (the original) relied on preprocessors and compilers to offer type safety. The two properties all that these approaches have in common are: attempt to reach strongly typed generic programming (1) without changing the existent type systems too much (2).

Unfortunately many areas have been left unexplored (some of which are references for further exploration in the next section) and others, such as Strafunski, which would require further investigation to evaluate their type safeness versus their flexibility.

8 Further exploration

As mentioned in the previous section, this survey has focused only on approaches to typing generic programs that are heavily based on the traditional Haskell type inference system. An area left entirely unexplored is the use type annotations or scoped type annotations to attempt to reduce the dependence on type inference systems or aid them where possible [52,35,38]. Going further than allowing typed annotations by attempting to embed a DSL for typed contracts into Haskell is
Although it implies foregoing our laziness of specifying any type signatures, being flexible could lead to reaching ‘negotiation’ outcomes.

In the field of program transformation abstract syntax trees are widely used, structures which are instances of generalized algebraic data types (GADT). The problem of providing type inference for them is difficult; S. Jones proposes two methods with [35] and without [53] type annotations.

The Haskell type system is based on the Hindley-Milner type inference system with extensions for type classes and more recently for arbitrary rank polymorphism. In recent years new type inference systems have been proposed [48,40,39] one of which attempts to use elements from both static and dynamic checking [11].
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