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Summary

As the title suggests, this thesis explores nonlinear couplings in superconducting circuits with the purpose of achieving tuneable interaction regimes between superconducting qubits, as well as enabling quantum control over mechanical and electrical resonators in the radio-frequency regime.

Chapter 1, contains a brief historical overview from the advent of quantum theory to the development of well-controlled quantum systems and superconducting qubits. The research context and scope of the thesis are presented, including an introduction of the research topics and the main research questions that this thesis aims to answer.

In chapter 2, I will introduce the theoretical framework for analysing superconducting circuits from a classical to a quantum description. The purpose is to provide the tools that are necessary for designing new circuits and modelling their quantum dynamics.

Chapter 3 concerns the experimental methods that are used to transform superconducting circuits from a theoretical construction into a physical reality. I will therefore discuss the design process and fabrication steps, focusing mainly on transmon-based devices.

Chapter 4, reports on the experimental realisation of a tuneable coupling scheme, giving rise to different interactions with adjustable ratios, between two transmon qubits. The tuneable capabilities of the device together with its versatile geometry and high coherence make it an interesting building block for analog quantum simulators of certain classes of complex problems.

Chapter 5, presents a theoretical proposal on controlling a mechanical resonator using two transmon qubits, by means of a tuneable three-body interaction. Firstly, the electromechanical circuit architecture giving rise to the tripartite coupling is analysed. Secondly, several protocols are performed numerically demonstrating ground-state cooling and the creation of mechanical quantum states, such as single-phonon and multi-phonon superposition states as well as qubit-phonon entanglement. Finally, different schemes for generating arbitrary quantum states are explored.

Chapter 6, relies on the same concept for coupling a mechanical resonator to a transmon qubit and explores the qubit-resonator system in the ultrastrong coupling regime, where the optomechanical coupling approaches or even exceeds the mechanical frequency. We find that for certain coupling strengths ground-state cooling is possible and devise a protocol for generating macroscopic quantum superposition states, known as “Shrödinger cats”, on the mechanical resonator.

Chapter 7, presents an experiment where a cold superconducting qubit is employed to readout and control a thermally populated radio-frequency resonator coupled via a strong dispersive coupling. By means of reservoir engineering we demonstrate ground-state cooling as well as the stabilisation of Fock states in the resonator.

In chapter 8, I will briefly conclude the main findings together with an outlook for future work on each topic.
Samenvatting

Zoals de titel suggereert, wordt in dit proefschrift afstelbaarheid van de koppeling tussen supergeleidende schakelingen bestudeerd. Ook wordt de mate waarin mechanische resonatoren in de kwantum regime gemanipuleerd kunnen worden onderzocht middels radiofrequentie elektrische resonatoren.

Hoofdstuk 1 bevat een kort historisch overzicht van de kwantumtheorie de ontwikkeling van goed gecontroleerde kwantumsystemen en supergeleidende qubits. Vervolgens wordt de onderzoekscontext en reikwijdte van het proefschrift gepresenteerd, inclusief een introductie van de onderzoeksthema’s en de belangrijkste onderzoeksvragen die dit proefschrift beoogt te beantwoorden.

In hoofdstuk 2 zal ik het theoretische kader introduceren voor het analyseren van supergeleidende circuits van een klassieke naar een kwantumbeschrijving. Het doel is om een kader te bieden die nodig is voor het ontwerpen van nieuwe circuits en het modelleren van hun kwantumdynamiek.

Hoofdstuk 3 betreft de experimentele methoden die gebruikt kunnen worden om supergeleidende schakelingen te transformeren van een theoretische constructie tot een fysieke realisatie. Ik zal daarom het ontwerpproces en de fabricagestappen bespreken, voornamelijk gericht op op transmon gebaseerde apparaten.

Hoofdstuk 4, rapporteert over de experimentele realisatie van een afstelbare koppelingsschema, dat aanleiding geeft tot verschillende interacties met instelbare verhoudingen, tussen twee transmonqubits. De instelbare mogelijkheden van het apparaat samen met zijn veelzijdige geometrie en hoge coherentie maken het een interessante bouwsteen voor analoge kwantumsimulatoren die bepaalde soorten van complexe problemen bestudeerd.

Hoofdstuk 5 presenteert een theoretisch voorstel voor het besturen van een mechanische resonator met behulp van twee transmonqubits, door middel van een instelbare interactie van deze 3 systemen. Ten eerste wordt de architectuur van de elektromechanische schakelinggeanalyseerd, wat aanleiding geeft tot een tripartiete koppeling. Ten tweede worden verschillende protocollen gesimuleerd die de koeling naar de grondtoestand en de creatie van mechanische kwantumtoestanden aantonen, zoals kwantum superpositie met één fonon en multi-fonon, evenals verstrengeeling tussen qubit-phonon. Ten slotte worden verschillende schema’s voor het genereren van willekeurige kwantumtoestanden onderzocht.

Hoofdstuk 6, betreft hetzelfde concept voor het koppelen van een mechanische resonator aan een transmon qubit en onderzoekt het qubit-resonatorsysteem in het ultradense koppellingsregime, waar de optomechanische koppeling de mechanische frequentie benadert of zelfs overschrijdt. We vinden dat voor bepaalde koppelingssterktes grondtoestand koeling mogelijk is en ontwikkelen een protocol voor het genereren van macroscopische kwantum-superpositie, bekend als “Shrödinger katten”, in de mechanische resonator.
Hoofdstuk 7 presenteert een experiment waarbij een koude supergeleidende qubit is gebruikt voor het uitlezen en besturen van een thermisch geoccupeerde radiofreqvente resonator, gekoppeld via een sterke dispersieve koppeling. Door middel van reservoir engineering demonstreren we grondtoestand koeling evenals de stabilisatie van Fock-toestanden in de resonator.

In hoofdstuk 8 zal ik in het kort de belangrijkste bevindingen samenvatten met een kort vooruitblik op toekomstig werk over elk onderwerp.
Introduction

It is personalities, not principles, that move the age.

Oscar Wilde, “The Picture of Dorian Gray”

In this introductory chapter I will present the context as well as the scope of this thesis. I will begin with a historical overview (through my personal distorted prism) of the most important developments since the advent of quantum theory, that led to the development of superconducting qubits as a leading platform in quantum technologies. I will then present the main research themes to which this thesis contributes and the answers it aims to provide. Finally, I will present the thesis structure and sketch the highlights of each chapter.
1. Introduction

1.1. From Planck to superconducting qubits

Quantum theory is one of the most precise and most tested theories describing the world at the tiniest scales. Historically, it started in 1900\(^1\) with Planck who, largely influenced by earlier work of Boltzmann, proposed the idea that light can only be absorbed or emitted in little energy packets, termed *quanta*\(^1, 2\). This postulate led him to the explanation of the black-body radiation spectrum, which was one of the great mysteries at the time, and shook the grounds concerning our understanding about the nature of light thought till then to have a purely wave-like character. Soon after, in 1905, Einstein applied this concept to explain the photoelectric effect\(^3, 4\), providing further evidence that quantum effects are not just a theoretical construct but play a crucial role in explaining physical phenomena. Furthermore, quantised energy levels provided the best explanation for the inherent stability of the atom and its structure\(^5\), which was earlier observed in 1911 by Rutherford\(^6\). A period of great discoveries followed, most notably with the discovery of spin by Stern and Gerlach (1922)\(^2\) and Compton scattering (1923)\(^8\), in parallel with the construction of the theoretical framework of quantum mechanics by its founding fathers Bohr, Einstein, Heisenberg, Shrödinger, De Broglie, Born, Pauli and Dirac among others. This period up to 1930, when Dirac’s textbook “The Principles of Quantum Mechanics” was published, laid the foundations for a solid new theory (unified with special relativity theory) that revolutionised modern science and philosophy. It had a huge impact on technology as well: it led to a better understanding of semiconductors and eventually to the realisation of transistors that form the building blocks of our computers, it enabled the construction of lasers, as well as novel imaging techniques, such as the MRI, to name only a few applications.

The acceptance of quantum theory as a complete description of the universe had ground-breaking implications about the nature of our reality, which was highlighted in the famous paper by Einstein, Podolsky and Rosen\(^9\). It predicted the possibility of nonlocal correlations between particles that have no classical analogue, what Shrödinger called *entanglement*. This implied the ability to influence the state of one particle just by measuring/manipulating the state of its entangled pair, no matter how far apart, even when they are not causally linked (violating local realism). For physicists this meant either a new paradigm shift concerning the nature of reality, or the need for a more fundamental description that satisfies local realism. In 1964 John Bell, highly influenced by the work of Bohm on nonlocal hidden-variable theories\(^10\), came up with a theoretical framework\(^3\) to test experimentally the existence of nonlocal quantum correlations between pairs of particles\(^12\). This result was later confirmed by several experiments\(^13–15\), laying the foundations for the coming “second quantum revolution”\(^16\).

Quantum mechanics would keep puzzling physicists, however, on several accounts. One of the most profound questions concerned the absence of observable quantum phenomena in macroscopic objects, famously highlighted by the Schrödinger cat para-

---

\(^1\)Note that there have been scientific discoveries pointing at quantum effects before that, however, this was the first time the quantum hypothesis was used to produce quantitative results.

\(^2\)Interestingly, it was realised five years later that it was spin they had actually discovered\(^7\).

\(^3\)Grete Hermann had made decisive contributions in this direction already in 1935 (see Ref.\(^11\)), which unfortunately went unnoticed by the community until Bell rediscovered part of her work.
From Planck to superconducting qubits

dox [17]. Since the early 80s there is growing consensus that decoherence happens as a result of entanglement of the quantum state with the infinite degrees of freedom of the environment/measurement apparatus, leading the system into pointer states that can be described as classical mixtures. The more quantum degrees of freedom the system possesses the faster this loss of coherence happens, therefore explaining why macroscopic systems are never observed in quantum superpositions (see Ref. [18] for an extensive review). However, there exist “special” macroscopic systems such as Bose-Einstein condensates where all degrees of freedom are “condensed” such that the system is described only by a single or a few collective variables. This is for example the case in superconductors where, below a critical temperature, boson-like pairs of electrons (Cooper-pairs) are condensed into a ground state described by a single wavefunction. This very notion led to the idea that quantum phenomena could be observed in superconducting circuits regardless of their size, provided they operate at low enough temperatures (for the condensation to happen) and are well-isolated from the environment [19, 20]. Additionally, the remarkable discovery of the Josephson effect [21] enabled the construction of Josephson junctions. These are nonlinear and (crucially) nondissipative inductors, consisting of two superconducting electrodes separated by an insulating barrier through which Cooper-pairs can tunnel. Experiments in the early 80s confirmed the existence of macroscopic quantum effects in these elements [22–24], paving the way for the birth of the first superconducting qubits in the late 90s.

In the meantime, theoretical advances in the emergent field of quantum information established the potential advantages of quantum coherent phenomena, such as superposition and entanglement, in cryptography and computing [25–28]. The developments in this field, apart form the outstanding technological implications, renewed the interest on the foundations of quantum theory for many physicists [29]. Moreover, the first experiments demonstrating quantum coherent phenomena and the manipulation of quantum states in well-isolated table-top experiments started to become a reality. The first experiments of this kind were performed in the labs of S. Haroche and D. Wineland using well-isolated atoms and ions in high-quality optical cavities and Pauli traps, respectively (see Nobel prize lectures [30, 31] for a review). These experiments enabled for the first time a more meticulous study of the dynamics of open quantum systems, establishing the role of decoherence, and demonstrated the ability to perform quantum gates (logical qubit operations) and controllably prepare quantum states by harnessing the interaction of light and matter.

Superconducting qubits started to develop into well-controlled quantum systems in the beginning of the 21st century. These are artificial atoms made out of capacitors and Josephson junctions (nonlinear inductors) that can be lithographically patterned on a 2D chip. They are categorised into charge [32–34], flux [35, 36] and phase qubits [37], depending on the interplay of charging and inductive energies in the circuit (see extensive reviews in Refs. [38–40]). Superconducting qubits can be electromagnetically coupled to high-quality-factor microwave resonators (in both 2D and 3D geometries) realising an alternative platform for studying light-matter interaction with superconducting circuits, that is widely known as circuit quantum electrodynamics (QED) [41]. The field benefited a lot from the already existing microwave technology, which, together with tremendous advances in nanofabrication over the last two decades, led superconducting qubits to
Figure 1.1: Schematic illustration of the research themes that are explored in this thesis.

become one of the most promising platforms for building a quantum computer. Among its most important advantages are the exquisite level of quantum control, flexibility in design and fabrication, as well as high coherence relative to qubit gates and interaction timescales. Additionally, these systems are very versatile with regard to coupling to other quantum systems, such as micromechanical devices and spins, making them ideal for hybrid approaches to quantum computing and communication [42]. They play a key role in developing quantum technologies, constituting one of the most well-funded research programs worldwide, both at an academic and industrial level [43].

1.2. Research context and scope of this thesis

Superconducting qubits (mainly transmons [44]) are at the very heart of this dissertation, which, as the title suggests, concerns the exploration of coupling schemes in circuit QED and hybrid electromechanical devices with the purpose of quantum control of qubits, phonons and photons. In the previous section I have given a historical background, from a personal perspective, of the most important discoveries preceding the development of superconducting qubits. Here, I will discuss their applications in technology and in tackling some of the fundamental questions regarding quantum mechanics that kept motivating my research during these four years. The curiosity-driven nature of the research led to the investigation of a wide spectrum of topics, which makes it difficult to define a single research question and I am going to refrain from inventing one. I will motivate each topic from my personal perspective, as I experienced it at the time, and try to narrow the discussion down to the objective research questions that this thesis aims to answer. Fig. 1.1 schematically depicts the three main themes to which this thesis contributes through the exploration of superconducting qubits, namely, analog quantum simulation, and quantum control of mechanical and electrical radio-frequency resonators.
1.2.1. Quantum simulation of many-body problems

A very exciting prospect for superconducting circuits is their potential contribution towards a better understanding of complex quantum phenomena, that typically occur in many-body problems. Many-body problems concern systems of strongly correlated particles where all the individual quantum degrees of freedom are equally important and, therefore, cannot be approximated by collective variables. Despite the impressive advances in analytical and numerical modelling techniques (which are typically problem-specific), such problems remain practically intractable due to the incapability of classical computer memory to keep up with their parameter space, $d$, which scales exponentially with the number of particles ($d \sim n^N$, where $n$ is the number of individual degrees of freedom and $N$ the number of particles). Being able to simulate them could solve long-time mysteries in physics such as the underlying mechanism behind high-temperature superconductors [45, 46] and colour confinement in quantum chromodynamics [47, 48], or even help with designing novel quantum materials and molecules in the field of quantum chemistry [49]. To get a feeling of the problem let us consider that currently our best supercomputers can simulate only $\lesssim 50$ interacting two-level particles/qubits [50–52].

As Richard Feynman pointed out in 1982, simulating quantum mechanical problems will eventually require the existence of quantum simulators, i.e. specially engineered well-controlled quantum systems onto which the problem of interest can be mapped [53]. Solving the problem can be summarised in three steps: quantum state preparation, controllable evolution for a variable time and, finally, readout of the relevant quantum observables [54]. This approach is interesting not only for solving complicated problems but also due to its exciting prospects for creating unexpected new phenomena that might not even exist in nature. The above discussion concerns analog quantum simulations, however, there also exist digital implementations that employ a sequence of discrete quantum operations/gates on the quantum bits to model the dynamics of interest. The digital errors in this case can be made small provided the gate times are fast enough [55]. A combination of both analog and digital schemes could provide a very powerful approach for building universal quantum simulators.

Of particular theoretical interest is a certain class of many-body problems, that concerns systems of interacting bosons on a lattice. The simplest one of these is the Bose-Hubbard model, where the system dynamics are governed by the interplay of on-site interactions with hopping of excitations. This model has traditionally been at the heart of simulating condensed-matter problems and is typically used as toy-model for studying quantum phase transitions. Bose-Hubbard models have been the cornerstone of quantum simulations with cold atoms [56], however, recently implementations with superconducting qubits have also been developed [57, 58]. In these implementations the qubits are engineered to have a dipole-dipole coupling that effectively simulates the “hopping” interaction, while the transmon anharmonicity effectively implements an “on-site” interaction. There also exist more complex versions of extended Hubbard models with additional cross-Kerr interactions, such that the existence of an excitation on a lattice site can make it more or less favourable for its neighbouring sites to become excited. When the excitations are confined within the qubit subspace, this model reduces to its analog for interacting spin systems, namely the Heisenberg XXZ model, which is one of the most commonly used toy-models for quantum magnetism. In this context,
the cross-Kerr interaction can be thought of as a longitudinal (ZZ) coupling that favours the parallel/antiparallel alignment of neighbouring spins, while the hopping interaction is equivalent to a transverse coupling (XX and YY).

Such many-body models are not integrable in lattice configurations (2D and above) and can only be simulated using approximate methods. Numerical simulations of driven extended Hubbard models predict exotic phenomena, such as photon crystalline and supersolid phases, which could be tested with superconducting circuits [59, 60]. Moreover, for certain coupling ratios, the XXZ interaction can be used to emulating gauge fields in the context of lattice gauge theories [61]. Experimental realisations of these couplings could also find application in quantum state transfer protocols or even in constructing alternative quantum computing schemes [62]. A very important tool in implementing these models experimentally would be the ability to tune the relative ratio between the two coupling strengths, as proposed in Refs. [59, 61]. One of the research questions in this thesis (studied in chapter 4) concerns the experimental implementation of such a coupling scheme with superconducting qubits, while maintaining the high coherence required for quantum simulations.

1.2.2. Quantum control of mechanical resonators

A very exciting prospect both for fundamental studies and technological applications is the ability to manipulate mechanical resonators at the quantum level. This is the main objective of the emerging field of optomechanics, which concerns the controllable interaction of light with mechanical elements [63, 64]. The coupling of motion to electromagnetic radiation is typically achieved by making one of the mirrors of an optical cavity moveable, or by suspending part of the capacitor in a microwave LC resonator such that its oscillations induce modulation of the electromagnetic field.

Of particular interest in this field is the possibility of addressing fundamental questions regarding the interplay of gravity and quantum mechanics. A unified theory of both remains elusive; whether gravity is emergent from quantum mechanics [65] or they are two different entities that possibly interfere with each other [66] is still an open question and a topic of intense research. Massive mechanical resonators, made of metallic drumheads or beams could play a role in elucidating some of these questions, e.g. by preparing them in mechanical superposition or entangled states and investigating potential gravity-induced decoherence mechanisms [67, 68].

From a technological perspective, these systems have many potential applications in quantum computing and quantum communication. For example, due to their long coherence times, relative to superconducting qubits, they can be used to store quantum information for longer timescales, playing the role of quantum memories [69]. Additionally, they can be coupled to a wide range of electromagnetic radiation, which makes them ideal for converting and transmitting quantum information, e.g. connecting different superconducting quantum computers (GHz regime) through optical fibers. Additionally, they can be coupled to many different quantum systems, such as spins, cold atoms and superconducting qubits, which makes them particularly interesting for hybrid approaches to quantum computing [42].

The absence of nonlinearity in these resonators makes it difficult to prepare quantum states by directly exciting them with an external source. Josephson-based supercon-
ducting circuits are particularly useful in this regard, as they provide a natural strong nonlinearity in the system while, at the same time, being nondissipative. Typically, however, due to the nature of the parametric coupling in such electromechanical systems, it is difficult to create a wide range of quantum states. In chapter 5 we theoretically examine the possibility of preparing arbitrary quantum states in a mechanical resonator using two directly coupled superconducting qubits instead of one linear electromagnetic mode, as typically realised in optomechanical setups. Chapter 6 can be considered as a spin-off of this project, where the main research question was whether using a single qubit (as opposed to a resonator) coupled to the mechanical resonator is sufficient for controlling it and preparing interesting quantum states. We demonstrate that this is the case, building on the analytical derivations in chapter 5 and performing numerical simulations of predicted experiments. Additionally, this work served as an investigation of the quantum dynamics of the interesting and largely unexplored ultrastrong coupling regime between a qubit and a mechanical resonator at single-photon levels.

1.2.3. Quantum control of thermally-populated resonators
Bringing any physical system into the quantum realm, where quantum effects are relevant or even dominate the dynamics, relies heavily on our ability to cool its degrees of freedom below the energy scale of thermal fluctuations $k_B T$. In solid state systems this is achieved through the use of $^3\text{He}/^4\text{He}$ cryogenic techniques which have enabled the discovery of novel quantum phenomena, such as superconductivity and the Josephson effect, as well as the experimental exploration of the energy structure of atoms and oscillators at the quantum level, leading to tremendous advances in quantum state engineering. With the lowest cryogenic temperatures achievable limited to a few mK, however, the employable transition frequencies must lie in the GHz regime or above, such that $k_B T < h f$, making lower frequency systems very difficult to manipulate at the quantum level.

An interesting avenue for further cooling a system to its quantum groundstate is via dissipation engineering methods, originally developed in trapped ions [70] and later extended to solid-state systems and superconducting circuits in particular (see Ref. [71] for a thorough review). Despite the remarkable advances in quantum state engineering, controlling photons in quantum harmonic oscillators in the radio-frequency band remains a largely unexplored and challenging task. This constitutes the main research question explored in chapter 7, which led to experimental results demonstrating groundstate cooling and manipulation of quantum states in a thermally-populated radio-frequency resonator.

1.3. Structure of the thesis
The purpose of the first two chapters following this introduction is to introduce the most important theoretical and experimental tools that are required in order to answer the research questions described above. The rest of the chapters, except for the outlook chapter, constitute the core of the thesis which, in a nutshell, consists of the following three research themes:
1. In chapter 4 we experimentally realise a tuneable coupling scheme between two superconducting transmon qubits, which can be used as a building block for analog quantum simulations of many-body problems. The novelty lies in the nature of the coupling, which allows for reaching and tuning in situ different interaction regimes while maintaining high coherence. The circuit is well-understood and explained with analytical modelling which together with its flexible design make it suitable for scaling up to larger implementations. These could be used for simulating the dynamics of complex models, ranging from extended Hubbard models to Heisenberg spin systems and lattice gauge theories. Additionally, the coupler could be used for realising two-qubit gates for quantum computing applications.

2. Chapters 5 and 6 describe two theoretical proposals for controlling mechanical resonators using transmon qubits. These are inspired partially by the aforementioned tuneable coupling scheme of chapter 4 and the experimental advances in our group on coupling mechanical resonators to electromagnetic degrees of freedom using SQUIDs. In the first part (ch. 5) we propose a scheme for synthesizing multi-phonon quantum states in a tripartite coupling configuration involving two transmon qubits. Following the derivation of the circuit Hamiltonian and electromechanical couplings in the system, we provide further evidence for the validity of the scheme using real-world numerical simulations with parameters obtained from recent experiments. In the second part (ch. 6) we investigate the same coupling mechanism between a transmon qubit and a mechanical resonator and demonstrate the possibility of reaching optomechanical couplings that are larger than the mechanical frequency, in the so-called ultra-strong-coupling regime, at single-photon levels. We further demonstrate numerically the ability to cool the resonator via the qubit and propose a protocol for preparing massive mechanical superpositions by controllably tuning the coupling strength.

3. Chapter 7 concerns the experimental realisation of a reservoir engineering scheme enabling quantum control in a thermally populated radio-frequency (170 MHz) resonator. This experiment was a result of a strong collaboration in the group led by my colleague M. F. Gely. The novelty of this work relies on the realisation of a strong dispersive coupling with a gigahertz superconducting qubit, despite the large frequency difference. The qubit, which was naturally cooled down by the dilution refrigerator hosting the device, was employed for readout and control of the low-frequency mode enabling the stabilisation of quantum states despite the strong presence of thermal effects.
The purpose of this chapter is to present the theoretical methodology used in this thesis for designing and analysing electrical quantum circuits, as well as modelling their dynamics. First, a method for constructing the Lagrangian and Hamiltonian of linear circuits is described together with a mode analysis. We will then depart from this classical description to impose quantisation of the electromagnetic degrees of freedom and analyse nonlinear Josephson circuits, focusing on transmon qubits. The chapter concludes with a brief description of the necessary tools to simulate the evolution of interacting quantum systems in the presence of dissipation.
2.1. Classical description: from Lagrangian to Hamiltonian

In this section we will describe the methodology used to find the Lagrangian and Hamiltonian of an electrical circuit in the classical case. All circuits considered in this thesis are in the lumped element limit, i.e. the corresponding wavelength of their resonant modes (1-10 cm) is 2-3 orders of magnitude larger than their overall dimension (~ 100 µm). We will first introduce the description of electromagnetic circuits in the node flux variable representation [72, 73]. This will allow us to define the circuit in terms of canonical conjugate variables, which is essential for finding its Hamiltonian and quantising it.

The Lagrangian of a system is a function of its generalised coordinates, their derivatives and time, and provides a compact description of the system dynamics [74]. It provides a powerful tool for exploiting the symmetries and conserved quantities of a system and its formulation, together with the further development of Hamiltonian mechanics, has revolutionised modern theoretical physics. Here, we will use it as a tool for analysing superconducting circuits at a classical level, finding their resonances, and deriving their underlying Hamiltonian with the purpose of reaching a quantum description. Note that a quantum description is also possible with the Lagrangian and the path integral formulation of quantum mechanics [75], however such methods are perhaps too sophisticated for the problems we are seeking to describe here.

2.1.1. Method of nodes

Electrical circuits consist of a network of “branches”, comprising elements such as capacitors and inductors, that are connected at “nodes”, as schematically depicted in Fig. 2.1. Knowledge of the branch variables, i.e. the currents flowing through and the voltages across its elements (or equivalently the corresponding charges and fluxes), is sufficient for constructing the capacitive and inductive energy of the circuit, \( E_{\text{cap}} \), \( E_{\text{ind}} \), and therefore the circuit Lagrangian [74],

\[
\mathcal{L} = E_{\text{cap}} - E_{\text{ind}}.
\]  

(2.1)

Branch variables are not necessarily independent with each other as they are related via Kirchhoff’s laws. Formulating the dynamics of the circuit in terms of independent canonical variables is, however, necessary for obtaining its Hamiltonian and eventually imposing canonical quantisation.

An alternative description, incorporating Kirchhoff’s laws while using independent
variables can be achieved with the *method of nodes*, described in detail in Ref. [73]. In short, one starts with the prerequisite that every node should be connected to another node by at least one capacitive element. For example, if a branch contains only inductive elements, an additional capacitor needs to be assigned in parallel (corresponding to the parasitic capacitance of the inductor, or the capacitance of a Josephson junction). One then proceeds with defining a common node as the “ground”, which acts as a reference for all the other node flux variables. This construction comprising a set of branches that are connected such that there is a unique path from each node to the ground (via at least one capacitor) to avoid forming loops, is called the spanning tree. It is equivalent to a coordinate transformation that relates the branch variables to independent node variables\(^1\). As an example, below we will follow this procedure to construct the Lagrangian for the simple case of the LC oscillator and the slightly more complex case involving coupled oscillators.

### 2.1.2. LC oscillator

![Figure 2.2: Circuit representation of the LC oscillator.](image)

The most fundamental electrical circuit is the LC oscillator, consisting of a capacitor \(C\) in parallel to an inductor \(L\) (Fig. 2.2). Using the node variable representation is trivial in this case because of the simplicity of the circuit. Its Lagrangian is given by

\[
\mathcal{L} = \frac{C\dot{\phi}^2}{2} - \frac{\phi^2}{2L},
\]

where the node flux variable \(\phi\) is defined from the node potential \(V\) as \(V(t) = \dot{\phi}\). The conjugate momentum, corresponding to the node charge, is then defined as \(q = \frac{\partial C}{\partial \phi} = C\dot{\phi}\).

The pair \(\phi, q\) is a set of canonical coordinates satisfying Poisson bracket relations \(\{\phi, q\} = 1\).

Following a Legendre transformation, we obtain the Hamiltonian

\[
\mathcal{H} = \dot{q}q - \mathcal{L} = \frac{q^2}{2C} + \frac{\phi^2}{2L}.
\]

and equations of motion

\[
\dot{\phi} = \frac{\partial \mathcal{H}}{\partial q}, \quad \dot{q} = -\frac{\partial \mathcal{H}}{\partial \phi}.
\]

\(^1\)Although here we focus on the node variable representation, one could equivalently formulate the Lagrangian and construct the Hamiltonian of the circuit using loop variables [76].
2.1.3. Coupled LC oscillators

Now we can explore the case of a more complicated circuit of coupled oscillators, shown in Fig. 2.3. The charging and inductive energies of the system are given by

\begin{align*}
E_{\text{charge}} &= \frac{C}{2} \dot{\phi}_1^2 + \frac{C}{2} \dot{\phi}_2^2 + \frac{C_c}{2} (\dot{\phi}_1 - \dot{\phi}_2)^2, \\
\text{(2.5)}
\end{align*}

and

\begin{align*}
E_{\text{ind}} &= -\frac{\phi_1^2}{2L_1} + \frac{\phi_2^2}{2L_2} + \frac{(\phi_1 - \phi_2)^2}{2L_c}, \\
\text{(2.6)}
\end{align*}

where the node flux \( \phi_i \) is related to the potential at node \( i \) according to \( \dot{\phi}_i = V_i(t) \), as we discussed earlier. The system Lagrangian, therefore, is

\begin{align*}
\mathcal{L} &= E_{\text{charge}} - E_{\text{ind}} = \frac{1}{2} \dot{\phi}^T [C] \dot{\phi} - \frac{1}{2} \dot{\phi}^T [L^{-1}] \dot{\phi}, \\
\text{(2.7)}
\end{align*}

where

\[
[C] = \begin{bmatrix}
C + C_c & -C_c \\
-C_c & C + C_c
\end{bmatrix},
\]

(2.8)
is the capacitance matrix, and

\[
[L^{-1}] = \begin{bmatrix}
1/L_1 + 1/L_c & -1/L_c \\
-1/L_c & 1/L_2 + 1/L_c
\end{bmatrix},
\]

(2.9)
is the inverse of the inductance matrix of the circuit, expressed in the node flux basis \( \phi^T = [\phi_1, \phi_2] \).

The conjugate momenta \( q_i = \frac{\partial \mathcal{L}}{\partial \dot{\phi}_i} \), describing the charges associated with each node, can be determined by inverting the capacitance matrix, since \( q = [C'] \dot{\phi} \). Therefore, the charging energy can also be expressed in terms of charge variables, as

\begin{align*}
E_{\text{charge}} &= \frac{1}{2} q^T C^{-1} q \\
&= \frac{1}{C(C + 2C_c)} \left[ \frac{(C + C_c)}{2} q_1^2 + \frac{(C + C_c)}{2} q_2^2 + C_c q_1 q_2 \right]. \\
\text{(2.10)}
\end{align*}
Performing a Legendre transformation leads to the circuit Hamiltonian
\[ H = \sum_i \dot{\phi}_i q_i - L = \frac{1}{2} q^T C^{-1} q + \frac{1}{2} \phi^T [L^{-1}] \phi. \] (2.11)

### 2.1.4. Normal-mode analysis

With the capacitance and inductance matrices at hand we can already find the independent normal modes of oscillation in the circuit. These can be determined by the eigenvalues of the matrix \([\Omega^2] = [C^{-1}][L^{-1}]\), or by solving the characteristic/secular equation
\[ [L^{-1}] - \Omega^2[C] = 0. \] (2.12)

It more informative, however, especially in the design process, to compute the corresponding eigenvectors in terms of the node variables as it can tell us where currents are flowing in the circuit when a certain mode is excited. The eigenvector corresponding to eigenfrequency \(\Omega\) can be determined by computing the nullspace of the matrix \([L^{-1}] - \Omega^2[C]\).

Following this procedure for the simple case of the circuit shown in Fig. 2.3, we find the following normal modes
\[ \psi_+ = a \phi_1 + b \phi_2, \]
\[ \psi_- = a \phi_1 - b \phi_2, \] (2.13)

where the coefficients \(a\) and \(b\) are equal for the case \(L_1 = L_2 = L\). This case corresponds to two resonantly coupled LC oscillators, via a coupling inductor in parallel to a capacitor. The coupling element acts like a band-stop filter when the frequency of the other two is tuned to the filter frequency \(\omega_1 = \omega_2 = 1/\sqrt{L_c C_c}\). At this point the coupling between the two oscillators are not coupled as a result of interference of currents flowing through the capacitor and the inductor. This concept of coupling is the topic of chapter 4, where a similar circuit is explored to couple two transmon qubits in the nonlinear case.

The normal-mode frequencies are
\[ \omega_+ = \sqrt{\frac{1}{LC}}, \]
\[ \omega_- = \sqrt{\frac{2L + L_c}{LL_c(C + 2C_c)}}. \] (2.14)

We plot the dependence of the normal-mode frequencies as a function of the coupling inductance \(L_c\) in Fig. 2.4(a). The two normal modes, corresponding to symmetric and antisymmetric combinations of the coupled oscillators (Eq. (2.13)), are schematically depicted in Figs. 2.4(b), (c). Note that the frequency of the symmetric mode \(\psi_+\) is independent of \(L_c\), as this mode does not involve currents flowing through the coupling elements. The normal-mode splitting, or equivalently the coupling between the two oscillators, is suppressed at the point where they are both on resonance with the coupling oscillator, i.e. at the “filter frequency” \(1/\sqrt{L_c C_c}\) (dashed curve in Fig. 2.4(a)).
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Figure 2.4: (a) Normal-mode frequencies of two resonantly coupled LC oscillators, as in Fig. 2.3, as a function of the coupling inductance $L_c$. The normal-mode splitting (blue and red curves) is suppressed at the point where the filter frequency of the coupler (dashed curve) is resonant with both oscillators. (b), (c) Corresponding normal modes of the circuit in the resonant case.

2.2. Canonical quantisation: from variables to quantum operators

The goal of this section is to present the procedure of canonical quantisation in the context of the circuits analysed in the previous section. Quantisation of the electromagnetic field imposes the following commutation relations

$$[\hat{\phi}_i, \hat{q}_j] = i\hbar\delta_{ij},$$

where $\hat{\phi}_i$, $\hat{q}_i$ are the corresponding quantum operators for flux and charge at node $i$ [73].

2.2.1. Quantum LC oscillator

The LC oscillator Hamiltonian in Eq. (2.3) can be described in terms of quantised excitations using the ladder operator method [77],

$$\hat{\phi} = \phi_{ZPF} (\hat{a} + \hat{a}^\dagger), \quad \hat{q} = q_{ZPF} i(\hat{a}^\dagger - \hat{a}),$$

(2.15)

where $\hat{a} (\hat{a}^\dagger)$ are ladder operators describing the annihilation (creation) of photons and satisfying bosonic commutation relations $[\hat{a}, \hat{a}^\dagger] = 1$. The zero-point fluctuations $\phi_{ZPF}$, $q_{ZPF}$, are a measure of the variance (or “quantum jitter” in Feynman’s words) of the observable flux or charge, when the system is in its lowest energy possible, i.e. its ground state. They are determined by the impedance $Z = \sqrt{L/C}$ of the corresponding mode

$$\phi_{ZPF} = \sqrt{\langle 0 | \hat{\phi}^2 | 0 \rangle} = \sqrt{\frac{\hbar Z}{2}},$$

(2.16)

$$q_{ZPF} = \sqrt{\langle 0 | \hat{q}^2 | 0 \rangle} = \sqrt{\frac{\hbar}{2Z}}.$$  

(2.17)

Promoting all canonical conjugate variables in Eq. (2.3) to quantum operators, using the above expressions, we find the Hamiltonian of the quantum harmonic oscillator (QHO)

$$\hat{H}_{QHO} = \hbar \omega (\hat{a}^\dagger \hat{a} + \frac{1}{2}),$$

(2.18)

where $\omega = 1/\sqrt{LC}$ is its fundamental frequency.
A comment on normal-mode vs bare-mode basis
For more complicated circuits, such as the system of LC oscillators we analysed in section 2.1.3, it is important to reflect upon what we want to get out of this procedure. For example, if we are interested in finding the steady state of the coupled system (corresponding to the modes observed in a typical spectroscopic measurement), it makes sense to express the Hamiltonian in the normal-mode basis \( q_±, ψ_± \),

\[
\hat{H}_{QHO} = \sum_{i=+,-} \left( \frac{k^2}{2C_i} + \frac{\psi^2}{2L_i} \right) = \sum_{i=+,-} \hbar \omega_i \left( \hat{a}_i^+ \hat{a}_i + \frac{1}{2} \right)
\]

where \( \omega_i \) are the corresponding normal-mode frequencies, found in Eq. (2.14).

However, sometimes we might be interested in modelling experiments involving quenches, e.g., exciting one oscillator much faster than the mutual coupling and observing how this excitation propagates in time in the system. In cases like that it is more convenient to express the system in the bare basis of the uncoupled system, or some basis corresponding to a mode we can individually address in the experiment. For the coupled system of Fig. 2.3, the bare modes can be calculated for \( C_c \to 0, L_c \to \infty \), such that \( ψ_+/- ≃ ϕ_{1/2} \). Provided there is no coupling between them, e.g., when they are sufficiently detuned, the bare modes could be individually addressed by local driving, which is typically realised via coplanar waveguides (CPW) capacitively connected to node 1 or 2 of the circuit\(^2\). We will treat the circuit in the bare basis in the next section, where we will study the nonlinear case.

2.2.2. Superconducting transmon qubits
In this section we will introduce superconducting transmon qubits, which constitute the main element studied in this thesis. Building on the formalism we developed in the previous section, we will discuss how these nonlinear circuits are constructed from the Hamiltonian point of view and analyse them in two different bases. We will then review the example of the coupled oscillators of the previous section in the case of transmon qubits and nonlinear coupling elements.

Transmon as a weakly anharmonic oscillator
The transmon qubit is obtained from an LC oscillator by replacing the linear inductor with a nonlinear one, which is typically realised with a Josephson junction. The type of Josephson junctions considered here, which will be more extensively reviewed in the next chapter, consist of two superconducting electrodes that are separated by an insulating barrier. The potential energy that is stored in this circuit is described by the Josephson energy, \( E_J \cos δ \), where \( δ = φ/φ_0 \) is the gauge-invariant phase difference across the junction and \( φ_0 = h/2e \) is the reduced flux quantum \([73]\). The equivalent inductance of the junction is given by \( L_J = φ_0^2 / E_J \).

\(^2\)More details on the experimental realisation of CPW drivelines are given in the next chapter.
Figure 2.5: LC oscillator (black) and transmon (blue) circuit and potential. The cosine potential of the transmon leads to a $2\pi$-periodic wavefunction in the flux coordinate $\phi$ (not shown). For large $E_J/E_C$ ratios it is well-approximated by a Duffing oscillator potential with a negative anharmonicity $\omega_{12} - \omega_{01} \simeq -E_C/h$.

Although a Josephson junction naturally forms a parallel LC circuit, albeit a non-linear one, the transmon qubit is realised by additionally shunting the junction with a large capacitance [44], which minimises its charging energy $E_C = e^2/2C$, such that $E_J \gg E_C$. The transmon Hamiltonian is given by

$$\hat{H}_T = 4E_C\hat{N}^2 - E_J \cos \hat{\delta},$$

where $\hat{\delta}$, $\hat{N}$ are quantum operators describing the phase difference and the discrete number of Cooper-pairs that participate in tunnelling across the junction, respectively. The nonlinear flux dependence of the Josephson inductance, in combination with the fact that quantum fluctuations become larger for higher excitations $\sqrt{\langle n|\hat{\phi}^2|n\rangle} = \phi_{ZPF}\sqrt{2n + 1}$, renders the system anharmonic with a negative anharmonicity $\omega_{12} - \omega_{01} \simeq -E_C/h$, as depicted schematically in Fig. 2.5.

In the transmon limit $E_J/E_C \geq 50$, the zero-point fluctuations in the phase difference are very small $\phi_{ZPF}/\phi_0 = (2E_C/E_J)^{1/4} \ll 1$ and a perturbative expansion of the cosine potential to fourth order is sufficient (see Fig. 2.6 for a comparison with the exact Hamiltonian in the charge basis). The Hamiltonian is therefore well-approximated by that of a Duffing oscillator

$$\hat{H}_T = 4E_C\hat{N}^2 + E_J \left(\frac{\hat{\delta}^2}{2} - \frac{\hat{\delta}^4}{24}\right).$$

The quantum operators in the harmonic oscillator basis are given by

$$\hat{N} = i \left(\frac{E_J}{32E_C}\right)^{1/4} (\hat{c}^\dagger - \hat{c}), \quad \hat{\delta} = \left(\frac{2E_C}{E_J}\right)^{1/4} (\hat{c} + \hat{c}^\dagger).$$

The opposite limit, which we discuss more in the next section, is associated with charge noise sensitivity issues and less coherent qubits.
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Replacing them in the equation above we have

\[ \hat{\mathcal{H}}_T = \hbar \omega \hat{c} \hat{c}^\dagger - \frac{E_C}{2} \hat{c} \hat{c}^\dagger \hat{c} \hat{c}, \]

where \( \omega = (\sqrt{8E_JE_C} - E_C) / \hbar \) is the 0–1 transition frequency of the transmon, and we have neglected fast-oscillating terms \( \hat{c}(\hat{c}^\dagger)^n \) \( (n \geq 2) \).

Charge basis representation and the Cooper-pair Box

An exact description of the transmon dynamics can be obtained in the eigenbasis of the Cooper-pair number operator, \( |N\rangle \). Unlike the total charge \( Q \) of the Cooper-pair condensate that is stored in the capacitance between the two superconducting islands, which can be treated as a continuous variable, the charge \( 2eN \) associated with the number of Cooper-pairs \( N \) tunnelling through the junction is a quantised integer number. This gives rise to the nonlinear current-phase relations discovered by Josephson [21, 73].

The Cooper-pair number operator in this basis is defined as

\[ \hat{N} = \sum_N N |N\rangle \langle N|, \]

where the sum is from \( -\infty \) to \( +\infty \), although practically a cutoff at \( \sim 20 \) charge states is sufficient to describe the first three energy levels. Using the commutation relation \( [\hat{\delta}, \hat{N}] = i \), we can also express the phase operator in the Cooper-pair basis as

\[ e^{-i\hat{\delta}} = \sum_N |N + 1\rangle \langle N|. \]

Noting that \( 2 \cos \hat{\delta} = e^{i\hat{\delta}} + e^{-i\hat{\delta}} \), the transmon Hamiltonian in Eq. (2.20) becomes

\[ \hat{\mathcal{H}}_T = 4E_C \sum_N N^2 |N\rangle \langle N| - \frac{E_J}{2} \sum_N (|N + 1\rangle \langle N| + |N\rangle \langle N + 1|) \].
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Figure 2.7: Wavefunctions of the first three energy levels in the Cooper-pair number space, obtained after diagonalising the Hamiltonian in Eq. (2.26) for different ratios of $E_J/E_C$ and including different charge offsets $\hat{N} \rightarrow (\hat{N} - n_g \hat{I})$ (calculated for $-10 \geq N \geq 10$). In the transmon regime the shape of the wavefunction remains consistent for different values of $n_g$ as shown in (a), (d) and (g). On the other hand the wavefunctions change dramatically as one enters the CPB regime.

In Fig. 2.6 we plot the first three transitions from the ground state, as obtained after diagonalising the transmon Hamiltonians in Eqs. (2.23) and (2.26). Note that the Duffing oscillator approximation (dashed curves) is in good agreement with the exact solution (solid curves) for large $E_J/E_C$ ratios and begins to visibly diverge below $E_J/E_C \sim 20$. As the charging energy becomes comparable to the Josephson energy of the circuit, one enters the Cooper-pair Box (CPB) regime, where the qubit becomes sensitive to charge offsets caused by the environment, leading to small dephasing times $[32, 78]$. Experimentally it is possible to control this degree of freedom by applying a gate voltage such that the qubit operates at its charge-insensitive (to first order) points, which leads to significantly improved coherence times $[34]$.

The improved version of the transmon qubit $[44, 79]$, based on earlier theoretical work by Likharev and Zorin $[80]$, cures the charge sensitivity issues by operating in the regime $E_J \gg E_C$ where the qubit states are immune to charge offsets over the whole range, therefore not requiring additional control circuitry. This regime is achieved by shunting the junction with a larger capacitance and forming a bigger Cooper-pair Box, perhaps better nicknamed as “Cooper-pair Crate”$^4$. The suppression of the charge

$^4$This more representative name was initially proposed by Prof. Jens Koch – private discussion at the workshop “Quantum simulations and many-body physics with light” (Chania, Crete, June 2016).
noise sensitivity decreases exponentially with the ratio $E_J/E_C$, at the cost of a reduced anharmonicity (which however decreases only algebraically with this ratio), making the transmon a weakly-anharmonic qutrit that is well-approximated by the Duffing oscillator Hamiltonian in Eq. (2.23).

For a comparison of the two regimes, in Fig. 2.7 we plot the modulus squared of the first three eigenvectors of the charge qubit Hamiltonian (2.26) for different $E_J/E_C$ ratios and charge offsets. The latter are included as an offset in the number operator, $\hat{N} \rightarrow (\hat{N} - n_g \hat{L})$, where $n_g$ is a continuous variable. Note that as one goes deeper into the transmon regime, the ground and excited states are described by larger superpositions of Cooper-pair number states, making the shape of the wavefunctions unaffected by the existence of charge offsets. On the other hand, in the CPB limit ($E_C \geq E_J$) the states change dramatically as $n_g$ is varied.

### 2.2.3. Nonlinearly coupled transmon qubits

In this section we will conclude the circuit quantisation analysis with the nonlinear version of the example of coupled oscillators system, studied in section 2.1.3, in the transmon limit (Fig. 2.8). This circuit has been proposed in Refs. [59, 61] for implementing tunable couplings between transmon qubits, as a building block for exploring experimentally complex problems by means of analog quantum simulations. An experimental realisation of a slightly more complicated version of this circuit is explored in chapter 4. Here we will review this circuit with the purpose of demonstrating how to apply the quantum analysis toolbox described in the previous sections in more complicated circuits.

![Figure 2.8: Coupled transmon qubits via a nonlinear transmon-like coupler.](image)

The Hamiltonian of the coupled system is given by

$$\hat{H} = \sum_{i=1}^{2} \hat{H}_T^{(i)} + \hat{H}_{\text{int}},$$

(2.27)

where $\hat{H}_T^{(i)}$ describe the bare Hamiltonian of each transmon and

$$\hat{H}_{\text{int}} = \frac{4e^2C_c}{C(C + 2C_c)} \hat{N}_1 \hat{N}_2 - E_f^2 \cos \left( \frac{\phi_1 - \phi_2}{\phi_0} \right),$$

(2.28)

is the interaction Hamiltonian.
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Expanding the inductive energy to $\mathcal{O}[\phi^4]$ and expressing the quantum operators describing charge and flux in the QHO basis (Eqs. (2.22)), the interaction Hamiltonian in the resonant case is

$$\hat{H}_{\text{int}} \simeq J(\hat{c}_1^\dagger \hat{c}_2 + \hat{c}_1 \hat{c}_2^\dagger) - V\hat{c}_1^\dagger \hat{c}_1 \hat{c}_2^\dagger \hat{c}_2,$$  

(2.29)

where

$$J = \frac{\omega}{2} \left( \frac{E_j^2}{E_j} - \frac{C_c}{C} \right) - 2E_c \frac{E_j^2}{E_j}, \quad V = 2E_c \frac{E_j^2}{E_j},$$

(2.30)

are the coupling strengths describing hopping and cross-Kerr interactions, respectively. Note that we have neglected interaction terms involving more than one qubit excitations, e.g. correlated hopping $\hat{c}_i^\dagger \hat{c}_i^\dagger \hat{c}_j \hat{c}_j$ or two-photon hopping $\hat{c}_i^\dagger \hat{c}_i^\dagger \hat{c}_j \hat{c}_j$, as well as fast-oscillating counter-rotating terms $[(\hat{c}_i \hat{c}_j)^{(\tau)}]^n$ (assuming $J \ll \omega$).

In the charge basis, the interaction Hamiltonian is

$$\hat{H}_{\text{int}} = \frac{4e^2C_c}{C(C + 2C_c)} \sum_{N_1} \sum_{N_2} \langle N_1|N_1\rangle\langle N_1|N_2\rangle\langle N_2|$$

$$- \frac{E_c}{2} \sum_{N_1} \sum_{N_2} \left(|N_1 + 1\rangle\langle N_1|N_2\rangle\langle N_2 + 1| + |N_2 + 1\rangle\langle N_2|N_1\rangle\langle N_1 + 1| \right),$$

(2.31)

which can be readily diagonalised without any approximations. Working in this basis has the advantage of providing an exact description of the system, however, it becomes less favourable for larger circuits due to the large Hilbert space required (typically at least $-7 \leq N_i \leq +7$ up to the first 2-3 levels). Another disadvantage of working in this basis is that it becomes difficult to express and classify the different interaction terms in the circuit. For example, the existence of hopping and cross-Kerr coupling terms between the qubits is not directly evident from Eq. (2.31). Moreover, modelling time-domain experiments of open quantum systems is typically done in terms of the density matrix formalism [81, 82], for which ladder operators provide a more suitable basis to describe the interaction with the environment as we will see in the next section.

2.3. Modelling open quantum systems in time-domain

There exist a variety of computational techniques for describing the evolution of interacting open quantum systems. Such techniques provide a very important toolbox for understanding the observed dynamics in well-controlled time-domain experiments, as well as designing experiments in the context of quantum computing and quantum simulation, which involve the application of quantum gates and dissipation to the environment. Throughout this thesis, we will employ such techniques for modelling the quantum behaviour of superconducting circuits with the purpose of fitting time-domain measurements or benchmarking the validity of proposed experiments.

We utilise the simulation software toolbox provided by QuTiP [83], which describes the evolution of quantum systems under the framework of the Lindblad master equation

$$\dot{\rho} = \frac{i}{\hbar}[\rho, \hat{H}] + \sum_{i=1}^N \gamma_i^\dagger (n_{\text{th}} + 1) \mathcal{L}[\hat{c}_i] \rho + \gamma_i \mathcal{L}[\hat{c}_i^\dagger] \rho + \gamma_i^\dagger n_{\text{th}} \mathcal{L}[\hat{c}_i] \rho,$$

(2.32)
where $\rho$ is the density matrix of the full quantum system. The trace-preserving Lindblad superoperators

$$\mathcal{L}[\hat{o}]\rho = (2\hat{o}\rho\hat{o}^\dagger - \hat{o}^\dagger\hat{o}\rho - \rho\hat{o}^\dagger\hat{o})/2,$$

describe the interaction of each circuit mode $i$ with the environment, which is assumed to be a bath containing an infinite number of degrees of freedom [84]. Superconducting qubits typically operate at frequencies 4-8 GHz and are cooled down to their groundstate using dilution refrigerators operating at milikelvin temperatures, such that thermal excitations are vanishingly small $n_{th} = 1/[e^{\hbar\omega/k_B T} - 1] \lesssim 10^{-10}$. Under these conditions, dissipative processes manifest mainly as decay of excitations and phase information losses of superposition states, which are described by the first two Lindblad operators in Eq. (2.32) and quantified by the relaxation and dephasing rates, $\gamma_i^r, \gamma_i^\phi$. In practical implementations, however, residual excitations of $1-10\%$ are typically reported due to imperfect thermalisation and nonequilibrium quasiparticle excitations [85, 86]. Additionally, thermal effects due to the environment become significant when lower frequency modes ($\lesssim 1$ GHz) are considered. An additional Lindblad operator (last term in Eq. (2.32)) is therefore required to describe the thermal population due to the environment, which also causes an enhancement of the relaxation rate by $(n_{th} + 1)$. 
There is not a law under which any part of the universe is governed which does not come into play, and is touched upon in the chemistry of a candle.

Michael Faraday, “The Chemical History of a Candle”

The previous chapter was concerned with the theoretical description of superconducting circuits and the method of circuit quantisation. The goal of this chapter is to give an overview of the design and fabrication process that is necessary for an experimental realisation of these circuits, focusing mainly on transmon-based devices.
3.1. Readout and control of transmon qubits
In this section we will review the main aspects of control and readout of transmon qubits. We will start with a brief introduction of the necessary control lines for tuning the qubit frequency and for local driving. We will then discuss the most important design considerations for achieving optimal readout conditions.

3.1.1. Frequency tuning and driving

The dc-SQUID
An important element of control in superconducting circuits is the ability to tune the qubit/resonator frequencies as well as their couplings. As we discussed in the previous chapter, transmon qubits are realised using a capacitor in parallel to a Josephson junction, which introduces the required nonlinearity while being nondissipative. Tuning the qubit frequency \( \omega \approx \sqrt{8E_J E_C / \sim} \) would require changing either its charging energy (hence the capacitance) or the Josephson energy (hence the inductance). Although a tuneable capacitance could be realised, for example using a vacuum-gap capacitor \([87]\) with an additional voltage bias, typically qubit frequencies are tuned by changing the Josephson inductance. This is typically done by employing a dc superconducting quantum interference device (dc-SQUID), which consists of a superconducting loop that is interrupted by two Josephson junctions \([88]\). Applying a flux, \( \Phi_b \), through the loop changes the Josephson energy amplitude of the transmon as \([44]\)

\[
E_J = E_{1,2} \cos(\pi \Phi_b / \Phi_0) \sqrt{1 + a_J^2 \tan^2(\pi \Phi_b / \Phi_0)},
\]

where \( \Phi_0 = h/2e \) is the magnetic flux quantum, \( E_{1,2} = (E_{1,1} + E_{1,2}) \) is the sum of the two junction Josephson energies, and \( a_J = |E_{1,1} - E_{1,2}|/(E_{1,1} + E_{1,2}) \) is the asymmetry of the SQUID.

When the junctions are identical the Josephson energy can be tuned down to zero, at half-integer flux quanta, forcing the qubit into the Cooper-pair box (CPB) regime, \( E_J \ll E_C \). In Fig. 3.1(a) we plot the flux dependence of the first three consecutive transitions after diagonalising the transmon Hamiltonian in the charge basis (Eq. (2.26)), for typical parameters \( E_C / h = 300 \) MHz, \( E_{1,2} / h = 20 \) GHz and a symmetric SQUID \( (a_J = 0) \). Note that the approximation \( \omega_{01} = (\sqrt{8E_J E_C} - E_C) / h \) for the qubit frequency fails as we approach the CPB regime, which happens at \( \Phi_b / \Phi_0 = 0.4 \) for the parameters considered above. The optimal working point (dubbed as the sweetspot) is nevertheless at \( \Phi_b = 0 \), where the qubit is, to first order, insensitive to flux noise.

For comparison, in Fig. 3.1(b) we plot the flux dependence of the same transitions for an asymmetric SQUID \( (a_J = 0.5) \). One of the main advantages of using asymmetric junctions is the occurrence of a second flux insensitive point at \( \Phi_b / \Phi_0 = 0.5 \), which can be used when one wants to have two optimal working points in an experiment, e.g. one for interacting with one qubit and another for readout or driving. Other reasons for choosing asymmetric SQUIDs could be to avoid unwanted crossing with other qubits or circuit modes, or as a means to decrease flux noise overall for \( a_J \to 1 \) (although at the cost of limited tuneability) \([89]\).

Tuning the SQUID requires the application of an out-of-plane magnetic field. This can be done with an external magnet, e.g. using a coil that is outside of the chip, as in...
the experiment discussed in chapter 7. However, this method is not very useful when operating multiple qubits on the same chip (as in chapter 4). In this case, where local flux control is desirable, one typically employs on-chip flux-lines, which can be realised with superconducting transmission lines that pass by close proximity to the transmon SQUID and are shorted to ground. Sending a current through the flux-line induces a pick-up flux on the loop which results in tuning of the Josephson energy amplitude and therefore the qubit frequency (see Fig. 3.2).

### 3.1.2. Readout via coplanar waveguide resonators

The input and output lines that are used for control and readout of the qubits are realised with coplanar waveguides (CPW) which are fabricated on the same chip. These are two-dimensional realisations of coaxial lines made out of superconducting material that consist of a long centre-pin that is shielded with a coaxial capacitance to ground. They can be used as transmission lines carrying the microwave (or DC) signals in and out of the device. CPWs can also function as superconducting resonators when boundary conditions are imposed [90, 91]. For example, if both ends of the centre-pin are capacitively connected to ground, a standing wave is formed with maximum voltage (zero current) at the two ends, realising a half-wave ($\lambda/2$) resonator. Alternatively, when one of the two ends is shorted to ground a quarter-wave ($\lambda/4$) resonator is formed. From a circuit point of view, these resonators can be described as the continuum limit of an infinite chain of LC oscillators (Fig. 3.3) [90, 92]. Their characteristic impedance $Z_0 = \sqrt{(L_k + L_g)/C_g}$ is determined by the geometric and kinetic inductance $L_k$, $L_g$ and capacitance $C_g$ per unit length. Typically, the lateral dimensions (widths of the centre-pin and gap to ground) are optimised for a 50 Ohm impedance in order to match to the characteristic impedance of the cables in the measurement setup.
Figure 3.2: Optical microscope image of a superconducting transmon qubit and its control and readout circuitry. The transmon is measured via a dispersively coupled CPW resonator which is readout via a feed-line. A capacitively coupled drive-line is used to address its dipole moment, providing additional microwave (transversal) control. Flux-lines are realised using CPWs that are shorted to ground next to the SQUID (see inset), such that an applied DC current results in an out-of-plane flux through the loop changing its Josephson energy amplitude. Their geometry is also optimised for carrying microwave signals, e.g. for frequency modulation of the qubit.

CPW resonators offer many advantages, compared to lumped element realisations, due to their geometry which enhances the connectivity of distant circuit elements without compromising the simplicity in design and ease of fabrication. Following a stream of advances in nano-fabrication over the past decade, CPW resonators with very high-quality factors can be produced [93, 94], enabling the storage of fragile quantum states for more than a million oscillation cycles before decaying to the ground state. They can be easily coupled to transmon qubits (typically capacitively) realising an interesting platform for studying atom-light interaction at the quantum level. This field, called circuit quantum electrodynamics (QED) [41], is the solid-state analog of cavity QED using microwave photons instead of lasers and optical cavities. Transmon qubits, playing the role of artificial atoms, can be engineered to have very large dipole moments compared to those found in nature, e.g. Rydberg atoms, which, in combination with the strong nonlinearities provided by the Josephson junctions, lead to very strong coupling strengths. This is advantageous both from an engineering perspective, as quantum operations become faster, as well as for fundamental studies of light-matter interaction [95]. Transmission line resonators can also be used as “quantum buses” connecting distant qubits on the same chip and enabling high-fidelity two-qubit gates [96]. Another application of CPW resonators in circuit QED, as we will see below, is in performing
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qubit readout.

Dispersive readout

Determining the frequency of a mode can be done spectroscopically, by measuring the reflection of microwave signals impinging on the circuit, e.g. via an on-chip transmission line coupled capacitively to one of the superconducting islands (see drive-line in Fig. 3.2). A resonant microwave tone through the drive-line addresses its electric dipole moment, realising a transversal gate that leads to cyclic rotations from the ground to the first excited state. By sweeping the frequency of this tone and reading out the reflection of the signal with a spectrum analyser, the characteristic resonance and phase shift at the corresponding normal-mode frequency is observed in the steady state. Despite the simplicity of this direct readout method, it is not suited for more sophisticated schemes such as quantum-nondemolition (QND) measurements [97].

An alternative and more commonly utilised method for qubit readout in superconducting circuits, which is indirect and suitable for QND measurements, relies on measuring the microwave response of a resonator that is coupled to the qubit off-resonantly [41, 98]. Typically, one of the superconducting transmon islands is coupled capacitively to the open end (voltage antinode) of the CPW resonator, where voltage fluctuations are stronger, as schematically depicted in Fig. 3.3. This results in a dipole-dipole interaction, described by the Jaynes-Cummings model $\hbar g (\hat{c}^\dagger \hat{a} + \hat{a}^\dagger \hat{c})$ [99], where $\hat{a}^{(\dagger)}$, $\hat{c}^{(\dagger)}$ describe the annihilation (creation) of photons and qubit excitations, respectively. When the qubit is sufficiently detuned from the resonator ($\Delta_{qr} = \omega_r - \omega_q \gg g$) the interaction is effectively described by the following “dispersive” Hamiltonian

$$H = \hbar \omega_q \hat{c}^\dagger \hat{c} - \frac{\hbar E_C}{2\hbar} \hat{c}^\dagger \hat{c} \hat{c}^\dagger \hat{c} + \hbar \omega_f \hat{a}^\dagger \hat{a} + \hbar \chi \hat{c}^\dagger \hat{c} \hat{a}^\dagger \hat{a}. \quad (3.2)$$

The dispersive coupling strength $\chi$ is approximately given by [44]

$$\chi = \frac{g^2 \alpha}{\Delta_{qr}(\Delta_{qr} + \alpha)}, \quad (3.3)$$

Figure 3.3: Minimal circuit QED setup consisting of a CPW resonator coupled to a transmon qubit via dipole-dipole interaction, that is maximised at the voltage antinodes of the transmission line. Figure adapted from Ref. [41]
where $\alpha \sim -E_C/\hbar$ is the transmon anharmonicity.

This coupling, also referred to as "longitudinal" or "cross-Kerr" coupling, is particularly interesting as it can result in entanglement between the qubit and the resonator without excitation exchange. The dispersive interaction results in a resonator frequency shift $(\omega_r + \chi)$ when the qubit is excited, which can be used to measure the qubit via the resonator [98]. The main advantage of this readout scheme is the fact that it can also be used for quantum nondemolition (QND) measurement of the qubit state in time-domain experiments [100]. Alternatively, one can also use the qubit as a photon meter of the resonator state [101, 102]. The CPW resonator can be measured by coupling it to a feed-line (for example capacitively as shown in Fig. 3.2) and measuring the transmission (or reflection) of a continuous wave (CW) microwave signal. The qubit can be detected by probing at the resonator frequency while scanning with another tone around the qubit frequency until a resonator shift in phase or amplitude is observed. The main design considerations for optimising the readout signal in such measurements are discussed below.

**Design considerations**

From a design perspective we have control over the coupling of the qubit to the readout resonator, $g$, their detuning $\Delta_{qr}$ (therefore also $\chi$), as well as the external decay rate of the resonator due to its coupling to the feed-line. We can therefore optimise the readout conditions by appropriately choosing these parameters.

One important factor to consider is the enhancement of the qubit relaxation rate due to the presence of the resonator, known as the Purcell effect, which is given by $\kappa (g/\Delta_{qr})^2$ [103]. With relaxation times of state-of-the-art transmons approaching hundreds of microseconds this factor needs to be taken into account when designing to ensure it does not limit the qubit lifetime. Another consideration has to do with the validity of the dispersive Hamiltonian at high photon numbers in the resonator. As pointed out in Ref. [104], when the critical photon number $n_{\text{crit}} = \Delta_{qr}^2/(2g)^2$ is exceeded, the dispersive approximation (Eq. (3.2)) to the Jaynes-Cummings Hamiltonian breaks down and higher-order nonlinear terms need to be considered. Additionally, when $g \gg \kappa$, one needs to take into account the critical photon number, $n_\kappa = \kappa \Delta_{qr}/\chi^2$, above which the resonator becomes nonlinear due to higher-order dispersive shift contributions.

The signal-to-noise ratio (SNR) is a useful quantity to optimise for time-domain readout and is determined by the ratio of the measurement rate to the decay rate. When the probe frequency is resonant with the resonator, it is given by [105]

$$\text{SNR} = \frac{\kappa}{\gamma} \frac{n\chi^2}{(\kappa/2)^2 + \chi^2}$$

(3.4)

where $\gamma$, $\kappa$ are the qubit and resonator decay rates, $n$ the measurement photon number and $\eta = h\omega_r/k_B T_N$ the measurement efficiency (where $T_N$ is the noise temperature of the amplifier). The SNR is therefore maximised at $\kappa = 2\gamma$, which determines our choice of $g$ for a given detuning and anharmonicity. A thorough investigation of the SNR and

---

1Note that this is the equivalent of the pioneering schemes developed in cavity QED experiments, where monitoring the phase shift of a beam of atoms sent through the cavity enables a non-demolition measurement of the photonic state [30, 97].
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Figure 3.4: Theoretical modeling of the readout fidelity of a transmon as a function of time. The red and blue curves correspond to a measurement efficiency of 0.006 (assuming an amplifier noise temperature of 10 K) and 0.5 (assuming a quantum-limited parametric amplifier such as a JPA), respectively. The solid (dashed) curves are calculated assuming $T_1 = 10\mu s$ ($1\mu s$) for the qubit. Simulation parameters: $\omega_r = 7.5$ GHz, $\omega_q = 6.6$ GHz, $g = 40$ MHz, $\chi = 0.6$ MHz, $\kappa = 2\chi$, $\bar{n} = n_{\text{crit}}/2$.

Measurement fidelity can be found in Ref. [105]. A simple model for the time evolution of the measurement fidelity is derived in Ref. [106] and is given by

$$F(t) = e^{-\frac{t}{T_1}} \text{erf} \left( \sqrt{\frac{t \text{SNR}}{2T_1}} \right),$$

where $T_1$ is the qubit lifetime, and $\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x dt e^{-t^2}$ is the error function. In Fig. 3.4 we plot $F(t)$ assuming an amplifier with a noise temperature of 10 K ($\eta = 0.006$) and an ideal quantum-limited Josephson parametric amplifier ($\eta = 0.5$), for two different qubit relaxation times.

Coupling to the feed-line
The coupling to the feed-line determines the external decay rate of the resonator $\kappa_c$. For capacitive coupling and measurement in transmission as in Fig. 3.2, the external quality factor can be determined from the transmission amplitude $|S_{21}|$, as [107]

$$Q_c = \frac{\omega}{\kappa_c} = \frac{\pi}{2|S_{21}|^2}.$$  \hspace{1cm} (3.6)

The external quality factor $Q_c$ is typically designed to be much smaller than the internal one ($Q_i \sim 10^5 - 10^6$) such that the total quality factor $Q = \frac{Q_i}{Q_i+Q_c} \approx Q_c$ (around $10^4$). Using the EM simulation software Sonnet [108] we calculate $Q_c$ for different values of the resonator-feed-line coupler length, with a fixed gap between the central conductors. In Fig. 3.5 we plot $Q_c$ as a function of coupler length for a resonator at 7.7 GHz and a gap of 12 $\mu$m ($2 \times 5$ $\mu$m dielectric gap plus 2 $\mu$m of ground in between), assuming a $\lambda/2$ and a $\lambda/4$ resonator.
Coupling to the qubit

Above we discussed the design process for the decay rate of the readout resonator. The capacitive coupling between the qubit and the resonator results in a dipole-dipole coupling strength determined by

$$g = \frac{C_c}{C_s^2} \frac{1}{2\sqrt{Z_r Z_q}},$$

(3.7)

where $Z_{q,r} = \sqrt{L_{q,r}/C_{q,r}}$ are the qubit and resonator impedances, $C_c$ is the coupling capacitor, and $C_s^2 = C_c^2 C_q + C_c C_r + C_q C_r$. The capacitance matrix of the coupled circuit is estimated via finite element electrostatic simulations using the Ansoft Maxwell software [109]. A design example is shown in Fig. 3.6. The software calculates the field distributions after imposing different charge excitations on each metallic island. This allows determining the capacitance matrix of the system introduced in section 2.1.3. The desired coupling capacitor $C_c$ is determined for different gap sizes as well as coupler lengths between the central conductor of the CPW and the superconducting island of the transmon.

3.1.3. Qubit driving

Transversal control of the qubit (CW or pulsed) is performed using direct drive-lines that address the dipole moment of the transmon via capacitive coupling to one of the superconducting islands. Although the qubit can also be addressed via the readout resonators, using local drive-lines results in cleaner signal (in CW readout) and improved selectivity, i.e. less cross-talk, when multiple qubits are measured via the same feed-line. It comes at the cost of extra microwave lines on the chip, which inevitably becomes a
3.2. Coupling transmon qubits

In the previous section we covered the main aspects of readout and control of transmon qubits. Here, we will review the main tools that were used in this work for designing the couplings between qubits. We have already discussed this at a theoretical level in chapter 2, where we analysed the case of coupled oscillators and transmon qubits via capacitors and linear/nonlinear inductors. The focus in this section is more experimentally-oriented towards a practical implementation of two coupled qubits.

The simplest way to couple two transmons is via a commonly shared capacitance between their superconducting islands. A possible configuration, designed with Maxwell, is shown in Fig. 3.6. The desired capacitor can be obtained from the calculation of the capacitance matrix of the system (same procedure as described earlier for coupling to the qubit readout resonator). The design is optimised by iterating over the length and gap of the coupling capacitor and the results are typically accurate within a few fF (the level of accuracy depends a lot on choosing the right mesh). Designing the inductance of the Josephson junctions with similar finite element simulations is a seemingly worthless task due to fabrication-imposed limitations. The approach for designing these structures is currently limited to iterating between fabrication and measurement, as we will see in the next section.

An additional tool for determining the right coupling design is provided by circuit simulators. Although a theoretical description at the level of circuit quantisation is always more accurate, it can be a lengthy procedure requiring systematic analysis that can come at the cost of intuitive thinking and creativity. At the same time, as circuit complexity problem with increasing number of qubits. 3D integration of superconducting circuits, however, promises to solve this issue [110, 111].
Figure 3.7: QUCS simulation of the system of two resonantly coupled LC oscillators (Fig. 2.3), with the addition of two capacitances to ground that introduce two additional nodes in the circuit. The microwave response of the system in reflection ($S_{11}$) is plotted versus $L_c \rightarrow L_{c,min}/\cos(\pi \Phi/\Phi_0)$ as we vary $\Phi$ from 0 to $\Phi_0$. Note the appearance of a third mode, with maximum frequency around 3 GHz, as a result of adding the capacitances to ground $C_{1g}, C_{2g}$.

increases an analytical treatment can become extremely difficult. On the other hand, there exist software for modelling the microwave response and noise behaviour of classical circuits. One such example is QUCS, which is an open-source integrated circuit simulator including a graphical user interface [112]. An invaluable feature of this type of software is the ability to also test the microwave response of the designed circuit, close to the experimental conditions. For example, in Fig. 3.7 we explore a similar circuit to that of the coupled oscillators system studied in section 2.1.3, with the addition of resistors and microwave sources for readout. As in Fig. 2.3, we want to study the behaviour of the normal-mode frequencies as the coupling inductance is changed, however there are two main differences. Firstly, we use the linear analog of a SQUID inductance, i.e. we vary the flux $\Phi$ and the inductance changes as $L_c \rightarrow L_{c,min}/\cos(\pi \Phi/\Phi_0)$ (using $L_{c,min} = 28$ nH). Most importantly, however, the circuit features two more nodes at the point where the capacitances to ground $C_{1g}, C_{2g}$ are connected. Interestingly this addition gives rise to a third mode ($f_{\text{max}} \simeq 3$ GHz) in addition to the expected normal modes at 6-7 GHz. Despite lacking the option to add nonlinear inductors and the possibility of performing a quantum circuit analysis, such tools can be very useful in designing more complex circuits, for example, in predicting and anticipating unwanted modes. Recently an open-source Python library has been developed in our group, that allows the analysis of weakly nonlinear quantum circuits in terms of their normal modes while additionally treating dissipative elements [113].

3.3. Chip fabrication

In this section we will go through the basic fabrication steps that are required in order to realise the devices that were measured in this thesis.

3.3.1. Base layer: Defining the capacitance network

We will first discuss how the capacitive energy part of a circuit is physically realised. We use thin NbTiN superconducting films (maximum thickness of 200 nm) which are
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Figure 3.8: (a) Optical microscope image of a base layer pattern after exposure with the e-beam and development (ARP7700 resist on top of NbTiN). (b) Same picture taken after etching through the NbTiN (yellow) in the exposed parts (light blue corresponds to silicon) followed by cleaning of the leftover resist with PRS.

sputtered on top of a high-resistivity silicon substrate around 500 \( \mu m \) thick. Intrinsic loss in these circuits are, to a large extent, due to two-level systems in the dielectric-metal interface. For this reason it is important to clean the surface of the substrate as much as possible before metal deposition, which is typically done by dipping it into hydrofluoric acid (HF) to remove the silicon oxides and hexamethyldisilazane (HMDS) treatment to render the surface hydrophobic just before sputtering [94, 114].

Defining the capacitance network of the device including CPW features, relies on etching away some parts of the superconducting film. We do this by spinning a resist layer and then writing using e-beam lithography where we want the metal to stay (for negative resists) or be removed (for positive resists). After baking and developing to remove the solvent (e.g. using MF321 for ARN7700 resist), we have created a mask on top of the metal (see Fig. 3.8). The uncovered NbTiN surface is etched away using Reactive Ion Etching with SF6 and O2 gas. The etch is carefully stopped as soon it arrives at the silicon surface by means of a laser endpoint detection, in order to avoid excessive substrate roughing and over-etching (which can make junction fabrication impossible) or under-etching. The remaining resist is then cleaned using hot PRS and we are left with the base layer of the device.

3.3.2. Josephson junctions

Josephson junctions, realising the nonlinear inductors of our qubits and couplers, consist of two superconducting layers separated by an insulator (SIS junctions). We fabricate them using the Dolan bridge technique [115], i.e. double-angle shadow evaporation of Aluminium (Al) with an oxidation step in between that forms the insulating layer of AlO\(_x\). At first we spin a Polymethylglutarimide (PMGI) resist layer (~570 nm) followed by a Polymethylmethacrylate (PMMA) layer (~170 nm) and use e-beam lithography to define the pattern shown in Fig. 3.9(a), on top of the NbTiN pads base layer. Developing with MIBK:IPA 1:3 for 1 minute and MF321 for 12 seconds, results in two open pads separated by a bridge of resist. After that we clean the organic residues with oxygen plasma and remove any oxides with HF dip. This step is necessary in order to ensure a good contact at the Al to NbTiN interface. The evaporation consists of three main
Figure 3.9: (a) Scanning electron microscope (SEM) image of an Al/AlOx/Al Josephson junction fabricated on top of NbTiN pads on top of Si. The mask that is used is schematically depicted in the inset. (b), (c) Zoomed-in pictures taken from an angle almost parallel to the chip showing a more detailed view of the junction.

stages: evaporation of 30 nm of Al under an angle (here $\sim 11$ degrees), a controllable oxidisation step ($\sim 1$ mbar for 8 min.) to form a thin layer of AlOx (time and pressure determine the thickness of the insulator) and a second evaporation of 50 nm of Al from the acute angle (169 degrees). The resulting junction after lifting-off the resist with Al on top (using NMP) is shown in Fig. 3.9.

The inductance of Josephson junctions, however, cannot be easily predicted and their fabrication comes with a lot of uncertainty due to their delicate nanometer-sized structure and the fact that small drifts in the machine settings over time can lead to big changes on the obtained junction inductances. Therefore, just before fabricating them in our devices, we prepare and measure several test junctions at room temperature with varying overlapping areas. We measure their normal state resistance at room temperature, $R_N$, from which we estimate the expected Josephson energy amplitude via the Ambegaokar-Baratoff formula [116]

$$E_J = \frac{h\Delta}{8e^2R_N},$$  (3.8)
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3.3.3. Air-bridge crossovers

Last but not least, we fabricate air-bridges which are superconducting crossovers above CPWs, as shown in Fig. 3.11. When part of the ground plane is disconnected from the rest, e.g. due to an area being surrounded by CPWs, it can lead to the formation of slot modes that can couple to the qubit or resonator and could result in losses. Connecting all ground plane parts across the chip is therefore necessary to avoid this.

We follow a recipe similar to the ones used in Refs. [102, 117]. At first we spin a thick layer of PMGI and, following a baking step, we pattern with the e-beam two rectangular pads parallel to the CPW where we want to place the air-bridge, depicted with red colour in the inset of Fig. 3.11(a). After developing with a mixture of AZ400K and water, the resist on the pads is gone. We then bake for 5 minutes at 200-220°C, which results into a re-flow of the rectangular PMGI across the CPW into a more rounded structure. Finally, we spin and bake a bilayer of PMMA/MMA, and write a rectangular pattern (blue rectangle in the inset of Fig. 3.11(a)), which, after development with MIBK:IPA, opens a window across the CPW on top of the re-flown PMGI structure.
Finally, we remove organic residues and oxides using oxygen plasma cleaning and HF, and subsequently evaporate 400-500 nm of Al. The resulting structures are shown in Figs. 3.11(a)-(c).

3.3.4. Integration with printed circuit board
After the chip fabrication, we integrate the chips into a printed circuit board (PCB) that is used to connect the input/output lines to the cabling of the measurement setup. This is achieved with Rosenberg SMP connectors which are soldered into the PCB using silver paste and applying local heating with a heat gun. The “octobox” design is used, shown in Fig. 3.12 and described in Ref. [105]. Its Copper-made surface is first scratched using fiberglass scratch brush to remove surface oxides and facilitate wirebonding, and then cleaned with Acetone and IPA. The chip is placed in the centre of the PCB after applying vacuum grease and baking at 50°C to ensure uniformity. We connect the CPW features as well as the ground planes of the PCB to the chip using Al wirebonds, visible in the inset of Fig. 3.12.

The PCB can then be mounted directly to the mixing chamber of a dilution fridge, however, typically an additional sample holder with appropriate shielding is used, for
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Figure 3.12: Chip mounted on the centre of a printed circuit board. The PCB lines are connected to the CPW launchers on the chip using Al wirebonds, which are also used to connect the ground planes together (see inset).

example as described in chapter 4. Shielding against magnetic fields (mainly produced by components inside the fridge) is important for eliminating flux noise effects on the qubits as well as the SQUID-based couplers. Additionally, radiation shielding is used for increasing the qubit performance. Typically, a Copper lid is screwed on top of the PCB in order to shape the electromagnetic environment of the device and ensure that any unwanted modes cannot couple to the circuit. The measurement setup including cabling and filtering for each experiment will be discussed in the corresponding chapter.
Engineering tuneable qubit-qubit couplings

A map of the world that does not include Utopia is not worth even glancing at, for it leaves out the one country at which Humanity is always landing. And when Humanity lands there, it looks out, and, seeing a better country, sets sail. Progress is the realisation of Utopias.

Oscar Wilde, “The Soul of Man under Socialism”

In this chapter, we present a superconducting circuit building block of two highly coherent transmons featuring in situ tuneable photon hopping (transverse) and cross-Kerr (longitudinal) couplings. The interactions are mediated via a nonlinear coupler, consisting of a large capacitor in parallel with a tuneable superconducting quantum interference device (SQUID). We demonstrate the working principle by experimentally characterising the system in the single- and two-excitation manifolds, and derive a full theoretical model that accurately describes the measurements. Both qubits have high coherence properties, with typical relaxation times in the range of 15 to 40 microseconds at all bias points of the coupler. This device could be used as a scalable building block in analog quantum simulators of extended Bose-Hubbard and Heisenberg XXZ models, and may also have applications in quantum computing such as realising fast two-qubit gates and perfect state transfer protocols.

This chapter has been published with minor differences in npj Quantum Information 4, 38 (2018).
4.1. Introduction

Analog quantum simulations, where engineered systems emulate the behaviour of other, less accessible quantum systems in a controllable and measurable way [53], show significant promise for improving our understanding of complex quantum phenomena without the need for a full fault-tolerant quantum computer [118–121]. In this paradigm, the versatility of the simulator is determined by the range of interaction types and complexity accessible to the emulating quantum system. Promising avenues for pushing beyond what can be simulated with a classical machine include the study of highly interacting many-body systems [54, 122–125]. Superconducting circuit quantum electrodynamics (QED) is a very attractive platform for analog quantum simulation because of site-specific control and readout, and because of the flexible and engineerable system designs, which have led to the study of many interesting effects [57, 58, 102, 126–134]. Adding new components to the circuit QED design toolbox such as novel types of interactions can dramatically increase the range of phenomena that can be simulated [59–61]. For example, for exploring exotic effects, like quantum phase transitions in systems of strongly correlated particles, it is important to be able to access and rapidly tune between different many-body interaction regimes.

In situ tuneable couplers have been successfully realised in a variety of circuit QED architectures [135–144], in particular using the more coherent transmon design [44, 145–147]. In recent experiments, transmon arrays with tuneable exchange-type hopping interactions, have been employed to study many-body localisation phenomena of Bose-Hubbard and spin-1/2 XY models [57, 58]. However, moving beyond linear couplings to incorporate additional nonlinear interactions would enable the emulation of far more complex Hamiltonians. For example, nonlocal cross-Kerr interactions, present in extended Bose-Hubbard models [148, 149], introduce much richer many-body phase diagrams, leading to intriguing phenomena such as crystalline and supersolid phases of light as the ratio of the hopping and cross-Kerr coupling strengths is varied [59, 60]. In the qubit context, nonlinear cross-Kerr coupling, sometimes referred to as longitudinal coupling, is essential for engineering plaquette interactions in lattice gauge theories [61] and gives access to a large class of quantum-dimer and XYZ spin-model Hamiltonians.

Here, we demonstrate tuneable hopping and cross-Kerr interactions in a highly coherent two-transmon unit cell. Specifically, using a large capacitor in parallel with a tuneable nonlinear inductor as a coupling element, we are able to tune the ratio of the two coupling strengths, even suppressing hopping completely while maintaining a nonzero cross-Kerr coupling, giving access to different interaction regimes. We comprehensively characterise the energy landscape of this building block using different spectroscopic techniques. We show excellent agreement with a full theoretical model we have developed to describe the underlying circuit Hamiltonian including higher transmon excitation manifolds. Finally, we have thoroughly studied the qubit coherence as a function of the coupler bias, showing high relaxation times of $15 – 40 \mu s$, and dephasing times reaching up to $40 \mu s$ at flux-insensitive operating points. Our work outlines a new recipe for building scalable analog quantum simulators of complex Hamiltonians using coupled transmon arrays, and our theoretical model provides an invaluable tool for designing and realising larger scale implementations.
4.2. Main results

4.2.1. Implementing nonlinear couplings

The working principle of the coupler is similar to that of a band-stop LC filter, relying on the fact that its impedance \( Z(\omega) = \frac{-i\omega}{C(\omega^2 - \omega_0^2)} \) is infinite on resonance, as currents through the capacitor and the inductor interfere destructively. We implement a nonlinear analog of this circuit by using a nonlinear superconducting quantum interference device (SQUID) as the inductor, realising tuneable cross-Kerr and nearest-neighbour hopping interactions (Fig. 4.1(a)). The Josephson nonlinearity of the SQUID gives rise to tuneable higher-order nonlocal terms \(^{148}\), including cross-Kerr interactions, which are equivalent to longitudinal \( \hat{\sigma}_z \hat{\sigma}_z \) coupling in the qubit subspace. By contrast, the linear single-excitation hopping between the two sites is mediated by both the capacitor \( C_c \) at a constant rate \( J_c \), and by the inductor at a tuneable rate \(-J_L\). Because of interference between these two processes, the hopping strength tunes in a different way from the cross-Kerr coupling, making different many-body interaction regimes accessible. In
particular, at the point where the hopping rates cancel \((J_C = J_L)\), we can access a purely nonlinear regime with zero linear interaction.

The nonlinear coupler is implemented in a circuit QED device of two superconducting transmon qubits, the basic building block required for future lattice implementations (Fig. 4.1(a)). The optical micrograph along with a circuit diagram of the device are shown in Figs. 4.1(b) and (c), respectively. Each transmon, consisting of two superconducting islands connected by an interdigitated capacitor \(C\) and a tuneable SQUID inductance, resonates at a plasma frequency \(\omega \simeq \left(\sqrt{8E_JE_C} - E_C\right)/\hbar\), with Josephson energy \(E_J\) and charging energy \(E_C = e^2/2C\), where \(eC\) is the effective transmon capacitance (derived in section 4.5). Transmon frequencies can be independently tuned using on-chip flux lines \(\Phi_{1,2}\), and spectroscopy is performed through dispersively coupled readout resonators \(R_{1,2}\) measured via a common microwave feed-line (see Fig. 4.11 for the full measurement setup and Fig. 4.12 for qubit spectroscopy vs \(\Phi_{1,2}\)). Microwave drives are applied via either the resonators or dedicated drive-lines. The coupler capacitance \(C_c\) and flux-tuneable SQUID \(\Phi_3\) connect galvanically to the two transmons.

The physics of the two-transmon building block is, to a good approximation, well described by an extended Bose-Hubbard model, which is a Heisenberg XXZ spin model in the qubit regime. To achieve this, we need to operate the qubits detuned from coupler resonances, so that coupler excitations do not participate directly in the system dynamics. Under this condition, the system can be described by a simplified two-transmon Hamiltonian:

\[
\hat{H}/\hbar = \omega_1 \hat{a}^\dagger \hat{a} - U \hat{a}^\dagger \hat{a} \hat{a} \hat{a}^\dagger \\
+ \omega_2 \hat{b}^\dagger \hat{b} - U \hat{b}^\dagger \hat{b} \hat{b} \hat{b}^\dagger \\
+ J (\hat{a}^\dagger \hat{b} + \hat{b}^\dagger \hat{a}) \\
+ V \hat{a}^\dagger \hat{a} \hat{b}^\dagger \hat{b},
\]

where \(\hat{a}^{(t)}\), \(\hat{b}^{(t)}\) are bosonic annihilation (creation) operators for each transmon in the uncoupled basis, with on-site nonlinearity \(U = E_C/2\hbar\). The interaction between the two sites can be described by hopping of single excitations at a rate

\[
J = J_C - J_L = \frac{\sqrt{8E_JE_C}}{2\hbar} \left(\frac{C_C}{4C_{\text{eff}}} - \frac{E_J^c}{4E_J}\right),
\]

and a cross-Kerr coupling strength

\[
V = -\frac{E_J^c E_C}{8\hbar E_J},
\]

The capacitive coupling \(J_C\) is fixed and determined by the ratio of the coupling capacitor \(C_C\) to an effective capacitance \(C_{\text{eff}}\), which depends on the circuit network (see Eq. (4.32)). The interaction strengths \(J_L\) and \(V\) are determined by tuning the Josephson energy of the coupling SQUID, \(E_J^c = E_J^{\text{(max)}} \cos(\pi \Phi_3/\Phi_0)\).

Importantly, the cross-Kerr coupling \(V\) is different from the diagonal coupling that can be observed in linearly coupled transmon architectures, where the self-Kerr nonlinearity of each transmon leads to an effective cross-Kerr coupling between the normal
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modes of the system. Such effective diagonal coupling scales with the hopping interaction strength and vanishes at \( J = 0 \) \cite{150}, making it impossible to tune the ratio \( J/V \) independently. In our design, however, the cross-Kerr interaction results directly from the nonlinearity of the coupling junction and tunes to zero at a different coupler bias from the linear hopping interaction, giving access to different interaction regimes. As \( \Phi_3 \) is tuned towards the filtering condition \( (J_L \sim J_C) \), the linear hopping term is suppressed more rapidly than the nonlinear cross-Kerr coupling, allowing access to the \( J \ll V \) regime. By contrast, when \( \Phi_3 \sim 0 \), the cross-Kerr coupling is suppressed \( (V = J_L = 0) \) and the dynamics are dominated by single-photon hopping at a rate \( J_C \).

In the full treatment of the quantum circuit, the nonlinear inductance also gives rise to correlated hopping and two-photon tunnelling correction terms, which play a role in the higher-excitation manifold. These terms may also lead to interesting physical phenomena, which we return to in the discussion section. We derive the full quantum model in section 4.5, along with a classical normal mode analysis providing supporting intuition for the full system behaviour.

4.2.2. Tuneable single-photon hopping

We demonstrate our ability to tune the linear single-photon hopping interaction between the two transmons, by measuring qubit-qubit avoided crossings, in Fig. 4.2. The top panels show example crossings, as qubit 1 is tuned on resonance with the other at \( \sim 6.6 \) GHz, in three different coupling scenarios, \( J_L > J_C \) in Fig. 4.2(a), \( J = 0 \) \( (J_L = J_C) \) in Fig. 4.2(b), and the \( J_C \)-dominated regime in Fig. 4.2(c). The measurements in Figs. 4.2(a), (c) are performed via readout resonator \( R_2 \), while in the zero coupling case (Fig. 4.2(b)) we measure via \( R_1 \). The range of typical coupling strengths that can be achieved with this device is illustrated in Fig. 4.2(d), where we plot \( |J|/2\pi \) vs calibrated coupler bias \( \Phi_3 \). We note that we have measured larger coupling strengths, up to 140 MHz, when operating at different qubit frequencies \( \sim 5.4 \) GHz (see Fig. 4.9). The linear coupling is suppressed when the qubit frequencies are equal to the filter frequency \( 1/\sqrt{L_C C_c} \), which here takes place around \( \Phi_3 \sim 0.3 \Phi_0 \). Note that a higher transition of a lower-frequency sloshing mode of the circuit, crossing with the qubits around this point, limits the observed on-off ratio in this device to \( \sim 10 \) (see Fig. 4.9). This low-frequency mode, hybridising with the qubits, is associated with currents flowing only through the coupling inductor, and could be avoided with slightly different design parameters (see Fig. 4.10). Additional avoided crossing measurements in the regime where the linear coupling gets suppressed and reverses sign are plotted in Fig. 4.14, with spectroscopy on both qubits.

For a more complete characterisation of the tuneable hopping interaction, we fit the experimentally measured coupled-qubit spectrum with our theoretical model of the quantum circuit. More specifically, in Fig. 4.2(e), we fix the qubits on resonance and plot the normal-mode splitting between the dressed states \( |+\rangle = \frac{|01\rangle + |10\rangle}{\sqrt{2}} \) and \( |-\rangle = \frac{|01\rangle - |10\rangle}{\sqrt{2}} \), as we tune the calibrated coupler flux bias. The blue and red curves are theory fits of the single-excitation manifold to the quantum circuit Hamiltonian (Eq. (4.17)), showing excellent agreement with the experimentally obtained spectrum. The parameters obtained from this fit, which neglects higher-order couplings of each transmon to the low-frequency sloshing mode, are listed in Table 4.1. Note that the antisymmetric mode
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Figure 4.2: **Tuneable linear coupling and single-photon hopping suppression.** Top: Avoided crossings for (a) inductive, (b) zero and (c) capacitive coupling regimes. In all three cases, the frequency of qubit 2 is set around 6.6 GHz ($\Phi_2 = 0$), while we tune qubit 1 through resonance. Qubit spectroscopy is performed via readout resonator $R_2$ in (a) and (c), and via $R_1$ in (b). The coupling elements that participate more strongly to the qubit-qubit interaction are indicated in the insets. (d) Linear coupling strength $|J|$ obtained from a series of fitted avoided crossings, at different values of calibrated coupler flux bias $\Phi_3$. (e) Eigenspectrum of the coupled qubit system on resonance vs $\Phi_3$, fitted with a simplified circuit theory model (the fitting parameters are listed in Table 4.1). The normal-mode splitting gets suppressed at the crossover between inductively and capacitively dominated coupler regimes ($\Phi_3/\Phi_0 \sim 0.3$). Cross-talk effects between the different flux channels have been calibrated out experimentally.

frequency $\omega_-/2\pi$ is unaffected by coupler tuning, which reflects the fact that this mode is only associated with charge oscillations across the qubit junctions (see Fig. 4.8).

4.2.3. **Tuneable nonlinear cross-Kerr coupling**

As already discussed, a key feature of our implementation which differentiates it from previous tuneable couplers, is the nonlinear cross-Kerr interaction which can be tuned into different coupling regimes relative to the hopping strength and does not zero when $J$ does. This cross-Kerr coupling, which in different contexts is referred to as $\sigma_x\sigma_z$, longitudinal [151], or dispersive [41], does not involve excitation hopping processes. Its presence, however, does influence the dynamics as the occupation at one site can alter the energy level spectrum of a neighbouring site, in a process analogous to photon scattering [59].

In a coupled two-qubit system, the effect of cross-Kerr interaction can be seen as a shift of the energy level of the $|11\rangle$ state and can be determined spectroscopically
Figure 4.3: Observation of nonlinear cross-Kerr coupling in spectroscopy. (a) Level schematic of two coupled transmons up to the two-excitation manifold. At the single-photon level, the linear coupling $J$ results in an avoided crossing between the dressed states $|+\rangle = \frac{|01\rangle + |10\rangle}{\sqrt{2}}$ and $|-\rangle = \frac{|01\rangle - |10\rangle}{\sqrt{2}}$. As $J$ becomes comparable to the transmon anharmonicity, the $|02\rangle$, $|20\rangle$ and $|11\rangle$ levels mix with each other, resulting in an effective repulsion of $|11\rangle$. On the other hand, a qubit-qubit interaction with negative cross-Kerr coupling results in lowering the energy of $|11\rangle$. (b) Combined two-tone spectroscopy data (black dots) showing $\omega_{11} - \omega_- - \omega_+$ vs $J$. The red curve is theoretical prediction assuming only hopping interaction between two transmons ($V = 0$), while the blue one shows simulation results obtained by taking into account also the higher-order nonlinear contributions, $\frac{V}{2}(a + a^\dagger)^2 (b + b^\dagger)^2$, which include the dominant cross-Kerr term. The parameters used are listed in Table 4.1.

from the transition energies relative to the ground state $\omega_{11} - \omega_- - \omega_+$. For weakly anharmonic systems, such as the transmon, this picture becomes more complicated in the presence of linear hopping (Fig. 4.3a). A three-state analysis at the two-excitation manifold reveals that $|11\rangle$, $|02\rangle$ and $|20\rangle$ also couple to each other, resulting in an effective upwards repulsion of the $|11\rangle$ state [152], which scales as $\sim J^2 / E_C$ [150]. Because the direction of this effect competes with the negative cross-Kerr shift, when the effects are similar in size, it can hinder the observation of cross-Kerr coupling in an individual spectroscopy measurement. To separate the two effects, it is therefore necessary to measure the shift for different coupling levels.

We experimentally demonstrate the presence of cross-Kerr interaction between the two transmons, by measuring transitions in the two-excitation manifold of the coupled system. More specifically, we extract the frequency shift of $|11\rangle$ at different couplings from a series of two-tone spectroscopy measurements (see Fig. 4.13), focusing on the inductively dominated regime $0 \leq \Phi_3 / \Phi_0 \leq 0.25$. In order to distinguish between the negative cross-Kerr shift and the positive shift from linear coupling $J$, we plot $\omega_{11} - \omega_- - \omega_+$ as a function of $J$, in Fig. 4.3b. The red curve is theoretical prediction assuming only hopping interaction ($V = 0$) between the two transmons. The blue curve shows numerical results after diagonalising the transmon-transmon Hamiltonian with the full nonlinear coupling terms $\frac{V}{2}(a + a^\dagger)^2 (b + b^\dagger)^2$, which include the dominant cross-Kerr interaction. We use the parameters listed in the second column of Table 4.1, which differ slightly from the fitted parameters of Fig. 4.2(e) to accommodate the effects of
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Figure 4.4: Observation of high qubit coherence vs coupler flux bias. (a), (b) $T_1$ measurements showing high energy-relaxation times ($15-40\mu s$) for the whole range of coupler bias, with the qubits detuned at their top and bottom sweetspots. (c), (d) Respective measurements of $T_2^{\text{echo}}$ decay times vs $\Phi_3/\Phi_0$. High coherence is observed except for the points where a lower sloshing circuit mode crosses the qubits (see text for details). (e), (f) Respective spectroscopy of both qubits vs $\Phi_3/\Phi_0$. As the inductance of the coupler is varied the qubit frequencies change as expected from theory. The 0-3 transition of the lower circuit sloshing mode crossing both qubits at $\Phi_3/\Phi_0 \sim 0.28$ and $\Phi_3/\Phi_0 \sim 0.38$ is also clearly seen.

extra higher-order terms (see later in Fig. 4.5). At $J = 0$ ($\Phi_3 \sim 0.3 \Phi_0$) the cross-Kerr coupling $|V|/2\pi$ is around 4 MHz, and it reaches a maximum of 10 MHz at $\Phi_3 = 0$. We were unable to explore the region $J/2\pi < 20$ MHz in this device, due to a higher transition of the lower frequency sloshing mode hybridising with the qubits (see Fig. 4.9).

4.2.4. Qubit coherence

Maintaining high coherence for all interaction strengths is an essential requirement for future implementations based on our building block device. In Fig. 4.4, we investigate the individual qubit properties as a function of the coupler bias, with the transmons far detuned from each other by $\sim 1.8$ GHz, at their flux insensitive top and bottom sweetspots ($\Phi_1 = 0$, $\Phi_2/\Phi_0 = 0.5$). In Figs. 4.4(a), (b), we demonstrate high relaxation times $T_1$ ($15-40 \mu s$) over the entire coupling range. We also report a systematic study of dephasing times in our device, obtained from spin-echo measurements (Figs. 4.4(c), (d)). $T_2^{\text{echo}}$ times are large overall, reaching up to 40 $\mu s$, except for the points where the qubits hybridise with the lower frequency sloshing mode (at $\Phi_3/\Phi_0 \sim 0.28$ and $\Phi_3/\Phi_0 \sim 0.38$ as shown in Figs. 4.4(e), (f)). Note that the qubit frequency shifts of $\sim 200$ MHz in
Figs. 4.4(e), (f) are due to inherent changes to the Josephson energy of each transmon as $E_J$ is varied, which we derive in section 4.5. Repeated long Ramsey measurements were performed at $\Phi_3 = 0$, showing a beating pattern consistent with charge dispersion in the transmon regime [44, 85]. A measurement analysis with fits to the double sinusoidal decay pattern reveals qubit dephasing times $T_2^*$ of $10 - 30 \mu$s for qubit 1 and $25 - 40 \mu$s for qubit 2, around the flux insensitive points.

4.3. Discussion

Our work demonstrates a key building block for circuit QED devices capable of exploring a rich vein of many-body physics in extended Hubbard models. In the context of driven nonlinear arrays, a chemical potential term, $\mu = \omega_q - \omega_d$, could be straightforwardly implemented by coherently driving the transmons through the drive lines at a frequency $\omega_d$, which would enable the study of rich many-body phase diagrams with all $J, V, \mu$ tunable [59, 60]. It may also be possible to implement topological pumping of interacting photons, by modulating the frequency of each transmon, to study bosonic transport of Fock states in a nonlinear array configuration [153]. In realisations where higher-excitation manifolds might be explored, additional higher-order terms arising from the junction nonlinearity should be considered. For example, in our implementation, the nonlinearity of the medium leads to correlated hopping terms,

$$\frac{V}{6} \left( \hat{a}^\dagger (\hat{n}_a + \hat{n}_b) \hat{b} + \hat{b}^\dagger (\hat{n}_a + \hat{n}_b) \hat{a} \right), \quad (4.4)$$

such that a photon can hop between sites, on the condition that another photon is present. Additional contributions at higher excitation manifolds involve photon-pair tunnelling processes

$$\frac{V}{4} \left( \hat{a}^\dagger \hat{a}^\dagger \hat{b} \hat{b} + \hat{a} \hat{a}^\dagger \hat{b}^\dagger \hat{b}^\dagger \right), \quad (4.5)$$

which might lead to exotic phenomena such as fractional Bloch oscillations [154]. These contributions are explicitly derived in the section 4.5, following a full quantum mechanical treatment of our circuit. In Fig. 4.5, we plot the coupled system eigenspectrum up to the two-excitation manifold, based on our full theoretical model including all next-to-leading order terms, which is found to be in excellent agreement with our data obtained at high powers.

Our circuit can also be used to study many-body effects in spin models. When the transmon anharmonicity is much larger than the coupling strength ($E_C \gg J$), a truncation to the qubit subspace is justified, and the transmon-transmon interaction is described by a Heisenberg XXZ Hamiltonian

$$2J(\hat{\sigma}_x \hat{\sigma}_x + \hat{\sigma}_y \hat{\sigma}_y) + V \hat{\sigma}_z \hat{\sigma}_z. \quad (4.6)$$

The coupling strengths available in this device are $J/2\pi \sim 8 - 140$ MHz, $V/2\pi \sim 0 - 10$ MHz, with orders of magnitude lower qubit decay rates ($3 - 15$ kHz). In a slightly different design, with a larger coupling capacitor $C_c$, it would also be possible to further explore the $J \ll V$ regime (see Fig. 4.10). One could then simulate an Ising
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\[ \hat{\sigma}_z \hat{\sigma}_z \] interaction Hamiltonian \((J = 0)\), with antiferromagnetic couplings of \(\sim 10\) MHz. Additionally, time modulated magnetic fluxes threaded through the coupler SQUID can enable a large set of spin-spin interactions (e.g. pure \(\hat{\sigma}_x \hat{\sigma}_x\) or \(\hat{\sigma}_y \hat{\sigma}_y\)) \cite{155}, therefore, giving access to emulating the dynamics of almost any spin model and exploring their phase diagrams. Connecting the coupler to four transmons on a lattice could enable simulating models with topological order such as the famous toric code \cite{155}. Our circuit could also be employed to engineer plaquette terms in lattice gauge theories or ring-exchange interactions in dimer models, where a longitudinal coupling much larger than the hopping term is required in order to emulate effective fields on the lattice \cite{61}. Moreover, a similar architecture, featuring \(\hat{\sigma}_z \hat{\sigma}_z\) coupling between transmons has been proposed theoretically for the realisation of a microwave single-photon transistor \cite{156}.

In order to scale this circuit to larger lattice sizes, future experiments could take an approach where each transmon is connected to couplers via the same superconducting island, with the other island used for drive control and readout. Using a two-island transmon design has the advantages of reducing or eliminating the number of possible current loops involving current flow across qubit junctions, as well as allowing spurious flux cross-talk to be eliminated by linear compensation techniques (see Methods). Our coherence measurements (Fig. 4.4) suggest that this coupler design can be realised without significantly limiting qubit coherence times, showing promise for scaling up to larger lattice sizes.

In conclusion, the implemented circuit increases the range of available interactions and phenomena that can be explored with circuit QED analog quantum simulators. We
4.4. Methods

4.4.1. Chip fabrication

The capacitive network of superconducting islands and ground plane, together with readout and control lines are defined on a thin NbTiN film [157] on top of a high resistivity Si substrate. The film is patterned using e-beam lithography on ARN7700.
resist and etched with SF6/O2 plasma reactive-ion etching. Josephson junctions are then fabricated on each SQUID using Al-AlOx-Al shadow evaporation following e-beam lithography patterning on a PMGI/PMMA lift-off mask and HF dip to remove surface oxides on the NbTiN contact pads. Finally, after an e-beam patterning and refloowing PMGI step, followed by a second e-beam patterning of a MAA/PMMA resist stack, we evaporate Al air-bridges which are used as cross-overs above all lines in order to ensure a uniform ground plane.

**4.4.2. On-chip flux cross-talk calibration**

Due to the compact geometry of our device, on-chip cross-talk between all flux channels is quite significant and extra care is required in order to decouple them. This requirement is vital for independent control, especially for larger scale implementations where such effects could become a major experimental challenge. We employ a systematic calibration procedure (see Fig. 4.6) which is enabled by the fact that the frequency of the lower circuit sloshing mode (3.2 GHz at flux insensitive point) is directly associated with tuning the coupling strength via $\Phi_3$. There is therefore one circuit degree of freedom corresponding to each bias channel. We track spectroscopically the frequency of each degree of freedom (e.g. qubit 1) around its flux insensitive point (top sweetspot) and determine the flux offset as we vary the other two channels (2 and 3). Repeating this for all three degrees of freedom and flux channels we were able to measure and calibrate all cross-talk effects, making all flux bias channels $\Phi_{1,2,3}$ orthogonal. Note that the calibration method employed here allows us to distinguish between the on-chip flux cross-talk effects from the intrinsic qubit frequency shifts that are expected by varying the coupling inductance. The latter are deliberately not calibrated out in order to be able to fit the measurement data in Fig. 4.2(e) and Fig. 4.5 with the full circuit theory Hamiltonian, however we could straightforwardly compensate for them if required.

**4.4.3. Device parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Fitting of the single-excitation manifold (Fig. 4.2(e))</th>
<th>Full nonlinear circuit model (Figs. 4.3(b) &amp; 4.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_J/h$ (GHz)</td>
<td>22.99</td>
<td>23.01</td>
</tr>
<tr>
<td>$C$ (fF)</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>$C_{1g}$ (fF)</td>
<td>60.5</td>
<td>61</td>
</tr>
<tr>
<td>$C_{2g}$ (fF)</td>
<td>87</td>
<td>87</td>
</tr>
<tr>
<td>$E_J^{(max)}/h$ (GHz)</td>
<td>7.33</td>
<td>7.75</td>
</tr>
<tr>
<td>$E_J^{(min)}/h$ (GHz)</td>
<td>0.37</td>
<td>0.39</td>
</tr>
<tr>
<td>$C_c$ (fF)</td>
<td>18</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 4.1: Table of device parameters.

The device parameters are presented in Table 4.1. In the first column, we list the circuit parameters obtained by fitting the resonantly coupled transmon-transmon spectrum in the single-excitation manifold (Fig. 4.2(e)) with a simplified circuit model...
that neglects any higher-order couplings to the sloshing mode. The parameters in the second column are used in our full numerical model that includes all next-to-leading order terms in the circuit Hamiltonian (Eq. (4.17)), to describe the obtained data at higher excitation manifolds (Fig. 4.5).

4.5. Derivation of full circuit Hamiltonian

Here, we analytically derive the full Hamiltonian that describes the two-transmon coupled system including all circuit degrees of freedom. We begin with a Lagrangian description of the circuit in the harmonic limit and proceed with the Hamiltonian formulation and canonical quantisation, following the methodology described in Ref. [72, 158].

4.5.1. Analytical description in the harmonic limit

An intuitive picture about the circuit and the relevant degrees of freedom can be drawn in the harmonic limit, where all Josephson elements are approximated by linear inductors, $L_i = \left(\frac{\phi_0}{2\pi}\right)^2 \frac{1}{E_i}$, as shown in Fig. 4.7. The charging and inductive energies of the linearised system are

$$E_{\text{charge}} = \frac{C}{2}(\dot{\phi}_2 - \dot{\phi}_1)^2 + \frac{C_c}{2}(\dot{\phi}_3 - \dot{\phi}_2)^2 + \frac{C}{2}(\dot{\phi}_4 - \dot{\phi}_3)^2 + \frac{C_{1g}}{2}(\dot{\phi}_1^2 + \dot{\phi}_4^2) + \frac{C_{2g}}{2}(\dot{\phi}_2^2 + \dot{\phi}_3^2), \quad (4.7)$$

and

$$E_{\text{ind}} = \frac{(\phi_1 - \phi_2)^2}{2L_1} + \frac{(\phi_3 - \phi_4)^2}{2L_2} + \frac{(\phi_2 - \phi_3)^2}{2L_c}, \quad (4.8)$$

where the node flux $\phi_i$ is related to the potential at node $i$ as $\dot{\phi}_i = V_i$. The system Lagrangian, therefore, is

$$\mathcal{L} = E_{\text{charge}} - E_{\text{ind}} = \frac{1}{2} \dot{\phi}^T [C] \dot{\phi} - \frac{1}{2} \dot{\phi}^T [L^{-1}] \dot{\phi}, \quad (4.9)$$
Figure 4.8: **Normal modes of the resonantly coupled transmon-transmon system in the harmonic limit.** (a) Normal-mode frequencies as a function of the coupling inductance. The normal-mode splitting (blue and red curves) is suppressed at the point where the filter frequency (dashed curve) is resonant with both transmons. The sloshing mode frequency (green curve) vanishes at the limit of no inductive coupling ($L_c \to \infty$). (b) - (d) Schematic representation of the circuit charge oscillations associated with each normal mode. Note that the symmetric mode is associated with charge oscillations across the transmon inductors only and therefore its frequency $\omega_-/2\pi$ is independent of the coupling inductance $L_c$ as shown in (a).

where

$$[C] = \begin{bmatrix} C + C_{1g} & -C & 0 & 0 \\ -C & C + C_{2g} + C_c & -C_c & 0 \\ 0 & -C_c & C + C_{2g} + C_c & -C \\ 0 & 0 & -C & C + C_{1g} \end{bmatrix}, \quad (4.10)$$

is the capacitance matrix, and

$$[L^{-1}] = \begin{bmatrix} 1/L_1 & -1/L_1 & 0 & 0 \\ -1/L_1 & 1/L_1 + 1/L_c & -1/L_c & 0 \\ 0 & -1/L_c & 1/L_2 + 1/L_c & -1/L_2 \\ 0 & 0 & -1/L_2 & 1/L_2 \end{bmatrix}, \quad (4.11)$$

is the inverse of the inductance matrix of the circuit, expressed in the node flux basis $\phi^T = [\phi_1, \phi_2, \phi_3, \phi_4]$.

Solving the characteristic/secular equation in the resonantly coupled case ($L_1 = L_2$)

$$[L^{-1}] - \Omega^2 [C] = 0,$$

(4.12)
yields the following normal modes (up to normalisation factors)
\[
\begin{align*}
\phi_1 - a \phi_2 - a \phi_3 + \phi_4,
\phi_1 - b \phi_2 + b \phi_3 - \phi_4,
\phi_1 + c \phi_2 - c \phi_3 - \phi_4,
\phi_1 + d \phi_2 + d \phi_3 + \phi_4
\end{align*}
\] (4.13)

where the coefficients \(a, b, c, d\) depend on the geometry of the circuit.

The first two normal modes correspond to symmetric and antisymmetric combinations of the coupled transmons as schematically depicted in Figs. 4.8(b), (c). The third term corresponds to a sloshing mode associated with charge oscillations across the coupling element (Fig. 4.8(d)). The last term describes a zero-frequency rigid mode, corresponding to all capacitors charging up simultaneously. The normal-mode frequencies of the linearised circuit are plotted in Fig. 4.8(a) as a function of the coupling inductance \(L_c\), for our device parameters. Note that the normal-mode splitting and, subsequently, the coupling between the two transmons is suppressed at the point where they are both on resonance with the filter frequency \(1/\sqrt{L_c C_c}\) (dashed curve in Fig. 4.8(a)).

4.5.2. Hamiltonian description of the nonlinear circuit

The inductive energy of the nonlinear circuit (Fig. 4.1(c)) is
\[
\mathcal{E}_{\text{ind}} = -E_j^{(1)} \cos (\phi_1 - \phi_2) - E_j^{(2)} \cos (\phi_3 - \phi_4) - E_j^c \cos (\phi_2 - \phi_3)
\]
\[
= -E_j^{(1)} \cos \psi_A - E_j^{(2)} \cos \psi_B - E_j^c \cos \left(\frac{\psi_A - \psi_B}{2} - \psi_S\right),
\] (4.14)

where, in the second step, we have expressed it using the transmon and sloshing mode variables \(\psi_A \doteq \phi_1 - \phi_2, \psi_B \doteq \phi_4 - \phi_3\) and \(\psi_S \doteq \frac{1}{2} (\phi_1 + \phi_2 - \phi_3 - \phi_4)\) (expressed in units of the reduced flux quantum \(\phi_0 = \hbar/2e\)). The first two terms describe the Josephson energy of each transmon, while the third one describes the inductive coupling between them, as well as the inductive energy of the sloshing mode. Here, \(\psi_{A,B}\) correspond to the uncoupled transmon modes in the limit \(C_c = 0, L_c \to \infty\).

Defining \(\psi_R \doteq \frac{1}{2} (\phi_1 + \phi_2 + \phi_3 + \phi_4)\) and performing a change of basis from \(\phi^T\) to \(\psi^T = [\psi_R, \psi_S, \psi_B, \psi_A]\), the capacitance matrix transforms as
\[
[C'] = \begin{bmatrix}
\frac{C_{1e} + C_{2g}}{8} & 0 & \frac{C_{1g} - C_{2g}}{8} & \frac{C_{1g} - C_{2g}}{8} \\
\frac{C_{1g} + C_{2g} + 2C_e}{8} & -\frac{C_{1g} + C_{2g} + 2C_e}{8} & \frac{C_{1g} - C_{2g}}{8} & \frac{C_{1g} - C_{2g}}{8} \\
\frac{C_{1g} - C_{2g}}{8} & -\frac{C_{1g} + C_{2g} + 2C_e}{8} & C + \frac{C_{1g} + C_{2g} + C_e}{4} & \frac{C_{1g} - C_{2g}}{8} \\
\frac{C_{1g} - C_{2g}}{8} & -\frac{C_{1g} + C_{2g} + 2C_e}{8} & \frac{C_{1g} - C_{2g}}{8} & C + \frac{C_{1g} + C_{2g} + C_e}{4}
\end{bmatrix},
\] (4.15)

Therefore, the system Lagrangian, expressed in the mode variable basis \(\psi\), is
\[
\mathcal{L} = \frac{1}{2} \psi^T \left[ [C'] \dot{\psi} + E_j^{(1)} \cos \psi_A - E_j^{(2)} \cos \psi_B - E_j^c \cos \left(\frac{\psi_A - \psi_B}{2} - \psi_S\right)\right].
\] (4.16)

The conjugate momenta \(Q_i = \frac{\partial \mathcal{L}}{\partial \dot{\psi}_i}\), describing the charges associated with each mode, can be determined by inverting the capacitance matrix, since \(Q = [C'] \dot{\psi}\). Performing a Legendre transformation \(\mathcal{H} = \sum_i \dot{\psi}_i Q_i - \mathcal{L}\) and promoting all variables to
operators, satisfying $[\hat{\psi}_i, \hat{Q}_i] = i\hbar$, we obtain the full circuit Hamiltonian:

$$\hat{H} = \frac{\hat{Q}_R^2}{2\tilde{C}_R} + \frac{\hat{Q}_S^2}{2\tilde{C}_S} + \frac{\hat{Q}_A^2}{2\tilde{C}} + \frac{\hat{Q}_B^2}{2\tilde{C}} + \frac{C_c C_{1g}^2}{4\text{Det}[C']} \hat{Q}_A \hat{Q}_B + \frac{1}{\tilde{C}_{ABS}} \hat{Q}_S (\hat{Q}_A - \hat{Q}_B)$$

$$+ \frac{1}{\tilde{C}_{ABR}} \hat{Q}_R (\hat{Q}_A + \hat{Q}_B) - E_j^{(1)} \cos \hat{\psi}_A - E_j^{(2)} \cos \hat{\psi}_B - E_j^c \cos \left( \frac{\hat{\psi}_A - \hat{\psi}_B}{2} - \hat{\psi}_S \right),$$

(4.17)

where

$$\tilde{C} = \frac{4\text{Det}[C']}{(C_{1g} C_{2g} (C_{1g} + C_{2g}) + C_{1g} (C_{1g} + 2C_{2g}) C_c + C (C_{1g} + C_{2g}) (C_{1g} + C_{2g} + 2C_c))^2},$$

(4.18)

$$\tilde{C}_S = \frac{2(C_{1g} (C_{2g} + 2C_c) + C (C_{1g} + C_{2g} + 2C_c))}{(4C + C_{1g} + C_{2g} + 2C_c)},$$

(4.19)

$$\tilde{C}_R = \frac{2C_{1g} C_{2g} + 2C (C_{1g} + C_{2g})}{(4C + C_{1g} + C_{2g})},$$

(4.20)

$$\tilde{C}_{ABS} = \frac{2(C_{1g} (C_{2g} + 2C_c) + C (C_{1g} + C_{2g} + 2C_c))}{(C_{2g} - C_{1g} + 2C_c)},$$

(4.21)

$$\tilde{C}_{ABR} = \frac{2C_{1g} C_{2g} + 2C (C_{1g} + C_{2g})}{C_{2g} - C_{1g}},$$

(4.22)

and

$$\text{Det}[C'] = \frac{(C_{1g} C_{2g} + C (C_{1g} + C_{2g})) (C_{1g} (C_{2g} + 2C_c) + C (C_{1g} + C_{2g} + 2C_c))}{4}$$

(4.23)

is the determinant of the capacitance matrix.

**Inductive coupling contributions**

The linear contributions to the inductive coupling, arising from the first-order expansion of $E_j^c \cos \left( \frac{\hat{\psi}_A - \hat{\psi}_B}{2} - \hat{\psi}_S \right)$, are,

$$\frac{E_j^c}{2!} \left( \frac{\hat{\psi}_A - \hat{\psi}_B}{2} - \hat{\psi}_S \right)^2 = -\frac{E_j^c}{4} \hat{\psi}_A \hat{\psi}_B - \frac{E_j^c}{2} (\hat{\psi}_A - \hat{\psi}_B) \hat{\psi}_S$$

$$+ \frac{E_j^c}{2} \left[ \left( \frac{\hat{\psi}_A}{2} \right)^2 + \left( \frac{\hat{\psi}_B}{2} \right)^2 + \hat{\psi}_S^2 \right],$$

(4.24)

where the first term corresponds to a direct dipole-dipole interaction between the transmons due to the coupling inductor, and the second results in an indirect transmon-transmon coupling via the off-resonant sloshing mode. The last terms describe a linear contribution to the inductive energy of each mode.
4.5. Derivation of full circuit Hamiltonian

Figure 4.9: Higher-order sloshing mode transition interference with the qubit-qubit spectrum. The left plot shows the expected frequency dependence of the sloshing mode and its higher levels on the coupler bias $\Phi_3/\Phi_0$. On the right we show data and theory fit of the coupled qubit spectrum in the single-excitation manifold for two different frequency operating points (at the top and bottom sweetspots of qubit 2 and 1, respectively). The higher $0-3$ sloshing mode transition always crosses with the qubits around the zero coupling region, for our particular choice of circuit parameters. Note that the range of available coupling strengths is larger when operating at $\sim 5.4$ GHz.

The second-order nonlinear contributions ($O[\psi^4]$) are

\[
\frac{E^c_J}{4!} \left( \psi_A - \psi_B \right)^4 = \frac{E^c_J}{96} \left( \psi_A^3 \psi_B + \psi_B^3 \psi_A \right) - \frac{E^c_J}{64} \psi_A^2 \psi_B^2 \\
- \frac{E^c_J}{16} \left( \psi_A - \psi_B \right)^2 \psi_S^2 + \frac{E^c_J}{12} \left( \psi_A - \psi_B \right) \psi_S^3 \\
\frac{E^c_J}{4!} \left[ \left( \psi_A / 2 \right)^4 + \left( \psi_B / 2 \right)^4 + \psi_S^4 \right],
\]

where the first direct transmon-transmon coupling term describes correlated hopping processes including small corrections to the linear coupling, and the second term contains the cross-Kerr contribution. In our design, the sloshing mode is at much lower frequency than the transmons, therefore the third term is not directly relevant, however, the fourth term results in qubit coupling to the $0-3$ transition of the sloshing mode, which was observed in spectroscopy near the zero coupling region. As we show in Fig. 4.9, this transition always crosses around the zero coupling region, even when operating at different qubit frequencies. This is an undesired effect which arises due to the fact that the two-island transmon design introduces four nodes in our circuit. A possible solution to this, would be to carefully engineer where these higher transitions occur and make sure that they do not cross with the qubits at the critical operation points. For example,
Figure 4.10: Controlling the higher sloshing mode level crossings with an alternative circuit design. Theoretical calculations of the coupled system energy level spectrum, demonstrate that using a slightly bigger coupling capacitor ($C_c = 30 \text{ fF}$), would enable experimental accessibility to regimes where $V \gg J$ and $J = 0$ without other transitions interfering.

as we show in Fig. 4.10, a zero linear coupling regime could be reached for a slightly different circuit design with a larger coupling capacitor $C_c$.

Notice that, all the self-inductive terms to infinite order $O(\psi_A^2, \psi_B^2, \psi_S^2, \psi_A^4, \psi_B^4, \psi_S^4, \ldots)$ result in the following contribution to the Hamiltonian

$$-E_J^s \cos \hat{\psi}_S - E_J^c \left( \cos \frac{\hat{\psi}_A}{2} + \cos \frac{\hat{\psi}_B}{2} \right). \quad (4.26)$$

The first term describes the Josephson energy of the sloshing mode, while the rest two terms account for a correction to the transmon Josephson energies as $E_J^c$ is tuned. This change accounts for the measured transmon frequency shifts vs coupler bias $\Phi_3$, shown in Figs. 4.4(e), (f).

Capacitive coupling contributions and mode variable elimination

The two transmons couple directly via their charge degrees of freedom as

$$\frac{C_1 C_2^2}{4 \det[C]} \dot{Q}_A \dot{Q}_B.$$  

Additionally they couple together indirectly via the off-resonant sloshing mode, as described by the term $\frac{1}{C_{ABS}} \dot{Q}_S (\dot{Q}_A - \dot{Q}_B)$. Notably, this coupling would vanish if the two islands of each transmon had exactly the same capacitances to ground ($C_{1g} = C_{2g}$). In our design there is a small asymmetry ($C_{1g} \neq C_{2g}$), therefore, this contribution should be taken into account for an accurate theoretical description of the circuit. It is possible, however, to eliminate this variable, while taking into account the stray contributions to the coupling between the two transmons. To illustrate this, we rewrite these coupling
terms as
\[
\frac{1}{C_{ABR}} \hat{Q}_R(\dot{\hat{Q}}_A + \dot{\hat{Q}}_B) = \left( \frac{\dot{\hat{Q}}_R}{\sqrt{2\tilde{C}_R}} + \sqrt{\frac{\tilde{C}_R}{2C_{ABR}^2}}(\dot{\hat{Q}}_A + \dot{\hat{Q}}_B) \right)^2 - \frac{\tilde{C}_R}{2C_{ABR}^2}(\dot{\hat{Q}}_A + \dot{\hat{Q}}_B)^2
\]
\[
= \frac{\dot{\hat{Q}}_R^2}{\tilde{C}_R} - \frac{\tilde{C}_R}{2C_{ABR}^2}(\dot{\hat{Q}}_A^2 + \dot{\hat{Q}}_B^2) - \frac{\tilde{C}_R}{C_{ABR}^2}\hat{Q}_A\hat{Q}_B.
\quad (4.27)
\]

The first term is derived following a redefinition of the rigid mode \( \hat{Q}_R = f(\hat{Q}_R, \hat{Q}_A, \hat{Q}_B) \). This zero frequency mode has no contribution to the equations of motion of all the other modes and can, therefore, be eliminated. The second term accounts for a renormalisation of the transmon charging energies, while the last term accounts for a small contribution to the direct capacitive coupling, which can be absorbed into a redefinition of \( J_C \). We have therefore eliminated one variable which reduces the computational power required for numerical modelling and makes the theoretical description of the circuit more elegant.

### 4.5.3. Circuit quantisation in the harmonic oscillator basis

The Hamiltonian describing the uncoupled system is given by
\[
\mathcal{H}_0 = 4E_C\hat{N}_A^2 - E_J^{(1)}\cos\psi_A + 4E_C\hat{N}_B^2 - E_J^{(2)}\cos\psi_B,
\quad (4.28)
\]
where \( E_C = \frac{\epsilon^2}{2e} \) is the charging energy of each transmon and \( \hat{N}_{A,B} = \frac{\hat{Q}_{A,B}}{2e} \) is the number operator associated with Cooper-pairs tunnelling through each junction [158].

Introducing annihilation (creation) operators \( \hat{a}^{(\dagger)}, \hat{b}^{(\dagger)} \) such that
\[
\hat{N}_A = i \left( \frac{E_J^{(1)}}{32E_C} \right)^{1/4} (\hat{a}^{\dagger} - \hat{a}), \quad \hat{N}_B = i \left( \frac{E_J^{(2)}}{32E_C} \right)^{1/4} (\hat{b}^{\dagger} - \hat{b}),
\quad \hat{\psi}_A = \left( \frac{2E_C}{E_J^{(1)}} \right)^{1/4} (\hat{a} + \hat{a}^{\dagger}),
\quad (4.29)
\]

the uncoupled two-transmon Hamiltonian can be approximated as two independent Duffing oscillators [44]
\[
\mathcal{H}_0 = \hbar\omega_1\hat{a}^{\dagger}\hat{a} - \frac{E_C}{2}\hat{a}^\dagger\hat{a}\hat{a}\hat{a} + \hbar\omega_2\hat{b}^\dagger\hat{b} - \frac{E_C}{2}\hat{b}^\dagger\hat{b}\hat{b}\hat{b},
\quad (4.30)
\]
at frequencies \( \omega_{1,2} = \sqrt{8E_J^{(1,2)}E_C - E_C} \). Note that the sloshing mode can also be approximately described by the transmon Hamiltonian, however this approximation ceases to be valid as \( E_J^{(1,2)} \) is tuned to zero.

### Linear coupling

When the two transmons are resonant \( E_J^{(1)} = E_J^{(2)} = E_J \), the linear coupling terms \( \hat{Q}_A\dot{\hat{Q}}_B, \hat{\psi}_A\dot{\hat{\psi}}_B \), result in a dipole-dipole interaction of the form
\[
J(\hat{a}^\dagger + \hat{a})(\hat{b} + \hat{b}^\dagger).
\quad (4.31)
\]
In the case where \( J \ll \omega \) this is equivalent to single photon hopping \( J(\hat{a}^\dagger \hat{b} + \hat{b}^\dagger \hat{a}) \), following a rotating wave approximation (RWA). Moreover, in the qubit subspace this is also equivalent to \( 2J(\hat{\sigma}_x^1 \hat{\sigma}_x^2 + \hat{\sigma}_y^1 \hat{\sigma}_y^2) \), where \( \sigma_{x,y} \) are Pauli operators. The coupling strength is given by

\[
J = \frac{\sqrt{8E_J E_C}}{2} \left( \frac{e^2 C_{1g}^2 C_c}{8E_C \text{Det}[C']} - \frac{E_c^6}{4E_J^3} \right). \tag{4.32}
\]

As we have already discussed, small contributions to \( J \) need to be considered as the two transmons additionally couple via the off-resonant sloshing mode \( (\hat{Q}_A - \hat{Q}_B)\hat{Q}_S \) and \( (\hat{\psi}_A - \hat{\psi}_B)\hat{\psi}_S \) terms. We include these contributions, as well as higher order corrections, by diagonalising the full circuit Hamiltonian (4.17) in our theoretical modelling of the experimental data.

### Nonlinear coupling

The first term in (4.25) describes correlated photon hopping terms,

\[
\frac{V}{6} (\hat{a}^\dagger \hat{n}_a \hat{b} + \hat{a} \hat{n}_a \hat{b}^\dagger + \hat{b}^\dagger \hat{n}_b \hat{a} + \hat{b} \hat{n}_b \hat{a}^\dagger), \tag{4.33}
\]

where

\[
V = -\frac{E_c^6 E_C}{8E_J}. \tag{4.34}
\]

This term, also leads to a small correction to the dipole-dipole coupling \( J \rightarrow J - \frac{V}{6} \).

The second term in (4.25) results in cross-Kerr coupling

\[
V \hat{a}^\dagger \hat{a} \hat{b}^\dagger \hat{b}, \tag{4.35}
\]

and photon-pair tunnelling processes

\[
\frac{V}{4} (\hat{a}^\dagger \hat{a} \hat{b}^\dagger \hat{b} + \hat{a} \hat{a}^\dagger \hat{b} \hat{b}^\dagger). \tag{4.36}
\]

### 4.6 Measurement setup

The measurement setup including the wiring diagram and an optical micrograph of the full 2 mm \( \times \) 7 mm chip is shown in Fig. 4.11. Our device was mounted on a printed circuit board (PCB) at the mixing chamber plate of a dilution refrigerator (fridge temperature \( \sim 20 \text{ mK} \)). The sample was shielded against external magnetic fields, using a pair of cryogenic mu-metal shields as well as aluminium layers, and infrared radiation, using an additional copper can coated with a mixture of silicon carbide and Stycast 2850 [159]. Cryogenic attenuators and home-build eccorsb filters were used in all microwave lines, resulting in a total attenuation of \( \sim 60 \text{ dB} \) for each line. For the DC flux bias lines we use home-build eccorsb filters and commercial low-pass filters (VLFX) with 1.35 GHz frequency cutoff. The input line additionally has a 10 GHz low-pass filter, and the output signal passes through 3 circulators, connected in series, before being amplified using cryogenic (HEMT) and room-temperature amplifiers. The signal is then demodulated, amplified and registered with a data acquisition card.
4.7. Supplementary data

In order to determine the cross-Kerr couplings of Fig. 4.3, spectroscopically, we need to access the two-excitation manifold in the resonantly coupled system (Fig. 4.13(a)). However, directly exciting the even states with one source is difficult because of the transmon selection rules [92]. This could, in principle, be achieved via single-tone spectroscopy at very high powers (as in Fig. 4.5), however this results in broadening and Stark shifting of the coupled qubits frequencies, causing some uncertainty in our measurements. We therefore perform two-tone spectroscopy, where we read out via one resonator and sweep the drive frequencies of two microwave tones ($f_{S1}$ and $f_{S2}$) applied through each drive-line, as shown in Fig. 4.13(b). The bright vertical lines, correspond to the dressed state transition frequencies $\omega_{+}/2\pi$, $\omega_{-}/2\pi$, which can be easily excited with each source. The diagonal 45° lines correspond to two-photon transitions to $|02\rangle$, $|20\rangle$ and $|11\rangle$ as different photons from each source combine together to excite these states. Each data point in Fig. 4.3(b) is extracted from a series of similar two-tone
Figure 4.12: **Frequency tuning of the two qubits.** Each qubit is driven via its dedicated flux bias line. Raw data including theory fits are shown. All flux channels have been made orthogonal following the calibration procedure described in Fig. 4.6.

Figure 4.13: **Two-tone spectroscopy.** (a) Level diagram of the coupled two-transmon system on resonance. Higher level transitions are prohibited by selection rules and therefore two-tone spectroscopy is required to probe the two-excitation manifold. (b) Two-tone spectroscopy of the coupled system at $\Phi_3/\Phi_0 = 0$. Vertical and horizontal lines correspond to the 01 and 10 transitions, while diagonal lines correspond to two-photon transitions.

spectroscopy measurements.
Figure 4.14: Detailed avoided crossings around the normal-mode splitting suppression point, as we tune from an inductively dominated towards a capacitively dominated coupling regime. The top row (a)-(e) shows qubit spectroscopy data via resonator $R_1$ as qubit 1 is tuned on resonance with qubit 2, for different values of coupler bias $\Phi_3/\Phi_0 = 0.25, 0.26, 0.3, 0.32, 0.33$ (from left to right). The bottom figures (f)-(j) correspond to the same measurement with qubit spectroscopy via resonator $R_2$. The insets show the extracted linear coupling strengths from qubit-qubit avoided crossing fits.
Quantum control of a mechanical resonator using three-body interactions with transmon qubits

Every difficulty in life presents us with an opportunity to turn inward and to invoke our own submerged inner resources. The trials we endure can and should introduce us to our strengths. Dig deeply. You possess strengths you might not realize you have. Find the right one. Use it.

Epictetus, “The Art of Living”

In this chapter, we propose a scheme for controlling a radio-frequency mechanical resonator at the quantum scale using two superconducting transmon qubits that can be integrated on the same chip. Specifically, we consider two qubits coupled via a capacitor in parallel to a superconducting quantum interference device (SQUID), which has a suspended mechanical beam embedded in one of its arms. Following a theoretical analysis of the quantum system, we find that this configuration, in combination with an in-plane magnetic field, can give rise to a tuneable three-body interaction in the single-photon strong-coupling regime, while enabling suppression of the stray qubit-qubit coupling. Using state-of-the-art parameters and qubit operations at single-excitation levels, we numerically demonstrate the possibility of ground-state cooling as well as high-fidelity preparation of mechanical quantum states and qubit-phonon entanglement, i.e. states having negative Wigner functions and obeying non-classical correlations.

This chapter has been published with minor differences in npj Quantum Information 5, 100 (2019).
5. Quantum control of a mechanical resonator using three-body interactions with transmon qubits

5.1. Introduction

The ability to control massive mechanical objects at the quantum level constitutes a very interesting task for many technological applications, ranging from microwave-to-optical conversion to quantum memories, as well as fundamental studies regarding the quantum-classical divide \[63, 64, 66–68, 160–164\]. The rapid development of cavity optomechanics over the last decade has enabled the exploration of mechanical resonators in regimes where quantum effects become prominent. One approach relies on resonant coupling of acoustic phonons to microwave excitations via piezoelectric materials \[165, 166\], however, the amplitude of the lattice vibrations in these systems is very small, limiting their applications. On the other hand, in typical opto- and electromechanical setups, low-frequency mechanical resonators are controlled via parametric coupling to an optical or microwave cavity \[167–171\]. The mechanical elements in these systems are usually realised with metal drumheads or beams, which are characterised by large quality factors and large mass, making them also prime candidates for experimental tests of gravity-induced wavefunction collapse theories \[66–68, 160\].

Following the pioneering work on acoustic resonators \[165\], recently, quantum superpositions of the ground and first excited state were for the first time generated in a parametrically coupled mechanical resonator \[172\]. In this approach, a superconducting qubit is used to create the excitation, which decays into a microwave resonator on a different chip and subsequently transferred to the mechanical element via an effective linearised interaction. It is recognised, however, that this method has severe limitations as it relies on strong driving, which is challenging with qubits, and suffers from unavoidable losses during the state transfer between different chips, limiting the fidelity of the prepared state \[173\]. A different scheme, implemented in the optical domain, uses entanglement and post-selective measurements to generate single-photon states \[174\], although the non-deterministic nature of the protocol in combination with low count rates limits the types of states that can be prepared.

A promising route towards high-fidelity mechanical quantum control is the ability to operate in the single-photon strong-coupling regime, where interaction times are faster than dissipation processes, which however still remains an experimental challenge for far-detuned parametrically coupled mechanical resonators \[173, 175\]. Operating in this regime is predicted to give rise to non-classical photon correlations \[176\] and non-Gaussian states \[177, 178\], as well as macroscopic mechanical superpositions \[179\]. Moreover, using the radiation-pressure coupling to qubits can lead to the creation of mechanical Schrödinger cat states \[180, 181\]. Generating Fock states in this regime could also be enabled using an additional microwave resonator to create an effective tripartite coupling, as predicted in Ref. \[181\], although this approach is limited to low state preparation fidelities mainly due to the limitations of capacitive coupling and stray qubit-resonator interaction. In spite of the experimental and theoretical advances in the field, high-fidelity quantum state preparation of mechanical systems appears to be limited to a small class of engineerable states which are, to a large degree, architecture-dependent.

Here, we analyse a new scheme for synthesizing generic mechanical states by employing tuneable three-body interactions between two superconducting qubits and a mechanical resonator in the single-photon strong-coupling regime. The coupling relies...
on embedding a suspended micrometer-long beam in one of the arms of a superconducting quantum interference device (SQUID) in combination with an externally applied magnetic field \([182–185]\). We find that by connecting two superconducting transmon qubits directly via this mechanical SQUID, a tuneable three-body interaction arises as the qubit-qubit flux-mediated coupling is modulated by the mechanical displacement. Importantly, the detrimental exchange-type interaction between the two qubits can be suppressed by adding a capacitor in parallel to the SQUID, as discussed in the previous chapter. Using state-of-the-art parameters, reported in recent experiments \([185]\), we numerically demonstrate the possibility of high-fidelity coherent quantum control of the beam, from ground-state cooling to fast and high-fidelity preparation of mechanical Fock states, as well as maximally entangled states of qubits and phonons. Finally, we devise a protocol consisting of qubit flux-pulsing and post-selective measurements for synthesizing multi-phonon superposition states, extending the quantum control toolbox and the plurality of engineerable quantum states in radio-frequency mechanical resonators.

5.2. Main results

5.2.1. Motion-dependent qubit-qubit interaction

The proposed circuit, shown in Fig. 5.1(a), comprises two transmon qubits coupled directly via a superconducting quantum interference device (SQUID) shunted by a capacitor, \(C_c\). This tuneable coupling scheme has recently been realised in circuit QED setups using transmons \([186]\) and LC resonators \([187]\). The coupling is controlled by tuning the Josephson energy of the SQUID, \(E^c_j(\Phi_b) = E^c_j \cos(\pi \Phi_b/\Phi_0)\), with an out-of-plane flux bias, \(\Phi_b\), where \(\Phi_0 = h/2e\) is the magnetic flux quantum and \(E^c_j \Sigma\) is the sum of the two junction Josephson energies in the SQUID. The mechanical part of the circuit con-
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sists of a beam of length \( l \) that is embedded in one of the arms of the SQUID loop and can oscillate out of plane. By applying an in-plane external magnetic field \( B \), the loop can pick up an additional flux \( \beta_0 B l X \) due to the beam displacement \( X \), resulting in a flux-tuneable and motion-dependent Josephson energy \( E_j^c = E_j^{c, \Sigma} \cos(\pi \Phi_b/\Phi_0 + \alpha X) \), where \( \alpha = \pi \beta_0 B l / \Phi_0 \) and \( \beta_0 \) is a geometric factor depending on the mode shape (for the first mechanical mode, considered here, \( \beta_0 \approx 1 \)) \cite{184, 185, 188}.

The Hamiltonian of the system can be expressed in second quantisation form, as

\[
H = \frac{P^2}{2m} + \frac{m\omega_m^2}{2} X^2 + \sum_{i=1}^{2} \left[ \frac{Q_i^2}{2C_i} - E_j \cos \left( \phi_i/\phi_0 \right) \right] + \frac{C_e}{C_1 C_2} Q_1 Q_2 - E_j^c(X) \cos \left( \phi_1 - \phi_2 \phi_0 \right),
\]

where \( \{ X, P \} \) and \( \{ \phi_i, Q_i \} \) are conjugate variable pairs describing the mechanical and the electrical degrees of freedom at circuit node \( i \), and \( \phi_0 = \Phi_0/(2\pi) \) is the reduced flux quantum. The first four terms describe the uncoupled system of the mechanical resonator and two transmon qubits, where \( m, \omega_m \) denote the mass and frequency of the beam and \( E_j, C_i \) represent the Josephson energy and loaded capacitance of each transmon, respectively (see section 5.5). The last two terms describe the qubit-qubit interaction via their charge and flux degrees of freedom, \( Q_i \) and \( \phi_i \).

The core of this proposal relies on the fact that the dynamical displacement of the beam results in a modulation of the superconducting current through the coupling SQUID and its Josephson energy, which mediates the qubit-qubit interaction. Taking into account the finite asymmetry of the SQUID loop, which is present in any realistic scenario, this results in a motion-dependent Josephson energy,

\[
E_j^c(X) = E_j^{c, \Sigma} \left[ c_j \cos(\pi \Phi_b/\Phi_0) - s_j \sin(\pi \Phi_b/\Phi_0) \alpha X \right],
\]

where \( c_j = \sqrt{1 + a_j^2} \tan(\pi \Phi_b/\Phi_0) \) and \( s_j = (1 - a_j^2)/c_j \) are correction factors due to the SQUID asymmetry \( a_j \). Note that the above expression is valid for \( \pi \Phi_b/\Phi_0 \approx \alpha X \) and relies on the assumption that \( \alpha X \ll 1 \) (for a full derivation see section 5.5.1). For the parameters considered here, which are compatible with values reported in recent experiments using micrometer-long Al beams and sub-Tesla magnetic fields \cite{185}, we have \( \alpha X \approx 10^{-5} - 10^{-6} \), therefore this is a valid assumption.

5.2.2. Electromechanical system dynamics

The Hamiltonian of the system can be expressed in second quantisation form, as

\[
\hat{H} = \hat{H}_0 + \hat{H}_{\text{int}},
\]

\[
\hat{H}_0 = \hbar \omega_m \hat{b}^\dagger \hat{b} + \sum_{i=1}^{2} \hbar \omega_i \hat{c}_i^\dagger \hat{c}_i - \frac{E_c}{2} \hat{c}_1^\dagger \hat{c}_1 \hat{c}_1 \hat{c}_1,
\]

\[
\hat{H}_{\text{int}} = \hbar g (\hat{c}_1^\dagger \hat{c}_2 + \hat{c}_2^\dagger \hat{c}_1)(\hat{b} + \hat{b}^\dagger) - \sum_{i=1}^{2} \hbar g \hat{c}_i^\dagger \hat{c}_i (\hat{b} + \hat{b}^\dagger) + \hat{H}',
\]
where $\hat{b}^{(\dagger)}$ and $\hat{c}_i^{(\dagger)}$ are bosonic operators describing the annihilation (creation) of phonons and qubit excitations, respectively (see section 5.6). The effective electromechanical frequencies are $\omega_m$ and $\omega_i = \frac{1}{\hbar} \left( \sqrt{8 \tilde{E}_J E_{\text{C}_i} - E_{\text{C}_i}} \right)$, where $\tilde{E}_J$ is the modified transmon Josephson energy due to the coupler. The classical analysis together with a full quantum mechanical treatment of the circuit, including higher-order nonlinear interaction terms, is presented in sections 5.5 and 5.6.

The first term in Eq. (5.5) describes a three-body interaction involving hopping of qubit excitations together with mechanical displacements of the beam. The coupling strength is given by

$$g = \frac{\alpha \sqrt{Z_1 Z_2}}{2\Phi_0^2} s_1 E_{\text{C}_i} \sin(\pi \Phi_b/\Phi_0) X_{\text{ZPF}},$$

(5.6)

where $Z_i = \frac{\hbar}{c} \sqrt{E_{\text{C}_i}/2 \tilde{E}_J}$ denote the transmon impedances, and $X_{\text{ZPF}} = \sqrt{\hbar/(2m\omega_m)}$ is the zero-point motion of the mechanical resonator. The next interaction term describes the radiation-pressure interaction between each qubit and the beam with coupling strength $g_{1(2)} = g \sqrt{Z_1(2)/Z_2(1)}$. The electromechanical coupling strengths are plotted in Fig. 5.1(b) as a function of the out-of-plane flux bias $\Phi_b$. Close to a half-integer flux quantum, $E_{\text{C}_i}(X)$ is maximally susceptible to mechanical motion which maximises the electromechanical coupling. Note that all couplings become zero exactly at a half-integer flux quantum due to the finite SQUID asymmetry $a_J$. In our calculations an asymmetry of 0.01 is included, reflecting a 2% spread in junction fabrication targeting.

The last term in Eq. (5.5) describes the qubit-qubit interaction

$$\hat{H}_{12}' = \hbar (J_C - J_L) (\hat{c}_1^{\dagger} \hat{c}_2 + \hat{c}_1 \hat{c}_2^{\dagger}) + \hbar V \hat{c}_1^{\dagger} \hat{c}_1 \hat{c}_2^{\dagger} \hat{c}_2,$$

(5.7)

where $J_C$, $J_L$ are exchange-type coupling strengths arising from the coupling capacitor and SQUID, respectively, and $V$ is the cross-Kerr coupling strength, which is minimised at $\Phi_b \simeq \Phi_0/2$ (see Eq. (5.44)). A significant advantage of this architecture for realising tripartite interactions, compared to relying exclusively on capacitive coupling [181], is that any stray linear coupling between the qubits can be suppressed with the right choice of coupling capacitance $C_c$ [186, 187]. This makes the three-body interaction dominant and ensures the ability to manipulate the state of each qubit individually by local driving, which is crucial for the state engineering protocols discussed below.

5.2.3. Ground-state cooling

Mechanical resonators realised using vibrating beams and drumheads lie in the radiofrequency regime ($\sim 10$ MHz), where thermal fluctuations are dominant even at millikelvin temperatures, achieved with conventional cryogenic techniques. An essential element of control is, therefore, the ability to cool these systems to their quantum ground state before manipulating them further. Typically, electromechanical experiments employ a “cold” microwave cavity ($\sim 10$ GHz), which is coupled to the mechanical element via an effective linearised interaction in the many-photon regime, and cooling is enabled by red-sideband driving [168]. However, in a system comprised of qubits, cooling the
mechanical resonator via sideband driving can be a challenging task, requiring multiple tones and eventually limited by the critical number of photons in the Josephson junction [189, 190].

Here, we show that it is possible to overcome the challenges of sideband cooling with qubits by employing a time-domain protocol to cool the mechanical resonator to its quantum ground state, using the three-body interaction. The scheme, depicted in Fig. 5.2(a), consists of a sequence of single-qubit operations which, combined with the tripartite interaction, enable the transfer of the thermal phonons to the environment in a stroboscopic fashion, as described below. At first, we bring one qubit (\(q_1\)) to its excited state and then tune its frequency such that \(\omega_1 = \omega_2 - \omega_m\). Since \(g \ll \omega_m\) the interaction \((\hat{c}_1 \hat{b}_2^\dagger + \text{H.c.})\) is resonant at this condition, such that a phonon combined with the excitation in \(q_1\) can be transferred to the other qubit (\(q_2\)) after variable time \(\Delta t_{\text{cool}}\). The cycle is then completed by reinitialising both qubits using active reset protocols [191–193]. A similar scheme has also been realised recently for detecting microwave photons in a superconducting resonator, using tripartite interactions with a transmon qubit and a dissipative mode [194].

In Fig. 5.2(b) we plot the average number of phonons and qubit excitations as a function of time after \(\sim 100\) cooling cycles, for a mechanical beam oscillating at \(\omega_m/(2\pi) = 10\) MHz and a tripartite coupling strength \(g/(2\pi) \simeq 0.3\) MHz. At the end of the protocol the mechanical resonator is cooled down to the ground state with a phonon occupancy of 0.05, assuming an environment temperature of \(T = 10\) mK \((n_{\text{th}} \simeq 20)\). The qubit \((\omega_1/(2\pi) = 7\) GHz) is excited with a 200 ns Gaussian pulse, while the reset and cooling times are set to \(\Delta t_{\text{reset}} = \Delta t_{\text{cool}} = 200\) ns. The cooling time would be best optimised by choosing a short time for large thermal occupation and then increase the time as the resonator cools, since phonons swap faster for higher occupations. For simplicity, here, we considered a fixed time and found that for these
5.2. Main results

parameters, a 200 ns time is sufficient. Furthermore, we have assumed an in-plane magnetic field $B = 10$ mT which is well-below the critical field for thin Al beams \[195\] and does not compromise the qubit coherence \[196\]. All system parameters used in the simulations are listed in Table 5.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_m/(2\pi)$</td>
<td>10 MHz</td>
</tr>
<tr>
<td>$\omega_{1,2}/(2\pi)$</td>
<td>$\sim 7$ GHz</td>
</tr>
<tr>
<td>$g/(2\pi)$</td>
<td>0.3 MHz</td>
</tr>
<tr>
<td>$B$</td>
<td>10 mT</td>
</tr>
<tr>
<td>$\Phi_b$</td>
<td>0.495 $\Phi_0$</td>
</tr>
<tr>
<td>$l$</td>
<td>14.7 $\mu$m</td>
</tr>
<tr>
<td>$X_{ZPF}$</td>
<td>33 fm</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>1</td>
</tr>
<tr>
<td>$C_c$</td>
<td>9.7 fF</td>
</tr>
<tr>
<td>$E_{c,S}/E_{c,i}$</td>
<td>$\sim 10$</td>
</tr>
<tr>
<td>$E_{c,i}/h$</td>
<td>320 MHz</td>
</tr>
<tr>
<td>$n_{th}(T)$</td>
<td>$\sim 20$ (10 mK)</td>
</tr>
<tr>
<td>$T_1, T_2$</td>
<td>30 $\mu$s</td>
</tr>
<tr>
<td>$Q_m$</td>
<td>$10^6$</td>
</tr>
</tbody>
</table>

Table 5.1: Parameter set used in the numerical simulations.

5.2.4. Mechanical Fock states and qubit-phonon entanglement

Following ground-state preparation, we present a protocol which employs the tripartite coupling to deterministically generate mechanical Fock states and maximally entangled states. As schematically depicted in the inset of Fig. 5.3(a), it consists of preparing $q_2$ in the excited state and tuning it to $\omega_2 = \omega_1 + \omega_m$, such that the interaction $(\hat{c}_1^\dagger \hat{b}_1^\dagger \hat{c}_2 + \text{H.c.})$ is resonant. Ideally, assuming unitary evolution $U(t)$ under the tripartite interaction, the state would evolve as

$$U(t)\ket{0_10_m1_2} = \cos(gt)\ket{0_10_m1_2} - i \sin(gt)\ket{1_11_m0_2}.$$  \hspace{1cm} (5.8)

The evolution of the average number of phonons and qubit excitations, starting from an attainable mechanical state of 0.05 thermal phonons and including system dissipation (see Methods) is plotted in Fig. 5.3(a). We consider the full interaction Hamiltonian presented in Eq. (5.5), including next-to-leading order non-linear correction (see section 5.6), for the simulation parameters shown in Table 5.1. In Fig. 5.3(b) we plot the Wigner function of the final state in the mechanical resonator, after time $t = \pi/(2g)$, revealing a single-phonon Fock state with 97\% (99\%) fidelity, starting from an attainable (ideal) ground state. Higher phonon states could also be prepared by resetting and repeating the protocol with modified transfer times $t_n = n_m^{-1/2} \pi/(2g)$.

The quantum state preparation scheme described above, can also be used to generate bipartite and tripartite maximally entangled states between the mechanical resonator and
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Figure 5.3: Protocol for Fock-state preparation and maximally entangled states of phonons and qubit excitations. (a) Time evolution after exciting qubit 2 and tuning into the operating point $\omega_2 = \omega_1 + \omega_m$ (schematically presented in the inset) such that the interaction $(\hat{c}_1 \hat{b} \hat{c}_2 + \text{H.c})$ is resonant. Starting from a phonon occupancy of 0.05, a mechanical Fock state is generated with 97% fidelity after time $t = \pi/(2g)$. (b) Wigner function of the resulting mechanical state. (c) Density matrix of a Greenberger–Horne–Zeilinger state that is generated in the middle of the protocol, at $t = \pi/(4g)$. The notation $(0_1 0_m 1_2)$ is used in labelling and only matrix elements with a magnitude larger than 0.005 are shown. (d) Resulting density matrix after repeating the same protocol with qubit 2 initialised in the superposition state $\sqrt{\frac{1}{2}} (|0_2\rangle + |1_2\rangle)$, leading to a Bell state with 96% fidelity.

In particular, in the middle of the above protocol, at $t = \pi/(4g)$, the system is in a Greenberger–Horne–Zeilinger (GHZ) state

$$|\psi\rangle_f = \frac{1}{\sqrt{2}} (|0_1 0_m 1_2\rangle - i|1_1 1_m 0_2\rangle),$$

with 98% fidelity, with the corresponding density matrix shown in Fig. 5.3(c). Such states are particularly interesting for applications in quantum information [197, 198] and fundamental tests of quantum theory [199]. Using the same protocol for $q_2$ in a superposition state $\frac{1}{\sqrt{2}} (|0_2\rangle + |1_2\rangle)$, the Bell state

$$|\psi\rangle_f = \left(\frac{1}{\sqrt{2}} (|0_1 0_m\rangle + |1_1 1_m\rangle)\right) |0_2\rangle,$$

is generated after time $\pi/(2g)$ with 96% fidelity (98% for ideal ground state), as depicted in Fig. 5.3(d). The prepared state is a maximally entangled pair of a phonon and a qubit excitation, which could be utilised as a testbed for checking the validity of quantum mechanics at macroscopic scales without requiring tomography of the mechanical state [200, 201]. Such states might also be suitable for integrating transmon qubits into
5.2. Main results

5.2.5. Multi-phonon quantum superpositions

We now extend the protocol described above to create multi-phonon quantum superposition states in the mechanical resonator, simply by flux-pulsing the qubits. In the protocols discussed previously, the qubit frequencies are tuned at \( \omega_2 = \omega_1 + \omega_m \) such that the states |01n,m12⟩ and |11(n + 1)m02⟩ are coupled. However, when tuned at \( \omega_2 = \omega_1 - \omega_m \) the interaction term \( \hat{c}_1 \hat{b}^\dagger \hat{c}_2^\dagger + \text{H.c.} \) becomes resonant, which couples |01(n + 1)m12⟩ and |11n,m02⟩. Therefore, by interchanging the qubit frequencies with flux-tuning pulses during each cycle it could be possible to create higher phonon Fock states and multi-phonon quantum superposition states, as depicted schematically in Fig. 5.4(a).

As a proof-of-concept, using the same simulation parameters as above (Table 5.1), we demonstrate the creation of superposition states \( |\psi_m\rangle' = \frac{1}{2} (|0\rangle + \sqrt{2}|2\rangle + |4\rangle) \) and \( |\psi_m\rangle'' = \frac{1}{\sqrt{2}} (|0\rangle + |4\rangle) \), after exciting qubit 2 and applying three flux pulses that interchange the qubit frequencies at variable times \( t_1, t_2 \) and \( t_3 \). Figs. 5.4(b), (d) show the evolution of the qubit and resonator occupancy, starting from an attainable mechanical state of 0.05 phonons. The dashed lines indicate the times that a flux-tuning pulse is applied. The corresponding Wigner functions at the end of each protocol, following post-selection on |0112⟩, are shown in Figs. 5.4(c), (e), with preparation fidelities 98% and 97%, respectively. After preparation, the states evolve naturally as...
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\[ U(t)|\psi_m\rangle = (\alpha|0\rangle + \beta e^{-im\omega_m t}|n\rangle + \gamma e^{-im\omega_m t}|m\rangle ) \] including dissipation, which is however not a limiting factor because of the long lifetimes of these mechanical resonators [185]. Readout of the prepared states including Wigner tomography could be performed using similar techniques to the ones developed in Ref. [206].

The scheme described above enables the generation of interesting classes of multi-phonon superposition states, such as the ones shown in Fig. 5.4, requiring only flux-tuning pulses and a projective measurement at the end. As we show in section 5.7.2, by including a projective measurement after each step of the protocol, it is possible to generate states with arbitrary phonon number probability distributions, although constrained in the relative phases of the superpositions. Furthermore, we find that quantum superpositions with arbitrary complex coefficients can also be generated with this platform by additionally employing the qubit-qubit interaction in a controllable fashion to perform exchange-type and C-Phase gates between the two qubits (see section 5.7.1). This would enable the creation of truly arbitrary states, similar to those produced in resonantly coupled qubit-resonator systems [206, 207], with the trade-off of increased complexity in the protocol. Alternatively, using the radiation-pressure coupling with one qubit in combination with a sequence of driving pulses, could enable the creation of mechanical Schrödinger cat states as discussed in Ref. [181].

5.3. Discussion

A reconciliation of quantum mechanics and general relativity remains elusive at a theoretical level, however, there exist several proposals for testing the quantum-classical boundary with mechanical resonators offering an ideal testbed. More specifically, it has been theorised that a massive object in quantum superposition results in two coexisting space-time geometries, leading to issues with the unitary evolution, which eventually causes it to collapse [66, 68]. Importantly, this relies on the zero-point motion \( X_{ZPF} \) being much larger than the approximate size of the nucleus (\( \sim 1 \text{ fm} \)), which is the case in our system (\( X_{ZPF} = 33 \text{ fm} \)). The collapse timescale \( t_c \) is inversely proportional to the mass of the object, resulting in \( t_c \sim 1 - 10 \text{ s} \) for the parameters considered here (\( m \sim 1 \text{ pg} \)), therefore the resonator coherence time should be larger than that. Recent advances in strain engineering techniques can enable the enhancement of beam quality factors up to \( Q_m \sim 10^9 \) [208], leading to relaxation times of hundreds of seconds, which would be sufficient for observing gravitational effects. Moreover, the ability to prepare a large variety of superposition states could offer an additional tool in testing such theories. The proposed architecture provides a very versatile platform in this regard, enabling not only generic quantum state preparation, but also with high fidelity, which has so far been a very challenging task.

Our approach combines the best of both worlds of two very versatile systems, namely the exquisite level of quantum control of qubits in circuit quantum electrodynamics [41], with the long lifetimes and flexibility of mechanical elements in coupling to electromagnetic radiation. The high-fidelity generation of hybrid entangled states of phonons and qubit excitations, which have no classical analogue, may provide alternative routes for testing the limits of quantum theory at macroscopic scales [199–201]. Additionally, such states are of particular importance in enabling quantum technologies with hybrid quantum systems, from quantum simulation to quantum computing and communica-
tion [42], and could also be used for coupling qubit excitations with other systems such as optical photons, cold atoms, or spin systems [202–205].

Furthermore, we have tested the robustness of our proposal against several imperfections that may occur in a realistic experimental scenario (see section 5.8). The most important limitation would be the presence of a considerable amount of flux noise, resulting in stray qubit-qubit coupling; for example, adding a fluctuation of \( \delta \Phi_b = 1 - 10 \mu \Phi_0 \) results in \( 0.1 - 1 \) MHz added qubit-qubit coupling \( J \), respectively. We find that for \( J < 1 \) MHz the fidelity of the cooling and quantum state preparation protocols is not compromised (Fig. 5.8), therefore \( \delta \Phi_b < 10 \mu \Phi_0 \) is required, which is compatible with observations in similar devices [89, 209]. We note that despite the steep slope of the tripartite coupling \( g \) versus flux bias for \( \Phi_b/\Phi_0 > 0.495 \) (Fig. 5.1(b)), the tripartite coupling never changes by more than 1\% for \( \delta \Phi_b < 10 \mu \Phi_0 \). Another possible experimental limitation is the deviation from the target qubit frequencies due to imperfect flux tuning pulses. We have studied the effect of this imperfection and find that targeting the qubit frequencies within 100 kHz is sufficient for high-fidelity quantum state preparation (see Fig. 5.9). Additionally, we have studied the robustness of the protocol against qubit coherence and we find that high-fidelity quantum state preparation can be obtained for relaxation and dephasing times \( T_{1,2} \gtrsim 10 \) \( \mu \)s, which are typical in the superconducting qubit community and compatible with 10 mT magnetic fields [196].

In conclusion, we have analysed a hybrid circuit architecture featuring strong and tuneable flux-mediated electromechanical interactions between a mechanical resonator and two superconducting transmon qubits. Using state-of-the-art parameters, we find that the coupled system can operate in the single-photon strong-coupling regime, which has been a long-standing goal in the field of optomechanics. We have proposed and numerically demonstrated several protocols for achieving ground-state cooling and preparing multi-phonon quantum superposition states as well as hybrid entanglement with high fidelities, which has been a tremendous challenge so far. Moreover, the proposed schemes for quantum manipulation are applicable to a wider range of tripartite quantum systems where a lower frequency mode, that is not directly accessible, is within the tuning range of the two other controllable modes. Our work significantly extends the quantum control toolbox of parametrically coupled radio-frequency mechanical resonators and provides a versatile on-chip interface with transmon-based processors, offering rich opportunities for technological applications as well as fundamental tests of quantum mechanics.

### 5.4. Methods

#### 5.4.1. Numerical modelling

We model the dynamical evolution of the system, including environmental dissipation, with the Lindblad master equation

\[
\dot{\rho} = \frac{i}{\hbar} [\rho, \hat{H}] + (n_{th} + 1) \gamma_m \mathcal{L}[\hat{b}] \rho + n_{th} \gamma_m \mathcal{L}[\hat{b}^\dagger] \rho \\
+ \sum_{i=1}^{2} \frac{1}{T_1} \mathcal{L}[\hat{c}_i] \rho + \frac{1}{T_2} \mathcal{L}[\hat{c}_i^\dagger \hat{c}_i] \rho, \tag{5.11}
\]
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which is numerically solved using QuTiP [83]. Here, \( \mathcal{L}[\dot{\rho}]\rho \doteq (2\dot{\rho}\rho^\dagger - \dot{\rho}^\dagger \dot{\rho} - \rho \dot{\rho}^\dagger)/2 \) are superoperators describing each dissipation process, and \( n_{\text{th}} = 1/\exp(\hbar \omega_m/(k_B T)) - 1 \) is the thermal phonon number at temperature \( T \). More specifically, we consider qubit decay and dephasing times \( T_1 = T_2 = 30 \mu s \), which are consistent with measured values in a similar tuneable coupling transmon architecture (see Fig. 4.4 in chapter 4). The coupling of the mechanical mode to the environment is determined by \( \gamma_m = \omega_m/Q \), where the quality factor \( Q = 10^6 \) is chosen in agreement with experimental observations in recently fabricated SQUID-embedded beams [185]. For completeness, we additionally include \( \mathcal{O}(\phi^4 X) \) terms in the interaction Hamiltonian (see section 5.6), which nevertheless cause insubstantial corrections to the system dynamics. We model the mechanical resonator using forty levels and each transmon as a three-level system (including an anharmonicity of \( E_{C_i}/h \simeq 320 \) MHz). The same parameters, shown in Table 5.1, were considered in all the simulations.

5.5. Lagrangian-Hamiltonian description of the circuit

The Lagrangian describing the electromechanical system in Fig. 5.1(a) is

\[
\mathcal{L} = \frac{mX^2}{2} - \frac{m\omega_m^2X^2}{2} + \sum_{i=1}^{2} \left[ \frac{1}{2} C_i \dot{\phi}_i^2 + E_1 \cos \left( \frac{\phi_i}{\phi_0} \right) \right] + \frac{1}{2} C_c (\dot{\phi}_1 - \dot{\phi}_2)^2 + E_j^c \cos \left( \frac{\phi_1 - \phi_2}{\phi_0} \right),
\]

where \( X, \phi_i \) are variables representing the beam displacement and the flux on circuit node \( i \) [158], respectively, and \( \phi_0 = \hbar/2e \) is the reduced flux quantum. \( C_i, C_c \) and \( E_{1}, E_j \) denote the capacitances and Josephson energies of each transmon and the coupler, respectively, and \( m, \omega_0 \) are the mass and frequency of the beam. Following a Legendre transformation \( H = \sum_i \phi_i Q_i - \mathcal{L} \) we obtain the system Hamiltonian

\[
H = \frac{P^2}{2m} + \frac{m\omega_m^2X^2}{2} + \sum_{i=1}^{2} \left[ \frac{Q_i^2}{2C_i} - E_1 \cos \left( \frac{\phi_i}{\phi_0} \right) \right] + \frac{C_c}{C_1 C_2} Q_1 Q_2 - E_j^c \cos \left( \frac{\phi_1 - \phi_2}{\phi_0} \right),
\]

where \( P = \frac{\partial \mathcal{L}}{\partial \dot{X}} \) is the mechanical conjugate momentum and \( Q_i = \frac{\partial \mathcal{L}}{\partial \phi_i} \) are the electrical conjugate momenta representing charges on each circuit node. \( \tilde{C}_2 = C_2 + \frac{C_1 C_2}{C_1 + C_2} \) and \( \tilde{C}_1 = C_1 + \frac{C_2 C_3}{C_2 + C_3} \) denote the modified transmon capacitances due to the coupling capacitance \( C_c \).

5.5.1. Motion-dependent flux-tuneable Josephson energy

If the two junctions of the SQUID are identical, the total Josephson energy is \( E_j^c(\Phi_b) = E_{1,\Sigma}^c(\Phi_b/\Phi_0) \), where \( E_{1,\Sigma}^c \) is the sum of the Josephson energies of each junction. In the presence of an in-plane magnetic field, \( B \), the SQUID loop can pick up an additional flux, \( \beta_0 B l X \), due the beam displacement, where \( l \) is the length of the suspended arm and \( \beta_0 \) is a geometric constant associated with the mode shape of the beam (for the first mechanical mode \( \beta_0 \sim 1 \)) [185, 188]. Therefore, the flux- and motion-dependent
Josephson energy reads

\[ E_j^c = E_{j,\Sigma}^c |\cos(\pi \Phi_b / \Phi_0 + \alpha X)|, \]  

(5.14)

where \( \alpha = \pi \beta_0 Bl / \Phi_0 \) and \( \Phi_0 = \hbar / 2e \) is the magnetic flux quantum. Using basic trigonometry and expanding to lowest order in \( X \), assuming \( \pi \Phi_b / \Phi_0 \gg \alpha X \), we find

\[ E_j^c \simeq E_{j,\Sigma}^c \left[ \cos(\pi \Phi_b / \Phi_0)(1 - \alpha^2 X^2) - \sin(\pi \Phi_b / \Phi_0)\alpha X \right], \]

(5.15)

The above approximation holds for \( \alpha X ZPF \ll 1 \), which is valid for the beams considered in similar experiments and small magnetic fields \( (B < 1 \text{ T}) \) [185].

In the above, the case of a symmetric SQUID \( E_{j,1}^c = E_{j,2}^c \) is considered, however, in realistic devices a finite asymmetry needs to be taken into account. The Josephson energy is therefore more accurately described by

\[ E_j^c(\Phi_b, X) = E_{j,\Sigma}^c \cos^2(\pi \Phi_b / \Phi_0 + \alpha X) + a_j^2 \sin^2(\pi \Phi_b / \Phi_0 + \alpha X)]^{1/2}, \]

(5.16)

where \( a_j = \frac{|(E_{j,1}^c - E_{j,2}^c)/(E_{j,1}^c + E_{j,2}^c)|}{\text{SQUID asymmetry}} [44] \). For \( \pi \Phi_b / \Phi_0 \gg \alpha X \), we have

\[
\begin{align*}
\cos^2(\pi \Phi_b / \Phi_0 + \alpha X) &\simeq \cos^2(\pi \Phi_b / \Phi_0) - 2 \alpha X \cos(\pi \Phi_b / \Phi_0) \sin(\pi \Phi_b / \Phi_0), \\
\sin^2(\pi \Phi_b / \Phi_0 + \alpha X) &\simeq \sin^2(\pi \Phi_b / \Phi_0) + 2 \alpha X \cos(\pi \Phi_b / \Phi_0) \sin(\pi \Phi_b / \Phi_0).
\end{align*}
\]

(5.17)

Substituting into Eq. (5.16), yields

\[ E_j^c = E_{j,\Sigma}^c (1 + a_j^2 \tan^2(\pi \Phi_b / \Phi_0))^{1/2} \cos(\pi \Phi_b / \Phi_0) \left[ 1 - \alpha X \frac{(1 - a_j^2) \tan(\pi \Phi_b / \Phi_0)}{1 + a_j^2 \tan^2(\pi \Phi_b / \Phi_0)} \right]^{1/2}, \]

(5.18)

which can further be simplified, assuming \( \alpha X \frac{(1 - a_j^2) \tan(\pi \Phi_b / \Phi_0)}{1 + a_j^2 \tan^2(\pi \Phi_b / \Phi_0)} \ll 1 \), into

\[ E_j^c \simeq E_{j,\Sigma}^c \left[ c_j \cos(\pi \Phi_b / \Phi_0) - s_j \sin(\pi \Phi_b / \Phi_0) \alpha X \right] + \mathcal{O}[X^2], \]

(5.19)

where \( c_j = \sqrt{1 + a_j^2 \tan^2(\pi \Phi_b / \Phi_0)} \) and \( s_j = (1 - a_j^2) / c_j \). The higher order terms

\[ \mathcal{O}[X^2] = E_{j,\Sigma}^c \frac{s_j \sin^2(\pi \Phi_b / \Phi_0)}{2 c_j \cos(\pi \Phi_b / \Phi_0)} \alpha^2 X^2, \]

(5.20)

are considered in the analysis below, however, as we will see later, they do not affect the system dynamics for the parameters used in this work.

### 5.5.2. Flux-mediated interactions

Expanding the last term in Eq. (5.13) up to \( \mathcal{O}[\phi^4 X^2] \), in combination with Eq. (5.19), yields the following flux-mediated interaction terms

\[ H_{\text{int}}^{\text{flux}} = H_{3\text{-body}} + H_{\text{RP}} + H^{\phi^2} + H^{\phi^4} + H^{\phi^4 X} + H^{\phi^2 X^2} + H^{\phi^4 X^2}. \]

(5.21)
The first term describes a three-body interaction, between the two qubits and the beam

\[ H_{3\text{-body}} = \alpha E_{j,\Sigma}^c s_j \sin(\pi b/\Phi_0) \frac{\phi_1 \phi_2}{\phi_0^2} X, \]  

while the second term

\[ H_{RP} = -\alpha E_{j,\Sigma}^c s_j \sin(\pi b/\Phi_0) \frac{(\phi_1^2 + \phi_2^2)}{2\phi_0^2} X, \]  

describes a radiation-pressure type coupling of the mechanical mode with each qubit. The next two terms describe flux-mediated qubit-qubit interactions, where

\[ H^{\{\phi^2\}} = -E_{j,\Sigma}^c c_j \cos(\pi b/\Phi_0) \frac{\phi_1 \phi_2}{\phi_0^2}, \]  

is a linear dipole coupling term, and

\[ H^{\{\phi^4\}} = E_{j,\Sigma}^c c_j \cos(\pi b/\Phi_0) \left( -\frac{\phi_1^2 \phi_2^2}{4\phi_0^4} + \frac{\phi_1^4 \phi_2^2 + \phi_1^2 \phi_2^4}{6\phi_0^4} \right), \]  

is a nonlinear interaction including cross-Kerr as well as pair- and correlated-hopping terms.

The last three terms

\[ H^{\{\phi^4X\}} = \alpha E_{j,\Sigma}^c s_j \sin(\pi b/\Phi_0) \frac{(\phi_1 - \phi_2)^4}{24\phi_0^4} X, \]  
\[ H^{\{\phi^2X^2\}} = -\alpha^2 E_{j,\Sigma}^c s_j \sin^2(\pi b/\Phi_0) \cos(\pi b/\Phi_0) \frac{(\phi_1 - \phi_2)^2}{2\phi_0^2} X^2, \]  
and

\[ H^{\{\phi^4X^2\}} = \alpha^2 E_{j,\Sigma}^c s_j \sin^2(\pi b/\Phi_0) \cos(\pi b/\Phi_0) \frac{(\phi_1 - \phi_2)^4}{24\phi_0^4} X^2, \]  

describe nonlinear tripartite interactions, which are much weaker and do not contribute significantly to the dynamics compared to the leading order electromechanical terms of Eq. (5.22) and (5.23).

In addition, the last term in Eq. (5.13) leads to corrections in the bare subsystem Hamiltonians. More specifically, the inductive energy term

\[ E_{j,\Sigma}^c c_j \cos(\pi b/\Phi_0) \left( \frac{\phi_1^2 + \phi_2^2}{2\phi_0^2} - \frac{\phi_1^4 + \phi_2^4}{24\phi_0^4} \right), \]  
results in an effective qubit Josephson energy

\[ \tilde{E}_{j_i} = E_{j_i} + E_{j,\Sigma}^c c_j \cos(\pi b/\Phi_0), \]  
while the potential energy term

\[ E_{j,\Sigma}^c \alpha X s_j \sin(\pi b/\Phi_0) \]
leads to a displaced rest position

\[ X_0 = \frac{\alpha E_c^5 \Sigma s J \sin(\pi \Phi_b / \Phi_0)}{2m \omega_m}. \]  (5.32)

The latter does not affect the dynamics and can be absorbed in a redefinition of \( X \to (X - X_0) \).

### 5.6. Circuit quantisation

We now switch to a quantum mechanical description of the circuit, promoting all canonical variables to quantum operators

\[ \hat{\mathcal{X}} = X_{ZPF} (\hat{b} + \hat{b}^\dagger), \quad \hat{\mathcal{P}} = P_{ZPF} i(\hat{b}^\dagger - \hat{b}), \]

\[ \hat{\phi}_i = \sqrt{\frac{hZ_i}{2}} (\hat{c}_i + \hat{c}_i^\dagger), \quad \hat{Q}_i = \sqrt{\frac{h}{2Z_i}} i(\hat{c}_i^\dagger - \hat{c}_i), \]  (5.33)

where \( \hat{c}_i^{(t)} \) and \( \hat{b}^{(t)} \) are ladder operators describing the annihilation (creation) of photons and phonons, respectively, and satisfy bosonic commutation relations \([\hat{c}_i, \hat{c}_j^\dagger] = \delta_{ij}\) and \([\hat{b}, \hat{b}^\dagger] = 1\). The zero-point fluctuations in the mechanical displacement and momentum are given by \( X_{ZPF} = \sqrt{h/(2m \omega_m)} \) and \( P_{ZPF} = \sqrt{h \omega_m} / 2 \), respectively.

\( Z_i = \frac{h}{e^2} \sqrt{E_{C_i}/2E_{J_i}} \) denotes the impedance of each transmon, where \( E_{C_i} = \frac{e^2}{2C_i} \) is its charging energy. Since the qubits are in the transmon regime \([44], E_{J_i} \gg E_{C_i} \), the uncoupled electromechanical system is well-described by

\[ \hat{H}_0 = \hbar \omega_m \hat{b}^\dagger \hat{b} + \sum_{i=1}^2 \hbar \omega_i \hat{c}_i^\dagger \hat{c}_i - \frac{E_{C_i}}{2} \hat{c}_i^\dagger \hat{c}_i^\dagger \hat{c}_i \hat{c}_i, \]  (5.34)

with qubit frequencies \( \omega_i = \frac{1}{\hbar} \left( \sqrt{8E_{J_i}E_{C_i} - E_{C_i}} \right) \).

#### 5.6.1. Tripartite coupling

Following Eq. (5.22) we can now write the Hamiltonian operator describing the three-body interaction

\[ \hat{H}_{3\text{-body}} = \hbar g (\hat{c}_1 + \hat{c}_1^\dagger)(\hat{c}_2 + \hat{c}_2^\dagger)(\hat{b} + \hat{b}^\dagger), \]

\[ = \hbar g (\hat{c}_1^\dagger \hat{c}_2 + \hat{c}_1 \hat{c}_2^\dagger)(\hat{b} + \hat{b}^\dagger), \]  (5.35)

where, in the second step, we have made a rotating-wave approximation (RWA) to neglect fast rotating terms \( \hat{c}_1 \hat{c}_2 \hat{b}^{(t)} \) and \( \hat{c}_1^\dagger \hat{c}_2^\dagger \hat{b}^{(t)} \), which do not contribute to the dynamics since \( \omega_1, \omega_2 \gg \omega_m, g \). The tripartite coupling strength is given by

\[ g = \frac{\alpha \sqrt{Z_1Z_2}}{2\phi_0^2} E_{J_i}^5 \Sigma \sin(\pi \Phi_b / \Phi_0) X_{ZPF}. \]  (5.36)
5.6.2. Radiation-pressure couplings

The radiation-pressure interaction between each qubit and the beam, in Eq. (5.23), can be expressed in second quantisation form as

\[
\hat{H}_{\text{RP}} = \hbar g_1 \hat{c}_1^\dagger \hat{c}_1 (\hat{b} + \hat{b}^\dagger) + \hbar g_2 \hat{c}_2^\dagger \hat{c}_2 (\hat{b} + \hat{b}^\dagger),
\] (5.37)

following a RWA. The radiation-pressure coupling strengths are given by

\[
g_i = \frac{\alpha Z_i}{\phi_0^2} E_j \epsilon \sin(\pi \Phi_b/\Phi_0) X_{\text{ZPF}}.
\] (5.38)

5.6.3. Qubit-qubit couplings

Following circuit quantisation and a RWA, the linear qubit-qubit interaction Hamiltonian in Eq. (5.24) becomes

\[
H^\{\phi^2\} = -\hbar J_L (\hat{c}_1^\dagger \hat{c}_2^\dagger + \hat{c}_1 \hat{c}_2^\dagger)
\] (5.39)

where

\[
J_L = \frac{\sqrt{Z_1 Z_2}}{2 \phi_0^2} E_j \epsilon \cos(\pi \Phi_b/\Phi_0),
\] (5.40)

The qubits also couple via their charge degrees of freedom \((Q_1 Q_2\) term in Eq. (5.13)), which results in the same type of linear interaction with coupling strength

\[
J_C = \frac{C_c}{2 C_1 C_2} (Z_1 Z_2)^{-1/2}.
\] (5.41)

Combining these together leads to an overall exchange-type interaction

\[
H_{12} = \hbar (J_C - J_L) (\hat{c}_1^\dagger \hat{c}_2^\dagger + \hat{c}_1 \hat{c}_2^\dagger),
\] (5.42)

which can be suppressed at the desired operating point \((\Phi_b)\) with the right choice of coupling capacitor \(C_c\).

The nonlinear interaction between the two transmons in Eq. (5.25) is given by

\[
\hat{H}^\{\phi^4\} = \frac{\hbar V}{4} (\hat{c}_1^\dagger + \hat{c}_1)^2 (\hat{c}_2 \hat{c}_1^\dagger + \hat{c}_2^\dagger)^2
\]
\[
+ \frac{\hbar J_{n1}}{3} (\hat{c}_1^\dagger + \hat{c}_1)^3 (\hat{c}_2 \hat{c}_1^\dagger + \hat{c}_2^\dagger)
\]
\[
+ \frac{\hbar J_{n2}}{3} (\hat{c}_1^\dagger + \hat{c}_1)(\hat{c}_2 \hat{c}_1^\dagger + \hat{c}_2^\dagger)^3.
\] (5.43)

The first term, following a RWA, results in a cross-Kerr interaction, \(V \hat{c}_1^\dagger \hat{c}_1 \hat{c}_2^\dagger \hat{c}_2\), with coupling strength

\[
V = -\frac{\hbar Z_1 Z_2}{4 \phi_0^4} E_j \epsilon \cos(\pi \Phi_b/\Phi_0).
\] (5.44)
Additionally the same term yields a pair-hopping interaction $V / 4 (c^\dagger_1 c_1^\dagger c_2^\dagger c_2 + \text{H.c.})$, which however is not contributing to the dynamics for single-excitation levels. Finally, the other two terms in Eq. (5.43) result in correlated hopping interactions $J_{n_1(2)} = -\frac{\hbar \sqrt{Z_{1(2)}^2}}{24 \phi_0^4} E_{1,\Sigma}^c \cos(\pi \Phi_{b}/\Phi_0)$, (5.45)

which contribute to the linear coupling in Eq. (5.42) as $J \to J + J_{n_1} + J_{n_2}$.

5.6.4. Higher-order tripartite interactions
The next-to-leading order electromechanical interactions are given by

$$\hat{H}^{(\phi^4 X)} = h g_{\phi_1 \phi_2} (\hat{c}_1^\dagger + \hat{c}_1)^2 (\hat{c}_2^\dagger + \hat{c}_2)^2 (\hat{b} + \hat{b}^\dagger) + h g_{\phi_1 \phi_2} \hat{c}_1^\dagger \hat{c}_1 (\hat{c}_2^\dagger + \hat{c}_2)^2 (\hat{b} + \hat{b}^\dagger) + h g_{\phi_1 \phi_2} (\hat{c}_1^\dagger + \hat{c}_1) (\hat{c}_2^\dagger + \hat{c}_2)^3 (\hat{b} + \hat{b}^\dagger),$$

with nonlinear coupling strengths

$$g_{\phi_1 \phi_2} = \frac{\hbar \alpha Z_1 Z_2}{16 \phi_0^4} E_{1,\Sigma}^c \sin(\pi \Phi_{b}/\Phi_0) X_{\text{ZPF}},$$

$$g_{\phi_1 \phi_2} = \frac{\hbar \alpha Z_1^{3/2} Z_2^{1/2}}{24 \phi_0^4} E_{1,\Sigma}^c \sin(\pi \Phi_{b}/\Phi_0) X_{\text{ZPF}},$$

and

$$g_{\phi_1 \phi_2} = \frac{\hbar \alpha Z_1^{1/2} Z_2^{3/2}}{24 \phi_0^4} E_{1,\Sigma}^c \sin(\pi \Phi_{b}/\Phi_0) X_{\text{ZPF}}.$$ (5.49)

The last two terms also lead to a small correction of the tripartite coupling strength $g \to g + 3 g_{\phi_1 \phi_2} + 3 g_{\phi_1 \phi_2}$. These terms, although weaker, are not negligible (since they are of the same order or larger than dissipation rates) and they are included in simulating the system dynamics.

The $O[\phi^2 X^2]$ terms in Eq. (5.27) can be written as,

$$\hat{H}^{(\phi^2 X^2)} = \sum_{i,j} h g_{\phi_i \phi_j} x^2 c_i^\dagger c_j (\hat{b} + \hat{b}^\dagger)^2$$

where

$$g_{\phi_i \phi_j} = \frac{\alpha^2 \sqrt{Z_i Z_j}}{2 \phi_0^2} E_{1,\Sigma}^c s_{i,j} \sin^2(\pi \Phi_{b}/\Phi_0) X_{\text{ZPF}}^2.$$ (5.51)

For the parameters used in this work ($\alpha X_{\text{ZPF}} \sim 10^{-6}$) the coupling is negligible and does not affect the system dynamics (the same holds for the even weaker $O[\phi^4 X^2]$ terms). Interestingly, however, for $i = j$ we find a dispersive (cross-Kerr) interaction $c_i^\dagger c_i \hat{b}^\dagger \hat{b}$ of each qubit with the resonator, which is active even when the qubits are far detuned and could potentially be employed for phonon-sensitive measurements of the mechanical state $\ket{173}$. 
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5.7. Protocols for arbitrary quantum state generation

5.7.1. States with arbitrary complex coefficients

In the main text we demonstrated a protocol for creating multi-phonon quantum superposition states by alternating the qubit frequencies such that different parts of the tripartite interaction become resonant. By controlling the interaction times and post-selecting on the qubit state at the end of the protocol, we showed the possibility of creating interesting classes of superposition states with high fidelity. However, this protocol alone is not sufficient for generating mechanical superposition states \( |\psi\rangle = \sum_{n=0}^{N} c_n |n_m\rangle \) with arbitrary complex coefficients \( c_n \), since there is no phase degree of freedom to control in the protocol. This is due to the fact that the coupling constant \( g \) is not an adjustable complex number and in practical implementations the interaction time is the only parameter that can be varied.

However, there is another tuning knob that can be employed by taking advantage of the qubit-qubit exchange-type interaction \( J (\hat{c}_1^\dagger \hat{c}_2 + \hat{c}_2^\dagger \hat{c}_1) \). Detuning the qubits by \( \Delta = |\omega_1 - \omega_2| \gg \omega_m \), while tuning the coupling SQUID such that there is a finite exchange-type coupling strength \( J \geq \Delta \), results in a resonant qubit-qubit interaction that couples \( |01_{12}\rangle \) and \( |11_{02}\rangle \). For example, starting from \( |01_{12}\rangle \) one would end up with state \( [\cos(Jt)|01_{12}\rangle - i \sin(Jt)|11_{02}\rangle] \) after time \( t \) (at \( t = \pi/(2J) \) this realises a SWAP gate). Furthermore, by detuning the qubit frequencies such that \( \Delta > J \) it is also possible to introduce a relative phase between the qubit states \( |01_{12}\rangle \) and \( |11_{02}\rangle \) (C-Phase gate), as in Ref. [210]. Combining this gate with the resonant qubit-qubit interaction, acting on \( |01_{12}\rangle \) would result in

\[
U_J(t, \theta)|01_{12}\rangle = \cos(Jt)|01_{12}\rangle - ie^{i\theta} \sin(Jt)|11_{02}\rangle.
\] (5.52)

We note that our system, is analogous to the one studied theoretically by Law and Eberly [207] and experimentally by Hofheinz et al. [206]. The system studied in these references considers a resonator that is controllably coupled to a qubit (with local qubit driving) via a resonant exchange-type interaction (Jaynes-Cummings). It is shown that an arbitrary resonator state can be generated by interleaving the Jaynes-Cummings evolution with qubit driving. The two-qubit states \( |01_{12}\rangle \) and \( |11_{02}\rangle \) in our system can be mapped to the single qubit basis \( |0\rangle \) and \( |1\rangle \) considered in Law and Eberly. Furthermore, the tripartite interaction can be mapped to the qubit-resonator Jaynes-Cummings interaction, where in our system we additionally have the possibility of realising the equivalent of a counter-rotating Jaynes-Cummings interaction by exchanging the qubit frequencies. The equivalent of qubit driving can then be performed by controlling the evolution under the exchange qubit-qubit interaction \( U_J \) described in Eq. (5.52).

We will consider the case where an arbitrary state \( |\psi\rangle_m = \sum_{n=0}^{N} a_n |n_m\rangle \) is generated following post-selection from the arbitrary entangled state \( |\psi\rangle = \sum_{n=0}^{N-1} (a_n|01_{n12}\rangle + b_n|11_{n02}\rangle) + a_N|01_{N12}\rangle \). That is, if we can create the above state \( |\psi\rangle \) with arbitrary complex coefficients, it is then straightforward to collapse it to \( |\psi\rangle_m \) following post-selection on the \( |01_{12}\rangle \) qubit state. Inspired by Refs. [206, 207], let us now consider the problem of generating the arbitrary state \( |\psi\rangle \) from the inverse point of view, i.e. by proving that it is always possible to empty it. Suppose we start from \( |\psi\rangle = \sum_{n=0}^{N-1} (a_n|01_{n12}\rangle + b_n|11_{n02}\rangle) + a_N|01_{N12}\rangle \) (Fig. 5.5(a)). Then by apply-
The first step of the protocol is shown, which consists of two substeps: At first we turn on the (inverse of the) C-Phase gate and the tripartite interaction \( U(t) = e^{i(\hat{c}_1^\dagger \hat{b}_2 + H.c)t} \) such that all population from \(|0_1 N_{m12}\rangle\) is emptied to \(|1_1(N−1)m02\rangle\). Then, by applying another C-Phase gate in combination with resonant qubit-qubit interaction for a variable time it is possible to empty \(|1_1(N−1)m02\rangle\) to \(|0_1(N−1)m12\rangle\). (c) Following this procedure \(N\) times it is possible to empty the original state in (a) and end up in \(|0_00m12\rangle\).

By appropriately choosing \(\theta_A\) and \(t_A\), it is possible to make the above probability amplitude zero, such that all phonons occupying the state \(|0_1 N_{m12}\rangle\) are transferred to \(|1_1(N−1)m02\rangle\) (see Fig. 5.5(b)).

The step above also results in incomplete transfer of phonons between states \(|0_1 n_{m12}\rangle\) and \(|1_1(n−1)m02\rangle\) (for \(n < N\)), after which we are left with the state \(|\psi''\rangle = \sum_{n=0}^{N−1} (a_n' |0_1 n_{m12}\rangle + b_n' |1_1 n_{m02}\rangle)\). Now by combining the (inverse of the) C-Phase gate and resonant qubit-qubit interaction \(U_j(t_j, \theta_j)\) the probability amplitude of state \(|1_1(N−1)m02\rangle\) becomes

\[
b_{N−1} = b_{N−1} \cos (Jt_j) + i e^{\theta_j} a_{N−1} \sin (Jt_j),
\]

which can be made zero by appropriately choosing \(\theta_j\) and \(t_j\) such that all phonons occupying \(|1_1(N−1)m02\rangle\) are transferred to \(|0_1(N−1)m12\rangle\) (see Fig. 5.5(b)). By applying the above two steps \(N\) times it is possible to completely empty the initial state, leading the system to \(|0_10_{m12}\rangle\) (Fig. 5.5(c)). Therefore, reversing the problem, it is possible to generate any arbitrary mechanical state \(|\psi_m\rangle = \sum_{n=0}^{N} a_n |n_{m}\rangle\) by creating the arbitrary entangled state

\[
\prod_{j=N}^{1} \hat{U}_{\theta_{A_j}} \hat{U}(t_{A_j}) \hat{U}_j(t_{J_j}, \theta_{J_j}) |0_1 0_{m12}\rangle = \sum_{n=0}^{N−1} (a_n |0_1 n_{m12}\rangle + b_n |1_1 n_{m02}\rangle) + a_N |0_1 N_{m12}\rangle,
\]

and post-selecting on \(|0_112\rangle\).
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5.7.2. States with arbitrary phonon number probability distributions

The protocol presented in the previous section can enable the creation of any mechanical quantum state with arbitrary coefficients. Although this protocol is experimentally feasible, it can become complex as it requires a lot of additional tuning to realise the C-Phase and exchange-type gates between the qubits. Here we describe an alternative protocol that only employs the tripartite interactions, therefore requiring only alternating between the qubit frequencies, and post-selective measurements at each step. Reducing the complexity of tuning pulses comes at the cost of not being able to create states with arbitrary complex coefficients, although it is possible to generate states with arbitrary phonon number probability distributions as we see below.

The protocol relies on initially preparing the two qubits in an arbitrary entangled state (Fig. 5.6(a)). Assuming the resonator is in the ground state, the tripartite system is initially described by the following wavefunction

\[ |\psi\rangle_0 = (\alpha|0_11_2\rangle + \beta|1_10_2\rangle)|0_m\rangle, \]

(5.56)

where \(\alpha, \beta\) are complex numbers that can be chosen arbitrarily and are related by \(|\alpha|^2 + |\beta|^2 = 1\). As described in the previous section, one can prepare this state by activating the exchange-type qubit-qubit interaction \(U_j(t, \theta)\). This can be done by detuning the qubits sufficiently such that their frequency difference is much greater than the mechanical frequency, and at the same time smaller than the direct qubit-qubit coupling, i.e. \(J \geq |\omega_1 - \omega_2| \gg \omega_m\), which can be adjusted by changing the flux \(\Phi_b\) on the coupling SQUID.

The next step, schematically depicted in Fig. 5.6(b), consists of the following three substeps:

1. Flux pulse into resonance condition \(\omega_2^+ = \omega_1 + \omega_m\) for variable time \(t_1\)
2. Flux pulse into resonance condition \(\omega_2^- = \omega_1 - \omega_m\) for variable time \(t_2\)
3. Projective measurement on one of the qubits and post-selection on \(|0_11_2\rangle\).

The initial wavefunction is transformed into

\[ |\psi\rangle_1 = \hat{P}\hat{U}_B(t_2)\hat{U}_A(t_1)|\psi\rangle_0, \]

(5.57)

where \(\hat{P} = |0_11_2\rangle\langle 0_11_2|\) and \(\hat{U}_{A,B}(t_{1,2}) = e^{-i\hat{H}_{A,B}t_{1,2}}\), with interaction Hamiltonians \(\hat{H}_A = \hat{c}_1^\dagger \hat{b}^\dagger \hat{c}_2 + \text{H.c.}\) and \(\hat{H}_B = \hat{c}_1^\dagger \hat{b}^\dagger \hat{c}_2^\dagger + \text{H.c.}\), respectively.

Below we derive the resulting wavefunction after each substep:

1. \(\hat{U}_A(t_1)|\psi\rangle_0 = \alpha(\cos(gt_1)|0_10_11_2\rangle - i\beta \sin(gt_1)|1_11_01_2\rangle) + \beta|1_10_01_2\rangle\)
2. \(\hat{U}_B(t_2)\hat{U}_A(t_1)|\psi\rangle_0 = \alpha \cos(gt_1)|0_10_11_2\rangle + \beta (\cos(gt_2)|1_10_01_2\rangle + \sin(gt_2)|0_11_11_2\rangle)
   \quad + \alpha \sin(gt_1) \left( \cos(g\sqrt{2}t_2)|1_11_01_2\rangle + \sin(g\sqrt{2}t_2)|0_12_11_2\rangle \right)\)
3. \(\hat{P}\hat{U}_B(t_2)\hat{U}_A(t_1)|\psi\rangle_0 = \frac{1}{P}[\alpha \cos(gt_1)|0_m\rangle + \beta \sin(gt_2)|1_m\rangle
   \quad + \alpha \sin(gt_1) \sin(g\sqrt{2}t_2)|2_m\rangle] |0_11_2\rangle, \)

(5.58)

where \(P\) is a normalisation factor determined by the Born rule.
Evidently, following this first step one has enough degrees of freedom \((\alpha, t_1, t_2)\) to create states with arbitrary phonon number probability distribution up to three levels, \(|\psi\rangle_1 = \sum_{n=0}^{2} c_n |n_m\rangle |0_1 1_2\). Following a second step (Fig. 5.6(c)), we find

\[
\hat{P} \hat{U}_B(t_4) \hat{U}_A(t_3) |\psi\rangle_1 = |0_1 1_2\rangle \{c_0 \cos(g t_3) |0_m\rangle + c_1 \cos(g \sqrt{2} t_3) \cos(g t_4) |1_m\rangle \\
+ \left( c_0 \sin(g t_3) \sin(g \sqrt{2} t_4) + c_2 \cos(g \sqrt{3} t_3) \cos(g \sqrt{2} t_4) \right) |2_m\rangle \\
+ c_1 \sin(g \sqrt{2} t_3) \sin(g \sqrt{3} t_4) |3_m\rangle + c_2 \cos(g \sqrt{4} t_4) |4_m\rangle \}.
\]

The addition of two more variables \(t_3, t_4\) enables the creation of states with arbitrary phonon number probability distribution up to \(|4\rangle\).

Suppose we start from an arbitrary mechanical state \(|\psi\rangle = \sum_{n=0}^{N-2} c_n |n_m\rangle |0_1 1_2\),
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which can be created by applying the above protocol \((N/2 - 1)\) times. Then, following another step we have

\[
\prod_{j=N/2}^{1} \hat{P} \hat{U}_B(t_{2j}) \hat{U}_A(t_{2j-1}) |\psi\rangle_0 = \hat{P} \hat{U}_B(t_{N-1}) \hat{U}_A(t_N) \left( \sum_{n=0}^{N-2} c_n |n\rangle |01_2\rangle \right) = \sum_{n=0}^{N} c'_n |n\rangle |01_2\rangle,
\]

(5.60)

where the new coefficients are determined by the previous ones according to the following relations:

\[
c'_0 = c_0 \cos(g t_{N-1})
\]

(5.61)

\[
c'_1 = c_1 \cos(g \sqrt{2} t_{N-1}) \cos(g t_N)
\]

(5.62)

\[
c'_2 = c_0 \sin(g t_{N-1}) \sin(g \sqrt{2} t_N) + c_2 \cos(g \sqrt{3} t_{N-1}) \cos(g \sqrt{2} t_N)
\]

(5.63)

\[
\ldots
\]

\[
c'_n = c_{n-2} \sin(g \sqrt{n-1} t_{N-1}) \sin(g \sqrt{n} t_N) + c_n \cos(g \sqrt{n} + 1 t_{N-1}) \cos(g \sqrt{n} t_N)
\]

(5.64)

\[
\ldots
\]

\[
c'_{N-1} = c_{N-3} \sin(g \sqrt{N - 2} t_{N-1}) \sin(g \sqrt{N - 1} t_N)
\]

(5.65)

\[
c'_N = c_{N-2} \sin(g \sqrt{N - 1} t_{N-1}) \sin(g \sqrt{N} t_N)
\]

(5.66)

Therefore, applying this protocol \(N/2\) times can lead to the creation of states with arbitrary phonon number probability distribution up to \(|N\rangle\).

5.8. Validity for non-ideal system parameters

Although in the simulations we have considered realistic parameters taken from recent experiments, we realise that in an experimental scenario system parameters such as the qubit coherence may significantly deviate from the ones considered in Table 1. Although bad qubit coherence may not affect the success of the cooling protocol, it can pose limits on the quantum state preparation protocols. We have therefore examined the dependence of the fidelity of the prepared quantum state in Fig. 5.3 to the ideal evolution \(|\psi\rangle = \hat{U}(t)|01_0 01_2\rangle = \cos(g t)|01_0 01_2\rangle - i \sin(g t)|11_1 00_2\rangle\) on the qubit coherence. In Fig. 5.7 we plot the evolution of the fidelity of the prepared density matrix \(\rho\) to the ideal one \(\rho_{\text{ideal}} = |\psi\rangle \langle \psi|\), for different values of \(T_1\) (assuming \(T_2 = T_1\)). The dashed curves correspond to \(e^{-t/T_1}\). We find that high-fidelity state preparation (> 90%) can be achieved with qubit coherence times of \(T_1\), \(T_2 \sim 10 \mu s\) which are standard in the superconducting qubit community and achievable in the presence of 10 mT magnetic fields [196].
5.8. Validity for non-ideal system parameters

Figure 5.7: **Effect of qubit coherence on quantum state preparation.** Evolution of the fidelity of the prepared state to the ideal state, \( \cos(g t)|0_1 0_m 1_2 \rangle - i \sin(g t)|1_1 1_m 0_2 \rangle \), using the protocol presented in Fig. 5.3, for different values of relaxation and pure dephasing times (assuming \( T_1 = T_2 \)). The dashed curves correspond to \( e^{-t/T_1} \) for each case.

Figure 5.8: **Effect of flux bias fluctuations and stray qubit-qubit coupling on ground-state cooling and quantum state preparation.** (a) Evolution of the fidelity of the prepared mechanical state to the vacuum state using the cooling protocol of Fig. 5.2, for different values of qubit-qubit coupling \( J = 100 \) kHz, 1 MHz and 5 MHz, corresponding to flux bias fluctuations of \( \delta \Phi_b/\Phi_0 = 10^{-6}, 10^{-5} \) and \( 5 \times 10^{-5} \), respectively. The same number of cooling steps were used in all simulations, where for \( J = 5 \) MHz a cooling step of 100 ns instead of 200 ns was chosen as an optimal cooling time. (b) Evolution of the fidelity of the prepared state to the ideal state, \( \cos(g t)|0_1 0_m 1_2 \rangle - i \sin(g t)|1_1 1_m 0_2 \rangle \), following the protocol used in Fig. 5.3, for the same variations on \( J \) and \( \delta \Phi_b/\Phi_0 \) as in (a).

One effect that is not considered in the main text is that of fluctuations on the flux bias channel \( \delta \Phi_b \). These can occur as a result of environmental magnetic field noise or noise of the current source used for biasing the flux line. Given the stability of our current sources and assuming flux noise levels reported in similar devices \([89, 209]\), we estimate such fluctuations to be around \( \delta \Phi_b/\Phi_0 \approx 10^{-6} \) during the course of the preparation protocols. The most important effect of flux fluctuations would be to introduce a stray qubit-qubit exchange-type coupling as \( J_L \propto \sum \cos(\pi (\Phi_b + \delta \Phi_b)/\Phi_0) \). More specifically, adding a fluctuation of \( \delta \Phi_b/\Phi_0 \approx 10^{-6} \) would result in \( J_L \rightarrow J_L + 100 \) kHz, while \( \delta \Phi_b/\Phi_0 \approx 10^{-5} \) and \( \delta \Phi_b/\Phi_0 \approx 10^{-4} \) translate to additional coupling of 1 and 10 MHz, respectively. The latter would be detrimental for the state preparation protocols as it is of the order of the mechanical frequency. Note that the effect of flux noise on the qubit-qubit coupling is also amplified by our choice of a large coupling Josephson...
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Figure 5.9: **Effect of imperfect flux pulsing on quantum state preparation.** Evolution of the fidelity of the prepared state to the ideal state using the protocol presented in Fig. 5.3, for different variations of the qubit-qubit detuning $\Delta$. The black dashed curve corresponds to no variation, i.e. $\Delta = \omega_m$.

energy amplitude $E_{1,\Sigma}^z / \hbar = 200$ GHz. In Fig. 5.8 we plot the effect of a finite qubit-qubit coupling on the cooling and quantum state preparation protocols. We find that for $J < 1$ MHz (therefore $\delta \Phi_b < 10 \mu \Phi_0$) it is possible to maintain high-fidelity quantum state preparation. Note that despite the sharp dependence of the tripartite coupling on the flux bias (Fig. 5.1), this change is less than 0.1% in the case of $\delta \Phi_b < 10 \mu \Phi_0$.

Additionally, in Fig. 5.9 we examine the effect of imperfect qubit flux pulsing on the fidelity of the prepared quantum state. We find that the fidelity of the protocol is sensitive to this parameter and that targeting the qubit frequencies within $\sim 100$ kHz is required for high-fidelity quantum state preparation.
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All things will be in everything; nor is it possible for them to be apart, but all things have a portion of everything.

Anaxagoras (Fragments)

In this chapter, we propose a scheme for controlling a radio-frequency mechanical resonator at the quantum level using a single superconducting qubit. Similar to the previous chapter, the circuit consists of a transmon qubit connected in parallel to a superconducting quantum interference device (SQUID) with an embedded mechanical beam in one of its arms. By considering a longer beam we enable the study of the resonator-qubit system in the ultrastrong-coupling regime, where the optomechanical coupling is comparable to or even larger than the mechanical frequency. We investigate the dynamics of the driven system for a range of coupling strengths and find an optimum regime for ground-state cooling, consistent with previous theoretical investigations considering linear cavities. Furthermore, we numerically demonstrate a protocol for generating hybrid discrete- and continuous-variable entanglement as well as mechanical Schrödinger cat states, which can be realised within the current state of the art.

This chapter appears with minor differences in arxiv:1911.05550.
6. Flux-mediated optomechanics with a transmon qubit in the single-photon ultrastrong-coupling regime

6.1. Introduction

The rapid progress in the field of cavity optomechanics and electromechanics over the last decade has enabled the study of massive micro- and nano-mechanical objects in the quantum regime, paving the way for several technological applications as well as fundamental tests of quantum mechanics [63, 67, 202]. Important advances include ground-state cooling of mechanical resonators [167, 168], ponderomotive squeezing [211–213], coherent state transfer [214], as well as preparation of quantum states [172, 174]. Such optomechanical setups consist of a mechanical drum or beam resonator that is parametrically coupled to a higher-frequency optical or microwave cavity via radiation-pressure. Typically the coupling $g_0$ is lower than the decay rate of the cavity $\kappa$, limiting the ability to manipulate the mechanical element at single-photon levels. A strong linearised interaction is effectively achieved by driving the cavity with thousands or even millions of photons, which however leads to unresolved heating issues [168, 215, 216] and makes it difficult to couple to artificial atoms working in the single-photon regime. Growing efforts in the field are focusing on reaching the single-photon strong-coupling regime, $g_0 > \kappa$, which holds great promise for high-fidelity mechanical state preparation. An even more intriguing prospect is the possibility of reaching the single-photon ultrastrong-coupling regime, where $g_0$ additionally approaches or even exceeds the mechanical frequency $\omega_M$, leading to interesting phenomena such as photon blockade and non-classical mechanical states [176–179, 217].

A promising playground for enhancing the single-photon coupling is flux-mediated optomechanics, in which a vibrating mechanical element parametrically modulates the inductance of a LC microwave cavity. This can be realised by integrating a mechanical beam into the arms of a superconducting quantum interference device (SQUID), which leads to radiation-pressure type coupling between the beam resonator and the cavity flux degree of freedom [161, 184, 188, 218]. A recent experiment has confirmed the viability of this approach using linear SQUID cavities [185], however, reaching the single-photon strong-coupling still remains a challenge. One limitation of this setup was the suppression of the flux susceptibility, which is proportional to the optomechanical coupling, due to the geometric inductance being a considerable fraction of the total inductance of the linear SQUID. Another limitation of this scheme is related to the fact that the optomechanical coupling is maximised when the applied flux through the SQUID is close to a half-integer flux quantum, which is where the cavity frequency becomes zero. Moreover, the absence of a strong non-linear element, such as a qubit, can limit the range of states that can be created.

Here we show that it is possible to circumvent these issues in a modified circuit that incorporates a superconducting transmon qubit [44] coupled to the mechanical resonator via a flux-mediated radiation-pressure interaction in the single-photon ultrastrong-coupling regime. Using parameters obtained from recent experiments [185], we investigate the possibility of cooling the resonator via sideband driving of the qubit and find that ground-state cooling is possible with less than one drive photons, circumventing the issues associated with strong driving and qubits. Furthermore, we devise a protocol for creating hybrid Bell-cat entanglement and mechanical Schrödinger cat states using flux-pulsing and qubit operations, enabled by the ability to tune the coupling independently of the qubit frequency. Our results pave the way for the successful
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6.2.1. Electromechanical system

The mechanical part of the circuit comprises a suspended beam embedded in a SQUID loop that can oscillate out of plane, as schematically depicted in Fig. 6.1(a). Upon application of an in-plane magnetic field \( B \) the loop picks up a flux due to the beam displacement \( X \) which results in a flux-mediated optomechanical interaction between the SQUID cavity and the mechanical oscillator, as recently realised in Ref. [185]. Here, we extend this setup by directly connecting it to a superconducting transmon qubit [44], formed by a second SQUID in parallel to a capacitor \( C \). We refer to the two SQUIDs as the transmon and the mechanical SQUID, which can be tuned independently by applying locally an out-of-plane flux bias \( \Phi_T \) and \( \Phi_M \), respectively. In an experimental scenario this could be realised via dedicated on-chip flux lines, see e.g. Ref. [186] for a realisation in a similar architecture. The corresponding Josephson energies are given by \( E_J = E_{J,\text{max}} \left| \cos(\pi \Phi_T / \Phi_0) \right| \) and \( E^M_J(X) = E^M_{J,\text{max}} \left| \cos \left( \pi (\Phi_M + \beta_0 B l X) / \Phi_0 \right) \right| \), where \( \Phi_0 = h/2e \) is the flux quantum, \( l \) is the beam length and \( \beta_0 \) is a geometric factor depending on the mechanical mode shape [185, 188]. The above expression for \( E^M_J \) is valid for a symmetric SQUID, i.e. when the two junctions are identical. Including a finite asymmetry \( a_J \) and assuming \( \Phi_M, \Phi_0 > \beta_0 B l X \) (see Appendix), we have

\[
E^M_J \simeq E^M_{J,\text{max}} \left[ c_J \cos(\pi \Phi_M / \Phi_0) - s_J \sin(\pi \Phi_M / \Phi_0) \alpha X \right],
\]

where \( c_J = \sqrt{1 + a_J^2 \tan(\pi \Phi_M / \Phi_0)} \), \( s_J = (1 - a_J^2) / c_J \) are correction factors due to the SQUID asymmetry and we have defined \( \alpha = \pi \beta_0 B l / \Phi_0 \).
The electromechanical system is described by the Hamiltonian
\[ \hat{H} = \hat{H}_0 + \hat{H}_{\text{int}}, \] (6.2)
\[ \hat{H}_0 = \hbar \omega_M \hat{b}^{\dagger} \hat{b} + \hbar \omega_T \hat{c}^{\dagger} \hat{c} - \frac{E_C}{2} \hat{c}^{\dagger} \hat{c}^{\dagger} \hat{c} \hat{c}, \] (6.3)
\[ \hat{H}_{\text{int}} = \hbar g_0 \hat{c}^{\dagger} \hat{c}(\hat{b} + \hat{b}^{\dagger}) + \hat{H}'_{\text{int}}, \] (6.4)

where \( \hat{b}^{(\dagger)} \) and \( \hat{c}^{(\dagger)} \) are bosonic operators describing the annihilation (creation) of phonons and qubit excitations, respectively. The effective transmon frequency is given by
\[ \omega_T = \sqrt{8 \tilde{E}_J E_C - E_C} / \hbar, \]
where \( \tilde{E}_J = E_J + E_{J,\text{max}} s_J \cos(\pi \Phi_M / \Phi_0) \) is the modified transmon Josephson energy due to the mechanical SQUID and \( E_C = e^2 / 2C \) is its charging energy. A detailed derivation of the circuit Hamiltonian is presented in the Appendix.

The qubit is predominantly coupled to the beam via the radiation-pressure interaction, described by the first term in Eq. (6.4), with single-photon coupling strength
\[ g_0 = \frac{\partial \omega_T}{\partial \Phi_M} \frac{\partial \Phi_M}{\partial X} X_{ZPF} = - \frac{\alpha Z}{2 \phi_0} s_J E_{J,\text{max}} \sin(\pi \Phi_M / \Phi_0) X_{ZPF}, \] (6.5)

where \( X_{ZPF} \) is the zero-point mechanical motion, \( Z = \frac{\hbar}{e \eta} \sqrt{E_C / 2 \tilde{E}_J} \) is the transmon impedance and \( \phi_0 = \Phi_0 / 2\pi \) is the reduced flux quantum.

The second term in Eq. (6.4) describes higher-order contributions to the interaction Hamiltonian (see Appendix for details)
\[ \hat{H}'_{\text{int}} = \hbar g_0' \hat{c}^{\dagger} \hat{c}^{\dagger} \hat{c} \hat{c}(\hat{b} + \hat{b}^{\dagger}) + \hbar g_0'' \hat{c}^{\dagger} \hat{c}(\hat{b} + \hat{b}^{\dagger})^2. \] (6.6)

The first part is a non-linear correction to the interaction, stemming from the transmon anharmonicity, with coupling strength
\[ g_0' = \alpha Z^2 s_J \frac{E_{J,\text{max}}^M}{E_{J,\text{max}}} \sin(\pi \Phi_M / \Phi_0) X_{ZPF}^{1}(16 \phi_0^4). \] (6.7)

Although this term does not impact the dynamics at single-photon levels, it contributes to the radiation-pressure coupling as \( g_0 \rightarrow g_0 + 2g_0' \). The second part stems from a higher-order expansion of \( E_J^M \) to \( O[X^2] \), resulting in a coupling strength
\[ g_0'' = \frac{\alpha^2 Z^2 s_J E_{J,\text{max}}^M}{4 \phi_0^2 C_J} \tan(\pi \Phi_b / \Phi_0) \sin(\pi \Phi_b / \Phi_0) X_{ZPF}^{2}. \] (6.8)

which is three orders of magnitude smaller than \( g_0 \) for the parameters considered here. For the sake of completeness we include all terms of \( \hat{H}'_{\text{int}} \) in the simulations, which however lead to negligible effects on the system dynamics.

The dependence of the radiation-pressure coupling strength \( g_0 \), as well as that of the qubit frequency, on the flux bias \( \Phi_M \) is plotted in Fig. 6.2(a), for the parameters
Figure 6.2: **Tuneable radiation-pressure coupling.** (a) The orange curve corresponds to the single-photon optomechanical coupling as a function of the flux bias on the mechanical SQUID ($\Phi_M$), while the blue curve depicts the corresponding transmon frequency dependence. The coupling becomes zero at $\Phi_M/\Phi_0 = 0.5$ as a result of a finite SQUID asymmetry. (b) Same plot in the case where an additional flux $\Phi_T$ is applied on the transmon SQUID (tuning $E_J$ from 3 to 10 GHz), such that the qubit frequency remains constant while the coupling is tuned.

shown in Table 6.1. The coupling is maximised at the point where the slope of the qubit frequency $\partial \omega_T/\partial \Phi_M$ is maximum, close to a half-integer flux quantum. Note that the coupling becomes exactly zero at half-integer flux quanta, as a result of the finite asymmetry of the SQUID ($s_J$ factor in Eq. (6.5)), which is here chosen to be $a_J = 0.01$, reflecting a 2% fabrication error in junction targeting. Notably, the Josephson inductance of each junction in the SQUID ($L_J = 2\phi_0^2/E_{J,max}^M$) is chosen to be much smaller than its expected geometric inductance ($L_g \sim 300$ pH), such that the screening parameter $\beta_L = L_g/(\pi L_J) \sim 0.06$ [219] is negligible and does not limit the achievable coupling strengths as in Ref. [185].

Another comparative advantage of this proposal is the additional flux-bias degree of freedom provided by the transmon SQUID. More specifically, in implementations using a single SQUID, the frequency of the qubit (or SQUID cavity) becomes zero at the point of maximum coupling $\Phi_M \simeq \Phi_0/2$, as shown in Fig. 6.2(a). Using a second SQUID, however, entirely circumvents this issue as the minimum qubit frequency is set by $E_J$ and can be non-zero even at $\Phi_M = \Phi_0/2$. Most importantly, it allows to turn the optomechanical coupling on and off while keeping the qubit frequency constant by appropriately adjusting $\Phi_T$, as depicted in Fig. 6.2(b). This can also ensure that the qubit remains in the transmon regime $E_J \gg E_C$, where it is insensitive to charge noise [44], for the entire coupling range.
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We model the dynamical evolution of the system, using the Lindblad master equation

\[
\dot{\rho} = \frac{i}{\hbar} [\rho, \hat{H}] + (n_{\text{th}} + 1) \gamma_m \mathcal{L}[\hat{b}] \rho + n_{\text{th}} \gamma_m \mathcal{L}[\hat{b}^\dagger] \rho + \frac{(n_{\text{th}} + 1)}{T_1} \mathcal{L}[\hat{c}] \rho + \frac{n_{\text{th}}}{T_1} \mathcal{L}[\hat{c}^\dagger] \rho + \frac{1}{T_2} \mathcal{L}[\hat{c}^\dagger \hat{c}] \rho,
\]

(6.9)

where \( \mathcal{L}[\hat{o}] \rho = (2 \hat{o} \rho \hat{o}^\dagger - \hat{o}^\dagger \hat{o} \rho - \rho \hat{o}^\dagger \hat{o}) / 2 \) are superoperators describing each dissipation process, and \( n_{\text{th}} = 1 / [\exp(\hbar \omega_m / (k_B T)) - 1] \) is the thermal phonon number at temperature \( T \). We use the solver package provided by QuTiP [83], including realistic dissipation rates. More specifically, we consider qubit decay and dephasing times \( T_1 = T_2 = 10 \mu s \) which are consistent with measured values in a similar tuneable coupling transmon architecture [186] and with transmons operating in 10 mT magnetic fields [196]. We additionally include a thermal transmon occupation \( n_{\text{th}} \approx 5\% \) (effective temperature of 90 mK), corresponding to realistic experimental conditions [85, 189]. The coupling of the mechanical mode to the environment is determined by \( \gamma_m = \omega_m / Q \), where the quality factor \( Q = 10^6 \) is chosen in agreement with experimental observations in recently fabricated SQUID-embedded beams [185].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_M / (2\pi) )</td>
<td>1 MHz</td>
</tr>
<tr>
<td>( \omega_T / (2\pi) )</td>
<td>5.53 GHz</td>
</tr>
<tr>
<td>(</td>
<td>g_0</td>
</tr>
<tr>
<td>( E_{J,\text{max}} / h )</td>
<td>200 GHz</td>
</tr>
<tr>
<td>( E_J / h )</td>
<td>3-10 GHz</td>
</tr>
<tr>
<td>( E_C / h )</td>
<td>280 MHz</td>
</tr>
<tr>
<td>( B )</td>
<td>10 mT</td>
</tr>
<tr>
<td>( \Phi_M / \Phi_0 )</td>
<td>0.49-0.5</td>
</tr>
<tr>
<td>( l )</td>
<td>147 ( \mu m )</td>
</tr>
<tr>
<td>( \beta_0 )</td>
<td>1</td>
</tr>
<tr>
<td>( n_{\text{th}} )</td>
<td>( \sim 200 ) (10mK)</td>
</tr>
<tr>
<td>( T_1, T_2 )</td>
<td>10 ( \mu s )</td>
</tr>
<tr>
<td>( Q_M )</td>
<td>( 10^6 )</td>
</tr>
</tbody>
</table>

Table 6.1: Parameter set used in the numerical simulations.

6.2.2. Ground-state cooling

Manipulating the mechanical oscillator at the quantum level requires the ability to cool it down to its ground state, where thermal effects are suppressed. In typical optomechanical setups, this is achieved via a red-detuned continuous-wave (CW) tone on the electromagnetic resonator [167, 168]. This leads to an effective linearised interaction that is used to transfer phonons to the resonator, which eventually decay. Typically the single-photon coupling is small and thousands of drive photons are required, therefore the success of these schemes relies heavily on the resonator being linear. CW ground-state cooling via a transmon qubit has the additional disadvantage of the pump power
6.2. Main results

being limited by the critical photon number in Josephson junctions [190]. These issues could be circumvented in a time-domain scheme, by employing an additional qubit and combining tripartite photon-phonon SWAP gates with qubit reset [220], which is however outside the scope of this study.

We investigate the possibility of cooling the beam via sideband driving on the transmon qubit, as depicted in Fig. 6.3(a). More specifically, we add a driving term $\hat{H}_D = E_D (\hat{c}^\dagger e^{-i\omega_D t} + \hat{c} e^{i\omega_D t})$ to the system Hamiltonian, where $E_D$ and $\omega_D$ denote the amplitude and frequency of the driving tone, respectively. We numerically solve the Lindblad equation (6.9) for the set of parameters listed in Table 6.1. In Fig. 6.3(b) we plot the steady-state occupation in the mechanical resonator as a function of the detuning $\Delta = \omega_T - \omega_D$ and single-photon coupling strength for $E_D = 70$ kHz. The cooling resonances observed at multiples of $\Delta = \omega_M - g_0^2/\omega_M$, are in accordance with predictions for weakly driven optomechanical systems in the single-photon strong-coupling regime [221]. We find an optimal cooling regime around $|g_0| = \omega_M/4$, leading to a phonon occupancy of 3% (assuming a perfectly thermalised transmon $n_T^\text{th} = 0$). As expected, ground-state cooling with a qubit becomes impossible in the limit of small coupling $|g_0| \ll \omega_m$, or when $|g_0| \sim \omega_M$ where the two modes hybridise. In Fig. 6.3(c), we plot the steady-state phonon occupancy as we vary the amplitude of the drive, for the optimal cooling condition found in (b) and including a transmon thermal occupancy of $n_T^\text{th} = 5\%$, leading to $n_M^\text{min} \simeq 10\%$ at $E_D = 70$ kHz.

6.2.3. Mechanical cat states

An important feature of the proposed circuit is that it allows for fast tuning of the optomechanical coupling. Practically this can be achieved by applying flux pulses via dedicated on-chip lines, as short as a few nanoseconds, i.e. much shorter than the
Figure 6.4: Generating mechanical cat states. (a) Description of the protocol. In the first step, with the coupling turned off ($\Phi_M/\Phi_0 = 0.5$), the qubit is prepared in the superposition state $|+\rangle_T$ by applying a Hadamard gate. The optomechanical coupling is turned on ($\Phi_M/\Phi_0 = 0.49$) for a variable time such that the system evolves under the radiation-pressure interaction $U(t) = e^{-ig_0t\hat{c}^\dagger(\hat{b}+\hat{b}^\dagger)}$. The coupling is then turned off and a second Hadamard gate is applied on the qubit, followed by a measurement in the computational basis. Measuring the qubit in the ground or excited state results in even or odd Schrödinger cat states in the mechanical oscillator. (b) Evolution of the system excitations after preparing the qubit in a superposition state and turning on the interaction. The blue curve corresponds to the qubit excitation number while the orange curve depicts the phonon number evolution for one cycle ($t = 1/\omega_M$), including 0.1 and 0.05 thermal phonon and qubit occupancy, respectively, as obtained from Fig. 6.3(c). The dashed curves correspond to the ideal evolution of the system without dissipation. (c) Wigner functions of the mechanical resonator at different times following the protocol in (a) and projecting on $|0\rangle_T$. At $t = 1/2\omega_M$ an even cat state is created with 98% (93%) fidelity, starting from an ideal (attainable) ground state.

interaction timescales. One can then use the qubit for creating interesting mechanical states as discussed below.

In Fig. 6.4(a) we describe an experimentally feasible protocol for generating macroscopic superposition states on the beam resonator. In the first step, starting from the ground-state $|0\rangle_T|0\rangle_M$ and with the coupling off ($\Phi_M/\Phi_0 = 0.5$), a Hadamard gate is applied on the qubit, which creates the superposition state $|+\rangle_T = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)_T$. The second step consists of flux-pulsing the mechanical SQUID to $\Phi_M/\Phi_0 = 0.49$ and letting the system evolve for a variable time under the radiation-pressure interaction $U(t) = e^{-ig_0t\hat{c}^\dagger(\hat{b}+\hat{b}^\dagger)}$. The evolution of excitations in the system after one cycle ($t = 1/\omega_M$) is plotted in Fig. 6.4(b), assuming thermal occupancies of 10% and 5% for the beam and the qubit, respectively. The operation of $U(t)$ results in a coherent displacement on the mechanical resonator depending on the qubit being in the excited state, i.e.

$$U(t)|+\rangle_T|0\rangle_M = \frac{1}{\sqrt{2}}(|0\rangle_T|0\rangle_M + |1\rangle_T|\beta\rangle_M),$$

(6.10)

where $|\beta\rangle_M$ denotes a coherent mechanical state of amplitude $\beta = \sqrt{n_M}$. 
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The state created above resembles a hybrid Bell-cat state featuring discrete-continuous variable entanglement \cite{222,223} and can also be written as

$$|\psi\rangle_{TM} = \frac{1}{\sqrt{2}} |+\rangle_T (|0\rangle + |\beta\rangle)_M + |-\rangle_T (|0\rangle - |\beta\rangle)_M.$$  (6.11)

Turning off the coupling and applying a second Hadamard gate on the qubit, transforms the state into

$$|\psi\rangle_{TM} = \frac{1}{2\sqrt{2}} |0\rangle_T (|0\rangle + |\beta\rangle)_M + |1\rangle_T (|0\rangle - |\beta\rangle)_M.$$  (6.12)

By performing a projective measurement on the qubit, the beam collapses in a macroscopic superposition $|0 \pm \beta\rangle$, depending on whether the qubit is measured in its ground or excited state. This state corresponds to an even/odd Schrödinger cat state displaced by $\beta/2$. In Fig. 6.4(c) we plot the evolution of the even cat state after repeating the above protocol and conditioning on $|0\rangle_T$. The size of the cat state is maximum at half a cycle and is determined by $\beta_{max} = 2|g_0|/\omega_M$. The fidelity of the prepared state to the ideal Schrödinger cat state is 93\% and is mainly limited by the finite thermal occupancy of the initial ground state. Assuming no initial thermal occupancy we find 98\% cat state fidelity, while for ideal evolution without dissipation the fidelity is 99.8\%.

All higher order interaction terms in Eq. (6.6) are included in the simulations.

6.3. Discussion

In summary, we have analysed a hybrid system involving a superconducting transmon qubit parametrically coupled to a mechanical beam via radiation-pressure in the ultrastrong-coupling regime, where the coupling strength exceeds the mechanical frequency at the single-photon level. A similar system, considering a carbon nanotube coupled to a transmon qubit, was studied recently in Ref. \cite{224}, however it relies on unrealistically optimistic parameters and high magnetic fields ($B = 500$ mT) to reach the ultrastrong-coupling regime. We use experimentally feasible parameters, which have been reported in recent experiments combining Aluminium beams with SQUIDs \cite{185}, and small magnetic fields that do not compromise the performance of transmon qubits below $\sim 10 \mu$s \cite{196}. We have demonstrated numerically the possibility of ground-state cooling, by sideband driving below the single-photon level, for a range of achievable coupling strengths. Additionally, we have investigated the dynamics of the coupled system in the ultrastrong-coupling regime and devised a protocol for preparing mechanical Schrödinger cat states with high fidelity.

Our proposed circuit architecture provides a versatile platform for integrating transmon qubits with long-lived mechanical resonators, and may find interesting applications in hybrid quantum technologies \cite{42}. The prepared Bell-cat states are particularly interesting for several quantum computing schemes and error correcting protocols \cite{225–228}. Additionally, the radiation-pressure interaction can also be employed to prepare mechanical Gottesman–Kitaev–Preskill states, which are useful for fault-tolerant error correction schemes \cite{229,230}. Finally, the prepared macroscopically distinct massive superposition states are ideally suited for testing fundamental aspects of quantum theory and its relation to gravity \cite{66,68}. 
6.4. Detailed analysis of the electromechanical system

6.4.1. Circuit Hamiltonian

The Lagrangian describing the electromechanical circuit in Fig. 6.1(b) is

\[
\mathcal{L} = \frac{m\dot{X}^2}{2} - \frac{m\omega_X^2 X^2}{2} + \frac{1}{2} C \dot{\phi}^2 + [E_J + E^M_J(X)] \cos \left( \frac{\phi}{\phi_0} \right),
\]

where \( X, \phi \) are variables representing the beam displacement and the node flux, respectively, and \( \phi_0 = h/2e \) is the reduced flux quantum. \( C \) denotes the total capacitance of the transmon and Josephson junctions, which are added in parallel. Following a Legendre transformation we obtain the system Hamiltonian

\[
H = \frac{P^2}{2m} + \frac{m\omega_X^2 X^2}{2} + \frac{Q^2}{2C} - [E_J + E^M_J(X)] \cos \left( \frac{\phi}{\phi_0} \right),
\]

where \{X, P\} and \{\phi, Q\} are conjugate variable pairs describing the mechanical and the electrical degrees of freedom, respectively.

The optomechanical coupling between the resonator and the qubit can be determined by analysing the term \( E^M_J(X) \cos \left( \frac{\phi}{\phi_0} \right) \) in the above equation. The motion-dependent Josephson energy of the mechanical SQUID is given by

\[
E^M_J(\Phi, X) = E^M_J_{\text{max}} \left[ \cos^2 \left( \frac{\pi \Phi}{\Phi_0} + \alpha X \right) + a_J^2 \sin^2 \left( \frac{\pi \Phi}{\Phi_0} + \alpha X \right) \right]^{1/2},
\]

where \( a_J \) is the SQUID asymmetry. Following the analysis presented in Ref. [220], for \( \alpha X \ll 1, \pi \Phi/b/\Phi_0 \), this expression can be approximated by

\[
E^M_J \approx E^M_{J,\text{max}} \left[ c_J \cos \left( \frac{\pi \Phi}{\Phi_0} \right) - s_J \sin \left( \frac{\pi \Phi}{\Phi_0} \right) \alpha X \right],
\]

up to \( O[X] \), where \( c_J = \sqrt{1 + a_J^2 \tan \left( \frac{\pi \Phi}{\Phi_0} \right)} \) and \( s_J = (1 - a_J^2)/c_J \).

6.4.2. Circuit quantisation and radiation-pressure coupling strength

The first term in Eq. (6.16) results in an effective transmon Josephson energy given by

\[
\tilde{E}_J = E_J + E^M_{J,\text{max}} c_J \cos \left( \frac{\pi \Phi_M}{\Phi_0} \right),
\]

which is responsible for the qubit frequency change as a function of \( \Phi_M \), shown in Fig. 6.2(a). The second term, combined with an expansion of the cosine term in Eq. (6.14) up to \( O[\phi^4] \), yields the optomechanical interaction Hamiltonian

\[
H_{\text{int}} = -\alpha E^M_{J,\text{max}} s_J \sin \left( \frac{\pi \Phi_M}{\Phi_0} \right) X \left( \frac{\phi^2}{2\phi_0^2} - \frac{\phi^4}{24\phi_0^4} \right).
\]
We can express the interaction Hamiltonian in second quantisation form by promoting all canonical variables to quantum operators

\[
\hat{X} = X_{\text{ZPF}} (\hat{b} + \hat{b}^\dagger), \quad \hat{P} = P_{\text{ZPF}} i(\hat{b}^\dagger - \hat{b}),
\]

\[
\hat{\phi} = \sqrt{\frac{hZ}{2}} (\hat{c} + \hat{c}^\dagger), \quad \hat{Q} = \sqrt{\frac{h}{2Z}} i(\hat{c}^\dagger - \hat{c}),
\]

(6.19)

where \(\hat{b} (\hat{b}^\dagger)\), \(\hat{c} (\hat{c}^\dagger)\) are ladder operators describing the annihilation (creation) of phonons and qubit excitations, respectively, satisfying bosonic commutation relations \([\hat{c}, \hat{c}^\dagger] = 1\) and \([\hat{b}, \hat{b}^\dagger] = 1\). The zero-point fluctuations in the mechanical displacement and momentum are given by \(X_{\text{ZPF}} = \sqrt{\hbar/(2m\omega_M)}\) and \(P_{\text{ZPF}} = \sqrt{\hbar m\omega_M}/2\), respectively.

\(Z = \frac{\hbar}{e\pi} \sqrt{E_C/2E_J}\) denotes the transmon impedance, where \(E_C = \frac{e^2}{2C}\) is its charging energy, and the qubit frequency is given by \(\omega = \frac{1}{\hbar} \left(\sqrt{8E_J E_C - E_C}\right)\).

Replacing the classical variables in Eq. (6.18) with the quantum operators introduced in Eq. (6.19) we have

\[
\hat{H}_{\text{int}}/\hbar = g_0 \hat{c}^\dagger \hat{c} (\hat{b} + \hat{b}^\dagger) + g'_0 \hat{c}^\dagger \hat{c}^\dagger \hat{c} \hat{c} (\hat{b} + \hat{b}^\dagger),
\]

(6.20)

following a rotating wave approximation (RWA) where fast rotating terms \((\hat{c}^\dagger)^n\) are neglected. The first term describes a radiation-pressure interaction between the qubit and the resonator with coupling strength

\[
g_0 = \frac{\alpha Z}{2\phi_0^2} E_{J,\text{max}} \sin(\pi \Phi_M/\Phi_0) X_{\text{ZPF}}.
\]

(6.21)

The second term is a higher-order correction to the interaction, stemming from the transmon anharmonicity, with coupling strength

\[
g'_0 = \alpha \hbar Z^2 s_J E_{J,\text{max}} \sin(\pi \Phi_M/\Phi_0) X_{\text{ZPF}}/(16\phi_0^4).
\]

(6.22)

This term is included in the simulations although it does not lead to substantial contribution in the system dynamics, however, it leads to a correction of the radiation pressure coupling \(g_0 \rightarrow g_0 + 2g'_0\).

6.4.3. Higher-order interaction terms

The next-to-leading order correction in the expansion of \(E_{J}^{M}(X)\) in Eq. (6.16) is given by

\[
E_{J}^{M}\{O[X^2]\} = -E_{J,\text{max}}^M \frac{s_J \sin^2(\pi \Phi_b/\Phi_0)}{2c_J \cos(\pi \Phi_b/\Phi_0)} \alpha^2 X^2.
\]

(6.23)

This term, combined with a second-order expansion of the cosine in Eq. (6.14), yields the following interaction

\[
H^{\{\phi^2X^2\}}_{\text{int}} = E_{J,\text{max}}^M \frac{s_J \sin^2(\pi \Phi_b/\Phi_0)}{2c_J \cos(\pi \Phi_b/\Phi_0)} \alpha^2 X^2 \frac{\phi^2}{2\phi_0^2},
\]

(6.24)
which can be written in second quantisation form (following a RWA) as

\[ H_{\text{int}}^{\{\phi^2 X^2\}} / \hbar = g''_0 \hat{c}^\dagger \hat{c}(\hat{b} + \hat{b}^\dagger)^2. \]  
(6.25)

The coupling strength of this interaction is given by

\[ g''_0 = \frac{\alpha^2 Z_s J J_{\text{max}}}{4 \phi_0^2 c J} \tan(\pi \Phi_0 / \Phi_0) \sin(\pi \Phi_0 / \Phi_0) X^2_{\text{ZPF}}. \]  
(6.26)

The maximum value of this coupling strength is \( g''_0 \approx 5 \) kHz around \( \Phi_M / \Phi_0 = 0.497 \) for the parameters considered in this work. For the sake of completeness we include this interaction in the simulations, however, we do not observe any significant impact on the fidelity of the cooling and quantum state preparation protocols.
Controlling a hot radio-frequency resonator via dissipation engineering

As we saw in the previous chapters, superconducting circuits operate in the gigahertz regime such that their fundamental frequencies are above the energy scale of thermal fluctuations. This lower bound is set by the achievable temperatures using state-of-the-art cryogenic techniques, which are of the order of 1-10 mK. In this chapter, we describe an experiment where we were able to overcome this limitation and achieve quantum control over a megahertz radio-frequency resonator by means of dissipation engineering techniques. Specifically, using a gigahertz superconducting qubit dispersively coupled to the hot resonator, we were able to detect its quantised energy structure and perform ground-state cooling as well as stabilise Fock states. Releasing the resonator from our control, we were also able to observe its re-thermalisation with nanosecond resolution. This work extends circuit QED in the radio-frequency regime, enabling the exploration of thermodynamics at the quantum scale and interfacing electrical circuits with spin systems or macroscopic mechanical oscillators that operate at similar frequencies.

This chapter has been published with minor differences in Science 363, 1072 (2019).
7.1. Introduction
Detecting and manipulating single photons becomes more difficult at lower frequencies because of thermal fluctuations. A hot environment randomly creates and annihilates photons causing decoherence in addition to creating statistical mixtures of states from which quantum state preparation is challenging. This can be mitigated by using a colder system as a heat sink, to extract the entropy created by the environment. Such a scheme, known as reservoir engineering, was first developed in trapped ions [70], where hot degrees of freedom are cooled via the atomic transitions of ions.

Using superconducting electronics, circuit quantum electrodynamics (QED) has made extensive use of reservoir engineering to cool, but also manipulate electromagnetic fields at the quantum level. With the prospect of building a quantum computer, or to demonstrate fundamental phenomena, experiments have shown the cooling or reset of qubits to their ground state [193, 231, 232], also in the megahertz regime [233], quantum state stabilisation [234–236], and quantum error correction [237]. Using superconducting circuits, reservoir engineering is commonplace in electromechanical systems [168, 238], but with weak nonlinearity, such schemes have only limited quantum control [171, 173] compared to typical circuit QED systems. Despite the many applications of quantum state engineering in circuit QED, obtaining control over the quantum state of a hot resonator, where the environment temperature is a dominant energy scale, remains a largely unexplored and challenging task.

We directly observe the quantisation of radio-frequency electromagnetic fields in a thermally-excited megahertz photonic resonator, and manipulate its quantum state using reservoir engineering. Specifically, we cool the 173 MHz resonator to 90\% ground-state occupation, and stabilise one- and two-photon Fock states. Releasing the resonator from our control, we observe its re-thermalisation with photon-number resolution.

We use the paradigm of circuit QED, where a resonator can be read out and controlled by dispersively coupling it to a superconducting qubit. Achieving this with a GHz qubit and MHz photons is challenging, since in a conventional circuit QED architecture the coupling would be far too weak [239]. To overcome this, we present a circuit enabling a very strong interaction, resulting in a cross-Kerr coupling larger than the qubit and resonator dissipation rates, despite an order of magnitude difference in their resonance frequencies.

7.2. Main results
7.2.1. Circuit architecture and coupling mechanism
The circuit (Fig. 7.1(a)) comprises of a Josephson junction ($L_J = 41 \, \text{nH}$) connected in series to a capacitor ($C_L = 11 \, \text{pF}$) and a spiral inductor ($L = 28 \, \text{nH}$). At low frequencies, the parasitic capacitance of the spiral inductor is negligible, and the equivalent circuit (Fig. 7.1(b)) has a first transition frequency $\omega_L = 2\pi \times 173 \, \text{MHz}$. At gigahertz frequencies, $C_L$ behaves as a short, and the capacitance of the spiral inductor $C_H = 40 \, \text{fF}$ becomes relevant instead. The resulting parallel connection of $L_J$, $L$ and $C_H$ (Fig. 7.1(c)) has a first transition frequency $\omega_H = 2\pi \times 5.91 \, \text{GHz}$. The two modes share the Josephson junction. The junction has an inductance that varies with the current fluctuations traversing it, and consequently the resonance frequency of
Figure 7.1: Cross-Kerr coupling between a transmon qubit and radio-frequency resonator. (a) False-colored optical micrograph of the device overlaid with the equivalent lumped element circuit. (b), (c) Effective circuit at low and high frequencies. At low (high) frequencies, the femtofarad (picofarad) capacitances of the circuit are equivalent to open (short) circuits, and the device is equivalent to a series (parallel) JJ-inductor-capacitor combination. The circuit has thus two modes, a 173 MHz resonator and a 5.9 GHz qubit. (d) Microwave response $|S_{11}|$. Through cross-Kerr coupling, quantum fluctuations of a photon number state $|n = 0, 1, \ldots \rangle$ in the resonator shift the qubit transition frequency. Peak heights are proportional to the occupation of state $|n \rangle$, and we extract a thermal occupation $n_{th} = 1.6$ in the resonator corresponding to a temperature of 17 mK.

The high-frequency (HF) mode shifts as a function of the number of excitations in the low-frequency (LF) mode and vice versa. This cross-Kerr interaction is quantified by the shift per photon $\chi = 2\sqrt{A_H A_L}$, where the anharmonicity of the LF and HF mode $A_L = h \times 495$ kHz and $A_H = h \times 192$ MHz are given by

$$A_L = -\frac{e^2}{2C_L} \left( \frac{L_J}{L + L_J} \right)^3, \quad A_H = -\frac{e^2}{2C_H} \left( \frac{L}{L + L_J} \right).$$  \hfill (7.1)

The system is described by the Hamiltonian

$$\hat{H} = \hbar \omega_H \hat{a}^\dagger \hat{a} + \hbar \omega_L \hat{b}^\dagger \hat{b}$$

$$- \frac{A_L}{2} \hat{a}^\dagger \hat{a}^\dagger \hat{a} \hat{a} - \frac{A_H}{2} \hat{b}^\dagger \hat{b}^\dagger \hat{b} \hat{b}$$

$$- \chi \hat{a}^\dagger \hat{a} \hat{b}^\dagger \hat{b},$$  \hfill (7.2)

where $\hat{a}$ ($\hat{b}$) is the annihilation operator for photons in the HF (LF) mode. The second line describes the anharmonicity or Kerr nonlinearity of each mode. The last term describes the cross-Kerr interaction. The dependence of the HF mode resonance on the number of photons in the LF mode becomes apparent by combining it with the first term as $(\hbar \omega_H - \chi \hat{b}^\dagger \hat{b})\hat{a}^\dagger \hat{a}$.

The cross-Kerr interaction manifests as photon-number splitting [101] in the measured microwave reflection $S_{11}$ (Fig. 7.1(d)). Distinct peaks correspond to the first
transition frequency of the HF mode \(|g, n\rangle \leftrightarrow |e, n\rangle\), with frequencies \(\omega_{\text{HF}} - n\chi/\hbar\) where \(\chi/\hbar = 21\) MHz. We label the eigenstates of the system \(|j, n\rangle\), with \(j = g, e, f, \ldots\) \((n = 0, 1, 2, \ldots)\) corresponding to excitations of the HF (LF) mode. The amplitude of peak \(n\) is proportional to

\[
P_n \kappa_{\text{ext}}/\kappa_n ,
\]

where \(P_n\) is the occupation of photon-number level \(|n\rangle\) in the LF mode and \(\kappa_{\text{ext}}/\kappa_n\) is the ratio of external coupling \(\kappa_{\text{ext}}/2\pi = 1.6 \cdot 10^6\text{s}^{-1}\) to the total line-width \(\kappa_n\) of peak \(n\). From the Bose-Einstein distribution of peak heights \(P_n\), we extract the average photon occupation \(n_{\text{th}} = 1.6\) corresponding to a mode temperature of 17 mK.

The resolution of individual photon peaks is due to the condition \(\kappa_n \ll \chi/\hbar\). The peak line-widths increase with \(n\) following \(\kappa_n = \kappa(1 + 4n_{\text{th}}(H)) + 2\gamma(n + (1 + 2n)n_{\text{th}})\), where \(\kappa/2\pi = 3.7 \cdot 10^6\text{s}^{-1}\) is the dissipation rate of the HF mode, \(n_{\text{th}}(H) \simeq 0.09\) its thermal occupation, and \(\gamma/2\pi = 23 \cdot 10^3\text{s}^{-1}\) is the dissipation rate of the LF mode (obtained through time-domain measurement Fig. 7.4). The condition \(\kappa_n \ll A_H/\hbar\) makes the HF mode an inductively-shunted transmon qubit [44], making it possible to selectively drive the \(|g, n\rangle \leftrightarrow |e, n\rangle\) and \(|e, n\rangle \leftrightarrow |f, n\rangle\) transitions. Despite its low dissipation rate \(\gamma\), the LF mode has a line-width of a few MHz (measured with two-tone spectroscopy, Fig. 7.10) which originates in thermal processes such as \(|g, n\rangle \rightarrow |e, n\rangle\) occurring at rates \(\sim \kappa n_{\text{th}}(H)\) larger than \(\gamma\). The LF mode line-width is then an order of magnitude larger than \(A_L\), making it essentially a harmonic oscillator that we will refer to as the resonator.

### 7.2.2. Ground-state cooling and Fock-state stabilisation

The junction nonlinearity enables transfer of population between states by coherently pumping the circuit at a frequency \(\omega_p\). The cosine potential of the junction imposes four-wave mixing selection rules, only allowing interactions that involve 4 photons. One such interaction is

\[
\hat{H}_{\text{int}} = -\hbar g\sqrt{n+1}|f, n\rangle\langle g, n+1| + \text{h.c.} ,
\]

activated when driving at the energy difference between the two coupled states \(\omega_p = 2\omega_H - \omega_L - (2n\chi + A_H)/\hbar\). This process, enabled by a pump photon, annihilates a photon in the resonator and creates two in the transmon. The number of photons involved in the interaction is four, making it an allowed four-wave mixing process. The induced coupling rate is \(g = A_H^{\frac{3}{2}}A_L^{\frac{1}{2}}\xi_p\), where \(|\xi_p|^2\) is the amplitude of the coherent pump tone measured in number of photons.

We use this pump tone in combination with the large difference in mode relaxation rates to cool the megahertz resonator to its ground state (Fig. 7.2(a)). The pump drives transitions between \(|g, 1\rangle\) and \(|f, 0\rangle\) at a rate \(g\). The population of \(|g, 1\rangle\), transferred to \(|f, 0\rangle\), subsequently decays at a rate \(2\kappa\) to the ground state \(|g, 0\rangle\). Cooling occurs when the thermalisation rate of the resonator \(n_{\text{th}}\gamma\) is slower than the rate \(C\gamma\) at which excitations are transferred from \(|g, 1\rangle\) to \(|g, 0\rangle\), where \(C = 2g^2/\kappa\gamma\) is the cooperativity (proportional to cooling-pump power).

For different cooling pump strengths, we measure \(S_{11}\) (Fig. 7.2(b)). The pump frequency is adapted at each power since the AC-stark effect increasingly shifts the qubit
7.2. Main results

Figure 7.2: **Ground-state cooling of the radio-frequency resonator.** (a) Energy ladder of the coupled transmon qubit and resonator. Meandering arrows indicate relaxation and thermal processes. The resonator is cooled by driving a transition (black arrow) that transfers excitations from the resonator to the qubit, where they are quickly dissipated. (b) Photon-number spectroscopy of the resonator for different cooperativities $C$ (proportional to cooling-pump power). $C = 0.01, 6, 47, 300$ from top to bottom. Ground-state occupations $P_0$ are extracted from Lorentzian fits (black curves). (c) Vertical lines indicate the datasets of panel (b). A simulation (curve) predicts the measured (dots) high-$C$ decrease of $P_0$ through the off-resonant driving of other sideband transitions.

The ground-state occupation hence increases with cooperativity and we attain a maximum $P_0 = 0.82$. At higher cooperativity, $P_0$ diminishes due to the off-resonant driving of other four-wave mixing processes such as $|f, n+1⟩⟨g, n| + h.c.$ which tend to raise the photon number of the resonator. This effect is simulated using an adaptive rotating-wave approximation [240] (Fig. 7.2(c)).

Neighbouring four-wave mixing processes are measured by sweeping the pump frequency whilst monitoring the spectrum (Fig. 7.3(a)). When cooling with a single pump they eventually limit performance, but can be resonantly driven to our advantage. By driving multiple cooling interactions $|g, n⟩ ↔ |f, n-1⟩$, less total pump power is required to reach a given ground-state occupation, hence minimizing off-resonant driving. By maximizing the ground-state peak amplitude as a function of the power and frequency of four cooling tones, we achieve $P_0 = 0.90$ (Fig. 7.3(b)).

By combining cooling $|g, n⟩ ↔ |f, n-1⟩$ and raising $|g, n⟩ ↔ |f, n+1⟩$ tones (inset frequency as a function of power. The data is fitted to a sum of complex Lorentzians, with amplitudes given by Eq. (7.3) and line-widths $\kappa_n$, from which $P_n$ is extracted. Thermal effects lead to the ratio $P_{n+1}/P_n = n_{th}/(1+n_{th})$ between neighboring photon-number states for $n \geq 1$, and the cooling pump changes the ratio of occupation of the first two states

$$\frac{P_1}{P_0} \approx \frac{n_{th}}{1 + n_{th} + C}.$$  

(7.5)
Controlling a hot radio-frequency resonator via dissipation engineering

Figure 7.3: Enhanced cooling and Fock-state stabilisation using multiple tones. (a) $|S_{11}|$ as a function of pump and probe frequency. Vertical lines correspond to the photon-number-splitted qubit frequencies. Horizontal and diagonal features appear at pump frequencies enabling the transfer of population between Fock states of the resonator. Arrows indicate three example transitions: (1) the cooling transition of Fig. 7.2, (2) the transition $|g, 2⟩ \leftrightarrow |f, 1⟩$ transferring $|2⟩$ to $|1⟩$, and (3) the transition $|g, 1⟩ \leftrightarrow |f, 2⟩$ which raises $|1⟩$ to $|2⟩$. (b) By simultaneously driving four cooling transitions $(|g, n + 1⟩ \leftrightarrow |f, n⟩)$, cooling is enhanced to $P_0 = 0.9$. (c) Using these transitions in conjunction with raising transitions $|g, n⟩ \leftrightarrow |f, n + 1⟩$, we stabilise Fock states 1 and 2 with 59% and 35% fidelity. We fit a sum of complex Lorentzians to the spectrum, showing only the relevant Lorentzian (black curve) whose amplitude provides $P_n$. Off-resonant driving results in population transfer to higher energy states visible as features in the lower frequencies of the spectrum.

of Fig. 7.3(c)), we demonstrate stabilisation of higher Fock states, non-Gaussian states commonly considered as nonclassical phenomena [241]. The optimum frequencies for the raising and cooling tones adjacent to the stabilised state were detuned by a few MHz from the transition frequency (see dashed lines in the inset of Fig. 7.3(c)), otherwise one pump tone would populate the $|f⟩$ level, diminishing the effectiveness of the other.

7.2.3. Time-domain experiments

Finally we investigate dynamics in a photon resolved manner (Fig. 7.4). Whilst probing $S_{11}$ at a given frequency, we switch the cooling or single photon stabilisation pumps on and off for intervals of 50 $\mu$s. We perform this for a sequence of probe frequencies, resulting in $S_{11}$ as a function of both frequency and time (see full spectrum in Fig. 7.11). The spectrum is fitted at each time to extract $P_n$ as a function of time. After reaching the steady state, the pumps are turned off and we observe the thermalisation process.
7.3. Discussion

Our circuit QED architecture enables the readout and manipulation of a radio-frequency resonator at the quantum level. Utilizing the fast readout methods of circuit QED, single-shot readout or the tracking of quantum trajectories could enable even finer resolution of thermodynamic effects at the quantum scale. Coupling many of these devices together could enable the exploration of many-body effects in Bose-Hubbard systems with dynamically tunable temperatures \([242, 243]\). This circuit architecture could also be used to interface circuit quantum electrodynamics with different physical systems in the MHz frequency range, such as spin systems \([244]\) or macroscopic mechanical oscillators\([168]\). Finally, this circuit could enable sensing of radio frequency radiation with quantum resolution, a critical frequency range for a number of applications, from nuclear magnetic resonance imaging to radio astronomy.
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7.5. Experimental setup

Figure 7.5: Experimental setup and device. (a) Room temperature setup for spectroscopy experiments. (b) Room temperature setup for time-domain experiments. These setups are connected to the fixed setup shown in (c). (c) Cryogenic setup. (d) Optical image of the chip, wire-bonded to a surrounding printed circuit board (PCB). The PCB is mounted in a copper box which is cooled below 7 mK (i.e. under the range of our fridge thermometry) in our dilution refrigerator. (e) Optical image of the two circuits connected to the measured feed-line. Due to a small cross-Kerr to line-width ratio, photon-number splitting was not achieved in the top device, where the low (high) mode was designed to resonate at $\sim 50$ MHz ($\sim 7.2$ GHz). (f) Optical image of the SQUID, under a protective a-Si:H layer to avoid damage from Ar milling in the last step. (g), (g) Optical and SEM image of the 23-turn spiral inductor which has a 1.5 $\mu$m pitch and a 500 nm wire width.

7.6. Theory

7.6.1. Circuit Hamiltonian

In this section, we derive the Hamiltonian for the circuit shown in Fig. 7.6(a) using the black-box quantisation method [245]. This method allows the systematic derivation of the resonance frequency $\bar{\omega}_m$ and anharmonicity $A_m$ of the different modes $m$ of a circuit from the admittance $Y(\omega) = 1/Z(\omega)$ across the Josephson junction if we replace the latter by a linear inductor $L_J = \hbar^2/4e^2 E_J$. The resonance frequencies $\bar{\omega}_m$ are the zeros
of the admittance $Y(\bar{\omega}_m) = 0$, and the anharmonicities are given by

$$A_m = -\frac{2e^2}{L_j\bar{\omega}_m^2(\Im Y'(\bar{\omega}_m))^2}.$$  (7.7)

The idea is to quantify through $A_m$ the amount of current traversing the Josephson junction for an excitation in mode $m$. The Hamiltonian of the circuit is then

$$\hat{H} = \sum_m \hbar\bar{\omega}_m \hat{a}_m^\dagger \hat{a}_m + E_J[1 - \cos \hat{\phi}] - \frac{E_J\hat{\phi}^2}{2},$$  (7.8)

where $\hat{\phi} = \sum_m (2A_m/E_J)^{1/4} (\hat{a}_m^\dagger + \hat{a}_m)$.

In the circuit of Fig. 7.6(a), there are two modes, a high-frequency one and a low-frequency one. By comparing to a black-box quantisation of the full circuit, we find that taking the approximation of $C_H \simeq 0$, $C_c \simeq 0$ for the low-frequency mode and $C_L \simeq \infty$ for the high-frequency mode results in corrections of only 0.2, 1.2, 0.3 and 2.1% in the value of $\omega_L$, $\omega_H$, $A_L$ and $A_H$ respectively. It is therefore a good approximation, which has the additional advantage of producing simple analytical equations for the frequencies and anharmonicities of the circuit. Starting with the low-frequency mode shown in Fig. 7.6(b), we find the (imaginary part of the) admittance across the linearized junction to be

$$\Im Y(\omega) = \frac{1}{\omega L_J} \left( \frac{\omega}{\omega_L} \right)^2 - 1, \quad (7.9)$$

yielding the resonance frequency

$$\omega_L = \frac{1}{\sqrt{(L + L_J)C_L}}.$$  (7.10)

Taking the derivative of the imaginary part of the admittance at $\omega = \omega_L$ yields:

$$\Im \frac{\partial Y}{\partial \omega}(\omega_L) = 2C_L \left( \frac{L + L_J}{L_J} \right)^2 \quad (7.11)$$
Substituting this into Eq. (7.7) yields

\[ A_L = -\frac{e^2}{2C_L} \left( \frac{L_J}{L + L_J} \right)^3. \] (7.12)

Turning to the high-frequency mode shown in Fig. 7.6(c), we find the (imaginary part of the) admittance across the linearized junction to be

\[ \text{Im}Y(\omega) = C_H \omega \left( 1 - \frac{\omega_H^2}{\omega^2} \right), \] (7.13)

yielding the resonance frequency

\[ \omega_H = \sqrt{\frac{L + L_J}{L L_J C_H}}. \] (7.14)

Taking the derivative of the imaginary part of the admittance at \( \omega = \omega_H \) yields:

\[ \text{Im} \frac{\partial Y}{\partial \omega}(\omega_H) = 2C_H \] (7.15)

Substituting this into Eq. (7.7) yields

\[ A_H = -\frac{e^2}{2C_H} \left( \frac{L}{L + L_J} \right). \] (7.16)

A Taylor expansion of the junctions cosine potential is justified if the anharmonicities are weak and only a few photons populate the circuit. Whilst numerical calculations in this work consider the 8-th order expansion, much understanding can be gleaned by stopping the expansion at the fourth-order

\[ \hat{H}_{4, \text{diag}} = \hbar \omega_H \hat{a}^\dagger \hat{a} - \frac{A_H}{2} \hat{a}^\dagger \hat{a} \hat{a}^\dagger \hat{a} \]
\[ + \hbar \omega_L \hat{b}^\dagger \hat{b} - \frac{A_L}{2} \hat{b}^\dagger \hat{b} \hat{b}^\dagger \hat{b} \]
\[ - \chi \hat{a}^\dagger \hat{a} \hat{b}^\dagger \hat{b}, \] (7.17)

where \( \chi \) is the cross-Kerr coupling: the amount by which the high-mode transition shifts as a result of adding an excitation in the low mode and vice versa. We defined the first transition frequencies of both modes

\[ \hbar \omega_H = \hbar \bar{\omega}_H - \frac{A_H}{2} - \frac{\chi}{2}, \]
\[ \hbar \omega_L = \hbar \bar{\omega}_L - \frac{A_L}{2} - \frac{\chi}{2}. \] (7.18)

In Eq. (7.17), we have neglected terms in the expansion which are off-diagonal in the Fock basis and do not modify the eigenergies to leading order perturbation theory. The eigenfrequencies of the system are summarized in the energy diagram of Fig. 7.7.
Figure 7.7: **Detailed energy diagram of the system.** We depict the first three levels of both high and low mode along with their dissipation and thermalisation rates. Transition energies are written with $\hbar = 1$.

### 7.6.2. Simulating the reflection measurement

We now introduce a driving term in the Hamiltonian and consider losses to both the environment and the measurement port. Following input-output theory [246, 247], the quantum Langevin equation for $\hat{a}(t)$ is

$$
\frac{d}{dt} \hat{a}(t) = \frac{i}{\hbar} [\hat{H}_{\text{undr}}, \hat{a}(t)] - \frac{\kappa}{2} \hat{a}(t) + \sqrt{\kappa_{\text{ext}}} \tilde{a}_{\text{in}}(t). \quad (7.19)
$$

The undriven Hamiltonian $\hat{H}_{\text{undr}}$ corresponds to that of Eq. (7.8), where the degree of expansion of the nonlinearity is yet unspecified. The microwave reflection (in the time-domain) is given by

$$
S_{11}(t) = \frac{\tilde{a}_{\text{out}}(t)}{\tilde{a}_{\text{in}}(t)} = 1 - \sqrt{\kappa_{\text{ext}}} \frac{\hat{a}(t)}{\tilde{a}_{\text{in}}(t)}, \quad (7.20)
$$

where $\tilde{a}_{\text{in}}(t)$ ($\tilde{a}_{\text{out}}(t)$) is the incoming (outgoing) field amplitude, $\kappa_{\text{ext}}$ ($\kappa$) is the external (total) coupling rate of the high-frequency mode. The coupling of the low mode to the feed-line $\gamma_{\text{ext}}/2\pi = 2\text{s}^{-1}$ is much smaller than the coupling of the high mode to the feed-line $\kappa_{\text{ext}}/2\pi = 1.63 \cdot 10^6 \text{s}^{-1}$, we therefore assume that a drive tone only affects the high-frequency mode. For a coherent drive, characterized by a drive frequency $\omega_d$ and an incoming power $P_{\text{in}}$ (equal to the average power $\langle P(t) \rangle$ of the oscillating input signal), the wave amplitude is

$$
\tilde{a}_{\text{in}}(t) = \sqrt{\frac{P_{\text{in}}}{\hbar \omega_d}} e^{-i\omega_d t}, \quad (7.21)
$$

and the drive term can be incorporated in the Hamiltonian of the system

$$
\frac{d}{dt} \hat{a}(t) = \frac{i}{\hbar} [\hat{H}_{\text{undr}} + \hat{H}_{\text{drive}}, \hat{a}(t)] - \frac{\kappa_{\text{ext}}}{2} \hat{a}(t),
$$

where $\hat{H}_{\text{drive}} = i\hbar \epsilon_d (e^{-i\omega_d t} \hat{a}^\dagger(t) - e^{i\omega_d t} \hat{a}(t))$, $\epsilon_d = \sqrt{\frac{\kappa_{\text{ext}} P_{\text{in}}}{\hbar \omega_d}}$. 

Additionally, we also remove the time-dependence in the drive Hamiltonian by moving to a frame rotating at $\omega_d$ with the unitary transformation $U_{\text{probe}} = e^{i\omega_d t \hat{a}^\dagger \hat{a}}$,

$$
\frac{d}{dt} \hat{a} = \frac{i}{\hbar} \left[ U_{\text{probe}}^\dagger \hat{H}_{\text{undr}} U_{\text{probe}} + \hat{H}_{\text{drive}}, \hat{a} \right] - \frac{\kappa_{\text{ext}}}{2} \hat{a},
$$

(7.23)

where $\hat{a} e^{i\omega_d t} = \hat{a}(t)$ and

$$
\hat{H}_{\text{drive}} = -\hbar \omega_d \hat{a}^\dagger \hat{a} + i\hbar \epsilon_d (\hat{a}^\dagger - \hat{a}).
$$

(7.24)

In this rotating frame, the reflection coefficient becomes

$$
\hat{S}_{11}(\omega_d) = 1 - \frac{\kappa_{\text{ext}} \hat{a}}{\epsilon_d},
$$

(7.25)

of which we measure the expectation value when probing the system. From now on, and in the main text we use the shorthand $S_{11}(\omega_d) = \langle \hat{S}_{11}(\omega_d) \rangle$.

The evolution of the density matrix of the system $\rho$ is described by the Lindblad master equation

$$
\frac{d}{dt} \rho = -\frac{i}{\hbar} \left[ H_{4,\text{diag}} + \hat{H}_{\text{drive}}, \rho \right]
+ \kappa (n^{(H)} + 1) \mathcal{L} [\hat{a}] + \kappa n^{(H)} \mathcal{L} [\hat{a}^\dagger]
+ \gamma (n + 1) \mathcal{L} [\hat{b}] + \gamma n \mathcal{L} [\hat{b}^\dagger],
$$

(7.26)

which we solve numerically using the QuTiP simulation toolbox [83]. Note that the internal dissipation of the high mode $\kappa_{\text{int}}$, is added to the external dissipation rate to constitute its total dissipation rate $\kappa = \kappa_{\text{int}} + \kappa_{\text{ext}}$. The low mode is attributed a dissipation rate $\gamma$. The average thermal occupation of the two modes are denoted by $n_{\text{th}}^{(H)}$ and $n_{\text{th}}$ for the high and low mode respectively.

The expectation value of the reflection coefficient is given by

$$
S_{11}(\omega_d) = \text{Tr} \left[ \rho \left( 1 - \frac{\kappa_{\text{ext}} \hat{a}}{\epsilon_d} \right) \right].
$$

(7.27)

In search for an analytical form for $S_{11}$, we may treat the driven part of the density matrix as a perturbation (for small probe powers), i.e. we may write $\rho = \rho_{\text{unpert}} + \epsilon_d \rho_{\text{pert}}$, where $\rho_{\text{unpert}}$ is the unperturbed (diagonal) density matrix and $\rho_{\text{pert}}$ is the perturbed density matrix (expressed in units of time). As explained in the supplementary material of Ref. [189], after analytically solving the Lindblad equation, we arrive to a solution

$$
S_{11}(\omega_d) = 1 - (P_g - P_e) \sum_n P_n \frac{\kappa_{\text{ext}}}{i \Delta_g, n + \kappa_g, n}
- (P_e - P_f) \sum_n P_n \frac{2\kappa_{\text{ext}}}{i \Delta_e, n + \kappa_e, n},
$$

(7.28)

where $\kappa_{g, n} = \kappa (1 + 4n^{(H)}_{\text{th}}) + 2\gamma (n + (1 + 2n)_{\text{th}})$,

$$
\kappa_{e, n} = \kappa (3 + 8n^{(H)}_{\text{th}}) + 2\gamma (n + (1 + 2n)_{\text{th}}).
$$
This corresponds to a sum of Lorentzian functions, each associated to high-mode level \(i\) and a low-mode level \(n\), with line-width \(\kappa_{i,n}\) centred around \(\Delta_{i,n} = 0\), where

\[
\begin{align*}
\Delta_{g,n} &= \omega_H - n\chi/h - \omega_d, \\
\Delta_{e,n} &= \omega_H - (n\chi - A_H)/h - \omega_d.
\end{align*}
\]  

(7.29)

When fitting data, we use Eq. (7.28) whilst fixing \(\Delta_{i,n}\) with a diagonalisation of the Hamiltonian Eq. (7.8) Taylor expanded to the 8-th order. Note that in the main text we use the notation \(\kappa_{g,n} = \kappa_n\).

### 7.6.3. Four wave mixing and cooling rate

Adding a pump tone driving the high mode with frequency \(\omega_p\) and strength \(\epsilon_p\) transforms the system Hamiltonian into [236],

\[
\hat{H}_{4,dr} = h\tilde{\omega}_H\hat{a}^\dagger \hat{a} + h\tilde{\omega}_L\hat{b}^\dagger \hat{b} + E_J[1 - \cos(\tilde{\varphi})] - \frac{E_J}{2}\tilde{\varphi}^2 \\
\text{where } \tilde{\varphi} = (2A_H/E_J)^{1/4}(\hat{a}^\dagger + \hat{a}) + (2A_L/E_J)^{1/4}(\hat{b}^\dagger + \hat{b}) \\
+ (2A_H/E_J)^{1/4}(\tilde{\xi}_p^* + \tilde{\xi}_p),
\]  

(7.30)

where the pump field amplitude \(\tilde{\xi}_p\) (assuming \(|\omega_H - \omega_p| \gg \kappa\)) is given by

\[
\tilde{\xi}_p \simeq \epsilon_p e^{-i\omega_p t} \left( \frac{1}{\omega_p - \tilde{\omega}_H} + \frac{1}{\omega_p + \tilde{\omega}_H} \right),
\]  

(7.31)

and the Hamiltonian is expressed in the displaced frame of the pump. We now Taylor expand the cosine nonlinearity to fourth-order, neglecting terms which are off-diagonal in the Fock basis except when they depend on \(\tilde{\xi}_p\), yielding

\[
\hat{H}_{4,\text{pumped}} = \hat{H}_{4,\text{diag}} + \hat{H}_p,
\]  

(7.32)

where \(\hat{H}_{4,\text{diag}}\) is given by Eq. (7.17). \(\hat{H}_p\) contains terms which are dependent on the pump power and frequency. In Table 7.1 we summarise the most relevant terms used in this work, along with the approximate pumping frequency \(\omega_p\) that is required to eliminate their time-dependence (the complete set of terms can be found in Ref. [189]).

As shown in the next paragraph, this occurs when the pump frequency matches the transition frequency between the two states coupled by the interaction term.

We now move to the interaction picture through the unitary transformation

\[
U_{\text{int}} = e^{i\hat{H}_{4,\text{diag}} t/\hbar},
\]  

(7.33)
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\[ \omega_p \approx \text{prefactor interaction} \]

Stark shift
\[-2A_H|\xi_p|^2 \quad \hat{a}^\dagger \hat{a} \]
\[-\chi|\xi_p|^2 \quad \hat{b}^\dagger \hat{b} \]

Heating interactions
\[ (\omega_H + \omega_L)/2 \quad -A_H^{\frac{3}{4}}A_L^{\frac{1}{4}}(\tilde{\xi}_p^*)^2 \quad \hat{a}\hat{b} + \hat{a}^\dagger\hat{b}^\dagger \]
\[ \omega_H + 2\omega_L \quad -\chi\xi_p^*/2 \quad \hat{a}\hat{b}^2 + \hat{a}^\dagger(\hat{b}^\dagger)^2 \]
\[ 2\omega_H + \omega_L \quad -A_H^{\frac{3}{4}}A_L^{\frac{1}{4}}\xi_p \quad \hat{a}^2\hat{b} + (\hat{a}^\dagger)^2\hat{b}^\dagger \]

Cooling interactions
\[ (\omega_H - \omega_L)/2 \quad -A_H^{\frac{3}{4}}A_L^{\frac{1}{4}}(\tilde{\xi}_p^*)^2 \quad \hat{a}\hat{b}^\dagger + \hat{a}^\dagger\hat{b} \]
\[ \omega_H - 2\omega_L \quad -\chi\xi_p^*/2 \quad \hat{a}(\hat{b}^\dagger)^2 + \hat{a}^\dagger\hat{b}^2 \]
\[ 2\omega_H - \omega_L \quad -A_H^{\frac{3}{4}}A_L^{\frac{1}{4}}\xi_p \quad \hat{a}^2\hat{b}^\dagger + (\hat{a}^\dagger)^2\hat{b} \]

| Table 7.1: Employed four-wave mixing terms. Terms become time-independent around the frequency \( \omega_p \) given in the left column. |

\[ \hat{H}_{\text{int}} \text{ is diagonal in the Fock state basis } \{|j,n\rangle\}_{n=0,1,2,\ldots \atop j=g,e,f,\ldots} \]

\[ \hat{H}_0 = \sum_{n=0,1,2,\ldots \atop j=g,e,f,\ldots} \hbar \epsilon_{j,n} |j,n\rangle \langle j,n|, \]

where \( \epsilon_{j,n} = n\omega_L - \frac{A_L}{2\hbar} (n^2 - n) + j\omega_H - \frac{A_H}{2\hbar} (j^2 - j) - nj\chi/\hbar. \quad (7.34) \]

To determine \( \hat{H}_0 \) in this frame, it suffices to know the expression of annihilation operators in this frame. We will take as an example the term we use for cooling, which reads in the interaction picture

\[ U_{\text{int}} \left( -A_H^{\frac{3}{4}}A_L^{\frac{1}{4}}(\tilde{\xi}_p)^2 \hat{a}^2\hat{b}^\dagger \right) U_{\text{int}}^\dagger + h.c. \]
\[ = -A_H^{\frac{3}{4}}A_L^{\frac{1}{4}}(\tilde{\xi}_p)^2(U\hat{a}U^\dagger)^2(U\hat{b}U^\dagger)^\dagger + h.c. \quad (7.35) \]

Since \( \hat{H}_0 \) is diagonal, exponentiating it only requires exponentiating each of the diagonal elements, and the annihilation operators in the interaction picture are
\[
U_{\text{int}} \hat{a} U_{\text{int}}^\dagger = \sum_{n=0,1, \ldots} \sqrt{n+1} e^{-\left(\epsilon_{n,j+1} - \epsilon_{n,j}\right)t/H} |j,n\rangle \langle j+1,n|
\]
\[
U_{\text{int}} \hat{b} U_{\text{int}}^\dagger = \sum_{j=0,1, \ldots} \sqrt{n+1} e^{-\left(\epsilon_{j,n+1} - \epsilon_{j,n}\right)t/H} |j,n\rangle \langle j,n+1| .
\]  

(7.36)

Note that if the system were harmonic, these expressions would simplify to \(e^{-i\omega t \hat{a}}\) and \(e^{-i\omega t \hat{b}}\). If we substitute Eqs. (7.36) into Eq. (7.35), one of the terms we obtain is

\[-h\xi_p g e^{i(2\omega_H - A_H/H - \omega_L)t} |g,1\rangle \langle f,0| + h.c. ,
\]

where we defined the interaction strength

\[g = \sqrt{2} A_H^3 A_L^3 |\xi_p|/\hbar .\]

(7.38)

By choosing the pump frequency \(\omega_p = 2\omega_H - A_H/h - \omega_L\), the term becomes time-independent, making it more relevant than the other terms of \(\hat{H}_P\). More generally, we can engineer the cooling interactions

\[-h g \sqrt{n+1} |f,n\rangle \langle g,n+1| + h.c. ,
\]

(7.39)

by choosing the pump frequencies

\[\omega_p = 2\omega_H - 2n \chi/h - A_H/h - \omega_L .
\]

(7.40)

Rather than lowered, the number of excitations in the low mode can also be raised using interactions of the form

\[-h g \sqrt{n+1} |f,n+1\rangle \langle g,n| + h.c. ,
\]

(7.41)

which are realized by choosing the pump frequencies

\[\omega_p = 2\omega_H - 2(n+1) \chi/h - A_H/h + \omega_L .
\]

(7.42)

In all the cooling experiments discussed here, we employed the interaction described by Eq. (7.39). For sufficiently weak pumping strengths such that \(2\kappa \gg \sqrt{n}g\), the cooling rate of the low-frequency mode is given by [189]

\[
\Gamma_{n\rightarrow n-1} = \frac{2ng^2 P_g}{\kappa(1 + 3/2 n_{th})} \frac{1}{1 + (\Delta/\kappa)^2} ,
\]

(7.43)

where \(\Delta = \omega_p - (2\omega_H - 2n \chi/h - A_H/h - \omega_L)\). The ratio of the cooling rate to \(\gamma\), is defined as the cooperativity

\[C = \frac{\Gamma_{1\rightarrow 0}}{\gamma} = \frac{2g^2}{\kappa\gamma(1 + 3/2 n_{th})} \frac{1}{1 + (\Delta/\kappa)^2} .
\]

(7.44)
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7.7.1. Network analysis

Most of our data analysis relies on fitting a sum of complex Lorentzians (see Eq. (7.28)), to the measured microwave reflection $S_{11}$ in both phase and amplitude. The signal we acquire is affected by the imperfections of the microwave equipment used to carry the signals to and from the device.

These can be modeled by a two port network with $s$ parameters $s_{11}, s_{22}$, corresponding to the reflections at the VNA ports (reflected back to the VNA) and at the device (reflected back to the device) respectively, and $s_{21}, s_{12}$, corresponding to the attenuation chain from the VNA to the device and the amplification chain from the device to the VNA respectively.

$$S_{11} = s_{11} + \frac{s_{12}s_{21}}{1 - s_{22}s_{11}} S_{11}$$

(7.45)

Note that these $s$ parameters are generally frequency dependent. We make the approximation $s_{11}, s_{22} \ll s_{12}, s_{21}$, meaning we attribute most of the measured microwave background to the frequency dependent transmission of the attenuation and amplification chain. The signal we want to measure is now proportional to a so-called “microwave background”

$$S_{11}^{\text{eff}} \approx s_{12}s_{21}S_{11}$$

(7.46)

which we have to experimentally measure.

7.7.2. Measuring the microwave background

As shown in Fig. 7.9, when probing the system at high power the device response is $S_{11} = 1$, allowing us to extract the microwave background $s_{12}s_{21}$. This phenomenon is a consequence of super-splitting as explained in [248], which we will briefly summarize here.

To understand super-splitting, we have to truncate the high mode to a two-level system constituted of its two first levels $|g\rangle$ and $|e\rangle$. In the Bloch sphere, the probe tone will cause rotations around the y-axis and $1 - S_{11}$ corresponds to the projection of the state vector on the x-axis. For driving rates faster than $\kappa$, the state vector will...
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Figure 7.9: **High-probe-power behaviour.** (a) $|S_{11}|$ as a function of probe frequency and probe power. (b) At higher powers, the system starts to resonate at a different frequency, corresponding to the junction being replaced by an open circuit. (c) Depth of the $n = 0$ peak extracted from data (blue dots) and numerical steady-state calculation. As the probe driving rate exceeds $\kappa$, the peaks vanish. We use the disappearance of peaks at the high power indicated by an arrow to acquire a microwave background that is subtracted (divided) in phase (amplitude) from all datasets. (d) Population in the high mode as a function of probe power as extracted from simulation. We used this information to choose the probing power indicated by an arrow for all other experiments. It is as high as possible to increase signal to noise ratio, but low enough to not populate the high mode.

rapidly rotate around the $y$-axis yielding a zero projection on the $x$-axis hence $S_{11} = 1$ and no peak. For driving rates slower than $\kappa$, random decays of the state vector will be very likely to occur before the state vector can rotate around the $y$-axis, yielding a non-zero projection on the $x$-axis and a dip in the microwave reflection. A signature of this effect is the splitting of the absorption peak in two for large probe powers. Whilst our signal to noise does not allow the resolution of this feature, it is present in the fitted simulation, supporting this explanation.

At even higher power, the system starts to resonate at a different frequency, corresponding to the junction being replaced by an open circuit when the current traversing the junction exceeds the critical current. This effect is shown in the inset, Fig. 7.9(b).

We use the disappearance of peaks at a high power indicated by the arrow “cali-
brating power" to acquire a microwave background that is subtracted (divided) in phase (amplitude) to all datasets.

\[
\frac{S_{11}^{\text{eff}}}{s_{12}s_{21}} \simeq S_{11}.
\] (7.47)

### 7.8. Fitting

Here, we summarize our fitting routine. We start by extracting \(\gamma\) from the time-domain data, which will be used in the formula for the linewidth \(\kappa_n\) in all subsequent fits. By fitting the microwave reflection \(S_{11}\) to a sum of Lorentzians (see Eq. (7.28)), we get access to the peaks linewidths and amplitudes which allows us to determine \(\kappa, \kappa_{\text{ext}}\) and \(n_{\text{th}}^{(H)}\). By fitting \(S_{11}\) to the eigenfrequencies obtained from a diagonalisation of the Hamiltonian of Eq. (7.8), we determine the values of the circuit elements. The occupation of the low mode \(n_{\text{th}}\) is determined separately for each individual experiment. Each step is detailed in the subsections below.

#### 7.8.1. Low-frequency mode dissipation

We start by fitting the thermalisation from the ground-state measured in time-domain (Fig. 7.11(a)) to determine \(\gamma\). Since the line-width of the \(S_{11}(t)\) peaks is a function of \(\gamma\) and \(n_{\text{th}}\), we start by postulating these two values to extract a first estimate of the time evolution of \(P_n\). By fitting the evolution of \(P_n\) to the rate equation of Eq. (7.6), we extract a new value for \(\gamma\) and \(n_{\text{th}}\). We then repeat this process many times, each time using the new values \(\gamma\) and \(n_{\text{th}}\) to fit \(S_{11}(t)\), until we converge to \(\gamma/2\pi = 23.5 \cdot 10^3 \text{s}^{-1}\).

#### 7.8.2. Circuit parameters

The frequency of the system transitions (and hence the circuit parameters) is determined by fitting a numerical steady-state calculation of \(S_{11}\), following a diagonalisation of the Hamiltonian in Eq. (7.8). In this fit we additionally impose that the transition frequency \(|g, 0\rangle \leftrightarrow |g, 1\rangle\) matches the value measured in two-tone spectroscopy (Fig. 7.10(a)). The fitted circuit parameters are summarised in Table 7.2.

### 7.9. Supplementary experimental data

#### 7.9.1. Low-frequency spectrum

We monitor the height of the \(|g, 0\rangle \leftrightarrow |e, 0\rangle\), whilst sweeping the frequency of a secondary pump tone. As shown in Figs. 7.10(a), (b), this allows us to easily measure the anharmonicity of the high mode and the frequency of the low mode.

The line-width of the low-mode peak is considerably larger than the previously determined low-mode dissipation rate \(\gamma/2\pi = 23 \cdot 10^3 \text{s}^{-1}\). If the line-width was equal to \(\gamma\), we would expect to see photon number splitting, distinct peaks separated by the low-mode anharmonicity \(A_L\), corresponding to the transitions \(|g, n\rangle \leftrightarrow |g, n + 1\rangle\). To understand why this is not the case, we fit a steady-state numerical computation of a pumped and probed Hamiltonian

\[
\hat{H} = -A_H(\hat{a}^\dagger)^2\hat{a}^2 + \hbar(\omega_L - \omega_p)\hat{b}^\dagger\hat{b} - A_L(\hat{b}^\dagger)^2\hat{b}^2
+ i\hbar\epsilon_d(\hat{a}^\dagger - \hat{a}) + i\hbar\epsilon_p(\hat{b}^\dagger - \hat{b}),
\] (7.48)
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<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Value</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamiltonian parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dressed high-mode frequency</td>
<td>$\omega_H$</td>
<td>$2\pi \times 5.911$ GHz</td>
<td>$\omega_H + A_H/h + \chi/2h$</td>
</tr>
<tr>
<td>Dressed low-mode frequency</td>
<td>$\omega_L$</td>
<td>$2\pi \times 173$ MHz</td>
<td>$\omega_L + A_L/h + \chi/2h$</td>
</tr>
<tr>
<td>Bare high-mode frequency</td>
<td>$\bar{\omega}_H$</td>
<td>$2\pi \times 6.113$ GHz</td>
<td>$\sqrt{\frac{L+L_J}{C_L}}$</td>
</tr>
<tr>
<td>Bare low-mode frequency</td>
<td>$\bar{\omega}_L$</td>
<td>$2\pi \times 182$ MHz</td>
<td>$\sqrt{\frac{L+L_J}{C_L}}$</td>
</tr>
<tr>
<td>High-mode anharmonicity</td>
<td>$A_H$</td>
<td>$h \times 192$ MHz</td>
<td>$\frac{e^2}{2C_H} \left( \frac{L}{L+L_J} \right)^3$</td>
</tr>
<tr>
<td>Low-mode anharmonicity</td>
<td>$A_L$</td>
<td>$h \times 495$ kHz</td>
<td>$\frac{e^2}{2C_L} \left( \frac{L}{L+L_J} \right)^3$</td>
</tr>
<tr>
<td>Cross-Kerr</td>
<td>$\chi$</td>
<td>$h \times 21.29$ MHz</td>
<td>$2\sqrt{A_LA_H}$</td>
</tr>
<tr>
<td>Dissipation rates</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High-mode dissipation rate</td>
<td>$\kappa$</td>
<td>$2\pi \times 3.70$ MHz</td>
<td></td>
</tr>
<tr>
<td>External coupling rate</td>
<td>$\kappa_{ext}$</td>
<td>$2\pi \times 1.63$ MHz</td>
<td></td>
</tr>
<tr>
<td>Low-mode dissipation rate</td>
<td>$\gamma$</td>
<td>$2\pi \times 23.50$ kHz</td>
<td></td>
</tr>
<tr>
<td>Low-mode external coupling rate</td>
<td>$\gamma_{ext}$</td>
<td>$2\pi \times 1.99$ Hz</td>
<td></td>
</tr>
<tr>
<td>High-mode quality factor</td>
<td>$Q_H$</td>
<td>1599</td>
<td>$\omega_H/\kappa$</td>
</tr>
<tr>
<td>High-mode external quality factor</td>
<td>$Q_H^{(ext)}$</td>
<td>3617</td>
<td>$\omega_H/\kappa_{ext}$</td>
</tr>
<tr>
<td>Low-mode quality factor</td>
<td>$Q_L$</td>
<td>7348</td>
<td>$\omega_L/\gamma$</td>
</tr>
<tr>
<td>Low-mode external quality factor</td>
<td>$Q_L^{(ext)}$</td>
<td>$87 \times 10^6$</td>
<td>$Z_0 \sqrt{\frac{C_L}{L+L_J} \left( \frac{C_L}{C_H} \right)^2}$</td>
</tr>
<tr>
<td>Thermal parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High-mode temperature</td>
<td>$T_H$</td>
<td>112 mK</td>
<td></td>
</tr>
<tr>
<td>Low-mode temperature</td>
<td>$T_L$</td>
<td>17 mK</td>
<td></td>
</tr>
<tr>
<td>High-mode occupation number</td>
<td>$(n_H)^{th}$</td>
<td>0.09</td>
<td>$\frac{1}{e^{\bar{\omega}_H/\kappa} - 1}$</td>
</tr>
<tr>
<td>Low-mode occupation number</td>
<td>$(n_L)^{th}$</td>
<td>1.62</td>
<td>$\frac{1}{e^{\bar{\omega}_L/\gamma} - 1}$</td>
</tr>
<tr>
<td>Circuit parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Josephson energy</td>
<td>$E_J$</td>
<td>$h \times 4.01$ GHz</td>
<td>$\frac{h^2 \bar{\omega}_H^2 \bar{\omega}_L^2}{8 \left( \omega_H \sqrt{A_L} + \omega_L \sqrt{A_H} \right)^2}$</td>
</tr>
<tr>
<td>Josephson inductance</td>
<td>$L_J$</td>
<td>41 nH</td>
<td>$\frac{h^2 \bar{\omega}_H^2 \bar{\omega}_L^2}{4e^2 E_J}$</td>
</tr>
<tr>
<td>Low-mode capacitance</td>
<td>$C_L$</td>
<td>11.1 pF</td>
<td>$2 \left( \omega_L \sqrt{A_H} + \omega_H \sqrt{A_L} \right)$</td>
</tr>
<tr>
<td>High-mode capacitance</td>
<td>$C_H$</td>
<td>40.7 fF</td>
<td>$\frac{e^2 \sqrt{A_H} \bar{\omega}_H}{e^2 \sqrt{A_L} \bar{\omega}_L}$</td>
</tr>
<tr>
<td>High-mode inductance</td>
<td>$L$</td>
<td>28.2 nH</td>
<td>$2\sqrt{A_H \left( \omega_L \sqrt{A_L} + \omega_H \sqrt{A_L} \right)^2}$</td>
</tr>
<tr>
<td>Coupling capacitor</td>
<td>$C_c$</td>
<td>0.95 fF</td>
<td>$C_H \sqrt{\frac{L_J}{Z_0(L+L_J)}}$</td>
</tr>
<tr>
<td>Feed-line impedance</td>
<td>$Z_0$</td>
<td>50Ω</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2: Fitted system parameters.
Controlling a hot radio-frequency resonator via dissipation engineering

\[
\omega_L - \frac{\chi}{\hbar} \quad \text{(a)} \quad |g, n\rangle \leftrightarrow |g, n+1\rangle \text{ at } \omega_p = \omega_L \quad \text{and} \quad |e, n\rangle \leftrightarrow |e, n+1\rangle \text{ at } \omega_p = \omega_L - \frac{\chi}{\hbar}.
\]

Figure 7.10: Two-tone measurement of the anharmonicity and lower mode spectrum. (a) We sweep a pump tone around the low-mode frequency (x-axis) whilst monitoring the depth of the \( n = 0 \) peak \(|S_{11}(\omega = \omega_H)|\) (y-axis). We observe two peaks, separated by \( \chi \) corresponding to the transitions \(|g, n\rangle \leftrightarrow |g, n+1\rangle\) at \( \omega_p = \omega_L \) and \(|e, n\rangle \leftrightarrow |e, n+1\rangle\) at \( \omega_p = \omega_L - \frac{\chi}{\hbar} \). A steady-state numerical computation is shown as a black curve and data as blue points. (b) By performing the same measurement around the high-mode frequency, we measure a peak corresponding to \(|e, 0\rangle \leftrightarrow |f, 0\rangle\) at \( \omega_p = \omega_H - \frac{\chi}{\hbar} \). These two datasets provide a measurement of \( \omega_L \) and \( \lambda_H \). (c) The line-width of the low mode was found to be significantly broader than \( \gamma \), with no accessible photon-number resolution. By varying simulation parameters as detailed in the legend, we explore the origin of this broad line-width.

including the collapse operators \( \kappa(n_{th}(H) + 1)\mathcal{L}[\hat{a}], \kappa n_{th}(H)\mathcal{L}[\hat{a}^\dagger], \gamma(n_{th} + 1)\mathcal{L}[\hat{b}], \gamma n_{th}\mathcal{L}[\hat{b}^\dagger] \). The only free parameter is the pumping strength \( \epsilon_p \sim 16 \times \gamma \), the probe strength was taken to be negligibly small with respect to all other rates in the model. By varying simulation parameters, we can then explore the origin of this broad line-width. These results are summarized in Fig. 7.10(c). Reducing the pumping strength \( \epsilon_p \) will suppress what is usually referred to as ‘power broadening’, at the expense of the signal-to-noise ratio, but does not reveal photon-number splitting. By reducing \( \gamma \) to a negligibly small rate, photon number splitting can only be glimpsed behind a line-width broadening induced by the process \(|g, n\rangle \rightarrow |e, n\rangle\) which occurs at a rate \( \kappa n_{th}(H) \). This becomes clear if we instead keep \( \gamma / 2\pi = 23 \cdot 10^3 s^{-1} \) and take the limit \( n_{th}(H) = 0 \), making the first two peaks apparent. As derived in Eq. (7.28), the line-width of a thermally populated anharmonic oscillator broadens significantly with its thermal occupation, which is responsible in this case for the disappearance (broadening) of peaks \( n \geq 2 \). By reducing both \( \gamma \) and \( n_{th}(H) \), photon-number resolution would become visible.
7.9.2. Full time-dependent spectrum

![Full time-dependent spectrum](image)

Figure 7.11: **Full time-dependent spectrum.** Time and probe frequency dependence of $|S_{11}|$ for both ground-state cooling (a) and the one-photon-state stabilisation (b). By fitting these datasets using Eq. (7.28), in both frequency and time, we construct the plots shown in Fig. 7.4. (c) line cut of the data set B (indicated by arrows in B) is shown as blue dots, the black line corresponds to a fit. The relatively low signal-to-noise ratio is responsible for the large noise in probability of Fig. 7.4.
Conclusions and outlook

_Earth, stream and tree return to the sea_
_Waves sweep the sand from my island,_
_from me._

King Crimson, “Islands”

This thesis constitutes a small contribution to the stock of knowledge concerning superconducting qubits and their applications for quantum simulation as well as quantum control of mechanical and thermally-populated electromagnetic resonators in the radio-frequency range. Here I will summarise the main findings and give a personal reflection on possible further research directions for extending this work.
8. Conclusions and outlook

8.1. Qubit-qubit interactions

In chapter 4 we explored the possibility of realising experimentally a tuneable coupler for superconducting qubits that allows tuning into different interaction regimes. The coupling scheme is relevant for simulating a variety of many-body problems by means of analog quantum simulation and could be used for performing two-qubit gates. We demonstrated the experimental feasibility of this scheme, while maintaining high coherence of the qubits. Additionally we performed a thorough theoretical analysis of the circuit Hamiltonian that helped to understand some unexpected features and how to avoid them, which is valuable for future implementations especially when more circuit elements are involved.

More specifically, this work provided a very small step towards realising the first analog quantum simulations of extended Hubbard and Heisenberg XXZ models in solid-state platforms. Useful results, testing theoretical predictions, will eventually be obtained in more complex configurations in 2D geometries using tens of qubits and coupling elements. Scaling up, however, unavoidably leads to complexity. For example, the number of readout and control lines on the chip need to increase leading to spatial crowding. This is an issue that is currently being addressed by the community with the development of 3D integration methods that could allow for example the readout circuitry to be part of a separate chip that is connected in parallel to the quantum processor [110, 111]. Additionally, due to fabrication errors in targeting of Josephson junctions, the qubit frequencies cannot be reliably produced within the range of coupling strengths. Therefore, frequency tuning the qubits on and out of resonance is required in order to activate the interactions, which may lead to frequency crowding issues, e.g. qubit frequencies interfering with higher level transitions of nearby modes. Another possible issue is that of flux cross-talk, which concerns the unwanted flux tuning of SQUIDs as one tunes another flux channel, for example, due to unanticipated on-chip current paths in configurations using fluxlines (see Ref. [249] for AC and DC cross-talk calibration methods). In chapter 4 we demonstrated a reliable procedure for calibrating out these effects, which, however, might become very complex when tens of qubits and couplers are concerned.

The situation can become a lot easier by using off-resonant, fixed frequency qubits that can be made to interact via flux modulation on the coupling SQUIDs [250]. Apart from the advantage of coupling qubits that are far off-resonant to interact otherwise, this approach is interesting for generating interactions that are not possible in standard resonant coupling schemes, such as squeezing. For example, as proposed in Ref. [251], using our coupler with appropriate AC flux modulation at the sum or difference of the qubit frequencies, one can realise all possible interaction terms of the XYZ Heisenberg model. Such a scheme gets rid of much of the complexity concerning the control circuitry, flux cross-talk and frequency crowding, while enhancing the number of interactions at hand. We have made some preliminary tests of this concept using the device measured in chapter 4, which we show in Fig. 8.1. This is a very simple situation where the two qubits are off-resonant (at their top sweetspots) and an AC current is applied on top of the DC biasing on the coupler SQUID, while reading out one qubit via its dedicated resonator. When the modulation frequency matches the qubit frequency difference we additionally observe a second peak at the frequency of the other qubit,
8.2. Mechanical quantum states

The main research question explored in chapter 5 was whether it would be possible to achieve generic quantum state preparation in a low-frequency mechanical resonator that is parametrically coupled to an electromagnetic mode. We showed that this could be achieved in a tuneable coupling architecture, using a SQUID-embedded mechanical resonator as a coupling element between two transmon qubits. We found that this configuration can give rise to a three-body interaction that is linear in all the modes and much stronger than decay rates, assuming typical parameters reported in experiments. We numerically demonstrated the ability to cool the mechanical resonator to its ground state and prepare generic quantum states using time-domain protocols that are typical in state-of-the-art superconducting qubit experiments.

In chapter 6 we used a similar coupling scheme between one qubit and a mechanical resonator and demonstrated the possibility of achieving ultrastrong couplings that are even larger than the resonator frequency, in the single-photon regime. Furthermore, we performed numerical simulations showing the possibility of ground-state cooling and preparation of mechanical cat states using realistic parameters obtained from recent experiments.

Follow-up theoretical work on this topic could focus on some more practical aspects relevant for an experimental realisation such as, for example, modelling the readout scheme for verifying the prepared mechanical states. Additionally, one could further explore the tripartite system dynamics in the ultrastrong-coupling regime \( (g > \omega_m) \). We have done some preliminary simulations in this regime, assuming a stronger magnetic field \( (20 \text{ mT}) \) and considering a beam that is five times longer than the one considered...
in chapter 5. This means five times smaller mechanical frequency (2 MHz) and ten times stronger coupling strength (\(\sim 3\) MHz). In this regime all terms in the tripartite interaction Hamiltonian \(g(\hat{c}_1^\dagger \hat{c}_2 + \hat{c}_1 \hat{c}_2^\dagger)(\hat{b} + \hat{b}^\dagger)\) are resonant leading to very complex phenomena. The evolution of the excitations in the system, starting from one qubit in the excited state and assuming the mechanical ground state is reached, is plotted in Fig. 8.2(b). The evolution of the Wigner function of the mechanical resonator (obtained from the reduced density matrix without conditioning) is also plotted in Fig. 8.2(c). Remarkably the created state up to maximum phonon occupation features positive and negative fringes, reminiscent of the fringes in cat states. It is a complex “distorted cat” state resulting from the interplay of all the tripartite interaction terms and the individual radiation-pressure coupling terms with each qubit, and is therefore hard to interpret in terms of well-known quantum states. One could further explore this regime to controllably create desired states on demand after appropriate conditioning, for example. Further interesting results could be obtained by considering the case with more than one embedded beams on the SQUID, or including additional modes of the mechanical resonator, especially in the ultrastrong-coupling regime.

### 8.3. Thermally-populated resonators

In chapter 7 we examined the possibility of quantum control in a thermally-populated superconducting resonator in the radio-frequency regime. This was enabled by dispersively coupling it to a gigahertz superconducting qubit which was naturally cooled.
down by a dilution refrigerator. Using reservoir engineering protocols we demonstrated ground-state cooling, preparation of Fock states and observed the dynamics of the thermalisation process in time domain.

In the future one could expand this work, using coherent population transfer techniques [252, 253], to determine the dephasing time of the resonator or even prepare superposition states. Moreover engineering the readout circuitry similar to QND measurements, i.e. by using a dispersively coupled readout resonator, may enable further quantum manipulation in time-domain. Furthermore, a natural step forward would be to resonantly couple the resonator to other quantum systems in the radio-frequency domain. One could for example resonantly couple to mechanical resonators, realised by metallic drumheads forming part of the electrical capacitor (or SQUID-embedded beams), that can typically be controlled only via parametric optomechanical coupling. Additionally, one could use the radio-frequency resonator to couple to and gain control over spin systems, as in Ref. [254]. Finally, extending the circuit to include coupled radio-frequency resonators, with sufficient individual control, could enable the study of thermodynamical effects in Bose-Hubbard models, in specially designed quantum simulators [242, 243].

8.4. Epilogue
The journey has come to an end. We wandered through mathematical derivations, fabricated microchips and measurements, wondering upon possibilities of harnessing the nonlinearity of Josephson elements in order to tame the elementary excitations of light and motion. We explored mainly three research directions, which compared to a typical PhD thesis might seem like exploring three disconnected faraway islands. They are, however, parts of a much wider scope of developing well-controlled quantum systems and contributing to quantum technologies. As such there is a lot of room for building on the answers we found and combining them to realise new research directions.

For example, well-controlled radio-frequency resonators (such as the one studied in chapter 7) could be employed to resonantly interface mechanical resonators (such as the ones studied in chapters 5 and 6), opening new avenues in interacting electromechanical systems. Additionally, one could use the techniques developed in chapter 5 as an alternative for controlling radio-frequency electrical resonators in time-domain using three-body interactions with high-frequency qubits. Another interesting avenue would be to explore analog quantum simulators of extended Bose-Hubbard models (using the couplings developed in chapter 4), where radio-frequency resonators with fast thermal control take the role of the primary components in the circuit, replacing the qubits. The possibilities are numerous, bound only by human imagination.
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