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ABSTRACT

One of the main difficulties in measuring partial discharges (PD) in gas-insulated substations (GIS) is the overlapping of pulses at the sensor’s location, which distorts the pulse resolution and the charge estimation. This research presents a new method called “synergy,” which identifies and suppresses reflections using magnetic and electric antennas in the very-high frequency range. By scaling the antennas’ outputs and adding them, it is possible to segregate forward and backward pulses. Additionally, by multiplying the electric and magnetic signals, the power flow of the pulses is obtained, which identifies the propagation direction and the location of discontinuities in the transmission path. The synergy method is evaluated in three scenarios: a fully matched test bench using a calibrated pulse, a full-scale GIS using a calibrated pulse, and a full-scale GIS using a PD defect. The results showed that the pulse reflections can be eliminated from the incident pulse, improving the charge calculation when the pulses overlap. The output of this research represents an improvement for PD monitoring in GIS, exhibiting a tool for better defect localization, pulse wave shape construction, charge estimation, and possible interference rejection.

* Corresponding author.

https://doi.org/10.1016/j.ijepes.2022.108530

© 2017 Elsevier Inc. All rights reserved.

ARTICLE INFO

Keywords:
- partial discharges
- PD sensors
- GIS
- pulse overlapping
- UHF antenna
- magnetic antenna

1. Introduction

An accepted method for insulation diagnosis is partial discharge (PD) measurements, and in many cases, it is a requirement in the acceptance protocol [1]. The PD charge magnitude is not only an important parameter for insulation degradation assessment but also harmonizes readings from different sensors: the charge magnitude reading is independent of the sensor characteristics if adequately calibrated and measured. The IEC 60270 [2] is a standard for “conventional methods” where the device under test is electrically small; PD analysis in test objects that electrically behave as distributed parameters devices is out of the scope of the standard due to the complicated resonances and pulse reflection phenomena. References [3,4] demonstrate that non-conventional detectors, dealing with conducted signals and in a specific frequency range, can provide calibrated charge magnitudes; however, the pulse superposition, which distorts the PD measurements, is still a concern in gas-insulated substation (GIS).

Reference [6] demonstrates that PDs in SF6 have a few nanoseconds duration, having a wavelength many times smaller than GIS length. Therefore, the GIS behaves as a waveguide for PD pulses in which, depending on the frequency, it has three propagation modes: transverse electromagnetic (TEM), transverse electric (TE), and transverse magnetic (TM); due to the complex propagation in the last two modes, the PD charge can only be measured in TEM mode [7,8]. Since the TEM mode propagation follows the transmission line (TL) theory, each GIS section (spacers, T-connection, bushing, etc.) can be represented as a discontinuity where pulse reflections occur [9–11]. Due to the GIS geometry, its TEM mode occurs below the ultra-high frequency (UHF) range; therefore, sensors measuring in the very-high frequency (VHF) range and below are suitable for PD charge estimation.

Reference [12] shows a novel PD measuring system for GIS consisting of a magnetic antenna, and [4] demonstrates that magnetic and electric (UHF sensor) antennas, working in the VHF range (TEM mode frequency), can be calibrated in a GIS, and be able to estimate the PD
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charge. There are several methods for PD charge estimation [13]; however, the voltage double integral (V2I) method is the most suitable for non-flat narrow band sensors [14]. It is demonstrated that the charge of the magnetic [15] and the electric antenna [4] can be correctly estimated using the V2I method.

This publication reveals that having a magnetic and electric antenna placed at the same longitudinal GIS position allows the identification of the incident and the reflected pulses propagating in the TEM mode (below the UHF range). Two approaches are proposed for the reflection discrimination with an extension of the V2I method. The discrimination methods are compared and evaluated in three different test setups: a matched test bench, a full-scale GIS with a calibrated pulse, and the full-scale GIS with a PD defect. Additionally, the power flow of the propagated pulse is shown for each test setup, which clearly identifies the propagation direction and helps with the PD interpretation.

2. Pulse propagation in GIS

2.1. Power flow

When a PD occurs, an electromagnetic (EM) wave propagates in all directions, and given that a single-phase enclosed GIS behaves as a coaxial waveguide, the PD propagates in two directions in the waveguide axis. The EM propagation direction is independent of the PD polarity and can be characterized using the Poynting vector (9). The Poynting vector represents the power flow per unit area; if it is integrated over the coaxial cross-section results in the voltage and current product (1), where $PF$ is the power flow, $\vec{e}$ is the electric field, $\vec{h}$ is the magnetic field, $\vec{a}$ is the cross-section, $V$ is the voltage and $I$ is the current; an example is illustrated in Fig. 1 using cylindrical coordinates $(\rho, \phi, z)$. Having a magnetic and an electric antenna, the PD current and voltage can be measured, and thus, the power flow can be obtained in a GIS.

$$PF = \int_A \vec{e} \times \vec{h} \cdot d\vec{a} = VI \quad (1)$$

When a transmission line is not matched, the measured signal is formed by the incident pulse followed by forward and backward components. This article refers to the forward component as the incident pulse and the reflections that occur before the observation point, and the backward component as the reflections that occur after the observation point. Equations (2) and (3) represent the voltages and currents when the TL has discontinuities, where $V'$ and $V$ are the forward and backward voltage pulses, respectively; $I'$ and $I$ are the forward and backward current pulses, respectively; $Z_1$ and $Z_2$ are the impedances before the discontinuity; $\Gamma$ is the reflection coefficient. The reflection equations and the Poynting vector can identify the backward component from the forward component.

$$V'(t) = V(t + 2z/c)$$
$$\Gamma V(t)$$

Equations (2) and (3) represent the voltages and currents when

$$\begin{align*}
\text{(2)} & \quad V'(t) = \Gamma V(t) \\
\text{(3)} & \quad I'(t) = -\frac{V'(t)}{Z_0} \quad \text{and} \quad I(t) = \frac{V(t)}{Z_0}
\end{align*}$$

The signal’s instantaneous power cannot be recovered with GIS PD sensors due to their narrow bandwidth (BW); however, it is possible to represent the signal’s power flow. Forward and backward pulses can be distinguished using the power flow equation (4), where the first term is the incident and all forward pulses, and the second term is all backward pulses, having opposite polarity compared to the forward component. An overlapping happens when the time delay between backward and forward signals is shorter than the pulse duration; this overlapping can be avoided by eliminating the reflections using the magnetic and electric antennas, as shown in the next subchapters. Being able to distinguish the reflected pulses improves the PD charge estimation, PD wave shape, and defect location.

$$PF(z,t) = V(z,t)I(z,t) = \frac{V^2(t) + 2z/c}{Z_0}$$

2.2. Elimination of pulse reflections

The previous chapter showed that forward and backward pulses can be distinguished by the polarity difference; therefore, by superimposing the measured PD current and voltage, the backward pulses can be reduced. Equations (5) and (6) show the electric and magnetic antennas measurements with the forward and backward components. If one of the outputs, the electric, for instance, is scaled ($\alpha$) to match the magnetic output, according to (3) the backward component changes polarity and results in (7). Therefore, adding the magnetic and the scaled electric output results in a forward component increment and a backward component elimination (8). Equation (8) is an ideal situation where the scale factor perfectly matches one antenna to the other. The following sections show two proposed scale factors to reduce reflections.

$$\begin{align*}
\text{(5)} & \quad V_e(t) = V'_e(t) + V_e(t) \\
\text{(6)} & \quad V_m(t) = V'_m(t) + V_m(t) \\
\text{(7)} & \quad \alpha V_e(t) = V'_e(t) - V_e(t) \\
\text{(8)} & \quad V_m(t) + \alpha V_e(t) = 2V'_m(t)
\end{align*}$$

Before introducing the scale factors, it is worth mentioning the antennas’ impulse response in the frequency and time domain. In the VHF range, the electric and magnetic antennas can be represented as a single-pole transfer function $(16, 17)$ where the higher cutoff frequency is above the VHF range. To ensure that only TEM mode frequencies are measured, the signals of the sensors are filtered, giving the transfer function in (9), where $V_e$ is the output voltage, $I_{pd}$ is the measured PD current, $k$ is the calibration constant, $\omega_{lp}$ is the lower cutoff frequency, and $H(s)$ is the low-pass filter transfer function. The electric antenna’s PD voltage relates to the PD current by the local characteristic impedance ($Z_0$) of the GIS [4], which is included in the $k$ factor in (9). Reference [5] shows that PD in SF$_6$ have a rise time below 1 ns, which means that in the VHF range, the PD pulse can be seen as a Dirac delta pulse with a Laplace domain magnitude equal to the charge $Q$ and a time delay $t_0$, resulting in (10) by using (9) and solving for the output voltage. To simplify the evaluation, a 1st order filter was chosen and a Dirac delta
pulse when \( t_0 = 0 \), giving the time domain function in (11).

\[
V_i(s) = \frac{ks}{s^2 + \omega_0^2} H(s) \quad \text{sensor} \]

\[
V_i(s) = Q e^{-\omega_0 t} \frac{ks}{s^2 + \omega_0^2} H(s) \quad \text{output} \]

\[
V_i(t) = Q e^{-\omega_0 t} \frac{ks}{\omega_0 \omega_m - \omega_f} - Q e^{-\omega_0 t} \frac{ks^2 \omega_0}{\omega_0^2 - \omega_f^2} \quad \text{11} \]

\[
H_{m/m}(s) = \frac{V_i(s)}{V_m(s)} \frac{k_m (\omega_0^2 + 1)}{k_m (\omega_0^2 + 1)} \quad \text{17} \]

\[
H_{m/m}(s) = C R \frac{Q e^{-\omega_0 t}}{M (s C R + 1)} \quad \text{18} \]

It is not mentioned in previous equations, but it is fundamental to have the minimum time lag between antennas, ideally zero. In either method (peaks and TRF), the electric and magnetic antennas must be located at the same longitudinal position at the GIS, so the propagated pulse is induced in both sensors simultaneously. Reference [17] shows that the magnetic antenna’s shield delays the sensed signal, so it must be corrected to ensure that the electric and magnetic antenna’s signals are in phase. The peaks and TRF scale factors have practical advantages and disadvantages, and their efficacy is shown in the results section.

\[
\text{2.2.1. Peaks scale factor} \]

One proposal is to match the magnetic and electric antennas’ measured peaks: from equation (11), we can see that the peak occurs when \( t = 0 \), resulting in (12); therefore, the peak’s ratio between the electric and magnetic antennas is the factor \( C_{pk} \) and is equal to (13).

Now, if the backward component of the electric sensor (\( V_e \)) is subtracted from the scaled magnetic sensor’s backward component (\( V_m C_{pk} \)), the resultant backward pulse (\( V_{nm} \)) is obtained (14). Note in (14) that if the filters’ cutoff frequencies are equal (\( \omega_{0e} = \omega_{0m} \)) and the sensors’ low cutoff frequencies are also identical (\( \omega_{0e} = \omega_{0m} \)), then the reflections are eliminated. The filter corner frequencies can be selected as wished; however, \( \omega_0 \) depends on the self-inductance and parasitic capacitance of the magnetic and electric antennas. The inductance and capacitance of the sensors can be manipulated by the physical design (as in a directional coupler), with the risk of altering other antenna parameters.

\[
V_i(0) = V_{peak} = Q k_0 \omega_0 \omega_f \quad \text{12} \]

\[
C_{pk} = \frac{V_{peak} - V_{peak-m}}{V_{peak} - V_{peak-m}} \frac{k_0 \omega_0 \omega_f}{k_0 \omega_0 \omega_f} \quad \text{13} \]

\[
C_{pk} V_m(t) - V_e(t) = V_{em}(t) \]

\[
= Q \left( \frac{k_0 \omega_0 \omega_f}{\omega_0 \omega_m - \omega_f} - \frac{k_0 \omega_0^2 \omega_f}{\omega_0^2 - \omega_f^2} \right) \]

\[
\frac{k_0 \omega_0 \omega_f}{\omega_0 \omega_m - \omega_f} - \frac{k_0 \omega_0^2 \omega_f}{\omega_0^2 - \omega_f^2} \]

\[
\text{14} \]

\[
\text{2.2.2. Transformation filter scale factor} \]

An alternative method is to process the signal of one of the sensors in a way that both antennas have the same transfer function, eliminating the opposite polarity reflections. To mimic one antenna’s output signal into the other, a convolution is done using the antenna’s transfer function (the one to be scaled) and a transformation filter (TRF); equation (15) shows the transformation of the magnetic output (\( V_{m-m} \)), where \( H_{e/m} \) represents the TRF. Equation (16) shows the resultant pulse by superimposing the electric output and the scaled magnetic output (the same procedure can be done to mimic the magnetic antenna’s output (\( V_{e-m} \))). The TRF is the antenna’s transfer function to be mimicked over the antenna’s transfer function to be scaled (17). Equation (18) represents the TRF using electric parameters, where \( C_1 \) and \( C_2 \) are the coupling and parasitic capacitances of the electric antenna, \( M \) and \( L_0 \) are the coupling inductance and self-inductance of the magnetic antenna, and \( R \) is the load for both antennas. The transformation filter can be analog or digital: the first involves construction difficulties, while the second requires more signal processing, and is the one used in this research.

\[
V_{m-m}(t) = \frac{1}{2 \pi j} \int_0^\infty e^{j \omega t} V_m(s) H_{m/m}(s) ds \quad \text{15} \]

\[
V_{e-m}(t) = \int_0^\infty V_e(s) C_{pk} \frac{1}{H_{e/m}(s)} ds \quad \text{16} \]

\[
H_{m/m}(s) = \frac{V_i(s)}{V_m(s)} \frac{k_m (\omega_0^2 + 1)}{k_m (\omega_0^2 + 1)} \quad \text{17} \]

\[
H_{m/m}(s) = C R \frac{Q e^{-\omega_0 t}}{M (s C R + 1)} \quad \text{18} \]

\[
\text{2.2.3. Charge estimation} \]

The previous subchapter demonstrates two methods for reflections suppression; since both methods superimpose the voltage and current measurements, the resultant pulse charge is also affected. According to (14), the double-time integral of the output voltage is equal to the charge and the calibration constant, and reducing the integration limit to the pulse second zero crossing (\( t_0 \)) results in the approximation in (19).

Additionally, (14) shows that the calibration constant equals the transfer function when the frequency approaches zero (20). Equation (21) is an extension when multiple sensors’ outputs are superimposed, where \( V_{em} \) is the addition of both sensors. In the filter transformation method (applied to the magnetic sensor), the calibration constant of the magnetic antenna results equal to the electric antenna constant (22); hence, the \( V_{em} \) charge estimation results in \( Q_{s} \) given by (23) (a comparable conclusion is obtained transforming the electric output). The peaks method changes the charge in a similar way: when one of the sensor’s output in (21) is scaled by the peaks factor (\( C_{pk} \)), the calibration constant must be affected by the same factor resulting in the approximated charge \( Q_{pk} \), shown in (24). If both antennas have the same cutoff frequency then \( k_0 C_{pk} = k_e \), giving the same results as in (23). In the following sections, the use of the electric and magnetic antennas for reflection elimination and segregation is identified by the author through the paper as "synergy".

\[
\int_0^\infty \int_0^\infty V_e(t) dt = Q k \int_0^\infty \int_0^\infty V_i(t) dt \quad \text{19} \]

\[
k \approx \lim_{\omega \to 0} \frac{G(\omega)}{\omega} \quad \text{when } \omega \neq 0 \quad \text{20} \]

\[
\int_0^\infty \int_0^\infty (V_m(t) + V_i(t)) dt \approx Q(k_e + k_m) - \int_0^\infty \int_0^\infty V_m(t) dt \quad \text{21} \]

\[
k_e \approx \lim_{\omega \to 0} \frac{G_e(\omega) H_{m/e}(\omega)}{\omega} \approx k_e \quad \text{22} \]

\[
Q_{pk} \approx \frac{1}{2k_e} \int_0^\infty \int_0^\infty V_m(t) dt \quad \text{23} \]

\[
\int_0^\infty \int_0^\infty (V_m(t) C_{pk} + V_i(t)) dt \approx Q_{pk}(k_e + k_m C_{pk}) - \int_0^\infty \int_0^\infty V_m(t) dt \quad \text{24} \]

\[
\text{3} \]
3. Experimentation

The power flow and reflection elimination method require the PD current and voltage measurements, which can be done with a magnetic and an electric antenna. The magnetic sensor used for all experiments was a shielded balanced magnetic antenna [18] presented in Fig. 2: this antenna has a middle gap in the outer shield, rejecting a higher amount of common-mode noise [19]. The electric antennas used for the test bench (Fig. 3 a) and the full-scale GIS (Fig. 3 b) were commercial sensors, having the dimensions presented in Fig. 3. Three different test setups are proposed: a matched test bench, where no unintended reflections occur; a full-scale GIS with a calibrator and transition cones, in which the propagated pulse is subjected to different GIS discontinuities; and a full-scale GIS with a PD defect, evaluating a real scenario. The experiments in the test bench and the full-scale GIS were performed using an ultra-fast pulse calibrator (<1 ns rise time), and all the test setups were measured with a 2 GHz Tektronix MSO58 oscilloscope.

3.1. Matched Test bench

A fully matched test bench was used to have pulse propagation without reflections. The test bench consists of a GIS section connected to a pulse source where all elements are matched to 50 Ω, and transition cones were used (a full explanation of the test bench construction can be found in [20]) to allow a smooth transition from the source to the GIS. It is mandatory for the synergy that both sensors are synchronized in time; hence, the GIS section has two mounting holes at the same longitudinal position, ensuring that the propagated pulse is measured simultaneously in both sensors. Fig. 4 shows a picture of the test bench with the two mounting holes.

The test bench experiment aims to test the synergy in an ideal environment free of unwanted discontinuities. To evaluate the pulse power flow, a pulse was consecutively injected in both directions, with both polarities, where the opposite cone was short-circuited and open-circuited (OC). The reflection elimination and charge estimation were evaluated with no pulse overlap, having an open circuit 596 cm away from the sensors (extending the test bench with a coaxial cable), and with pulse overlap, having a short circuit 76 cm apart from the sensors, using a 10 ns width pulse.

3.2. Full-scale GIS using a calibrated pulse

In previous experiment no unplanned reflections were produced due to the almost perfect 50 Ω matching of all elements; on the other hand, a full-scale GIS consists of several sections: spacers, bushings, circuit breaker (CB), “T” section, etc., each of them acting as a discontinuity to the propagated PD pulse, which results in multiple reflections. In this experiment, the same fast calibrator pulse was connected to the GIS through a transition cone, where the pulses were measured in the GIS section indicated in Fig. 5: 6.1 meters away from the injection point and 4.1 meters from the CB. Since the transition cone and the GIS do not match the calibrator’s 50 Ω impedance, part of the signal is reflected. A directional coupler was used to measure the transmitted input signal: the reference charge is calculated by subtracting the forward coupled charge with the reverse coupled charge (a complete explanation is shown in [4,21]). The test setup is represented in Fig. 6.
3.3. Full-scale GIS using a PD defect

The test’s purpose is to evaluate, using real PD, the forward and backward pulses segregation, the power flow, and the estimated charge with and without the synergy method. To evaluate the accuracy of the PD charge estimation method, the antennas’ outputs must be compared with a reference measurement. Since the GIS behaves as a transmission line, the “conventional method” cannot be used ([1–3]). Hence, a different procedure was employed: before reaching the GIS enclosure, the PD current is forced to flow in a rod where a broadband HFCT (high-frequency current transformer) is coupled, allowing the charge calculation by means of the PD current integration [13].

The same full-scale GIS from the previous subchapter was used but without a transition cone (Fig. 7), where the source was a jumping particle PD defect in a 3 bar (relative pressure) SF\textsubscript{6} test-cell. The GIS was energized with an HV source up to the PD’s inception, and the test-cells’ electrodes were connected to the GIS’ HV conductor and the enclosure via a rod and a 75 \( \Omega \) damping resistor. The PD current pulses were measured with a 4 kHz-1 GHz BW HFCT and electric and magnetic antennas, in which their outputs were connected to the oscilloscope through a 25 dB, 1 GHz voltage amplifier and a 190 MHz low-pass filter. For safety reasons, 1 GHz surge arresters were connected in parallel to the oscilloscope input. The antennas and the source were in the same positions as the previous test setup.

4. Results and discussion

This chapter presents and discusses the power flow, reflection elimination, and charge estimation results using the test setups presented in previous chapter. Reference [4] shows that the PD charge estimation requires a calibration process where the calibration constant (\( k \)) is found; additionally, it is necessary to find the antennas’ cutoff frequencies (\( \omega_0 \)) to eliminate the reflections using the TRF method. Table 1 and Table 2 show the electric parameters and the transfer function constants, respectively. The electric parameters can be obtained using the techniques in [17] and [4], excluding \( C_2 \). The electric antenna’s parasitic capacitance can be obtained in the test bench by measuring the frequency response; however, this is not the case for the full-scale GIS where \( C_2 \) was obtained with finite element method simulation. In the following charge estimations, the TRF method is evaluated twice: by scaling the magnetic and electric antenna. In the case of the peaks method, the normalization of any antenna results in the same values.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Magnetic and electric antennas’ electric parameters in the test bench and GIS.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test bench</td>
</tr>
<tr>
<td>( C_1 ) [pF]</td>
<td>0.49</td>
</tr>
<tr>
<td>( Z_0 ) [( \Omega )]</td>
<td>50</td>
</tr>
<tr>
<td>( R ) [( \Omega )]</td>
<td>50</td>
</tr>
<tr>
<td>( M ) [nH]</td>
<td>0.72</td>
</tr>
<tr>
<td>( C_2 ) [pF]</td>
<td>10</td>
</tr>
<tr>
<td>( L ) [nH]</td>
<td>160</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Magnetic and electric antennas’ transfer function parameters in the test bench and GIS.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test bench</td>
</tr>
<tr>
<td>( k_m ) [n( \Omega )s]</td>
<td>0.72</td>
</tr>
<tr>
<td>( k_e ) [n( \Omega )s]</td>
<td>1.22</td>
</tr>
<tr>
<td>( \omega_0m ) [rad/s]</td>
<td>3.1x10\textsuperscript{8}</td>
</tr>
<tr>
<td>( \omega_0e ) [rad/s]</td>
<td>2.0x10\textsuperscript{9}</td>
</tr>
</tbody>
</table>

4.1. Matched Test bench

4.1.1. Power flow results

Fig. 8 presents the measured pulses for different input pulses and discontinuities: a) is a positive polarity pulse propagating from the left-hand side in an open circuited test bench, b) is a positive polarity pulse propagating from the right-hand side in a short-circuited test bench, c) is the same as a) but with a negative polarity pulse, d) is the same as b) but with a negative polarity pulse. The magnetic antenna’s output is scaled with the \( C_{pk} \) factor for better visualization. Using the measured pulses in Fig. 8, Fig. 9 shows the power flow for each combination: a) is the PF for Fig. 8 a) and c), and b) is for Fig. 8 b) and d). The individual electric or magnetic antennas’ outputs (Fig. 8) does not provide the propagation direction: the incident polarity, the reflection coefficient, and the pulse
direction affect the pulse polarity. Fig. 9 shows that the power flow correctly identifies the direction of the propagation independently of previous variables: the power flow analysis provides a better tool for PD defects localization, reducing the number of sensors. Furthermore, knowing the pulse direction might help to discriminate interferences coming into the GIS.

4.1.2. Reflection elimination and charge estimation results

This section presents the reflection elimination and the resultant charge results using the peaks and the transformation filter methods. Fig. 10 shows the measurements when a short circuit is 76 cm away from the sensors: a) magnetic and electric antennas measured pulses with discontinuity and compared with matched pulses, b) discerned incident and reflected pulses using the peak method and compared with a matched pulse, and c) is the same as b) but using the TRF method applied to the electric antenna. Fig. 10 a) shows that the measured waveforms are distorted compared to the matched case: since the discontinuity is a short-circuit, the magnetic antenna has a constructive superposition while the electric sensor has a destructive one. In b) and c), the forward pulse approximates the matched case, having a better result when applying the TRF method than the peak method because the superposition affects the peak values. The reflected pulse is well segregated, coinciding the space delay (5.3[ns]*30[cm/ns]) with the 2x76 [cm] discontinuity distance. Please note that in b), the matched electric measurement is used for comparison since the peak’s constant is applied to the magnetic sensor. In c), the matched magnetic output is used because the TRF method is applied to the electric sensor.

In the non-overlapping situation (Fig. 11), the transformation filter
also shows a better reflection elimination because of the cutoff frequency difference between antennas which affects the peaks method. Table 3 shows the calculated charge errors without and with synergy when the discontinuity is 596 cm (no pulse overlap) and 76 cm (pulse overlap) apart from the antennas. The charge estimation is improved using the synergy method when the pulse is overlapped, from above 60% to below 7% error (in the TRF case). By improving the pulse wave shape, a better PD identification can be obtained [23].

Table 3
Charge estimation error without and with synergy with a discontinuity at 596 and 76 cm.

<table>
<thead>
<tr>
<th>Method</th>
<th>Error @ 596 cm (no pulse overlap)</th>
<th>Error @ 76 cm (pulse overlap)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic</td>
<td>-15 %</td>
<td>89 %</td>
</tr>
<tr>
<td>Electric</td>
<td>-15 %</td>
<td>-60 %</td>
</tr>
<tr>
<td>Peaks</td>
<td>-23 %</td>
<td>-18 %</td>
</tr>
<tr>
<td>TRF Electric</td>
<td>-0.2 %</td>
<td>4.2 %</td>
</tr>
<tr>
<td>TRF Magnetic</td>
<td>-29 %</td>
<td>6.2 %</td>
</tr>
</tbody>
</table>

4.2. Full-scale GIS using a calibrated pulse

Fig. 12 shows the measurements performed in a full-scale GIS using the fast calibrator pulse. The oscillography of the synergy in the following sections was performed with the TRF method since it showed better reflection reduction. Fig. 12 a) shows the measured magnetic and electric pulses, b) shows the extracted forward and backward pulses, and c) shows the calculated power flow. As shown in b), the resulted forward pulse is cleaner than the raw measurements in a); however, multiple pulses remain: the incident pulse propagates through multiple discontinuities before reaching the antennas (forward reflections), and the synergy method is limited to backward reflections. This concept is more evident in the power flow plot: all positive pulses correspond to the incident and forward reflections, and negative pulses correspond to backward reflections. The location of the circuit breaker is indicated with a dashed line in Fig. 12 b) and c), corresponding to a significant change of impedance in the GIS. Table 4 shows the calculated charge errors without and with synergy: due to the isolated sensors’ position relative to the discontinuities, the backward reflections do not affect the measured incident pulses. The charge error increased for the peak’s method because of the cutoff frequency difference between antennas.

4.3. Full-scale GIS using a PD defect

This section shows the measurements and results performed in the full-scale GIS with a jumping particle PD defect. Fig. 13 presents the waveforms of one of the measured PD: a) shows that the reference pulse (measured with the HFCT) has low oscillation due to the low lower-cutoff frequency and its broad BW, allowing the charge calculation using the current integration; c) shows the discerned forward and backward pulses by applying the TRF synergy method, giving a clearer pulse compared to the raw measurements in b); and d) shows the PD’s power flow, where the location of the circuit breaker is identified. In Fig. 14, the charges of the 200 PD pulses are compared between the reference (x-axis) and the antennas’ outputs and the synergy (y-axis): a better estimation is obtained when the reflections are eliminated.

Table 4
Charge estimation error for the magnetic and electric antennas measurements and synergy methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic</td>
<td>-1.2 %</td>
</tr>
<tr>
<td>Electric</td>
<td>-15 %</td>
</tr>
<tr>
<td>Peaks</td>
<td>-17 %</td>
</tr>
<tr>
<td>T. Filter Electric</td>
<td>-8.5 %</td>
</tr>
<tr>
<td>T. Filter Magnetic</td>
<td>-9.5 %</td>
</tr>
</tbody>
</table>
Table 5 shows the percentage of PDs that fall below the 30 % of error: the transformation filter applied to the electric antenna resulted in a more accurate charge estimation than when applied to the magnetic antenna because of the magnetic antenna’s better accuracy compared to the electric antenna.

Previous results showed that the synergy method helps in the charge calculation accuracy when multiple reflections exist. Moreover, the PF plot clearly shows the forward and backward PD pulses, where the CB reflection results in the same position as in section 4.2, giving a unique pattern dependent on the PD location and the GIS discontinuities. By recognizing the pattern, it is possible to distinguish multiple PD sources or reflections of a single pulse; also, a different pattern is expected for non-TEM interference measurements, indicating a potential for interference rejection.

5. Conclusions

The present research aims to determine a method for PD reflections suppression in GIS using an electric and a magnetic antenna. This study presented two scaling factors for forward and backward pulse propagation segregation, helping to identify the pulse power flow, and improve the wave shape and charge estimation. The synergy method was tested in three test setups showing good charge estimation for different pulses and discontinuities, where the transformation filter method showed a better reflection suppression than the peaks method. The power flow accurately located discontinuities in the GIS and test bench, even for overlapped pulses. The synergy approach, besides the charge estimation improvement, has the possibility of interference discrimination, which motivates further research to assess the synergy method in noisy environment resembling on-line substations.
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