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Abstract

Flame flashback from the designated flame holding volume is an intrinsic problem in the design of lean pre-
mixed combustion systems. Due to higher flame speeds and lower quenching distances, hydrogen-rich fuel
mixtures are especially prone to boundary layer flashback (BLF), where mixture flow speeds are low com-
pared to the bulk flow. Research at TU Munich (Eichler 2011, Baumgartner 2014) has resulted in new insights
into the mechanism of BLF, revealing a strong coupling between the flame and the flow field, and challenging
the established critical gradient model. This led to the development of a new BLF model (Hoferichter 2017)
for flames confined in a horizontal channel burner, validated for atmospheric conditions and built on the
observation that BLF is triggered by flow separation at the flame front. A previous TU Delft student (Tober
2019) has suggested two modifications to this model, with one being to include the effect of Lewis number
instabilities leading to the formation of cellular flame structures increasing the turbulent flame speed of lean
hydrogen-air mixtures. With these modifications the model is now also validated for preheated mixtures.

In this thesis, the model is further investigated with the goal of applying it to more complex burner de-
signs. A new way to apply Stratford’s turbulent boundary layer separation criterion (originally derived for
boundary layers growing on airfoils) for flame induced flow separation is proposed and validated. This "gen-
eralized" criterion results in more realistic values for the computed pressure difference over the turbulent
flame front. The effect of flame stretch and the Markstein length on the laminar flame speed and subse-
quently on flashback limits is then investigated and found to be of secondary importance compared to the
Lewis number correction mentioned above. Using an unstretched laminar flame speed in the turbulent flame
speed closure reduces the complexity of the model and results in better predictions for very lean mixtures.

The BLF model is then modified to use CFD results for inert burner flows as input. This is validated for
flames confined in horizontal channels and then applied to flames confined in diverging burners with un-
derlying adverse pressure gradients. First, a comparison of turbulence models is made with regards to their
performance for diffuser flow. Then an automatic method to customize the generalized separation criterion
by fitting the mean velocity profile in the diffuser is implemented in code. This captures the effect of flow re-
tardation in the diffuser and the shape of the velocity profile on the flashback limits. Including the underlying
adverse pressure gradient in the flame backpressure expression further increases the flashback propensity by
increasing the critical gradient. However, to fully reproduce the increased flashback tendency observed in
the diffuser experiments, the turbulent flame speed needs to be positively tuned. This indicates that the in-
creased flashback propensity could be due to differences in the time-resolved near-wall turbulence in the
presence of an adverse pressure gradient.

Finally, the BLF model is discussed in the context of recently published numerical studies on the influ-
ence of the operating pressure on BLF (Endres & Sattelmayer 2019). These simulations suggest flashback
propensity increases with increased pressure, even when the magnitude of flow separation is reduced. If this
is confirmed, future modelling efforts for validation at gas turbine relevant pressures should focus on the
interplay between flow separation and flame quenching at the wall.
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1
Introduction

According to the last synthesis report of the Intergovernmental Panel on Climate Change (IPCC), the period
between 1983 and 2012 was very likely the warmest 30-year period of the last 1400 years in the Northern
Hemisphere. The warming of the atmosphere is happening as levels of greenhouse gases (CO2, methane and
nitrous oxide) are higher than they have been for at least the last 800 millennia, due to strong increases in
anthropogenic emissions in the industrial era. Figure 1.1 shows observations of the changing global climate.
There is almost certainly a causal relationship between greenhouse gas emissions and global warming [48].

(a) Averaged temperatures relative to the average between 1986 and 2005.

(b) Greenhouse gas concentrations determined from ice core data (dots) and from direct atmospheric measurements (lines).

Figure 1.1: Observations of the changing global climate. Source: IPCC [48].
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2 1. Introduction

Figure 1.2: Total annual anthropogenic greenhouse gas (GHG) emissions from 1970 to 2010 in gigatonnes of CO2 equivalent per year.
Fossil fuels and industrial processes are the main source of CO2 emissions. Forestry and other land use (FOLU) also contributes. Source:
IPCC [48].

Figure 1.2 shows that most of the CO2 released comes from the combustion of fossil fuels (coal, oil and
natural gas) and industrial processes. Oil products are mostly used for transportation purposes while coal and
natural gas are heavily relied upon for local electricity generation, as shown in Fig. 1.3a. Coal has satisfied
around 40% of the worlds electricity needs for decades. In the OECD countries however, coal fired power
plants are being phased out as seen in Fig. 1.3b. Natural gas and renewables are taking over as the main
energy sources for electricity generation.

Natural gas power plants emit less CO2 and less pollutants compared to coal or oil fired plants [2]. In natu-
ral gas power plants, gas turbines are used to drive electric generators. A gas turbine consists of a compressor,
a combustor and a turbine. The natural gas is burned in the combustor to heat up incoming pressurized air,
which then expands while doing work on the turbine blades. The heat in the exhaust gases can be used to
cogenerate hot water or steam. In combined cycle gas turbines (CCGT’s), the steam is expanded in a steam
turbine to produce additional power resulting in energy efficiencies above 60% [3]. Figure 1.4 shows the
schematics of a combined cycle gas turbine.

(a) Electricity generation share by source worldwide. (b) Electricity generation by source in the OECD countries.

Figure 1.3: The sources of electric energy worldwide and in the OECD countries for 2019. Source: International Energy Agency [4].
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Figure 1.4: A combined cycle gas turbine used for high efficiency electricity generation. Gas is burned in the combustor, delivering heat
to the power cycle which is then converted to mechanical power in the two turbines. Source: van Buijtenen, Visser [62].

While switching to natural gas from coal and oil does decrease the carbon emissions, there are ways to
limit carbon emissions directly. Carbon Capture and Storage (CCS) techniques can be employed to capture
the CO2 either before or after combustion [1]. The captured CO2 is then stored, e.g. underground or by
mineral carbonation [45]. Pre-combustion capture can be achieved with natural gas reforming or coal gasifi-
cation. The result is hydrogen-rich fuels. Post-combustion capture involves separating the CO2 from the flue
gas using membranes or adsorption technologies.

Apart from the emissions issues, fossil fuels are also a limited resource. Renewable energy sources are
needed to satisfy the ever increasing energy demand and to drive future economic growth sustainably. Sun-
shine and wind are abundant energy sources that are already being harnessed cost effectively. However, their
intermittent nature calls for smart solutions to store the energy when there is excess supply and to generate
electricity from the stored energy during periods of excess demand. Hydrogen is a possible energy storage
medium for this application. Hydrogen can be produced via electrolysis, a technology where electric power
is harnessed to split water molecules into their constituents. The stored hydrogen can then be used on de-
mand to generate electricity in a fuel cell. It can also be burned in a gas turbine retrofitted with hydrogen
burners. This could be an attractive business case as it requires relatively little additional investments to the
existing power plant, and gas turbines are well suited to balance the intermittent power supply from solar
and wind since they offer fast start-up times, high efficiency and high turn-down ratios [25].

Stable burning of 100% hydrogen or hydrogen-rich mixtures is not straightforward. Hydrogen burns
much quicker than standard fuels like natural gas, has a higher flame temperature and is more resistant to
quenching [24]. These properties also contribute to a higher chance of so-called flame flashback, discussed
in the next section.
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1.1. Flame flashback
Modern gas turbines used for electricity generation primarily use lean premixed combustion in order to lower
the heavily temperature dependent NOx production and emissions. The excess air absorbs heat from the
combustion which lowers the flame temperature. However, premixing of fuel and oxidizer opens up the
possibility of flame flashback, where the flame propagates from the desired flame holding volume into the
premixing section. Flashback is typically initiated in regions of low flow velocity relative to the consumption
speed of the flame [30]. The occurrence of flashback necessitates a shutdown of the gas turbine and possibly
causes damages to components that are not designed for high temperatures.

Flashback in gas turbine combustors can be caused by one of the four following mechanisms [6, 14, 30]:

• Core flow flashback: Happens when the turbulent burning velocity exceeds the core flow velocity.
However, in industrial gas turbine burners, the bulk flow velocity in the premixer well exceeds the tur-
bulent burning velocity such that the flame would instead be blown out if it were not stabilized.

• Combustion instability induced flashback: Large oscillations in the mixture flow, caused by instabili-
ties due to e.g. heat release or pressure variations, lead to flame flashback.

• Combustion induced vortex breakdown (CIVB): Occurs in swirl stabilized burners. Swirling flow is
used to create a recirculation area at the burner inlet in the core flow, stabilizing the flame. Under
special circumstances, this recirculation area can propagate upstream into the premixing section which
facilitates flame flashback in the core .

• Boundary layer flashback (BLF): At the premixer walls the flow velocity monotonously decreases to
zero due to the no-slip condition and the viscosity of the fluid. Flashback can be initiated in the low
speed boundary layer given that the flame is not quenched.

The unique properties of hydrogen (high flame speed, low quenching distances) cause premixed hydrogen-
air mixtures to be especially prone to BLF [25]. Understanding the phenomena is therefore very important
for the safe design of high-hydrogen burners [59]. The next section provides a brief introduction on recent
advances in boundary layer flashback research.

1.1.1. Boundary layer flashback
Experimental research on BLF started already in 1943 when Lewis and von Elbe [34] were the first to perform
systematic experiments on BLF, studying premixed laminar methane-air jet flames at atmospheric condi-
tions. They developed a simple model which focuses on the wall gradient of streamwise velocity at flashback.
This is the so-called critical velocity gradient model which has long been the accepted standard description
of BLF. Figure 1.5 illustrates the concept.

Figure 1.5: The critical gradient concept. Flashback is initiated if the local flame speed in the boundary layer exceeds the local flow speed.
Flow and flame are assumed to be uncoupled. Source: Kalantari [30].

The near-wall velocity profile is assumed to be linear. The laminar flame front is quenched at a wall
distance of δq and at the onset of flashback the flame speed is equal to the local flow speed at a distance δp

from the wall, called the penetration distance. The flame speed at this point is assumed to be close to the
laminar flame speed Sl of the fuel-oxidizer mixture. Flashback is then expected for:

∂u

∂y
< Sl

δp
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and gc = Sl
δp

is called the critical velocity gradient. Although the model was developed for laminar flames it

has also been used for turbulent flames.

In 2011 research on boundary layer flashback started at TU Munich, sparked by recent interest in pre-
combustion Carbon Capture and Storage and low-NOx hydrogen-rich burner design. Eichler [14] studied
the phenomena both experimentally and numerically. He focused on confined flames where the flame is
stabilized inside a metal duct. The stabilization is achieved on a ceramic tile inserted flush with the duct wall,
acting as a thermal insulator. Figure 1.6 shows the process of flame stabilization and flashback.

Figure 1.6: Flame stabilization and flashback for H2-air mixtures in a 0° channel. Side view. Source: Eichler’s PhD thesis [14].

Eichler found that this flame is much more prone to BLF than unconfined jet flames and will therefore
give conservative flashback limits. He also found that the established critical gradient model fails to describe
confined flame flashback for different degrees of mixture preheating and adverse pressure gradients. The
critical gradient model assumes that the mixture flow and the flame are uncoupled. In reality the presence of
the flame will affect the incoming flow. Eichler described that flow separation due to the backpressure effect
of the flame gives rise to a flow recirculation area in which the flame can propagate upstream. DNS studies
by Gruber [22] confirmed this new found mechanism of BLF.

Baumgartner [6] then studied jet flames and found that the critical gradient model also does not ad-
equately describe the flashback mechanism for unconfined flames. He proposed an improved flashback
model for this configuration. Hoferichter later [24–26] proposed models for both unconfined and confined
flashback. Her confined BLF model is a semi-analytical model validated for ambient conditions and based
on one experimental fitting parameter in the turbulent flame speed closure. It is built on the assumption that
BLF is triggered by flow separation in front of the flame.

At TU Delft, Tober [59] validated the confined flashback model from Hoferichter for preheated hydrogen
mixtures by including the effect of thermo-diffusive flame instabilities on the turbulent flame speed, and the
effect of anisotropic turbulence on the flame stretch rate. The model is currently only validated for channels
and tubes and needs to be extended to different geometries. That requires flow simulation for boundary
layer flow in non-standard geometries where empirical expressions are not available, along with describing
the effect of underlying pressure gradients on the flashback mechanism. This is the main topic of the thesis.
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A BLF model applicable to any burner geometry could aid in the design against flashback in new industrial
burners such as the FlameSheet™ burner depicted in Fig. 1.7.

Figure 1.7: The PSM FlameSheet™ combustor. Source: PSM.com

It was originally developed by Power Systems Manufacturing (PSM) to reduce emissions and to handle
lower load conditions with improved flame stability [56]. It is essentially a combustor within a combustor with
two strong recirculation regions as shown in Fig. 1.8. It is currently being further developed for combustion
of hydrogen-rich fuels [60].

Figure 1.8: Velocity magnitude contours in m/s as predicted by CFD for the PSM FlameSheet™ combustor. The two large low velocity
regions are flow recirculation flame stabilization zones. Source: Dankelman, Draskic, Ho and Muslem [13].
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1.2. Research questions
This thesis aims to answer four research questions which are presented below.

In order to extend the BLF model to varying burner geometries, the effect of the underlying pressure gra-
dient needs to be described both qualitatively and quantitatively. The model is currently only validated for
flames confined in horizontal channels with favourable (negative) pressure gradients. Based on the observa-
tion of higher critical gradients for flames confined in diverging channels, the following question needs to be
answered:

• Why does an adverse pressure gradient increase confined flame flashback propensity?

In the BLF model, Stratford’s turbulent boundary layer separation criterion is applied to predict flame
induced flow separation. Since this criterion was originally derived for boundary layers growing on aerofoils,
it’s applicability here is not obvious:

• How should Stratford’s turbulent boundary layer separation criterion be applied to predict flame back-
pressure induced flow separation in fully developed channel flow?

Applying the BLF model to new burner geometries requires flow information, such as the mean velocity
in the boundary layer. The empirical expression which are currently used in the model are only available
for standard flows, such as channel and tube flow. Computational Fluid Dynamics can be used instead to
simulate flow:

• Can the BLF model, by coupling to CFD software, be extended to predict flashback limits in new burner
concepts?

The final question is related to the application of the CFD coupled BLF model to flames confined in dif-
fusers. The underlying adverse pressure gradient in diffuser flow will act to retard the fluid, and will possibly
change the nature of the turbulence. It could also increase the backpressure effect of the flame if the two
adverse pressure gradients can be superimposed. This raises the following question:

• Can the effect of an underlying adverse pressure gradient in diffuser geometries be separated from the
effect of flame backpressure in the prediction of turbulent flow separation and flashback?

1.3. Thesis outline
In chapter 2 basic concepts related to fluid flow and premixed combustion are discussed. Chapter 3 includes
detailed discussions on confined BLF research, focusing on the confined BLF model and the experiments and
assumptions it is built on. Boundary layer separation theory is also discussed as it forms an integral part of
the model. Improvements to the BLF model made at the TU Delft are then explained.

A generalized form of Stratford’s turbulent boundary layer separation criterion, applicable to the flame in-
duced flow separation, is introduced and validated in chapter 4. The role of the flame stretch rate and Mark-
stein length in computing the laminar flame speed is also discussed, focusing on the validity of the model
at low equivalence ratios. In chapter 5, the BLF model is coupled to CFD and validated for flames confined
in horizontal channels. It is then applied to flames confined in diffusers using the generalized separation
criterion from chapter 4.

Finally, chapter 6 includes concluding remarks and recommendations for future research. A discussion
on research containing new important insights but published after the bulk of this thesis had already been
written is also included in chapter 6.1.





2
Flow and combustion basics

In this chapter the basics of fluid flow and combustion are discussed.

2.1. Fluid flow
Differential equations can be derived to describe mass conservation and momentum balance for every in-
finitesimal fluid element in the flow field. The so-called continuity equation describes mass conservation:

∂ρ

∂t
+∇· (ρu) = 0 (2.1)

where u is the velocity vector u(x, t ) = (u, v, w). For two-dimensional flows and if density ρ is assumed to be
constant such that the fluid can not compress or expand, the equation reduces to:

∂u

∂x
+ ∂v

∂y
= 0 (2.2)

or ∇ ·u = 0, the flow field is divergence free. Flow of unreacted mixture in burners can be approximated as
incompressible since the flow velocities are low relative to the speed of sound [5, 6].

The Navier-Stokes Equations (NSE), a set of coupled partial differential equations for velocity and pres-
sure, describe the fluid momentum balance on an infinitesimal scale. Equation 2.3 is the incompressible,
constant viscosity version of the Navier-Stokes [57]:

ρ

(
∂u

∂t
+u ·∇u

)
=−∇p+µ∇2u+ f (2.3)

The NSE includes an unsteady term, a non-linear advection/inertial term (bulk transport), a pressure
term with p for pressure, a momentum diffusion term due to the viscosity of the fluid and a body force f. For
two dimensional flow, equation 2.3 represents two equations for x and y-momentum, respectively:

ρ

(
∂u

∂t
+u

∂u

∂x
+ v

∂u

∂y

)
=−∂p

∂x
+µ

(
∂2u

∂x2 + ∂2u

∂y2

)
+ fx (2.4)

ρ

(
∂v

∂t
+u

∂v

∂x
+ v

∂v

∂y

)
=−∂p

∂y
+µ

(
∂2v

∂x2 + ∂2v

∂y2

)
+ fy (2.5)

Turbulent flow is characterized by a large Reynolds number:

Re = ρuL

µ
(2.6)

such that the inertial term in the NSE dominates over the viscous term. Solving the NSE directly for turbulent
flows is impractical for most industrial applications, so the NSE are typically averaged using the so-called

9



10 2. Flow and combustion basics

Reynolds decomposition where the flow variables are divided into a mean part and a fluctuating part as done
here for the u velocity component:

u(x, t ) = u(x)+u′(x, t ) (2.7)

Averaging the continuity equation and the NSE results in the Reynolds-averaged Navier-Stokes (RANS) equa-
tions, given in tensor notation as [19]:

∂ρ

∂t
+ ∂

∂xi

(
ρui

)= 0 (2.8)

∂

∂t

(
ρui

)+ ∂

∂x j

(
ρui u j

)=− ∂p

∂xi
+ ∂

∂x j

[
µ

(
∂ui

∂x j
+ ∂u j

∂xi
− 2

3
δi j

∂ul

∂xl

)]
+ ∂

∂x j

(
−ρu′

i u′
j

)
(2.9)

The effect of turbulence is included with additional terms −ρu′
i u′

j called Reynolds stresses which have to be

modelled to close the set of equations. Different turbulence models are used to close the equations. Many
of them employ the Boussinesq hypothesis, where the momentum transfer of turbulent eddies is described
using an effective eddy viscosity µt :

−ρu′
i u′

j =µt

(
∂ui

∂x j
+ ∂u j

∂xi

)
− 2

3

(
ρk +µt

∂uk

∂xk

)
δi j (2.10)

One disadvantage to this approach is that the turbulence is assumed to be isotropic. To have anisotropic tur-
bulence, the Reynolds Stress Model (RSM) can be used where a transport equation is solved for each Reynolds
stress [19].

2.1.1. Boundary layer flow
Figure 2.1 illustrates a boundary layer growing on a flat plate.

Figure 2.1: Illustration of a boundary layer growing on a flat plate. Source: Wikipedia/Boundary Layer

Ludwig Prandtl was the first to introduce a hypothesis of thin boundary layers where viscous effects
were strong in otherwise highly inertial flows [33]. He showed that drag on objects inserted in low viscosity
flow could be accounted for by introducing a no-slip condition at the surface. By non-dimensionalizing the
Navier-Stokes equations and assuming that the boundary layer thickness δ is small compared to the charac-
teristic length scale of the flow, he came up with the governing equations for boundary layers. The governing
equations for continuity and streamwise x-momentum in case of incompressible flow are [33]:

∂u

∂x
+ ∂u

∂y
= 0 (2.11)

u
∂u

∂x
+ v

∂u

∂y
=− 1

ρ

∂p

∂x
+ν

(
∂2u

∂y2

)
(2.12)

assuming steady incompressible flow with constant density and viscosity. The momentum equation for the
y-velocity component is simply:

∂p

∂y
= 0 (2.13)

meaning the pressure in the boundary layer is independent of y and takes the value of the pressure in the
inviscid flow at the edge of the boundary layer. Blasius [9] presented accurate similarity solutions for flow
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over a flat plate. The thickness of the boundary layer δ can be shown to scale as (U0 is the far-field velocity)
[33]:

δ(x) ∼
√
νx

U0

by considering the time scale of viscous diffusion t = δ2/ν. There is no universal definition for the boundary
layer thickness since there is no obvious point on the y-axis where the boundary layer ends and the outside
flow begins. Two useful definitions for the boundary layer thickness are the displacement thickness δ∗ and
momentum thickness θ, respectively:

δ∗(x) =
∫ ∞

0

(
1− u

U0

)
dy ≈ 1.72

√
νx

U0
(2.14)

θ(x) =
∫ ∞

0

u

U0

(
1− u

U0

)
dy ≈ 0.665

√
νx

U0
(2.15)

The displacement thickness is equal to the distance that an external potential flow would have to be displaced
vertically to equal the same loss of flow rate as caused by the boundary layer. The momentum thickness is
equal to the distance that the same potential flow would have to be displaced to equal the same loss of mo-
mentum as caused by the boundary layer.

Turbulent boundary layers are typically described with the following dimensionless quantities [24]:

y+ = ρuτ(x)y

µ
(2.16)

and

u+ = u(x, y)

uτ(x)
(2.17)

where uτ =
√
τw

/
ρ is the friction velocity based on the wall shear stress τw . The boundary layer is then

divided into the following regions based based on the value of y+ [6, 24]:

• Viscous sublayer (y+ É 5) Viscosity dominates with:

u+ = y+ (2.18)

• Buffer layer (5 < y+ < 30): Transition region.

• Logarithmic region (30 É y+ É 350): Viscosity and turbulence both play a role. The logarithmic law-of-
the-wall describes the flow:

u+ = 1

K
lny++5.0 (2.19)

where K = 0.41 is the von Kármán constant.
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2.2. Premixed Combustion
Lean premixed combustion is the standard method to minimize NOx formation and emissions in modern gas
turbine power generation [8]. Excess air in the fuel-air mixture effectively cools the flame lowering the heavily
temperature dependant NOx formation. The mixture equivalence ratioφ is defined as the actual fuel-air ratio
divided by the stoichiometric fuel-air ratio. A stoichiometric mixture is indicated byφ= 1. Ifφ< 1 the mixture
is called lean and rich mixtures have φ> 1.

2.2.1. Laminar flames
Premixed mixtures burn with a mixture dependent laminar flame speed Sl ,0, defined as the propagation
speed of a one dimensional planar adiabatic flame relative to the mixture flow. Figure 2.2 shows the planar
flame front and how it can be divided into a preheat zone and a reaction zone.

Figure 2.2: A one dimensional planar flame front. Source: Benim and Syed [8].

Heat is generated in the reaction zone where products are formed from reactants. Heat diffuses from the
reaction zone into the preheat zone and reactants diffuse in the opposite direction. The balance of thermal α
and mass D diffusion is described with the Lewis number:

Le = α

D
(2.20)

Unbalanced thermal and mass diffusion can increase or decrease the laminar flame speed of stretched flames.
The flame stretch rate is defined as the normalized time rate of change of the flame front area [24]:

κ= 1

A

d A

d t
(2.21)

It is caused by two different phenomena, flow strain and flame curvature:

κ= κstrain +κcurv (2.22)
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Poinsot and Veynante [46] use Fig. 2.3 to illustrate typical configurations used to study different types of
flame stretch. Flame stretch due to flow strain could be compared to how a thin rubber sheet can be stretched
by pulling it’s corners. Positive stretch is observed when two points on a flame front move away from each
other. This only happens when there is a velocity gradient in the plane tangent to the flame front [46]. An
example of flame stretch due to curvature is a change of radius and hence area of a spherical flame surface
as the flame front propagates relative to a stationary fuel-air mixture (similar to a combustion bomb experi-
ment).

The effect of flame stretch on laminar flame speed can be quantified by computing the stretched laminar
flame speed:

Sl ,s = Sl ,0 −LMκ (2.23)

as presented by Markstein [36]. LM is the mixture dependent so-called Markstein length which determines
the sensitivity of the flame speed to flame stretch. It depends on parameters such as mixture equivalence
ratio and the Lewis number [8]. This relation is built on asymptotic theory and is therefore only strictly valid
for Ka = κδF /Sl ,0 < 1, i.e. weakly stretched flames.

The laminar flame speed Sl ,0 can be calculated using e.g. the chemical simulation software Cantera [21]
using an appropriate reaction mechanism.

Figure 2.3: Examples of typical configurations used to study flame stretch in laminar premixed flames. (a) and (b) show flames that are
stretched due to flow strain and (c) will stretch due to flame curvature. Source: Poinsot and Veynante [46].
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2.2.2. Turbulent flames
Turbulence in the flow field will curve and wrinkle the flame front, increase the burning area and increase fuel
consumption speeds. In industrial applications such as gas turbines, turbulent flames are used to increase
the rate of heat release. Turbulent flames can be characterized depending on the scale and intensity of the
turbulent eddies versus the flame thickness and laminar flame speed of the mixture. Peters [43] identified
five different burning regimes of turbulent flames shown in Fig. 2.4.

Figure 2.4: Modified turbulent combustion diagram proposed by Peters [43]. Based on figures in Poinsot and Baumgartner [6, 46].

Similar diagrams have been proposed by different authors [46]. Isotropic turbulence is assumed and char-
acterized by the fluctuation velocity u′ and the length scale of the largest turbulent eddies. The length scale
ranges from the smallest eddies to the largest, i.e. Kolmogorov scale ηk to the integral scale lt . The time scale
of turbulence can be defined as:

tt = lt

u′ (2.24)

or
tk = ηk

u′(ηk )
(2.25)

for the largest and smallest eddies respectively. The chemical time scale can similarly be defined as:

tc =
δ f

Sl ,0
(2.26)

The Damköhler number compares the time scales of the largest turbulent eddies and the flame:

Da = tt

tc
= lt Sl ,0

u′δ f
(2.27)

while the Karlovitz number compares the chemical time scale and the time scale of the smallest turbulent
eddies [46]:

Ka = tc

tk
= u′(ηk )δ f

ηk Sl ,0
=

(
lt

δ f

)− 1
2
(

u′

Sl ,0

) 3
2

(2.28)

If the chemistry is fast compared to the smallest eddies (Ka < 1), the effect of the turbulent fluctuations is to
wrinkle the flame front. The flame front is locally behaving like a laminar flame. Corrugated flamelets are
strongly wrinkled flames due to the fluctuation velocity u′ being higher than the laminar flame speed Sl ,0. In
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the thin reaction zone, the smallest eddies can penetrate the preheat zone but not the reaction zone. This
causes mixing in the preheat layer increasing flame speed. If Ka ≥ 100 both the preheat- and the reaction
zone are penetrated by turbulence. This is characterized by broken reaction zones.

The wrinkled flames, corrugated flames and flames with thin reaction zones can be modeled with the
flamelet assumption, which assumes a locally laminar flame [6, 46]. Then a turbulent burning velocity St can
be defined by relating the increase in flame speed to the increase in flame front area [44]:

St = Sl ,0
At

A
(2.29)

This was first proposed by Damköhler in 1940. Based on this idea he further derived:

St

Sl ,0
= 1+C

(
u′

Sl ,0

)n

(2.30)

where C should depend on the length scale ratio of the largest turbulent eddies and the flame, lt
/
δ f . The

exponent n takes a value between 0.5 and 1. The turbulent flame speed is equal to the laminar one if u′ =
0. Approximately 40 other correlations for turbulent flame speed have been proposed. Burke et al. [11]
compared 16 correlations for hydrocarbon fuels at elevated pressures against a large experimental data set.
The experimental setups used to build the correlations differ in e.g. the magnitude of turbulence, flame
holding, heat transfer etc. The correlations were judged on their ability to predict flame speed trends for
various fuels, turbulence conditions and pressures. Burke found that the following correlation by Muppala
[38] performed best overall:

St

Sl ,0
= 1+ C

Le
Re0.25

t

(
u′

Sl ,0

)0.3 (
P

0.1MPa

)0.2

(2.31)

with the turbulent Reynolds number defined as:

Ret = u′lt

Sl ,0δ f
(2.32)

This relation is similar to Eq. (2.30) apart from the added pressure- and Lewis number dependency.





3
Boundary layer flashback of confined

flames

Eichler [14] showed that the most conservative flashback limits correspond to confined flames stabilized on a
ceramic tile inserted flush with the burner wall (see Fig. 1.6). In this chapter research on confined boundary
layer flashback (BLF) carried out at TU Munich will be discussed in detail along with recent work at TU Delft
to improve the confined BLF model.

3.1. Experiments on confined flame flashback in turbulent boundary lay-
ers

Eichler [14] worked on flame flashback in wall boundary layers during his PhD period from 2007-2011 at
Lehrstuhl für Thermodynamik, TU Munich. Using lean to stoichiometric premixed CH4-air and H2-air mix-
tures he carried out flashback experiments for different types of flame anchoring, varying adverse pressure
gradients and varied preheating. The complete performance specifications are given in Table 3.1, on the next
page.

Fig. 3.1 shows a sketch of the measurement section. A rectangular measurement section with a high as-

Figure 3.1: A sketch of the experimental measurement section. The lower wall section is interchangeable. 0°, 2° and 4° ramps were used
during experiments to vary the pressure gradient. The dimensioning is done in millimeters. Source: Eichler’s PhD thesis [14].

pect ratio is used. Transparent panels allow for simultaneous optical measurements from the sides and top.
The wall temperature is controlled since it influences near-wall flashback propensity. A fully developed tur-
bulent premixed mixture flows from right to left through the measurement section down an interchangeable
ramp allowing varying opening angles. An adverse pressure gradient is realized by changing the opening an-

17
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gle from 0° to 2° or 4°. The ramp is cooled from below using air jets. Downstream of the ramp a ceramic
tile is fitted flush with the ramp. It serves as thermal insulation and as a thermal flame holder. The flame is
stabilized in the wake of a small backwards facing step and ignited with the help of a pilot burner. To avoid
flashback along the side walls, air is blown along the corners. Flashback only occurs along the lower wall in
the center region where a quasi two-dimensional flow field is assumed.

Table 3.1: Performance specification for the experimental rig used by Eichler. Taken directly from Eichler’s PhD thesis [14].

Criterion Target Reason/Comment

Mixture preparation

Components CH4, H2, air Influence of fuel properties, possibility to ob-
serve laminar and turbulent flashback.

Equivalence ratio 0 ≤Φ≤ 1 Lean premixed gas turbine combustion as tech-
nology standard.

Mixing process Fully premixed Comparability with premixed flame theory.

Inlet conditions

Reynolds number O (103) up to O (105) Laminar and turbulent flow.

Mixture temperature up to 400° C Conditions in gas turbine combustors.

Static pressure atmospheric Compromise to reduce rig complexity and cost.

Measurement section

Cross section rectangular Optical measurements in the near-wall region.
Distinction from literature.

Flame holding confined Distinction from literature.

Optical access three sides Simultaneous optical measurements in two
planes.

Channel aspect ratio high Exclusion of sidewall influence, 2D time-mean
boundary layer.

Global pressure gradient zero or adverse Channel and diffuser geometries.

Wall temperature controllable High impact on flashback propensity.
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3.1.1. Critical gradient results
Eichler’s experiments produced flashback limits of H2-air and CH4-air mixtures with different types of flame
anchoring, varying adverse pressure gradients and various degrees of preheating. Fig. 1.6 in chapter 1 showed
flame stabilization and the flashback event in a 0° channel.

Confined flashback limits for H2-air mixtures in a 0° channel are shown in Fig 3.2, obtained in terms of a
critical gradient for a given equivalence ratio.

Figure 3.2: Turbulent wall flashback limits for H2-air mixtures in a 0° channel. Results for unconfined flames from Khitrin et al. are also
plotted for comparison.

Results from Eichler’s channel are plotted for various heights of the backwards facing step used for flame
anchoring. Increasing the step height lowers flashback propensity somewhat. Results for unconfined tube
flames from Khitrin et al. are also plotted for comparison. Eichler’s confined flame is more prone to flashback
since the critical gradients in his experiments are higher. This is an important finding since it implies that
unconfined flame flashback limits in literature can not be used for safe design against flashback in case the
flame accidentally enters the premixing section [14].

Eichler also demonstrated that 0° tube burners show the same increased flashback propensity for con-
fined flame holding and that the tube and channel cases have similar flashback limits. This suggests a uni-
versal increased flashback propensity in confined versus unconfined burners, even though the mean velocity
profiles in the boundary layer should be similar at the duct exit and in the confine. Eichler concludes that the
critical gradient model is unsatisfactory since it can not explain this difference.
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Results for flashback experiments involving preheated mixtures are given in Fig. 3.3.

Figure 3.3: Turbulent wall flashback limits for preheated H2-air mixtures in a 0° channel. RT stands for room temperature (20 °C). Source:
Eichler’s PhD thesis [14].

These were done only for the 0° channel and for the flush configuration of the flame anchoring ceramic
tile. The lower wall of the channel was also preheated to the temperature of the mixture. Compared to the
room temperature results, flashback limits are higher for the preheated cases and increase with temperature.

Flashback was also observed for atmospheric H2-air mixtures in 2° and 4° planar asymmetric diffusers.
Figure 3.4 shows the flashback event in a 4° diffuser.

Figure 3.4: Flashback observed in a 4° planar asymmetric diffuser. Source: Eichler’s PhD thesis [14].

A key difference compared to the channel experiments is that the flame does not flashback continuously
through the whole section. After flashback is initiated the flame front propagates upstream a finite distance
before it starts to oscillate around a mean axial position with a frequency of a few Hertz. The critical gradient
is derived for the mean axial position of the flame front using numerical simulation results for wall shear.

Figure 3.5 on the next page shows the flashback limits compared to the 0° channel results. It is evident that
critical gradients for the diffusers, with underlying adverse pressure gradients, are higher than in the channel
and tube. An increase of the adverse pressure gradient further increases the critical gradient based on the
fact that 4° results lie above 2° results. At very lean equivalence ratios around Φ ≈ 0.35, the 2° and 0° critical
gradients are similar, but Eichler suggests an underprediction of numerical wall shear in the diffusers may be
at fault and that in reality the two could start deviating at lower equivalence ratios.
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Figure 3.5: Turbulent wall flashback limits for H2-air mixtures in 2° and 4° channels. Source: Eichler’s PhD thesis [14].

Eichler mentions that in some cases flashback was observed at the same equivalence ratio for two dif-
ferent air massflows. In those cases, the critical gradients for high mass flows lie above their low mass flow
counterparts. For higher mass flows, the flame front is oscillating further downstream in the diffuser. Eich-
ler concludes that the downstream boundary layer is more susceptible to flashback, i.e. that for the same
gradient at the wall, a boundary layer further downstream will flashback more easily and therefore at lower
equivalence ratios.

The physical reason for the increased propensity of flashback for flames in adverse pressure gradients is
yet unclear. Figure 3.6 shows the boundary layer in the 4° diffuser from LDA measurements plotted against
the canonical Spalding profile for 0° channel flow.

Figure 3.6: The dimensionless mean velocity profile of air in Eichler’s 4° diffuser. LDA measurements. Mass flow: 60 g/s. Source: Eichler’s
PhD thesis [14].

The 4° results show an increased mean velocity in the wake region but the near wall flow below y+ = 100 is
identical. The mean velocity is normalized with the friction velocity uτ =

√
τw /ρ so the comparison is equiv-

alent to comparing two profiles with the same wall gradient
(
du

/
d y

)
. This is an important finding because

it shows that the increased propensity for flashback in the diffuser can not be caused by a difference in the
near-wall mean velocity profile. This is further evidence that the critical gradient model is unsatisfactory.
Eichler even concluded that the increased wake velocity should decrease the effective backpressure of the
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stabilized flame and therefore decrease flashback susceptibility, not increase it. He reasoned that since the
stabilized flame reaches into the main flow region, the streamlines of the flow are deflected upwards away
from the flame due to the local flame backpressure effect. The stronger the curvature of the deflected stream-
lines, the stronger the backpressure effect. The presence of a top wall will decrease this curvature, decreasing
the effective backpressure and cause a higher mean velocity in the wake region. This effect could also explain
the difference in flashback propensity between upstream and downstream positions in the diffuser, since the
duct height increases throughout the diffuser [14].

Since the higher flashback propensity can neither be explained by a difference in the mean velocity profile
nor a difference in the effective backpressure, Eichler investigated if there were differences to be found in the
instantaneous time resolved velocity profile. He found evidence of an increased frequency of low velocity
streaks in the near-wall diffuser flow. Figure 3.7 shows a comparison of cumulative distribution functions of
the near-wall normalized instantaneous velocity in the 4° diffuser and 0° channel flow. The CDF’s show that
low speed streaks are more frequent in the 4° diffuser which could explain the increased susceptibility for
flashback.

Figure 3.7: Cumulative distribution functions of near-wall instantaneous velocity normalized with the mean velocity in a 4° diffuser
versus 0° channel.



3.1. Experiments on confined flame flashback in turbulent boundary layers 23

3.1.2. Turbulent combustion regime
Eichler presented estimations for the turbulent combustion regimes of the flames at flashback. Figure 3.8
shows results of his estimations according to Peters’ regime diagram.

Figure 3.8: Estimated turbulent combustion regimes of flames during flashback in Eichler’s experiments. The data is mainly for H2-air
mixtures except for one CH4 experiment since flashback was only observed for CH4 mixtures in the 4° diffuser. Source: Eichler’s PhD
thesis [14].

According to this figure the flames are mainly lying in the thin reaction zone regime. The leanest mixtures
in the 0° and 2° ducts stretch into the broken reaction zone which could be explained by the laminar flame
speed tending to zero according to Eichler. The richest preheated channel points lie close to or inside the
corrugated flamelet regime which was consistent with the observed smoothness of the flames at flashback.
The turbulent length scale lt used is the diameter of the quasi-streamwise vortices in the inner layer of the
turbulent boundary layer, given as d+= ν/

uτ ≈ 30 by Eichler. The velocity fluctuations u′ are estimated from
LDA measurements and taken at the maxima found at y+ ≈ 15. The flame thickness δ f is estimated using a
relation from Peters [43]:

δ f =
(
k/cp

)
i l

ρSL
(3.1)

with k as thermal conductivity, cp as the heat capacity at constant pressure and ρ as the unburned mixture
mass density. The ’il’ means properties are taken at the temperature of the inner layer of the flame where
fuel is consumed. This relation is for a one-dimensional, unstretched adiabatic flame. The near-wall flames
(noted by Eichler as being in the buffer- and log layer of the boundary layer structure) are however three-
dimensional, stretched and diabatic so Fig. 3.8 should be viewed with that in mind [14].
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3.1.3. Near-wall flame propagation studies and a new physical model for wall flashback
Eichler also studied the details of flame propagation in the near-wall region. The macroscopic structure of
the turbulent flames during flashback can be seen in the top row of Fig. 3.9.

Figure 3.9: Axial velocity contours in front of a turbulent H2-air flame in a 0° channel showing a distinct backflow region in front of the
flame.

The turbulent flames show wrinkled chaotic flame fronts with flame cusps. A flame cusp can travel both
upstream or downstream, and change shape by thickening laterally and subsequently breaking up into new
cusps. The middle and bottom rows give a microscopic side-view picture of what is happening in front of the
flame cusps.

The bottom contour images show axial velocity contours superimposed on the x-y side view shown in the
middle row of images. The top row of images are macroscopic top-down views of the flashback event with
the side view measurement section shown in bright yellow. Figure 3.9 shows how a backflow region is formed
right in front of the upstream propagating flame cusp. The maximum negative velocities are found close to
the tip of the cusp and the whole backflow region is attached to the wall. This backflow event was observed
in all cases of upstream flame cusp propagation. Figure 3.10 shows the same series of events in the 4° diffuser
for turbulent H2-air mixtures.

The streamwise and vertical span of the backflow region is similar for the 2° and 0° cases, but greater in the
4° case. The backflow regions observed mean that the flow is separating from the wall in front of the flame.
Eichler also studied laminar flashback in similar fashion and found the same separation in front of the flame
cusps, although the flow is less chaotic. The backflow region extends further upstream in the laminar case.
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Figure 3.10: Axial velocity contours in front of a turbulent H2-air flame in a 4° diffuser showing a distinct backflow region in front of the
flame.

Based on observations like those in Figures 3.9 and 3.10 and the results given in section 3.1.1 in terms of
the critical gradient at flashback, Eichler concludes that there is a strong coupling between the flame front
and the oncoming flow of reactants. The critical gradient model of Lewis and von Elbe assumes that they are
uncoupled. Eichler calls this new observation a "recirculation-assisted [upstream] flame motion during wall
flashback" and suggests it is a universal mechanism of flame flashback. Flame flashback is therefore caused
by a local separation of the boundary layer in front of the flame and it’s upstream propagation is assisted by
local upstream flow in the recirculation zone. This applies both to laminar and turbulent flame flashback.

Gruber et al. [22] performed direct numerical simulation on turbulent BLF and observed the same phe-
nomena of recirculation assisted flashback. Figure 3.11 shows contours of a streamwise velocity field around
a near wall flame front. A backflow region is clearly visible in front of the flame cusp.
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Figure 3.11: Streamwise velocity field (normalized with the laminar flame speed) shown near a flame cusp with a reaction progress
variable C = 0.7 (white line). Main reactant flow is from left to right towards the flame front. Results are from the DNS of Gruber et al. [22]

3.2. Boundary layer separation
Eichler’s new physical model for BLF discussed in the previous section includes a flame induced flow separa-
tion event before the flame propagates upstream in the resulting recirculation region. It is thus necessary to
study boundary layer separation to understand flame flashback. In this section the necessary prerequisites
for flow separation are introduced along with prediction models for both laminar and turbulent flow separa-
tion. In the next section, a TU Munich model to predict the flame flashback for a flame confined in a channel
is introduced. The model is based on predicting the onset of flame induced flow separation.

The governing equations for flow in the boundary layer were presented in section 2.1.1. At the wall in a
viscous boundary layer the dynamic head 1

2ρu2 is zero due to the no-slip condition so the pressure gradient
is only balanced by the shear stress gradient. The streamwise momentum equation (Eq. (2.12)) reduces to:

µ
∂2u

∂y2

∣∣∣∣
y=0

= ∂p

∂x
(3.2)

For a favourable (negative) pressure gradient (FPG) where (∂p/∂x) < 0 the shear stress gradient at the wall is
also negative and (∂u/∂y) gradually decreases with increasing y until (∂u/∂y) ≈ 0 at the edge of the boundary
layer y = δ. If (∂p/∂x) > 0 this adverse pressure gradient works to slow down the flow and the shear stress
gradient at the wall will be positive. In this case, the velocity gradient (∂u/∂y) will initially increase with y
before decreasing again towards (∂u/∂y ≈ 0) at y = δ. Therefore the velocity profile will have an inflection
point between y = 0 and y = δ. A zero pressure gradient at the wall implies that the velocity profile has an
inflection point at the wall.
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The adverse pressure gradient case is visualized in Fig. 3.12 where the pressure increase (∂p/∂x) > 0
eventually leads to separation of the boundary layer.

Figure 3.12: Boundary layer separation. Source: Baumgartner [6].

An adverse pressure gradient is a necessary prerequisite for separation. The boundary layer separates
when the velocity gradient and shear stress at the wall is zero [32]:

τw =µ∂u

∂y

∣∣∣∣
y=0

= 0. (3.3)

3.2.1. Stratford’s criterion for laminar boundary layer separation
In his doctoral thesis, B.S. Stratford [54] derived a simple formula to predict boundary layer separation for
laminar boundary layers. Stratford considered a boundary layer on a flat plate with constant pressure from
x = 0 to x = xm , illustrated in Fig. 3.13.

Figure 3.13: Separation of laminar flow over a flat plate due to a sudden increase in pressure.

The subscript m stands for point of minimum pressure. At x = xm there is a sudden rise in pressure of
some arbitrary (but smooth) form. This eventually causes separation of the flow at xs . The adverse pressure
gradient at x > xm will give rise to an inflection point in the velocity profile as stated before. Stratford divides
the boundary layer at the inflection point into an inner sub-layer and an outer layer. In the outer region he
states that the pressure should be balanced mostly by inertia while in the inner region the pressure is balanced
by viscous shear. Therefore the dynamic head profile keeps its shape in the outer layer but its shape in the
inner layer changes with changing pressure. Stratford’s division of the boundary layer, and its shape change
from zero pressure gradient to adverse pressure gradient flow, is illustrated in Fig. 3.14.
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Figure 3.14: The shape change of the dynamic head profile in the boundary layer. The dotted line is for zero pressure gradient flow, the
unbroken line is adverse pressure gradient flow. Source: Baumgartner [6].

Figure 3.15 on the next page illustrates how the velocity profile at separation is determined in Stratford’s
thesis. Stratford obtains an expression for the outer velocity profile by superposition of an inviscid solution
for adverse pressure gradient flow and a viscous Blasius boundary layer profile for a zero pressure gradient
flow. The total head along a streamline is constant for inviscid flow. For a short interval between xm and
x > xm , this means: (

1

2
ρu2

)
(x,ψ)

+p =
(

1

2
ρu2

)
(xm ,ψ)

+pm (3.4)

where ψ = ∫ y
0 udy. However, since the outer flow is not inviscid, Stratford replaces the velocity profile at x

with a visous Blasius flat-plate solution ub [9] valid for zero pressure gradients:(
1

2
ρu2

)
(x,ψ)

+p =
(

1

2
ρu2

b

)
(xm ,ψ)

+pm (3.5)

He justifies this by stating that the shape of the outer velocity profile will not be greatly affected by a small
sharp rise in pressure.

The inner profile can be derived from Eq. (3.2). To determine the whole velocity profile including the sub-

layer, the two layers are joined with continuity conditions for u, ∂u
∂y , ∂

2u
∂y2 and total flow between the wall and

the joining streamline. Stratford ends up with the following criterion for laminar boundary layer separation
[32]:

Cp

(
x

dCp

d x

)2

= 0.0104 (3.6)

where

Cp (x) = p(x)−pm
1
2ρU 2

m

= 1−
(

U

Um

)2

(3.7)

is the pressure coefficient which quantifies the portion of dynamic head converted to pressure.

In case of a favourable, negative pressure gradient flow upstream of the adverse pressure gradient flow,
the x value needs to be changed for an effective origin x in Eq. (3.6) such that the thickness of the boundary
layer is correctly accounted for. The effective origin x can be defined as:

x = x − (xm −xm) (3.8)
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Here x is the real distance, xm represents the start of the adverse pressure gradient (at the location of mini-
mum static pressure, hence the subscript m) and xm is an equivalent distance along a zero pressure gradient
flow where the boundary layer would have the same momentum thickness θ as in the favourable pressure
gradient flow at xm :

xm =
∫ xm

0

(
U

Um

)5

d x (3.9)

Figure 3.15: Illustration from Stratford’s original paper [54] of how the laminar boundary layer velocity profile at separation is determined.
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3.2.2. Stratford’s criterion for turbulent boundary layer separation
Similarly to the laminar case described above, Stratford [55] also derived a criterion for turbulent boundary
layer separation:

(2Cp )
1
4 (n−2)

(
x

dCp

d x

) 1
2

= 1.06β
(
10−6Rex

) 1
10 (3.10)

resulting from the join of inner and outer velocity profiles at separation. Rex is the local Reynolds number
Ux

/
ν. The equality applies for Cp É n−2

n+1 . The parameter n stems from the use of a power-law approximation
for the constant pressure term of the velocity profile in the outer layer. The value of n is a weak function of
the Reynolds number according to Stratford [55]. Stratford recommends:

n = log10 Res (3.11)

such that 6 É n É 8 for 106 É Res É 108. The parameter β is determined by experiments and varies with(
∂2p/∂x2

)
s , i.e. the curvature of the pressure distribution at the location of separation. Stratford [55] sug-

gested the following values:

β= 0.66 for
∂2p

∂x2

∣∣∣∣
s
< 0

β= 0.73 for
∂2p

∂x2

∣∣∣∣
s
Ê 0

(3.12)

According to Kuethe [32], the effective downstream distance x from Eq. (3.8) can again be used for x in
case of a favorable pressure gradient upstream of xm , with

xm =
∫ xm

0

(
U

Um

)3

d x (3.13)

or if, in addition, the boundary layer is initially laminar and turbulent transition takes place at x = xtr :

xm = 38.2

(
ν

Utr xtr

) 3
8
[∫ 1

0

(
U

Utr

)5

d

(
x

xtr

)] 5
8

xtr +
∫ xm

xtr

(
U

Um

)3

d x (3.14)

Stratford’s turbulent separation criterion is simple and was shown to be accurate compared to other available
methods by Cebeci et al. [12]. It is conservative, since the predicted pressure rise at separation is 0-10% too
low as noted by Stratford himself.

In section 3.3 a BLF model is discussed where the criterion is applied to predict flow separation in front
of a turbulent flame stabilized at a wall inside of a duct. It is important to emphasize that both of Stratford’s
separation criterions are derived for flow over a flat plate with a growing boundary layer. Therefore, in section
4.1 the turbulent boundary layer separation criterion is derived in full and based on the derivation a gener-
alized turbulent separation criterion is presented in section 4.2. The generalized criterion is better suited for
application to duct flows.
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3.3. TU Munich model to predict confined flame flashback limits
Based on Eichler’s [14] new insight into the mechanism of confined wall flashback, Hoferichter [24, 25] de-
veloped a model to predict BLF limits for flames confined in a horizontal burner duct. The model is semi-
analytical in the sense that it is based on physical intuition but includes a fitting parameter C in the turbulent
flame speed closure St . Eichler showed that BLF in confined ducts is triggered by a separation of the bound-
ary layer upstream of the tip of the flame front. Hoferichter therefore based the model on Stratford’s [55]
turbulent separation criterion with β = 0.73 for

(
∂2p

/
∂x2

)
s Ê 0 (positive curvature of the pressure distribu-

tion immediately prior to separation) and n = 6 for channel flow:

Cp

(
x

dCp

d x

) 1
2

= 0.39
(
10−6Rex

) 1
10 (3.15)

Hoferichter assumed that the flow is fully developed so she removed the dependency of the streamwise coor-
dinate by setting the coefficient 1/10 to zero:

Cp

(
x

dCp

d x

) 1
2

= 0.39 (3.16)

For the pressure distribution in front of the flame, she used the following quadratic expression based on
suggestions from Eichler and Baumgartner [6, 14]:

p(x)−p(xm) = ∆p

x2
f

x2 (3.17)

where x f is the position of the flame tip. Substitution in Eq. 3.7 yields:

Cp (x) = 2∆px2

ρuU 2x f
2 (3.18)

dCp (x)

d x
= 4∆px

ρuU 2x f
2 (3.19)

which inserted into Stratford’s criterion (evaluated at x f ) for turbulent boundary layer separation gives:

p
2

(
2∆p

ρuUF B
2

) 3
2 = 0.39 (3.20)

Note that the channel centerline velocity U has been replaced by centerline velocity at flashback UF B since
the separation is the onset of flashback.

To solve for the centerline velocity at flashback UF B only ∆p needs to be determined. It can be found
using the standard Rankine-Huginoit conditions for mass and momentum conservation over the flame front
[63]:

ρuuu = ρbub (3.21)

ρuuu
2 +pu = ρbub

2 +pb (3.22)

such that ∆p = pu − pb = ρuuu
2
(
ρu
ρb

−1
)
. Since the flame front is stationary at the onset of flashback, uu

should equal the turbulent burning velocity St :

∆p = pu −pb = ρuSt
2
(
ρu

ρb
−1

)
(3.23)

Hoferichter used Cantera 2.2 [21] to compute the mixture properties.

An expression for the turbulent burning velocity St is needed. Hoferichter used the Damköhler correla-
tion (Eq. (2.30)) but replaced the unstretched laminar burning velocity Sl ,0 with the stretched laminar burn-
ing velocity Sl ,s . C should depend on the length scale ratio between the turbulence and the flame [44] but
is left as a fitting constant. Hoferichter assumed that the flashback is started at the wall distance of maxi-
mum turbulent burning velocity unless the quenching distance of the mixture exceeds it [25]. This location
corresponds to the location of maximum streamwise turbulent fluctuations u′. In the two subsections that
follow, Hoferichter’s approach to modeling the velocity fluctuations u′ and the laminar burning velocity Sl is
discussed.
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3.3.1. Modeling of the turbulent velocity fluctuations
Hoferichter used the following fit for the turbulent velocity fluctuations u′ normalized with the shear stress
velocity uτ:

u′

uτ
= a0 +a1ln(y+)+a2ln(y+)2 +a3ln(y+)3 +a4ln(y+)4 +a5ln(y+)5 (3.24)

The coefficients are given in appendix A.1.1. This fit (see Fig. 3.16) is based on experiments for turbulent
channel flow and is reasonably accurate for values of y+ < 50.

Figure 3.16: Results from experiments for turbulent velocity fluctuations near the walls in channel flows. The fit is given in Eq. (3.24).
From Hoferichter [25].

It has a maxima at y+ ≈ 16 which indicates that the turbulent burning velocity will also have a maxima at
y+ ≈ 16.

Finally, Hoferichter related the channel centerline velocity at flashback UF B to the shear stress velocity uτ
via

UF B ≈U F B +2.4uτ (3.25)

from Pope [47] and
U F B

uτ
= 1

K
ln

(
huτ
ν

)
+B − 1

K
with K = 0.41, B = 5.0 (3.26)

as suggested by White [65] for turbulent channel flow. U F B here is the bulk velocity at flashback and h is the
height of the burner channel. For turbulent pipe flow Hoferichter assumed UF B ≈ U F B +2.4uτ still applies
and used the following expression from Schlichting and Gersten [52]:

uτ
2 = τw

ρ
= 0.03955U

7/4
F B ν

1/4h−1/4 (3.27)

Since uτ in Eq. (3.25) depends on the output parameter UF B the model needs to be solved iteratively, with
e.g. Newton’s method or a fixed-point iteration.

Hoferichter’s paper [25] carries an important disclaimer:

"It is assumed that the turbulence parameters upstream of the flame are not highly affected by
the presence of the flame if separation is not yet present."

This assumption is necessary to justify the use of cold flow experiments to model the turbulence parameters
affecting the flashback prediction. In his MSc thesis, Tober (TU Delft, 2019 [59]) discussed the validity of this
assumption. He concluded that the presence of the flame can influence the upstream velocity fluctuations.
He did however not include it in his modifications of Hoferichter’s model since it only had a minor effect on
the flashback limit results. Tober’s modifications will be discussed in section 3.3.4.
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3.3.2. Modeling of the stretched laminar burning velocity
Hoferichter used Eq. (2.23) to include the effect of flame stretch on the laminar burning velocity. Her treat-
ment of the flame stretch rate κ is explained in section A.1.2 in the appendix.

Hoferichter used Cantera [21] to obtain one dimensional free flame simulation results for the unstretched
laminar flame speed Sl ,0 at elevated temperatures using a reaction mechanism by Ó Conaire [40]. She used
experimental data for mixtures at room temperature. She represented the results as third order polynomials
of the form

Sl ,0(Tu) = b7T 3
u +b8T 2

u +b9Tu +b10 (3.28)

and tabulated the coefficients for different pressures, equivalence ratios and fuels (hydrogen, methane). The
free flame simulation results might underestimate Sl ,0 at low burning velocities and for preheated conditions
[24].

For the Markstein length, Hoferichter used a derived equation from Bechtold and Matalon [7]:

LM = δF

(
β− (σ−1)

γ1

σ

)
(3.29)

where δF is the laminar flame thickness, σ= (ρu/ρb) is the expansion ratio over the flame front and

β= γ1 + 1

2
Ze(Le−1)γ2 (3.30)

which depends on the the Zeldovich number Ze, the Lewis number Le and two parametersγ1 andγ2. Hoferichter
used

γ1 =σ, γ2 = 1 (3.31)

as suggested by Bechtold and Matalon [7]. To calculate the effective Lewis number of the fuel-oxidizer mixture
a weighted average of the deficient (D) and excess (E) species is used, also suggested by Bechtold and Matalon
[7]:

Le = 1+ LeE −1+a (LeD −1)

1+a
(3.32)

with the blending factor

a = 1+Ze

(
1

φ
−1

)
(3.33)

for fuel-lean or stoichiometric mixtures. The Zeldovich number is defined as

Ze = Ea (Tad −Tu)

RT 2
ad

(3.34)

with Ea as the global activation energy and R as the universal gas constant R = 8.314J/mol/K. The global
activation energy is set to a mean value of reported values in literature: Ea = 30 kcal/mol = 125604 kJ/mol.
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The laminar flame thickness δ f is estimated using the following expression from Turns [61]:

δ f =
2λu

ρucp,uSl ,0
(3.35)

valid for Lewis numbers Le = 1.

The calculated Markstein lengths are displayed in Fig. 3.17.

Figure 3.17: Calculated Markstein lengths using Eq. (3.29). Source: Hoferichter [25].
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3.3.3. Predicted flashback limits
Hoferichter [24] compared results from her confined flashback model to experimental results from Eichler
and Baumgartner [14, 15] for channel and tube burners using lean H2-air mixtures. Figure 3.18 shows good
agreement between Hoferichter’s confined flashback predictions and experimental data for the tube burner
at atmospheric pressure and temperature.

Figure 3.18: Hoferichter’s flashback predictions in a dh = 40mm tube burner compared to experimental data

Figure 3.19 shows results for Eichler’s channel burner at different preheating temperatures.

Figure 3.19: Hoferichter’s flashback predictions (empty symbols) for a dh = 31.5mm channel geometry compared to experimental results
at different preheating temperatures.

The results show good agreement with the experimental data at room temperature. At elevated tempera-
tures, the model underpredicts below an equivalence ratio of φ= 0.6. Hoferichter mentions several possible
reasons for the underprediction at very lean conditions:

• There is high uncertainty in the unstretched laminar burning velocity Sl ,0 at elevated temperatures due
to lack of experimental data.

• The calculated Markstein length contains high uncertainty since there is no experimental data for pre-
heated mixtures.
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• Lack of accuracy in the Damköhler correlation for turbulent burning velocity St

However, Tober [59] corrected the underprediction at low equivalence ratios by accounting for increased tur-
bulent burning velocity due to flame instabilities which form a stable cellular flame structure for hydrogen-air
mixtures. This modification and other improvement studies by Tober are discussed in section 3.3.4.

It’s worth noting that Hoferichter also plotted the predicted wall distances yF B of flashback initiation, see
Fig. 3.20.

Figure 3.20: Wall distances of flashback initiation according to Hoferichter’s [24] confined flashback model. Filled symbols are for the
dh = 40mm tube burner. Empty symbols are for the dh = 31.5mm channel burner.

The wall distances decrease with equivalence ratio until stoichiometry. Hoferichter concludes that the
values of yF B for ambient temperatures are reasonable since they are smaller than Eichler’s observed height
of the backflow region (y = 0.53mm at φ= 0.543 (y+ = 36) and y = 0.96mm at φ= 0.345 (y+ = 35)).

3.3.4. TU Delft modifications to the flashback model
Tober [59] investigated Hoferichter’s confined BLF model in his final thesis. He listed and discussed Hoferichter’s
assumptions and specifically addressed three phenomena:

• Turbulence-flame interaction: Hoferichter assumed that the upstream turbulence was not influenced
by the flame.

• Flame stretch due to anisotropic turbulence: Hoferichter assumed isotropic turbulence when in real-
ity the channel turbulence is anisotropic.

• Flame instabilities: Tober addressed the possibility of flame instabilities leading to cellular flame struc-
tures with increased flame speeds.

Based on his investigation Tober recommend two modifications to the model. The first modification was
to include the effect of the anisotropy of the turbulence on the flame stretch rate, since Hoferichter assumed
isotropic turbulence. Section A.1.3 in the appendix explains how the expression for flame stretch rate changes
with anisotropic turbulence. The other modification is based on a paper from Kadowaki [29] on the flame
velocity of cellular flames at low Lewis numbers. Tober explained that for lean hydrogen-air flames, a negative
Markstein length and a Lewis number less than unity will both contribute to an unstable flame front, the
latter due to a thermo-diffusive instability. The Lewis number is the ratio between thermal (α) and mass (D)
diffusivities:

Le = α

D

Unstable lean hydrogen-air mixtures will however form a stable cellular flame structure. Kadowaki explained
that when the Lewis number is unity the turbulent flame speed is proportional to the area of the flame surface.
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When the Lewis number decreases, the flame speed increases beyond the area increase. To include this effect,
Tober derived the following correlation based on Kadowaki’s data:

St ,corrected =
(
0.6052

(
1

Le

2)
−1.1314

(
1

Le

)
+1.5224

)
St (3.36)

He called this modification the Lewis number correction. The expression can be used in the range of 0.5 ≤
Le ≤ 1. Above Le = 1 the lean hydrogen-air flames do not show a cellular flame structure. Below Le = 0.5 the
cellular flame self-stabilizes and the trend levels off, so the value at Le = 0.5 is used for Le ≤ 0.5. A more de-
tailed discussion on the mechanism and effect of flame instabilities is given in section A.1.4 in the appendix.

The results of the modifications are displayed in Figure 3.21 on the next page and compared to both exper-
iments and the default model. The main difference in prediction accuracy is obtained for very lean preheated
mixtures. However, the room temperature results are overpredicting at very lean equivalence ratios.

Regarding turbulence-flame interaction, Tober included the effect of a flame on the upstream turbulence
by using experimental data from Jainski [28]. Jainski showed that the turbulence fluctuations increased in
the presence of a flame resulting in higher flashback propensity. The tuning constant needed in the model
decreased accordingly from C = 2.3 to C = 1.9. Tober did however not recommend using this modification,
perhaps due to the difficulty of obtaining the correct flame affected turbulence fluctuations for other cases.

Tober also tried using the following turbulent flame speed correlation from Lin et al. [35] instead of the
simple Damköhler closure given in Eq. (2.30):

St

Sl ,0
= 10.5×Le−0.82

(
u′

Sl ,0

)0.45 (
Λ

δ f

)−0.41 (
P

Pref

)0.75 (
T

Tref

)−1.33

(3.37)

In short, it did not improve the model.

In section 4, specifically subsection 4.3.1, the validity of the prediction model for very lean mixtures is
discussed. The calculated Markstein length rises to unphysical values for very lean mixtures causing the
stretched flame speed to be wildly overestimated. The result is that including flame stretch effects on the
laminar flame speed ruins the prediction accuracy at the leanest equivalence ratios while improving it only
slightly at higher equivalence ratios.
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(a) Channel, room temperature mixture. The modified results
overpredict in the leaner half.

(b) Mixture preheated to 473K. The modified results predict better
at lower equivalence ratios.

(c) Mixture preheated to 673K. The modified results predict bet-
ter, especially for leaner mixtures.

(d) Tube, room temperature mixture. The modified results seem
to overpredict in the leaner half.

Figure 3.21: Results of the flashback model including Tober’s (TU Delft) modifications compared to the default model and experiments
(TU Munich [14, 25]). The modifications improve the prediction accuracy for preheated mixtures but cause overprediction for very lean
room temperature mixtures. Source: Tober’s MSc thesis [59].



4
A generalized turbulent boundary layer

separation criterion

The BLF model is built for confined flames in fully developed channel and tube flow. However, Stratford’s
turbulent boundary layer separation criterion was designed for flow over an airfoil. In this chapter, the crite-
rion will be derived in detail to investigate how it should optimally be applied in the BLF model. A case will
be made for the claim that Hoferichter’s application of the criterion results in an inaccurate representation of
the mean velocity profile at separation and thus inaccurate predictions of the flame backpressure magnitude
at separation. Then a generalized criterion is presented and validated. Finally, the validity of the BLF model
at low equivalence ratios is discussed in the context of the Markstein length and flame stretch effects.

4.1. Full derivation of Stratford’s criterion for turbulent boundary layer
separation

Stratford’s turbulent separation criterion was already introduced in section 3.2.2. Equation (3.10) relates the
pressure recovery factor Cp and its derivative at the maxima of the pressure profile to the shape of a mean
velocity profile with zero wall shear, i.e. the shape of the mean velocity profile at separation. With a known
pressure profile the coefficient of pressure Cp and its derivative dCp

/
dx can be calculated to determine if the

boundary layer should separate or not.

It is interesting to take a closer look at Stratford’s criterion and its assumptions. Stratford assumes that
the outer layer of a turbulent boundary layer will keep its shape for a short distance downstream of a sudden
adverse pressure gradient due to the dominating inertia and negligible shear. This idea is illustrated in Fig.
4.1.

Figure 4.1: Stratford’s illustration of a turbulent boundary layer in a sudden adverse pressure gradient. Source: Stratford [55].

39
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The separation condition is derived by equating the total pressure on a streamline

ψ=
∫ y

0
u dy

in the outer layer (ψ Êψi ) for an adverse pressure gradient flow u and an imaginary zero pressure gradient
flow u′ (not to be confused with the fluctuating part of the turbulent velocity). The dynamic head of the
adverse pressure gradient flow is equal to the dynamic head of the zero pressure gradient flow minus the rise
in static pressure:

1

2
ρu2

(x,ψ) =
1

2
ρu′2

(x,ψ) − (p −p0) , ψÊψi (4.1)

Stratford uses the 1/n-th power law for the outer layer of the zero pressure gradient turbulent boundary layer:

u′

U0
=

(
y ′

δ′

) 1
n

(4.2)

where U0 is the far-field velocity at the point of minimum pressure and δ′ is the thickness of the boundary
layer. From equations 4.1 and 4.2 Stratford derives:

Cp =
(

y ′

δ′

) 2
n

(
1− u2

u′2

)
(4.3)

with
Cp = p −p0

1
2ρU 2

0

É (
1−u2/u′2)

since y ′ É δ′. The inner profile at separation is derived from mixing length theory, starting with the shear
stress for positive ∂u

/
∂y :

τ= ρ (
K y

)2 (
∂u

/
∂y

)2 (4.4)

where K = 0.41 is the von Kármán constant and K y is the mixing length in the wall boundary layer. Integrating
Eq. (3.2) gives:

τ= y
∂p

∂x
at separation when the shear stress at the wall τ0 is zero. This equation is assumed to be valid in the viscous
layer close to the wall. Equating these two expressions gives:

1

2
ρu2 = 2

(0.41β)2

∂p

∂x
y ,

(
τ0 = 0, y < yi

)
(4.5)

using the no-slip condition at the wall. The von Kármán constant has been multiplied by β, an empirical
factor added to describe the effect of the adverse pressure gradient on the mixing length.

Stratford finds the following two equalities:

(
y ′

δ′

) 2
n

=

 3(0.41β)4

(n +1)
(
nδ′ dCp

d x

)2


1

n−2

(4.6)

u2

u′2 = 3

n +1
(4.7)

by joining the inner and outer mean velocity profiles from Eq. (4.2) and Eq. (4.5) using the following two

expressions: ψ
(
∂u

/
∂y

)3 and u2
/(
ψ∂u

/
∂y

)
.

By substituting Eq. (4.6) and Eq. (4.7) into Eq. (4.3) Stratford arrives at the following equation valid for the
mean velocity profile at separation:

Cp =

 3(0.41β)4

(n +1)
(
nδ′ dCp

d x

)2


1

n−2 (
1− 3

n +1

)
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Rearranging gives:

C
1
4 (n−2)

p

(
δ′

dCp

d x

) 1
2

=
(

3(0.41β)4

(n +1)n2

) 1
4
(
1− 3

n +1

) 1
4 (n−2)

(4.8)

which is Stratford’s criterion without any expression for the boundary layer thickness δ′.

To include an expression for the thickness of the boundary layer, Stratford uses a correlation for flow over
a flat plate citing Goldstein [20] and Schlichting [50]:

δ′ = (n +1)(n +2)

n
θ′ (4.9)

with

θ′ = 0.036xRe
− 1

5
x (4.10)

for the momentum thickness as a function of the distance x from where the boundary layer starts to grow and
the local Reynold’s number Rex .

Inserting this expression for δ′ into Eq. (4.8) leads to

C
1
4 (n−2)

p

(
x

dCp

d x

) 1
2

=
(

3(0.41β)4

0.0362

) 1
4

Re
1

10
x

(
(n −2)

1
4 (n−2)

(n +1)
1
4 (n+2)(n +2)

1
2

)
(4.11)

Stratford then uses
(n −2)

1
4 (n−2)

(n +1)
1
4 (n+2)(n +2)

1
2

= 1

10.7× (2.00)
1
4 (n−2)

which he states is accurate within 1% for 6 É n É 8 to arrive at his final separation criterion:

(2Cp )
1
4 (n−2)

(
x

dCp

d x

) 1
2

= 1.06β(10−6Rex )
1

10 (4.12)

Note that Cp É (n −2)
/

(n +1) always applies. This limitation results from y ′ É δ′ in Eq. (4.2).
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4.2. A generalized separation criterion
Hoferichter used Stratford’s turbulent boundary layer separation criterion (Eq. (4.12)) with β = 0.73 as rec-
ommended by Stratford for

(
∂2p

/
∂x2

)
s Ê 0 (positive curvature of the pressure distribution immediately prior

to separation) and n = 6 for fully developed channel flow. She also removes the local Reynolds number de-
pendency by setting the exponent 1

/
10 to zero:

Cp

(
x

dCp

d x

) 1
2

= 0.39 (4.13)

Hoferichter then evaluates the criterion at x = x f = 0.01 m since Eichler’s DNS of laminar flame flashback
in channels found the extent of the recirculation region to be approximately 10mm [14].

Interestingly, by using Eq. (3.16) and x = x f = 0.01 m it is implicitly assumed that the value of the boundary
layer thickness is δ′ = 2.12×10−4 m. The criterion assumes the turbulent boundary layer is growing on a flat
plate and that the turbulent boundary layer thickness is captured by equations 4.9 and 4.10 combined:

δ′ = (n +1)(n +2)

n
×0.036xRe

− 1
5

x

rewritten with exponent a =−1
/

5:

δ′ = (n +1)(n +2)

n
×0.0023x

(
10−6Rex

)a

Inserting n = 6, x = x f = 0.01 m and setting the exponent a to zero gives:

δ′ = 2.12×10−4 m

The 1/n-th law (Eq. (4.2)) should have a matching pair of far-field velocity U0 and boundary layer thick-
ness δ′. Since Hoferichter uses the centerline velocity for U0, the boundary layer thickness should be the
channel halfwidth or the pipe radius. In fact, the 1/n-th law was originally introduced by J. Nikuradse for
turbulent boundary layers in fully developed pipe flow where the radius of the pipe was used as the bound-
ary layer thickness [51]. Figure 4.2 on the next page illustrates this point. It can be seen that using δ′ =
2.12×10−4 m results in an overestimation of the mean velocity in the outer layer (red). By using the correct
value the outer layer is well represented above y+ ≈ 30−50 (blue). It is therefore recommended to instead use
Eq. (4.8):

C
1
4 (n−2)

p

(
δ′

dCp

d x

) 1
2

=
(

3(0.41β)4

(n +1)n2

) 1
4
(
1− 3

n +1

) 1
4 (n−2)

along with a matching pair of centerline velocity and channel halfwidth (or pipe radius) for U0 and δ′ re-
spectively, along with an appropriate value for the fitting parameter n. Using n = 6 and β = 0.73 as before
gives:

Cp

(
H

2

dCp

d x

) 1
2

= 0.0565 (4.14)

Cp

(
D

2

dCp

d x

) 1
2

= 0.0565 (4.15)

for a channel with height H and a pipe with diameter D, respectively. The coefficient of pressure is:

Cp = p −p0
1
2ρU 2

0,centerline

(4.16)
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(a) Dimensionless mean velocity

(b) Dimensional mean velocity

Figure 4.2: The 1/6-th-power law applied to a turbulent boundary layer in a channel. The red dashed line is how it is applied in Eq.
(4.13) by Hoferichter in the BLF model. The blue dotted line is how it can be applied using Eq. (4.8) and anchored correctly, i.e. using a
matching pair of boundary layer thickness δ′ and "far-field" velocity U0. The DNS data is from Pecnik et al. [42].



44 4. A generalized turbulent boundary layer separation criterion

4.3. Model duplication using the generalized separation criterion
The BLF model was implemented in code using Python 3.7. Tober’s code for his improved BLF model (section
3.3.4) was used as a template and the generalized separation criterion (Eq. (4.8)) was implemented:

C
1
4 (n−2)

p

(
δ′

dCp

d x

) 1
2

=
(

3(0.41β)4

(n +1)n2

) 1
4
(
1− 3

n +1

) 1
4 (n−2)

This resulted in a third iteration of the BLF model. The code is given in appendix A.2.2. The results from all
three iterations are displayed and compared to experiments in Fig. 4.3.

Figure 4.3: Results from the BLF model with the generalized criterion (new equality) compared to previous results. Values for the fitting
parameters are given in Table 4.1.
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Apart from using the generalized criterion, some minor changes were also made compared to Tober’s
original code:

1. A correct expression for the hydraulic diameter in the channel is implemented:

Dh,channel =
4×area

perimeter
= 4wh

2(w +h)

It was previously overestimated with an incorrect expression: 2
(
wh

/
π
) 1

2

2. The expansion ratio in Eq. (3.23) is expressed as σ= ρu
/
ρb instead of Tad

/
Tu as this was an unneces-

sary substitution.

Both changes affect the results but the effects are expected to be minor.

Table 4.1 shows the values used for C in the Damköhler flame speed closure (Eq. (2.30)):

St = Sl ,s

(
1+C

(
u′

Sl ,s

)0.5
)

Table 4.1: Best fit values for C (in Eq. (2.30)). The outer boundary layer is fitted with the 1/nth-power law (Eq. (4.2)).

Channel Pipe
n C n C

BLF model 6 2.3 6 2.3
Improved BLF model 6 2.0 6 2.0

Improved BLF model w) generalized criterion (n constant) 6 0.87 6 0.7
Improved BLF model w) generalized criterion (C constant) 7 1.05 8 1.05

It also shows which n was used in the 1/n-th power law fit (Eq. (4.2)):

u′

U0
=

(
y ′

δ′

) 1
n

The results are now given down toφ= 0.30 to show how the model deviates at low equivalence ratios for room
temperature. Instead of following the experimental results, the flashback limits shoot up due to overpredicted
flame speeds. This is due to the calculated Markstein length decreasing rapidly at low equivalence ratios for
room temperatures (see Fig. 4.4 on the next page).

Otherwise the results using the generalized criterion are quite similar to results for Tober’s improved BLF
model. However, the values for C have decreased considerably, from 2.0 to 0.87 for the channel and 0.70 for
the pipe, meaning the computed pressure difference ∆p over the flame front at flashback has decreased.

The n in the 1/nth-power law can be varied in the generalized criterion. The results can be fitted identi-
cally well using the same value for C for both geometries but changing n. An example is n = 7 for the channel
and n = 8 for the pipe with C = 1.05.

At T = 293 K and φ = 0.35 in the channel, the model (blue) is overpredicting even more than previously
(red). This is due to the correct expression for the hydraulic diameter Dh implemented which gives a ca. 50%
lower Dh , resulting in a smaller value for the turbulence length scale in Eq. (A.6) and thus a larger flame
stretch rate κ. As the equivalence ratio is lowered the stretched laminar flame speed Sl ,s increases due to the
rapidly falling Markstein length. Since the flame stretch rate κ has increased this effect is now larger. The
same results with the incorrect expression for the hydraulic diameter are shown to follow the previous results
(red) in Fig. 4.5 for comparison.
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Figure 4.4: Markstein length calculated in the flashback model for different inlet temperatures.

Figure 4.5: Results from the BLF model with the generalized criterion using the incorrect hydraulic diameter from the previous iterations
of the model.



4.3. Model duplication using the generalized separation criterion 47

4.3.1. The Markstein length and model validity at low equivalence ratios
For low equivalence ratios, Tober’s improvements did improve the results at elevated temperatures but they
resulted in slight overprediction at room temperature. Tober explains in his thesis that the two modifica-
tions he makes, the anisotropic flame stretch and the Lewis number correction cause underprediction and
overprediction respectively at low equivalence ratios. The result is a balance between the two effects which
does not follow the experimental results as well at room temperatures as it does for elevated temperatures.
Due to this discrepancy it can be noted that a different method is used to compute the unstretched laminar
burning velocity Sl ,0 for room temperatures on one hand and elevated temperatures on the other hand. Since
Hoferichter had experimental results available for room temperatures only, she used Cantera [21] at elevated
temperatures to calculate flame speeds using a reaction mechanism by Ó Conaire [40]. She tabulated all
flame speed results as coefficients for the polynomial in Eq. (3.28). Figure 4.6 on the next page shows a com-
parison between the laminar flame speed used in the BLF models (from Hoferichter’s polynomial) and flame
speeds acquired by using Cantera. At elevated temperatures the two methods agree which is expected since
Hoferichter derived the coefficients from the same Cantera simulations. At room temperature the Cantera
results are underpredicting at low equivalence ratios and slightly overpredicting at high equivalence ratios.
Hoferichter did mention that due to this observation, it is likely that the flame speed is underpredicting at
low equivalence ratios for elevated temperatures.
Therefore, due to the discrepancy observed in flashback limits, it is interesting to see what happens with the

flashback limits if the Cantera results are also used for room temperature mixtures. The results of this mod-
ification can be seen in Fig. 4.7. The tuning constants are unchanged and are given in Table 4.1. Compared
to Fig. 4.3, starting at φ = 0.6 (where the Markstein length is negative and starting to increase the stretched
laminar flame speed) the results follow the experiments better until ca. φ = 0.4 where the predictions rise
rapidly. The lower values for the unstretched laminar flame speed Sl ,0 from Fig. 4.6a will indeed cause two
competing effects:

1. A decreased value for unstretched laminar flame speed Sl ,0 should decrease the turbulent flame speed
through Eq. (2.23):

Sl ,s = Sl ,0 −LMκ

and

St = Sl ,s

(
1+C

(
u′

Sl ,s

)0.5
)

2. However, decreasing Sl ,0 will also increase the absolute value of the calculated Markstein length LM :

LM = δF

(
β− (σ−1)

γ1

σ

)
through the calculated flame thickness δF (Eq. (3.35)):

δF = 2λu

ρucp,uSl ,0

which will increase the stretched flame speed and therefore turbulent flame speed.

Equation (3.35) is from Turns [61] and assumes a Lewis numer of Le = 1. It is used widely in literature [24].
Figure 4.8 shows that as the laminar flame speed tends towards zero at low equivalence ratios, the calculated
flame thickness increases to unphysical values on the order of 1 mm resulting in a sharp drop in calculated
Markstein lengths. It also shows the calculated Lewis number as a function of the hydrogen-air mixture. The
Lewis number decreases from 1 to approximately 0.4 at an equivalence ratio of 0.3. Using Cantera to calcu-
late the laminar flame speed for all temperatures will improve the flashback predictions between φ = 0.40
and φ = 0.60, but due to the competing effects of changing the laminar flame speed the model is now only
predicting adequately down to φ = 0.40 instead of φ = 0.35. The unphysical flame thickness and Markstein
length predictions and the resulting excessive flame stretch below φ≈ 0.40 causes very high stretched flame
speeds.

By setting the Markstein length to zero, LM = 0, the effect of using the unstretched laminar flame speed
instead of the stretched flame speed can be investigated:

Sl ,s = Sl ,0 −LMκ= Sl ,0
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(a)

(b)

(c)

Figure 4.6: Comparison of unstretched laminar flame speeds calculated by Cantera and from the polynomial of Hoferichter.
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Figure 4.7: Flashback limits using Cantera for flame speed calculations
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(a)

(b)

(c)

Figure 4.8: Markstein length Lm , Lewis number Le, flame thickness δ f and unstretched laminar flame speed Sl ,0 at different preheating
temperatures.
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The turbulent flame speed using the Damköhler closure is then:

St = Sl ,s

(
1+C

(
u′

Sl ,s

)0.5
)
= Sl ,0

(
1+C

(
u′

Sl ,0

)0.5
)

The results of this modification are displayed in Figure 4.9 on the next page. The tuning constants are again
unchanged, given in Table 4.1. The effects are most noticeble at equivalence ratios below φ= 0.6. Compared
to a non-zero Markstein length (cf. Fig. 4.3) the flashback limits at room temperature are now predicted accu-
rately down to lower equivalence ratios. There is even slight underprediction at the very lowest equivalence
ratios. Removing the calculated Markstein length and resulting stretched laminar flame speed in the model
does not have a very noticeable effect on flashback limits at higher equivalence ratios and/or higher preheat
temperatures indicating that for moderate Markstein lengths, the calculated flame stretch does not have a
large effect on the laminar flame speed. Note that the Lewis number correction is still implemented so the
turbulent flame speed is increased for low Lewis number mixtures due to the onset of a cellular flame struc-
ture, as discussed in section 3.3.4.

In conclusion, the calculated flame thickness reaches unphysical values at low equivalence ratios causing
the Markstein length to also reach unphysical values. The lower the equivalence ratio, the more unphysical
the Markstein length becomes. This affects the accuracy of the results and causes overpredicted flashback
limits at low equivalence ratios, especially noticable for low preheat temperatures. Using Cantera to calculate
the laminar flame speed for the room temperature mixtures does not improve the predictions. However,
removing the flame stretch effect on the laminar flame speed by setting the Markstein length to zero will
extend the validity of the model to lower equivalence ratios without changing the prediction accuracy much
at higher equivalence ratios, indicating that the flame stretch effect captured by the Markstein length does not
have a large effect on the laminar flame speed. However, the flashback limits at the very lowest equivalence
ratios for room temperature mixtures are slightly underpredicted.
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Figure 4.9: Flashback limits using the unstretched laminar flame speed in the Damköhler flame speed closure. Equivalent to setting the
Markstein length to zero.



5
Prediction of flashback limits using flow

simulation

The BLF model discussed in previous chapters requires information about the flow in the burner. Empirical
expressions were used in all previous iterations of the model to obtain both the flow velocity and turbulence
parameters in the boundary layer (cf. section 3.3.1). These expressions are only available in literature for a
finite number of standard flows, like channel and tube flow. To be able to apply the flashback model in new
burner designs, flow measurements could be carried out. Another option is to solve the governing equations
of fluid flow numerically using computational fluid dynamics (CFD) software. The feasibility of coupling
the BLF model to CFD will be investigated in this chapter. This will be referred to as the BLF+CFD model.
In section 5.1 the model has been implemented in a Python 3.7 code coupled to ANSYS Fluent 19.0 and
validated for the standard channel geometry. It is then applied to diffuser flows with underlying adverse
pressure gradients in section 5.2.

5.1. Model duplication using CFD
The BLF model, with both Tober’s improvements from section 3.3.4 and the generalized separation criterion
introduced in section 4.2, has been implemented in code using CFD simulation results. First the CFD results
are validated against experimental data in section 5.1.1. Then the implementation of the BLF+CFD model is
discussed in section 5.1.2. Finally in section 5.1.3, the results are compared to experiments.

5.1.1. CFD simulation and validation
A two dimensional cut along the center of the channel was made to approximate the flow where it is not
influenced by side walls. This is illustrated in Fig. 5.1.

Figure 5.1: Illustration of the channel as it was modeled in ANSYS Fluent (blue). Not to scale.

53
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(a) Channel geometry and mesh.

(b) Wall inflation layers.

Figure 5.2: Channel geometry and mesh and the wall inflation layer.

The 2-D channel geometry and mesh is displayed in Fig 5.2. The channel was made rather short (Length =
10×Diameter) and the mesh very coarse to minimize the computation costs. The important near wall flow
was however fully resolved using 30 inflation layers. This resulted in a total number of a mere 6300 nodes.
The mesh and solver settings are given in Table 5.1.

Table 5.1: Fluent mesh and solver settings for the channel.

Nodes 6324
Boundary layer Fully resolved using inflation layers
Solver type Pressure based, steady state, 2-D
Solution method SIMPLE
Viscous model RSM
Fluid Average H2-air mixture (atmospheric air for validation)
Inlet Uniform velocity, 5% turbulent intensity
Outlet Pressure outlet

The Reynolds Stress Model (RSM) was used to close the Reynolds Averaged Navier-Stokes (RANS) equa-
tions. The RSM gives anisotropic turbulence which is necessary for Tober’s modifications to the BLF model to
include anisotropic flame stretch. A uniform velocity profile is applied at the inlet with a zero pressure outlet.
A no-slip condition is applied at the walls. The hydraulic diameter is specified at both the inlet and the outlet
and the turbulence intensity is set to 5%.
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Figure 5.3: Channel mean velocity. CFD results compared to PIV experiments by Eichler [14]. Air mass flow ṁ = 60 g/s

Figure 5.3 shows mean velocity results in the boundary layer at the channel outlet. The CFD results are
compared to PIV experiments from Eichler [14], carried out close to the flame stabilization zone. These sim-
ulations and experiments were done using pure air flow at room temperature and atmospheric pressure.

Figure 5.4 shows the dimensionless mean and fluctuating velocities.

Figure 5.4: Turbulent boundary layer in the channel from CFD compared to PIV experiments by Eichler [14]. Air mass flow ṁ = 60 g/s

Here the velocities are normalized with the friction velocity uτ and plotted against the dimensionless wall
distance y+. The mean velocity results agree well with the canonical Spalding profile [53] and the experimen-
tal data. The fluctuating streamwise velocity is underpredicted very slightly at the maxima near y+≈ 15 and
overpredicted further away from the wall.
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5.1.2. Implementation in code
In chapter 4 the Python code from Tober [59], which solves the improved BLF model, was modified to im-
plement the generalized Stratford criterion. A new code has been written which uses CFD results for flow
information, shown in appendix A.2.3 titled ’BLF+CFD model: Channel’. The code calls a function (shown in
appendix A.2.1) to interpolate the Fluent solution data from the mesh nodes to the desired profile.

In order to obtain a map of flashback limits, all investigated combinations of inlet bulk velocity and equiv-
alence ratios are checked for large scale flow separation due to the flame backpressure effect. Separate CFD
simulation runs are therefore required at each bulk velocity. The density and the viscosity of the fuel-air mix-
ture in the premixer needs to be specified before the simulation is started. As a simplification, the density
and viscosity of the hydrogen-air mixture is based on an average equivalence ratio of φ= 0.6. This simplifica-
tion is necessary to have explicit flow information from CFD results, since the equivalence ratio at flashback
for the given inlet velocity is the predicted variable. The system of equations that make up the BLF model is
now linear and easily solved. To see if this simplification is justifiable, the percentage variation in density and
viscosity is plotted in Fig. 5.5 as a function of equivalence ratio.

Figure 5.5: Density and viscosity variations of unburned hydrogen-air mixtures. Valid for all three preheating temperatures studied.
Calculated using Cantera [21].

It’s evident that the dynamic viscosity is almost constant. Meanwhile the density, and therefore the Reynolds
number, varies up to 10% between 0.3 ≤φ≤ 0.9 where the experimental flashback results lie.

5.1.3. Predicted flashback limits
The predicted flashback limits are given in Fig. 5.6. The stretched laminar flame speed with a non-zero Mark-
stein length was used in turbulent flame speed closure so flashback limits are not obtained below equivalence
ratios around 0.35-0.45. This is due to the non-physical values of flame speed obtained at low equivalence
ratios (see section 4.3.1). The results (blue) correspond well to the results found in section 4.3 (red) where
empirical flow correlations were used. There is some limited deviation for preheating temperatures of 673 K.
Also the tuning constant C in Damköhler’s turbulent flame speed closure

St = Sl ,s

(
1+C

(
u′

Sl ,s

)0.5
)

has decreased slightly. Values for the fitting parameters C and n used in the turbulence flame speed closure
and the outer mean velocity profile fit (Eq. (2.30) and Eq. (4.2) respectively) are given in Table 5.2.

For n = 6, C goes from 0.87 to 0.80. For n = 7 it goes from 1.05 to 0.95.
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Table 5.2: Best fit values for C (Eq. (2.30)) for two different values of n.

Channel
n C

BLF+CFD model 6 0.80
BLF+CFD model 7 0.95

Figure 5.6: Results from the BLF model with the generalized criterion and using CFD channel flow results (blue). The stretched laminar
flame speed is used in the Damköhler flame speed closure. Values for the fitting parameters used are given in Table 5.2.
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Figure 5.7 shows the same results but using the unstretched laminar flame speed in the turbulent flame
speed closure, similar to Fig. 4.9. The effect of using the unstretched laminar flame speed is effectively the
same here as in the non-CFD coupled code, namely that the model can predicts flashback at all equivalence
ratios with some underprediction at the low end at room temperature.

Figure 5.7: Results from the BLF model with the generalized separation criterion and using CFD channel flow results (blue). Here the
unstretched laminar flame speed is used in the Damköhler flame speed closure. Values for the fitting parameters used are given in Table
5.2.
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5.2. Application to adverse pressure gradient flow
As discussed in section 3.1, Eichler carried out confined turbulent BLF experiments in a channel, a tube and
planar asymmetric diffusers with opening angles of 2° and 4°. A sketch of Eichler’s measurement section with
a diffuser ramp inserted is displayed here again in Fig. 5.8.

Figure 5.8: A sketch of the experimental measurement section. The lower wall section is interchangeable. 0°, 2° and 4° ramps were used
during experiments to vary the pressure gradient. The dimensioning is done in millimeters. Source: Eichler’s PhD thesis [14].

When low Mach number, incompressible fluid flows in a diffuser, it is retarded due to mass conservation
given that it fills the expanding cross-sectional area. Subsequently the kinetic energy is converted to static
pressure according to Bernoulli’s principle. The resulting pressure increase is called the pressure recovery.
Diffuser flow is therefore subject to an adverse pressure gradient which is a necessary prerequisite for bound-
ary layer separation as discussed in 3.2. Flow separation in diffusers is usually an undesired effect since it
hinders the effective expansion of the flow and decreases pressure recovery. Increasing the opening angle in
the diffuser will increase the adverse pressure gradient and the tendency for the flow to separate.

The next section deals with the choice of a suitable turbulence model for flow in diffusers. In section 5.2.2
the CFD results for the 2° and 4° diffusers, using the chosen turbulence model, are compared to experiments.
Then the implementation of the BLF+CFD model for the diffuser cases is presented in section 5.2.3. A method
to fit the outer boundary layer and thereby tailoring the separation criterion to the flow is presented in section
5.2.4. Finally, the predicted flashback limits are given in section 5.2.5.

5.2.1. Choice of turbulence model
A turbulence model needs to be selected that is suitable for diffuser flow. The RSM model was chosen due to
the anisotropy of the turbulence necessary for Tober’s flame stretch modification. Other turbulence models
also predict anisotropic turbulence, e.g. the V2F model. Isotropic turbulence models can also be considered
if the unstretched laminar flame speed is used.

El-Behery and Hamed [16] compared the performance of six turbulence closures in a 10° planar asymmet-
ric diffuser dimensioned in Fig. 5.9. The flow was assumed to be steady and incompressible. The following
six turbulence models were compared in the study: Standard k-ε (SKE), Low Reynolds Number k-ε (LRNKE),
Standard k-ω (SKW), Shear Stress Transport k-ω (SST), Reynolds Stress Model (RSM) and the v2-f Turbulence
Model (V2F). These models are all available in FLUENT 19.0 with the exception of the V2F model.1 All models
but the RSM are based on the Boussinesq approximation and use an eddy viscosity formulation to calculate
the Reynolds stresses. The Reynolds Stress Model is a more elaborate model where a transport equation is
solved for each Reynolds stress. The reader is referred to El-Behery’s paper for more details on the individual
models [16].

1It is however possible to implement the V2F model in Fluent manually using User Defined Scalars (UDS) and User Defined Functions
(UDF).
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(a) Schematics

(b) CFD domain with extended inlet and outlet

Figure 5.9: The 10° planar asymmetric diffuser. Source: El-Behery [16].

The results showed that the V2F model performed best followed by the SKW and SST models, when con-
sidering pressure recovery, mean velocity, turbulent kinetic energy and correct prediction of separation and
reattachment. The RSM model did not correctly predict the flow separation and overpredicted the kinetic
energy in the core flow while requiring the largest computational time. It did however predict the streamwise
Reynolds Stress u′u′ better than other models. The SKE and LRNKE performed poorly overall.

To verify El-Behery’s results and to establish correct meshing and settings in Fluent, the 10° diffuser was
modeled and meshed in ANSYS DesignModeler and Fluent 19.0. Figure 5.10 shows the detailed mesh.

The inlet channel is long to allow the mean velocity profile to develop. Table 5.3 lists the mesh and solver
settings.

Table 5.3: Mesh and solver settings for the 10° diffuser for turbulence model comparison.

Nodes 245,676
Boundary layer Fully resolved using edge sizing with bias
Solver type Pressure based, steady state, 2-D
Solution method SIMPLE
Viscous model RSM, SKW, SST, SKE
Fluid Atmospheric air
Inlet Uniform velocity, 5% turbulent intensity
Outlet Pressure outlet
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Figure 5.10: The 10° diffuser mesh.

Figure 5.11 shows the resulting dimensionless wall distance y+ and the coefficient of pressure Cp at the
lower wall of the diffuser using the SKW model and the RSM.

(a) Dimensionless wall distance y+ (b) Coefficient of pressure Cp

Figure 5.11: Fluent flow parameters at the lower diffuser wall compared to El-Behery’s CFD results, experiments [41] and LES [31].

The results are compared to El-Behery’s CFD results, experimental results from Obi et al [41] and LES
results [31]. The y+ is always below 1 which indicates that the boundary layer has been fully resolved. The
coefficient of pressure results show good agreement with the data.
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Figure 5.12 shows the mean velocity and streamwise Reynolds stress plotted at selected positions through-
out the diffuser.

(a) Mean velocity

(b) Streamwise Reynolds Stress

Figure 5.12: Flow results in the 10° diffuser compared to El-Behery’s CFD results for the SKW and RSM turbulence models. Experimental
results sourced from El-Behery’s paper [16].

There is quite good agreement between the Fluent simulations and El-Behery’s CFD results. The mean
velocity profile is captured very well with the SKW model. As El-Behery noted, it delivers correct predictions
for separation at the lower wall. The RSM results do not show separation but the mean velocity profile is still
captured quite well. The RSM results predict the streamwise Reynolds stress better, especially around the
midpoint of the diffuser. The velocity fluctuations are important to predict turbulent flame speeds.
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Figure 5.13 shows a comparison of the SST and the SKE models against experimental data. The SST model
performs similarly to the SKW model in Fig. 5.12 while the SKE performs poorly.

(a) Mean velocity

(b) Streamwise Reynolds Stress

Figure 5.13: Fluent results using the SST and SKE turbulence models. Experimental results sourced from El-Behery’s paper [16].

The Reynolds Stress Model was selected for the following diffuser flashback predictions. It’s chosen since
it is available in Fluent, it predicts the u′u′ Reynolds stress well which will be used to derive the velocity fluc-
tuations u’ for the turbulent flame speed closure, and captures the main flow mean velocity well. The lack of
separation prediction is not of great concern since the opening angles of the diffusers will be limited to 4°. The
larger computational costs associated are also not a big concern for steady, two dimensional, incompressible
and isothermal flow.
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5.2.2. CFD simulation and validation for diverging burners
The general dimensions of the 2° and 4° Eichler diffusers as they were modelled in Fluent is displayed in Fig.
5.14.

Figure 5.14: The diffusers as they were modeled in Fluent (blue). Not to scale.

A snapshot of the 4° diffuser section from the DesignModeler software is displayed in Fig. 5.15.

Figure 5.15: A snapshot of the 4° diffuser from DesignModeler.

The diffuser was meshed similarly to the 10° diffuser. Table 5.4 lists the mesh and solver settings.

Table 5.4: Mesh and solver settings for the Eichler diffusers.

Nodes 455,952
Boundary layer Fully resolved using edge sizing with bias
Solver type Pressure based, steady state, 2-D
Solution method SIMPLE
Viscous model RSM
Fluid Average H2-air mixture (Atmospheric air for validation)
Inlet Uniform velocity, 5% turbulent intensity
Outlet Pressure outlet
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Eichler [14] measured the mean and fluctuating velocities in the 2° diffuser at different positions E1, E2
and E3 (see Fig. 5.16) using PIV.

Figure 5.16: The PIV measurement positions and the local coordinate system in Eichler’s diffuser experiments [14]. Dimensions are in
millimeters.

Figure 5.17 shows CFD results compared to these experiments as well as the canonical profile for channel
flow from Spalding [53].

It is important to capture correctly both the outer mean velocity profile and the maxima of the veloc-
ity fluctuations. The mean velocity profile will affect the generalized separation criterion as explained later,
while the maximum u’ is used in the turbulent flame speed closure. The mean velocities are captured quite
well in the simulations, especially close to the wall. The deviation from experiments is greatest at the most
upstream position E1 where it seems that the experimental profile has not developed fully. The CFD results
show an increased velocity in the wake region compared to the Spalding channel profile, which is expected
in adverse pressure gradient flow [39]. Eichler did not publish data for the wake region in the 2° diffuser.

The dimensionless fluctuation profile (Reynolds stresses) from PIV increases between the most upstream
position E1 and E2 but keeps a similar shape and magnitude between E2 and E3. At E2 and E3 the stream-
wise fluctuations peak at c.a. 8.5 compared to 6 in the channel (cf. Fig. 5.4). The profiles from CFD are
not changing appreciably between measurement positions. The peak streamwise fluctuation velocities are
underpredicted in the CFD simulations compared to the PIV data at E2 and E3. At E1 the peaks are similar

but further from the wall the streamwise fluctuations are overpredicted. The friction velocity uτ =
√
τw

/
ρ is

decreasing in the diffuser due to the general decrease of mean velocity wall gradient with the streamwise co-
ordinate. Therefore the nominal turbulence fluctuations are decreasing as well if the dimensionless profiles
are constant throughout. The dimensional turbulence fluctuation profiles for the 2° diffuser are displayed in
Fig 5.18.
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Figure 5.17: The turbulent boundary layer in the 2° diffuser. CFD results using the RSM turbulence model compared to PIV experiments
from Eichler [14]. The mass flow at the inlet is ṁ = 60 g/s
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Figure 5.18: Dimensional turbulence fluctuations in the 2° diffuser at ṁ = 60 g/s. Results from CFD using RSM for turbulence closure.
No experimental data available.
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Figure 5.19 shows the CFD results from the 4° diffuser. Here LDA measurements are available showing the
structure of the mean velocity in the wake. The dimensionless mean velocity in the wake is underpredicted
by CFD throughout the diffuser but the results are better in the boundary layer closer to the wall (below
y+ = 102). The maxima of the streamwise fluctuations increases from 8.5 in the 2° diffuser to 10 in the 4°
diffuser according to PIV. Again, CFD consistently underpredicts the fluctuation velocities. Figure 5.20 shows
the dimensional RMS velocities decreasing throughout the diffuser. The magnitude of the dimensional RMS
velocities are lower compared to the 2° diffuser.

Figure 5.19: The turbulent boundary layer in the 4° diffuser. CFD results using the RSM turbulence model compared to PIV and LDA
experiments from Eichler [14]. The mass flow at the inlet is ṁ = 60 g/s
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Figure 5.20: Dimensional turbulence fluctuations in the 4° diffuser at ṁ = 60 g/s. Results from CFD using RSM for turbulence closure.
No experimental data available.
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5.2.3. Implementation in code
The BLF model is based on the assumption that flame flashback is initiated by flow separation in front of the
stabilized flame. The flow expansion over the flame front causes a local adverse pressure gradient. Both the
local adverse pressure gradient and the underlying adverse pressure gradient in the diffusers need to be taken
into account since they should both contribute to flow separation.

The following additional assumption has been made in order to apply the BLF+CFD model in the 2° and
4° diffuser geometries:

• The BLF+CFD model with Stratford’s separation criterion can be applied locally at any streamwise po-
sition in the diffuser, where a turbulent flame is assumed to be stabilized at the lower wall, in a similar
way as it has been applied for the channel flow (see section 5.1). This is possible since the the local pres-
sure gradient due to the backpressure effect is expected to be much larger than the underlying pressure
gradient, the flow is not expected to separate without the flame being present, and the effect of the un-
derlying adverse pressure gradient is mostly to retard the bulk fluid flow. This effect will be captured by
fitting the outer (turbulent) boundary layer using the generalized Stratford criterion from section 4.2.

A Python 3.7 code was written to solve the BLF+CFD model for the diffuser cases. The code is given in
section A.2.4 in the appendix. A block diagram is displayed in Figure 5.21. It illustrates how the onset of flash-
back is predicted given a certain inlet bulk velocity and equivalence ratio. Assumptions are highlighted in
orange.

The pressure profile in front of the flame is still assumed to be one-dimensional:

p(x)−p(x = x0) = ∆pflame

x2
f

x2

with x f = 10 mm, based on recommendations from the channel experiments of Eichler and Baumgartner
[6, 14]. A term can be added to include the underlying pressure gradient in the cold flow, as recommended by
Tober [59]:

p(x)−p(x = x0) = ∆pflame

x2
f

x2 +
(
∂pflow

∂x

)
x (5.1)

There are two main differences with this final version of the BLF+CFD code compared to the code written
for the channel case in section 5.1:

1. A different method to process the Fluent results is used. This is explained in appendix A.1.5.

2. The outer, fully turbulent layer of the mean streamwise velocity profile at separation is now automati-
cally fitted using the 1/n-th power law.

The fitting of the outer layer is discussed in the next subsection.
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Figure 5.21: A block diagram of the BLF+CFD model representing the process for predicting flashback for a given mixture and flow
conditions. Blue indicates information from CFD while orange indicates manual user inputs.
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5.2.4. Fitting the outer layer
The mean velocity profile will deviate from a canonical channel or tube profile in the presence of an adverse
pressure gradient. Stratford used the 1/n-th power law to fit the outer, fully turbulent layer of the profile (Eq.
(4.2)):

u

U0
=

( y

δ

) 1
n

This equation has been used to fit the mean velocity profile in the diffuser. The fitting parameters are the
boundary layer thickness δ, the corresponding outer velocity U0, and the power law constant n. The result is
a tailor-made separation criterion (Eq. (4.8)) which models the diffuser velocity profile at separation:

C
1
4 (n−2)

p

(
δ

dCp

d x

) 1
2

=
(

3(0.41β)4

(n +1)n2

) 1
4
(
1− 3

n +1

) 1
4 (n−2)

Cp is the coefficient of pressure:

Cp = p −p0
1
2ρU 2

0

The boundary layer thickness δ and U0 should be a matching pair, i.e. the value of U0 should be taken at the
y-coordinate y = δ. The boundary layer thickness can take the value of the duct halfwidth δ= h/2 (where the
maximum streamwise velocity is expected) or a value nearer to the wall, as discussed below. A least squares
method is used to determine the best value of n. The method is applied such that the fitted profile fits as close
as possible at 30 < y+ < 50. The logarithmic region influenced by turbulence extends down to y+ = 30 [47].
The main idea is to fit the outer layer such that it is as accurate as possible near the transition region.

Figure 5.22 shows examples of fits in ducts with opening angles of 0°, 2° and 4° respectively. The profiles
from CFD are captured adequately, especially the 2° profile. In the 4° diffuser the profile has a markedly dif-
ferent shape characterized by a higher velocity in the wake region.

Somewhat better fits are obtained, especially for the 4° diffuser, if the fitted profiles are anchored nearer
to the viscous sublayer. This is illustrated in Figure 5.23, where the boundary layer thickness δ in the fit has
been reduced from h/2 to h/6. The high velocity wake region is avoided allowing the fit to better represent
the shape of the outer layer closer to the inner layer. This region is the important part to fit since the Stratford
criterion is derived by joining the inner layer and the outer layer. As discussed in section 4.1, the inner layer
is derived from mixing length theory under the assumption of zero wall stress at separation and depends on
the magnitude of the adverse pressure gradient.
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(a) 0° channel, 25 m/s inlet velocity.

(b) 2° channel, 50 m/s inlet velocity. The CFD profile was exported from the midpoint of the diffuser.

(c) 4° channel, 50 m/s inlet velocity. The CFD profile was exported from the midpoint of the diffuser.

Figure 5.22: Examples of results from the fitting of the outer layer of the mean streamwise velocity profile in the BLF+CFD code. The
fitted profile is anchored at the midpoint of the channel at the maxima of the velocity.



74 5. Prediction of flashback limits using flow simulation

(a) 0° channel, 25 m/s inlet velocity.

(b) 2° channel, 50 m/s inlet velocity. The CFD profile was exported from the midpoint of the diffuser.

(c) 4° channel, 50 m/s inlet velocity. The CFD profile was exported from the midpoint of the diffuser.

Figure 5.23: Results from the fitting of the outer layer of the mean streamwise velocity profile in the BLF+CFD code. Here the fit is
anchored at 1/6th of the height of the channel instead of at the midpoint as in Figure 5.22.
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5.2.5. Predicted flashback limits
The BLF+CFD model was applied to the 2° and 4° diffuser geometries studied by Eichler (see section 3.1.1 and
Fig. 3.5). Eichler measured turbulent wall flashback limits for hydrogen-air mixtures at ambient pressure and
room temperature. His results were limited to very lean mixtures due to a limitation in maximum mass flow
rates of air and fuel. The results from the model are compared to his experiments in Fig. 5.24.

(a) Critical gradient results.

(b) Inlet bulk velocity at flashback. (c) Local bulk velocity at flashback.

Figure 5.24: Flashback limits from the BLF+CFD model for the 0° channel and 2° and 4° diffusers. The inlet and local bulk velocities at
flashback was not given by Eichler for the diffuser cases.

The following axial positions in the diffusers were investigated:

x

L
= 1

4
,

1

2
and

3

4

where L is the length of the diffuser sections. The C in the Damköhler turbulent flame speed closure (Eq.
(2.30)):

St = Sl ,0

(
1+C

(
u′

Sl ,0

)0.5
)
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is C = 1.1, based on the best fit for the channel. Note that the unstretched laminar flame speed is used since
using the stretched laminar flame speed resulted in unphysical flame speeds at low equivalence ratios as
shown in section 4.3.1, while the important effects of the Lewis number on the turbulent flame speed are still
captured using the Lewis number correction implemented by Tober with Eq. (3.36).

Figure 5.24a shows the critical gradient gc (i.e. du/dy at the wall at flashback) compared to experiments.
The flashback limits for the diffusers lie slightly above the channel results, due to a slightly different shape of
the mean velocity profile. However they do not follow the experimental trends.
Figure 5.24b shows the inlet bulk velocity at flashback compared to the channel experiments. The inlet bulk
velocities at flashback are higher in the diffusers due to the retardation of the flow.
The local bulk velocity is shown in Fig. 5.24c, calculated using simple mass conservation:

U local =U inlet
Ainlet

Alocal
(5.2)

The local bulk velocities at flashback are higher in the diffuser. This increase is caused by the higher critical
gradients at flashback.
The inlet and local bulk velocities at flashback was not given by Eichler for the diffuser cases and could not
be derived from his results.
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Figure 5.25 shows the results after adding the term x
(
∂pflow

/
∂x

)
to the backpressure expression to include

the full effects of the underlying pressure gradient on the separation tendency as explained in section 5.2.3.
Comparing Figs. 5.24 and 5.25 shows that the extra term does have a non-negligible effect on the results,
increasing the backpressure effect and subsequently both the coefficient of pressure Cp and its derivative
∂Cp

/
∂x.

(a) Critical gradient results.

(b) Inlet bulk velocity at flashback. (c) Local bulk velocity at flashback.

Figure 5.25: Flashback limits from the BLF+CFD model for the 0° channel and 2° and 4° diffusers with an added backpressure term for
the underlying adverse pressure profile.
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Figure 5.26 shows the same results as Fig. 5.25, but the turbulent flame speed has been tuned to the
experimental data:

• 0° channel: C = 1.1

• 2° diffuser: C = 1.3

• 4° diffuser: C = 2.5

After tuning, the model predicts flashback in the diffusers quite well for the data available and seems to con-
tinue with a reasonable trend for where there is no data available. Eichler did not do measurements using
preheated mixtures in the diffusers. There is a noticable split between the 4° diffuser results at the most
downstream position x/L = 3/4 compared to the two upstream positions, due to the difference in the shape
of the mean velocity profile.

(a) Critical gradient results.

(b) Inlet bulk velocity at flashback. (c) Local bulk velocity at flashback.

Figure 5.26: Flashback limits from the BLF+CFD model for the 0° channel and 2° and 4° diffusers after tuning for the diffuser cases.
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Figure 5.27 shows the calculated turbulent combustion regime diagram for the flames, compared to es-
timations from experiments for the 0° and 2° ducts. Eichler did not show estimations for the 4° diffuser for

(a) Before tuning.

(b) After tuning.

Figure 5.27: Calculated turbulent combustion regimes at flashback for the BLF+CFD model results compared to the estimated turbulent
combustion regimes for the experimental data (see Fig. 3.8).

unknown reasons. The results are shown with and without tuning. Increasing C leads to a north-west shift
on the diagram, since the laminar flame speed at flashback is lower with a higher C, leading to an increase of
u′/Sl and a decrease of lt

/
δ f . The decrease of lt

/
δ f is due to the inverse dependency of the flame thickness

on the flame speed in Eq. (3.35):

δF = 2λu

ρucp,uSl ,0
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The integral length scale is computed with the following expression, suggested in Fluent’s user manual [27]

lt = 0.093/4 k
3
2

ε
(5.3)

at the wall distance of maximum turbulent intensity in the near-wall flow (y+ É 40), where the flashback is
assumed to be initiated. The computed length scale and streamwise velocity fluctuations at flashback do
not change with C as seen in Fig. 5.28. This shows that the north-west shift in the turbulent combustion

(a) Before tuning. (b) After tuning.

Figure 5.28: Streamwise velocity fluctuations u′ versus the calculated integral length scale of turbulence lt .

regime after tuning (see Fig. 5.27b) is only due to a different Sl ,0 at flashback. Furthermore, the u′ vs lt data
at flashback is very similar for all three cases (0°, 2° and 4° ducts) and, in particular, the computed turbulent
length scale lt at the assumed location of flashback is not changed appreciably. In section 2.2.2 it was noted
that the C is expected to depend on the ratio of the turbulence length scale to the flame thickness lt

/
δ f . If

the adverse pressure gradient changes the nature and scale of the turbulent eddies near the wall, then this
does not seem to be captured with CFD using the Reynolds Averaged Navier-Stokes equations. Finding a
correlation between the length scale lt and the tuning needed is therefore not possible with these results.
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Eichler used
L+ = ν

uτ
= 30 (5.4)

for the length scale representing the average diameter of the quasi-streamwise vortices in the buffer layer
according to Robinson [49]. Figure 5.29 shows how the flames are shifted to the right on the diagram when
L+ = 30 is used. The flames are mostly in the thin reaction zone regime, where the flamelet assumption for
determining the turbulent flame speed is still considered valid as noted in section 2.2.2.

(a) Before tuning.

(b) After tuning.

Figure 5.29: Calculated turbulent combustion regimes at flashback using the same length scale as in the estimations from experiments.
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5.2.6. Discussion
As discussed in section 3.1, Eichler reasoned that the increased flashback tendency (in terms of a higher criti-
cal gradient) in adverse pressure gradient flow was most likely caused by an increased frequency of low-speed
streaks in the near-wall turbulent flow. He came to this conclusion after showing that both the near-wall mean
velocity profile and the backpressure effect of the flame should not be influenced. The diffuser flow has been
simulated and the mean velocity profile fitted. The most important parameters in the velocity profile fit are
the combination of the outer velocity U0 and the boundary layer thickness δ. This captures the retarded flow
and results in increased flashback tendency for the same inlet bulk velocity. However, it only results in slightly
higher wall gradients and local bulk velocities at flashback as shown in Fig. 5.24. The deviation from the chan-
nel results could simply be artefacts related to the fact that the velocity profile is not captured perfectly. That
would be in agreement with Eichler’s reasoning.
Adding a term to the backpressure expression for the underlying adverse pressure gradient does affect the
critical gradient markedly, to the extent shown in Fig. 5.25. Now two effects of the underlying pressure gradi-
ent are included: the retardation of the mean flow which acts gradually over the whole length of the diffuser,
and a local increment to the sharp, sudden pressure rise of the flame. The second effect will increase the
flashback propensity in terms of the critical gradient.

However the C from the Damköhler turbulent flame speed closure (which was also left as a fitting con-
stant in the original BLF model) needs to be increased to fully reproduce the experimental critical gradient
results (see Fig. 5.26a). It is possible that the adverse pressure gradient changes the turbulent length scale
versus flame thickness ratio causing higher flame speeds and increased flashback propensity in the diffusers.
The dependency of the turbulent flame speed on this length scale ratio is not trivial. Lin [35] published two
correlations of St /Sl ,0 for hydrogen-rich fuels, and stated that their applicability depended on the turbulent
Damköhler number:

Da = lt Sl ,0

u′δ f
(5.5)

For Da > 1 the time scale of the chemistry is smaller than the turbulence and the dependency of lt
/
δ f is

reported to be positive:
St

Sl ,0
= 0.8×Le−1.38

(
u′

Sl ,0

)0.80 (
lt

δ f

)0.13

(5.6)

and for Da < 1 the dependency is negative:

St

Sl ,0
= 4.6×Le−1.84

(
u′

Sl ,0

)0.59 (
lt

δ f

)−0.28

(5.7)

In Eq. (2.31) from Muppala [38], which performed well for a large data set, the dependency is positive.

In section 3.1.1 the effect of the top wall on the flame backpressure effect was discussed. Eichler reasoned
that the presence of a top wall should increase the wake velocity, reduce the curvature of the streamlines in
front of the flame and reduce the backpressure magnitude. Eichler noted that the downstream boundary
layer in the diffuser was more susceptible to flashback than the upstream boundary layer, and linked it to the
increased duct height. In the BLF model the backpressure magnitude is only a function of the expansion ratio
and the turbulent flame speed so this effect is not captured. In fact, the BLF+CFD results (see Fig. 5.26a) show
the opposite, since the downstream critical gradients are rather lower than the upstream ones.
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The research questions were presented in section 1.2. Concluding remarks related to each question are given
below.

• Why does an adverse pressure gradient increase confined flame flashback propensity?

This is still an open question. Eichler reasoned that there were no differences in the mean velocity profile or
flame backpressure that could explain it. He suggested that the reason was an observed increased frequency
of low-speed streaks in the boundary layer which increase the likelihood of upstream flame propagation.
After applying the BLF+CFD model, the impact of the shape of the mean velocity profile seems to be minimal
or none. The impact of the underlying adverse pressure gradient is important, and could be part of the reason
for higher critical gradients in diffusers by increasing the separation tendency. The largest effect seems to be
due to a difference in the time-resolved nature of the near-wall turbulence and its effect on the flame speed.

• How should Stratford’s turbulent boundary layer separation criterion be applied to predict flame back-
pressure induced flow separation in fully developed channel flow?

Stratford’s separation criterion has been derived in section 4.2, resulting in a generalized criterion which can
be applied to general boundary layers. In the original BLF model, the flow speed in the outer layer was over-
estimated leading to a more flashback resistant boundary layer. The generalized criterion was applied in the
BLF model and validated resulting in lower turbulent flame speeds at separation and backpressure levels that
are closer to reality as explained in the next section.

After validating the generalized separation criterion, the poor performance of the model at low equiva-
lence ratios was investigated. The flame stretch effect on flame speed, which was included and discussed
in detail by Hoferichter and Tober, was shown to be unimportant and mainly introduced large errors at low
equivalence ratios. At the same time, the impact of thermo-diffusive flame instabilities and the formation of
cellular flames is very significant, captured by Tober’s proposed Lewis number correction.

• Can the BLF model, by coupling to CFD software, be extended to predict flashback limits in new burner
concepts? Can the effect of an underlying adverse pressure gradient in diffuser geometries be separated
from the effect of flame backpressure in the prediction of turbulent flow separation and flashback?

The BLF model was coupled to a commercial CFD code to be able to apply it to general geometries. The per-
formance of turbulence models for diffuser flows was studied. The Standard k-ω (SKW) and the Shear Stress
Transport k-ω (SST) models perform very well. The Reynolds Stress Model (RSM) is also a suitable model to
predict anisotropic turbulence, but should only be used for diffusers with small opening angles.
A fast and simple method to extract and use the flow data has been implemented. A way to fit the boundary
layer mean velocity profile and produce customized separation criterions using the generalized Stratford cri-
terion has been proposed and implemented showing good results. The BLF+CFD model performs very well
for the channel case.
In the diffusers, the BLF+CFD has been implemented by separating the effects of the underlying pressure
gradient and the backpressure effect of the flame. This gives results which agree partly with the experimental
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conclusions of Eichler. The shape of the mean velocity profile does not seem to have a large effect on flash-
back propensity but including the underlying pressure gradient in the backpressure expression does increase
flashback propensity markedly. The turbulent flame speed needs to be tuned to reproduce the flashback
limits in the diffuser, suggesting that there is still an effect of the adverse pressure gradient that needs to be
investigated further.

6.1. Recent research and the limits of the BLF model
Recently new numerical studies on confined BLF in channels have been carried out at TU Munich.

In 2018 Endres and Sattelmayer [17] used Large Eddy Simulation (LES) with finite rate chemistry to simu-
late the flush wall stabilized turbulent premixed hydrogen flame in a 3-dimensional channel. The flashback
limits from Eichler were accurately reproduced. The authors observed recirculation regions in front of the
flame without flashback occurring. Flashback only occurred when the recirculation height significantly ex-
ceeded the quenching distance of the flame.

In August 2019 Endres and Sattelmayer [18] published a similar LES study focusing on the effect of oper-
ational pressure on confined flashback, which had not been studied before. They found that the flashback
propensity increases with increasing pressure. At the same time, the size of the averaged separation zone in
front of the flame, averaged flow deflection and the average turbulent flame speed decrease which should
decrease flashback propensity. The quenching distance however decreases with increasing pressure increas-
ing flashback propensity. This suggests that confined flame flashback is more complex than what is currently
assumed in the BLF model, although it is not confirmed by experiments yet. The BLF model assumes that
flashback propensity is a sole function of the size and shape of the backpressure effect and the resulting flow
deflection and does not take into account the role of the variable quenching distance.

Endres and Sattelmayer also claim that the Stratford criterion is not valid for flame induced flow separa-
tion. The criterion is derived for a uniform pressure profile across the height of the channel while, in front
of the flame, the wall-normal pressure profile is not uniform. They also note that the pressure rise ahead
of the flame is overestimated by the one-dimensional treatment of the two-dimensional backpressure effect.
Table 6.1 shows the values of pressure rise from the study compared to Hoferichter’s results. The approximate
pressure values from this work using the generalized separation criterion results from Fig. 4.9 are also shown,
showing that they are closer to the LES simulations.

Table 6.1: Values for the pressure increase in front of the channel confined flame in two iterations of the BLF model vs. the LES simula-
tions by Endres and Sattelmayer [18].

Ubulk [m/s] 10 20 30
φ [-] 0.38 0.55 0.7

Endres & Sattelmayer (LES) [18] ∆p [Pa] 5.5 22.9 63.7
This work ∆p [Pa] 10 43 75

Hoferichter [24] ∆p [Pa] 32.2 106.4 214.3
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6.2. Recommendations
Recent findings by TU Munich on the influence of pressure on confined boundary layer flashback indicate
that the BLF model might need to be updated accordingly. While it does a good job of describing the effects
of fuel composition and preheating, and is able to capture the effect of adverse pressure gradients with some
tuning, it assumes increased flashback propensity is always linked to increased flow separation tendency.
The role of the quenching distance should be the focus of new modelling efforts for validation at gas turbine
relevant pressures. The effect of operational pressure needs to be further investigated.

The increased flashback propensity in terms of critical gradients in the diffuser flows versus the channel
seems to be linked to differences in the time-resolved near-wall turbulence. Both reactive and isothermal
diffuser flow should be studied further, experimentally and numerically, with the goal of describing the in-
creased flashback propensity in adverse pressure gradient flow.
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A
Appendix

A.1. Supplementary notes
A.1.1. Coefficients for polynomial fits
In the original confined boundary layer flashback model, Hoferichter [24] uses Eq. (3.24) to fit experimental
data for streamwise turbulent velocity fluctuations u′. The coefficients are:

a0 = 2.661

a1 =−7.211

a2 = 7.600

a3 =−2.900

a4 = 0.472

a5 =−0.028

A.1.2. Flame stretch with isotropic turbulence
The flame stretch rate κ is defined as the normalized temporal change of flame surface area AF [24]:

κ= 1

AF

d AF

d t
(A.1)

Flame stretch due to flow strain is further divided into a mean component and turbulent component
κstrain = κmean +κturb such that:

κ= κmean +κturb +κcurv (A.2)

Assuming isotropic turbulence Hoferichter uses the following simplified expression for κmean from Chong et
al. [58]:

κmean = 2

3

∂ui

∂xi
(A.3)

By further assuming incompressible fully developed flow, κmean is zero. For the turbulent contribution to
strain rate Hoferichter uses the Intermittent Turbulent Net Flame Stretch (ITNFS) model by Meneveau and
Poinsot [37]:

κturb = ΓK
ε

k
(A.4)

with turbulent dissipation rate ε= u′3/Λ and turbulent kinetic energy k = 3
/

2u′2:

κturb = 2

3
ΓK

u′

Λ
(A.5)

with the turbulence macroscaleΛ based on the hydraulic diameter:

Λ= 0.07Dh (A.6)
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valid for turbulent duct flows [24] and an efficiency function, also from Meneveau and Poinsot [37]:

log10(ΓK ) = −1

s +0.4
e−(s+0.4) + (1−e−(s+0.4))

(
2

3

(
1−0.5e

(−(u′/Sl ,0)1/3))
s −0.11

)
(A.7)

with

s = log10

(
Λ

δF

)
(A.8)

Finally, Hoferichter uses the following expression from Veynante et al. [64]:

κcurv ≈ Sl ,0
0.5− c

L
(A.9)

where c is the Reynolds averaged reaction progress variable and L is the flame wrinkling length, given by Bray
[10] as

L =ΛSl ,0

u′ (A.10)

resulting in

κcurv ≈
u′ ( 1

2 − c
)

Λ
= 1

2

u′

Λ
(A.11)

as the maximum absolute value since Hoferichter states that the maximum flame stretch rate will be found
at the beginning and end of the reaction (c = 0 and c = 1). Hoferichter’s final expression for the total flame
stretch rate κ is then

κ= 2

3
ΓK

u′

Λ
+ 1

2

u′

Λ
(A.12)

A.1.3. Flame stretch with anisotropic turbulence
The original confined boundary layer flashback model from Hoferichter (cf. section 3.3) includes Eq. (A.3)
for the mean strain rate:

κmean = 2

3

∂ui

∂xi

and Eq. (A.5) for the turbulent strain rate, assuming isotropic turbulence:

κturb = ΓK
ε

k
= 2

3
ΓK

u′

Λ

Tober [59] noted that the turbulence in the channel is anisotropic. Chong et al. define the strain rate as:

κstrain = κmean +κturb (A.13)

κmean = (
δi j −ni n j

) ∂ui

∂x j
(A.14)

κturb = (
δi j −ni n j

) ∂u′
i

∂x j
(A.15)

where ni n j =
u′

i u′
j

2k resulting in

κmean = ∂ui

∂xi
−

u′
i u′

j

2k

∂ui

∂x j

=
(
∂u

∂x
+ ∂v

∂y
+ ∂w

∂z

)
− 1

2k

[
u′u′ ∂u

∂x
+u′v ′ ∂u

∂y
+u′w ′ ∂u

∂z

+ v ′u′ ∂v

∂x
+ v ′v ′ ∂v

∂y
+ v ′w ′ ∂v

∂z

+w ′u′ ∂w

∂x
+w ′v ′ ∂w

∂y
+w ′w ′ ∂w

∂z

]
(A.16)
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By taking into account symmetry around the z-axis in the channel, incompressibility and that the flow is fully
developed Tober crosses out terms and arrives at

κmean =−u′v ′

2k

∂u

∂y
(A.17)

The anisotropic turbulent strain rate can again be modeled using the Intermittent Turbulent Net Flame
Stretch (ITNFS) model by Meneveau and Poinsot [37]:

κtur b = ΓK
ε

k
(A.18)

with the turbulent dissipation rate ε= u′v ′w ′
Λ and turbulent kinetic energy k = 1

2

(
u′u′+ v ′v ′+w ′w ′

)
.

A.1.4. Flame instabilities and flame speed of cellular flames
Two mechanisms are responsible for the instability of lean premixed hydrogen flames: the hydrodynamic
Darrieus Landau (DL) instability and thermo-diffusive instabilities. The DL instability can be explained by
the expansion of incoming reactant flow in front of the flame due to a temperature jump and flow expansion
over the flame front. If the flame front is perturbed the reactant flow expands sooner where the flame front is
convex, and diverges towards the concave areas. This causes the reactant velocity to decrease locally in front
of the convex bulge but increase where the flow is concave, which affects the local flame propagation and
drives the instability by curving the flame front even more.

Figure A.1 from Poinsot and Veynante [46] illustrates thermo-diffusive instability. It is caused by unequal

Figure A.1: Illustration of thermo-diffusive instabilities. The grey arrows represent diffused heat, the white arrows represent diffused
mass. Source: Poinsot and Veynante [46].

thermal (α) and mass (D) diffusivities. The ratio between these two diffusivities is called the Lewis number:

Le = α

D

At a convex part of the flame front, the heat flux into the preheat zone is diverging which lowers the flame
speed. However, the diffusion of reactants from the preheat zone into the reaction zone is convergent which
increases flame speed. The ratio of thermal diffusivity to mass diffusivity captured by the Lewis number will
determine the net effect of the two competing effects of flame curvature. For Le < 1 the net result is an in-
crease of laminar flame speed. For concave parts of the flame fronts, if Le < 1, the net result is a local decrease
of laminar flame speed due to an opposite curvature. Therefore Le < 1 always results in growth of perturba-
tions and an unstable flame front. If Le > 1 the flame front will instead straighten out and is therefore stable.

Tober mentions that that thermo-diffusive instabilities are more important than hydrodynamic instabil-
ities for lean hydrogen-air mixtures with Le < 1. The Markstein number Ma = LM

δ f
also plays a role since it
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determines the stability with regards to stretch rate. Negative Markstein numbers will contribute to instabil-
ity by increasing the stretched laminar flame speed for positive stretch rates. Conversely, positive Markstein
lengths contribute to a stable flame front [8].

In the case of lean hydrogen-air flames, a negative Markstein length and a Lewis number less than unity
will both contribute to an unstable flame front. Tober notes that lean hydrogen-air mixtures will form a stable
cellular flame structure. Stable cellular flame structures are formed where the most diffusive component in
the fuel-air mixture is also the deficient component, according to Hertzberg [23]. In hydrogen-air mixtures
the hydrogen is the most diffusive component and thus stable cellular flame structures will form at lean con-
ditions. For most other fuels the most diffusive component is oxygen and in those cases, the instability will
lead to a cellular flame structure only for rich mixtures.

The flame instabilities and the switch to a cellular flame structure will result in an increased turbulent
burning velocity. To include this effect in the BLF model, Tober suggests a modification using a correlation
from Kadowaki’s data [29] given by Eq. (3.36). He calls this modification the Lewis number correction. Tober
suggests that this data can be used in the range of 0.5 ≤ Le ≤ 1. Above Le = 1 the lean hydrogen-air flames do
not show a cellular flame structure. Below Le = 0.5 Tober assumes that the cellular flame self-stabilizes and
the trend levels off, so the value at Le = 0.5 is used for Le ≤ 0.5.

St ,corrected = St

[
0.6052

(
1

Le

2)
−1.1314

(
1

Le

)
+1.5224

]

A.1.5. How to output profiles from Fluent
In section 5.1, the Fluent solution data was processed using a Python interpolation scheme written by Tober
[59]. The solution data was interpolated from the mesh nodes to the desired cross-sectional profiles. In
section 5.2 the interpolation is done in Fluent using the profile export option. This built-in method is fast and
easy to use:

• In Fluent’s post-processing environment: create a surface at the desired location.

• Choose File - Export - Profile, select your surface, select the desired values and save as .prof or .csv

• Change the file ending manually from .prof to .txt

A.2. Codes
A.2.1. Functions
Function: LFS.py
Author: J. Tober (2019)
Description: The function calculates the unstretched laminar flame speed based on Eq. (3.28) and uses coef-
ficients tabulated by Hoferichter [24] in LaminarFlameSpeed.txt. The coefficients are based on experimental
values for room temperature mixtures and one dimensional free flame simulations (in Cantera [21]) at pre-
heated temperatures.

1 import numpy as np
2 import math
3 A = np . ndarray ( shape =(20 ,25 ,5) )
4
5 file_name="LaminarFlameSpeed"
6 f =open( file_name+" . t x t " , ’ r+ ’ )
7 l i n e s = f . readlines ( )
8
9 for l in range ( len ( l i n e s ) ) :

10 l i n e s _ s p l i t = l i n e s [ l ] . s p l i t ( )
11 P = math . f l o o r ( l /20)
12 L = l − P*20
13 A[ L , 0 : 2 5 , P] = l i n e s _ s p l i t
14
15 def i n t e r ( phi , T , p) :
16 i = math . f l o o r ( ( phi − 0.35) /0.05)
17 i f i > −1:
18 j = math . f l o o r ( ( T − 273) / 2 5 . )
19 i f p>=7:
20 k=3
21 else :
22 k=math . f l o o r ( ( p−1) / 2 . )
23 p _ l i s t = [ 1 , 3 , 5 , 7 , 2 0 ]
24 i = i n t ( i )
25 j = i n t ( j )
26 k = i n t ( k )
27 S_l0 = A[ i , j , k ] + ( phi−(0.35+ i * 0 . 0 5 ) ) / ( 0 . 0 5 ) * (A[ i +1 , j , k]−A[ i , j , k ] ) \
28 + (T−(273+ j * 2 5 . ) ) / ( 2 5 . ) * (A[ i , j +1 ,k]−A[ i , j , k ] ) + (p−p _ l i s t [ k ] ) /\
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29 ( p _ l i s t [ k+1]−p _ l i s t [ k ] ) * (A[ i , j , k+1]−A[ i , j , k ] )
30 else :
31 j = math . f l o o r ( ( T − 273) / 2 5 . )
32 i =0
33 i f p>=7:
34 k=3
35 else :
36 k=math . f l o o r ( ( p−1) / 2 . )
37 p _ l i s t = [ 1 , 3 , 5 , 7 , 2 0 ]
38 i = i n t ( i )
39 j = i n t ( j )
40 k = i n t ( k )
41 S_l0 = A[ i , j , k ] + ( phi−(0.35+ i * 0 . 0 5 ) ) / ( 0 . 0 5 ) * (A[ i +1 , j , k]−A[ i , j , k ] ) \
42 + (T−(273+ j * 2 5 . ) ) / ( 2 5 . ) * (A[ i , j +1 ,k]−A[ i , j , k ] ) + (p−p _ l i s t [ k ] ) /\
43 ( p _ l i s t [ k+1]−p _ l i s t [ k ] ) * (A[ i , j , k+1]−A[ i , j , k ] )
44 i f S_l0 < 0 :
45 phi = 0.3
46 S_l0 = A[ i , j , k ] + ( phi−(0.35+ i * 0 . 0 5 ) ) / ( 0 . 0 5 ) * \
47 (A[ i +1 , j , k]−A[ i , j , k ] ) + (T−(273+ j * 2 5 . ) ) / ( 2 5 . ) * \
48 (A[ i , j +1 ,k]−A[ i , j , k ] ) + (p−p _ l i s t [ k ] ) /( p _ l i s t [ k+1]−p _ l i s t [ k ] ) \
49 * (A[ i , j , k+1]−A[ i , j , k ] )
50 S_l0 = 0.5 * S_l0
51 return ( S_l0 )

Function: onedfs.py
Author: O.H. Bjornsson (2019)
Description: The function gets the unstretched laminar flame speed based on one dimensional free flame
simulations using Cantera [21] and the reaction mechanism of Ó Conaire [40].

1 # −*− coding : utf−8 −*−
2 """
3 Get one dimensional free flame flame speeds using the reaction mechanism
4 from O’ Contaire
5 """
6 import cantera as ct
7 def onedfs ( phi , Tin , p) :
8 # reactants = ’H2: 1 . 1 , O2: 1 , AR: 5 ’ # premixed gas composition
9 reactants = ’H2: ’+ s t r (2* phi ) + ’ , O2: 1 , N2: 3 . 7 6 ’

10 # reactants = ’H2: ’ + s t r (2* phi ) + ’ , O2: 1 , AR: 3 . 7 6 ’
11
12 width = 0.03 # m
13 l o g l e v e l = 1 # amount of diagnostic output (0 to 8)
14
15 # IdealGasMix object used to compute mixture properties ,
16 # set to the s t a t e of the
17 # upstream fuel−a i r mixture
18 #gas = ct . Solution ( ’ h2o2 . xml ’ )
19 #gas = ct . Solution ( ’ gri30 . xml ’ )
20 #gas = ct . Solution ( ’UCSD. xml ’ )
21 gas = ct . Solution ( \ ’C: / Users/O.H. Bjornsson /Google Drive / Drive Delft / ’ \
22 ’H2 Flashback /OConaire Reaction Mechanism/chem. c t i ’ )
23 gas . TPX = Tin , p , reactants
24
25 # Set up flame object
26 f = ct . FreeFlame ( gas , width=width )
27 f . s e t _ r e f i n e _ c r i t e r i a ( r a t i o =3 , slope =0.06 , curve =0.12)
28 # f . show_solution ( )
29
30 # Solve with mixture−averaged transport model
31 # f . transport_model = ’Mix ’
32
33 # f . solve ( l o g l e v e l = lo gl ev el , auto=True )
34
35 # Solve with the energy equation enabled
36 # f . save ( ’ h2_adiabatic . xml ’ , ’mix ’ , \
37 # ’ solution with mixture−averaged transport ’ )
38 # f . show_solution ( )
39 # print ( ’ mixture−averaged flamespeed = { 0 : 7 f } m/ s ’ . format ( f . u [ 0 ] ) )
40
41 # Solve with multi−component transport properties
42 f . transport_model = ’ Multi ’
43 # f . solve ( l o g l e v e l ) # don ’ t use ’ auto ’ on subsequent solves
44 f . solve ( l o g l e v e l = lo gl ev el , auto=True )
45 # f . show_solution ( )
46 # print ( ’ multicomponent flamespeed = { 0 : 7 f } m/ s ’ . format ( f . u [ 0 ] ) )
47 # f . save ( ’ h2_adiabatic . xml ’ , ’ multi ’ , \
48 # ’ solution with multicomponent transport ’ )
49
50 ## write the velocity , temperature , density ,
51 ## and mole f r a c t i o n s to a CSV f i l e
52 # f . write_csv ( ’ h2_adiabatic . csv ’ , quiet=False )
53 flamespeed = f . u [ 0 ]
54 return ( flamespeed )
55
56 onedfs (0.5 ,293 ,101325)

Function: FINALdataANISOTROPY.py
Author: J. Tober (2019)
Description: Function to import and sort solution data from Fluent. Based on a chosen x-location (stream-
wise) in the channel geometry, the function interpolates the solution data and outputs data on the cross-
sectional profile. This code is meant for RSM solution data with anisotropic turbulence. Note that you can
also interpolate the solution data to cross-sectional profile using the built in profile exporter in Fluent. The
built in profile exporter was used in the final version of the BLF+CFD code.

1 #def CFDDATA( T_input , phi_input , data_number ) :
2 def CFDDATA( T_input , U_inlet ) :
3 # T_input = 293
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4 # phi_input = 0.35
5 # data_number = ’0020 ’
6
7 # data_name = s t r ( T_input ) +’−’+ s t r ( i n t (100* phi_input ) ) +’−0−’\
8 # + s t r ( data_number )
9

10 # f =open ( ’C: / Users/ tober /Desktop/EPT/H2 Flashback /CFD COUPLING/EXTRA−RSM/\
11 # ’+ s t r ( T_input ) + ’K/ ’+data_name , ’ r + ’)
12 f =open( ’C: / Users/O.H. Bjornsson /CFD Laptop/19−1−24 Test r e s u l t s /T ’ \
13 + s t r ( T_input ) + ’K/ ’+ s t r ( U_inlet ) + ’ms ’ , ’ r+ ’ )
14 lines_data= f . readlines ( )
15
16
17 ### Creating l i s t s
18 Lines = [ ]
19 NODE = [ ]
20 X = [ ]
21 Y = [ ]
22 PABS = [ ]
23 U = [ ]
24 K = [ ]
25 UURS = [ ]
26 VVRS = [ ]
27 WWRS = [ ]
28 UVRS = [ ]
29 EPS = [ ]
30 # S = [ ]
31 DUDX = [ ]
32 DVDX = [ ]
33 DUDY = [ ]
34 DVDY = [ ]
35 DPDX = [ ]
36 DPDY = [ ]
37
38 for i in range ( 1 , len ( l ines_data ) , 1 ) :
39 Lines . append( l ines_data [ i ] . s p l i t ( ’ ’ ) )
40 Lines [ i−1] = l i s t ( f i l t e r (None, Lines [ i −1]) )
41 DPDY. append( f l o a t ( Lines [ i −1][−2]) )
42 DPDX. append( f l o a t ( Lines [ i −1][−3]) )
43 DVDY. append( f l o a t ( Lines [ i −1][−4]) )
44 DUDY. append( f l o a t ( Lines [ i −1][−5]) )
45 DVDX. append( f l o a t ( Lines [ i −1][−6]) )
46 DUDX. append( f l o a t ( Lines [ i −1][−7]) )
47 # S . append( f l o a t ( Lines [ i −1][−8]) )
48 EPS . append( f l o a t ( Lines [ i −1][−11]) )
49 UVRS. append( f l o a t ( Lines [ i −1][−12]) )
50 WWRS. append( f l o a t ( Lines [ i −1][−13]) )
51 VVRS . append( f l o a t ( Lines [ i −1][−14]) )
52 UURS. append( f l o a t ( Lines [ i −1][−15]) )
53 K. append( f l o a t ( Lines [ i −1][−16]) )
54 U. append( f l o a t ( Lines [ i −1][−19]) )
55 PABS . append( f l o a t ( Lines [ i −1][−21]) )
56 Y . append( f l o a t ( Lines [ i −1][−23]) )
57 X . append( f l o a t ( Lines [ i −1][−24]) )
58 NODE. append( f l o a t ( Lines [ i −1][−25]) )
59
60
61 ### Required data on l i s t of points
62 x_loc = 0.2
63 number_of_points = 50
64 XREQ = [ x_loc ] * number_of_points
65 YREQ = l i s t ( range ( 5 , number_of_points +5 ,1) )
66 # YREQ [ : ] = [ j * 6.67*10**−5 for j in YREQ]
67 YREQ [ : ] = [ j * 1*10**−5 for j in YREQ]
68 PABSREQ = [ ]
69 KREQ = [ ]
70 UUREQ = [ ]
71 VVREQ = [ ]
72 WWREQ = [ ]
73 UVREQ = [ ]
74 EPSREQ = [ ]
75 DUDXREQ = [ ]
76 DVDXREQ = [ ]
77 DUDYREQ = [ ]
78 DVDYREQ = [ ]
79 DPDXREQ = [ ]
80 DPDYREQ = [ ]
81
82 import numpy as np
83 for k in range ( 0 , len (XREQ) , 1 ) :
84 D = [ ]
85 for l in range ( 0 , len (NODE) , 1 ) :
86 d = ( (YREQ[ k]−Y [ l ] ) **2 + (XREQ[ k]−X[ l ] ) **2 ) * * 0 . 5
87 D. append(d)
88 ZIP = l i s t ( zip (NODE,D) )
89 ZIPSORT = l i s t ( sorted ( ZIP , key=lambda x : x [ 1 ] ) )
90 X1 = X[ i n t (ZIPSORT [ 0 ] [ 0 ] )−1]
91 X2 = X[ i n t (ZIPSORT [ 1 ] [ 0 ] )−1]
92 Y1 = Y [ i n t (ZIPSORT [ 0 ] [ 0 ] )−1]
93 Y2 = Y [ i n t (ZIPSORT [ 1 ] [ 0 ] )−1]
94 VECTOR2R = np . array ( [XREQ[ k]−X2 ,YREQ[ k]−Y2 ] )
95 VECTOR21 = np . array ( [ X1−X2 , Y1−Y2 ] )
96 PART1 = np . inner (VECTOR2R, VECTOR21) / (np . l i n a l g .norm(VECTOR21) ) **2
97 PART2 = 1 − np . inner (VECTOR2R, VECTOR21) / \
98 (np . l i n a l g .norm(VECTOR21) ) **2
99 KREQ. append(K[ i n t (ZIPSORT [ 0 ] [ 0 ] ) −1]*PART1 + \

100 K[ i n t (ZIPSORT [ 1 ] [ 0 ] ) −1]*PART2)
101 PABSREQ. append(PABS[ i n t (ZIPSORT [ 0 ] [ 0 ] ) −1]*PART1 + \
102 PABS[ i n t (ZIPSORT [ 1 ] [ 0 ] ) −1]*PART2)
103 UUREQ. append(UURS[ i n t (ZIPSORT [ 0 ] [ 0 ] ) −1]*PART1 + \
104 UURS[ i n t (ZIPSORT [ 1 ] [ 0 ] ) −1]*PART2)
105 VVREQ. append(VVRS[ i n t (ZIPSORT [ 0 ] [ 0 ] ) −1]*PART1 + \
106 VVRS[ i n t (ZIPSORT [ 1 ] [ 0 ] ) −1]*PART2)
107 WWREQ. append(WWRS[ i n t (ZIPSORT [ 0 ] [ 0 ] ) −1]*PART1 + \
108 WWRS[ i n t (ZIPSORT [ 1 ] [ 0 ] ) −1]*PART2)
109 UVREQ. append(UVRS[ i n t (ZIPSORT [ 0 ] [ 0 ] ) −1]*PART1 + \
110 UVRS[ i n t (ZIPSORT [ 1 ] [ 0 ] ) −1]*PART2)
111 EPSREQ. append(EPS [ i n t (ZIPSORT [ 0 ] [ 0 ] ) −1]*PART1 + \
112 EPS [ i n t (ZIPSORT [ 1 ] [ 0 ] ) −1]*PART2)
113 DUDXREQ. append(DUDX[ i n t (ZIPSORT [ 0 ] [ 0 ] ) −1]*PART1 + \
114 DUDX[ i n t (ZIPSORT [ 1 ] [ 0 ] ) −1]*PART2)
115 DVDXREQ. append(DVDX[ i n t (ZIPSORT [ 0 ] [ 0 ] ) −1]*PART1 + \
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116 DVDX[ i n t (ZIPSORT [ 1 ] [ 0 ] ) −1]*PART2)
117 DUDYREQ. append(DUDY[ i n t (ZIPSORT [ 0 ] [ 0 ] ) −1]*PART1 + \
118 DUDY[ i n t (ZIPSORT [ 1 ] [ 0 ] ) −1]*PART2)
119 DVDYREQ. append(DVDY[ i n t (ZIPSORT [ 0 ] [ 0 ] ) −1]*PART1 + \
120 DVDY[ i n t (ZIPSORT [ 1 ] [ 0 ] ) −1]*PART2)
121 DPDXREQ. append(DPDX[ i n t (ZIPSORT [ 0 ] [ 0 ] ) −1]*PART1 + \
122 DPDX[ i n t (ZIPSORT [ 1 ] [ 0 ] ) −1]*PART2)
123 DPDYREQ. append(DPDY[ i n t (ZIPSORT [ 0 ] [ 0 ] ) −1]*PART1 + \
124 DPDY[ i n t (ZIPSORT [ 1 ] [ 0 ] ) −1]*PART2)
125
126
127 ### Location of x_m, in front of location of i n t e r e s t ,
128 ### also p_m and u_max centerl ine
129 ZIP3 = l i s t ( zip (NODE, X , PABS) )
130 ZIPSORT3 = l i s t ( sorted ( ZIP3 , key=lambda x : x [ 1 ] ) )
131 i i i = 0
132 while f l o a t (ZIPSORT3 [ i i i ] [ 1 ] ) − x_loc <0:
133 i i i = i i i +1
134
135 PABS_min = 100000000
136 for j j j in range ( 0 , i i i , 1 ) :
137 i f ZIPSORT3 [ j j j ] [ 2 ] < PABS_min :
138 PABS_min = ZIPSORT3 [ j j j ] [ 2 ]
139 J J J = j j j
140 x_min = ZIPSORT3 [ J J J ] [ 1 ]
141
142
143 ### Centerline
144 Xcenterline = [ x_min ] * 500
145 YY = l i s t ( range (1 ,501 ,1) )
146 YY [ : ] = [ j * 0.0175/500. for j in YY]
147 U_centerline = 0
148
149 for l in range ( 0 , len ( Xcenterline ) , 1 ) :
150 D = [ ]
151 for k in range ( 0 , len (NODE) , 1 ) :
152 d = ( (YY[ l ]−Y [ k ] ) **2 + ( Xcenterline [ l ]−X[ k ] ) **2 ) * * 0 . 5
153 D. append(d)
154 ZIP2 = l i s t ( zip (NODE,D) )
155 ZIPSORT2 = l i s t ( sorted ( ZIP2 , key=lambda x : x [ 1 ] ) )
156 i f (U[ i n t (ZIPSORT2 [ 0 ] [ 0 ] ) −1]) > U_centerline :
157 U_centerline = U[ i n t (ZIPSORT2 [ 0 ] [ 0 ] )−1]
158
159 return (YREQ,KREQ,UUREQ,VVREQ,WWREQ,UVREQ, EPSREQ,PABSREQ, \
160 DUDXREQ,DVDXREQ,DUDYREQ,DVDYREQ,DPDXREQ,DPDYREQ, \
161 U_centerline , PABS_min , x_min , x_loc )
162 # return (KREQ,UUREQ,VVREQ,WWREQ,UVREQ, EPSREQ,PABSREQ,DUDXREQ, \
163 # DVDXREQ,DUDYREQ,DVDYREQ,DPDXREQ,DPDYREQ, x_loc )

A.2.2. BLF model with the generalized Stratford criterion
Code: BLFmodel generalizedcriterion.py
Author: O.H. Bjornsson (2019)
Description: BLF model including the generalized Stratford criterion from section 4.2.

1 import numpy as np
2 from scipy . optimize import f s o l v e # To solve non−l i n e a r equations
3 import cantera as ct # To get mixture properties
4 import LFS as LFS # Function to calculate laminar flame speed from polynomial
5 import matplotlib . pyplot as p l t
6 from onedfs import onedfs # Function to simulate 1−d laminar flame speed
7
8 no = 24 # no of flashback points required from model for each case
9 def BLFmodel(C, PRINT , no) : # Function to solve the non−l i n e a r BLF model

10
11 ### Create empty l i s t s
12 T_ad_l ist = [ ] ; p h i _ l i s t = [ ] ; S _ l 0 _ l i s t = [ ] ; S _ l s _ l i s t = [ ] ; Lm_list = [ ]
13 L e _ l i s t = [ ] ; L E _ l i s t = [ ] ; RHS_list = [ ] ; s t r a t _ l i s t = [ ]
14 kappa_list = [ ] ; U_FB_bar_list = [ ] ; u _ f l u c _ l i s t = [ ]
15 k a p pa _ r a t i o _ l i s t = [ ] ; R e _ l i s t = [ ] ; K a _ l i s t = [ ] ; T I _ x _ l i s t = [ ]
16 T I _ y _ l i s t = [ ] ; T I _ l o c _ l i s t = [ ] ; f l a m e _ x _ l i s t = [ ] ; f l a m e _ y _ l i s t = [ ]
17 Local_Error_List = [ ] ; dpdxmax_list = [ ] ; c p _ l i s t = [ ]
18 u _ f l u c _ t a u _ l i s t = [ ] ; y _ p l u s _ l i s t = [ ]
19
20
21 ### S t a r t i n g the loops (mm for d i f f e r e n t cases , m for d i f f e r e n t phi )
22 for mm in range ( 1 , 5 , 1 ) :
23 phi_varied = np . linspace ( 0 . 2 , 1 , no)
24 for stak in phi_varied :
25
26 phi = stak
27 i f mm==1:
28 T_u = 293
29 GEOMETRY = 1
30 i f mm==2:
31 T_u = 473
32 GEOMETRY = 1
33 i f mm==3:
34 T_u = 673
35 GEOMETRY = 1
36 i f mm==4:
37 T_u = 293
38 GEOMETRY = 2
39
40 p_u = 101325
41 R = 8.314
42 Ea = 125604. # Activation energy (mean value from l i t e r a t u r e )
43 Le_O2 = 2.32
44 Le_H2 = 0.33
45 gamma2 = 1 .
46
47 h = 0.0175 # Height of the channel
48 w = 0.157 # Width of the channel
49 i f GEOMETRY==1: # Channel
50
51 C = 1.05 # Used to override the C
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52 # taken as input to the function
53
54 D_h = 4*(h*w) /2/(h+w) # Hydraulic diameter
55 #D_h = ( (w*h) /3.14) * * 0 . 5 * 2# Incorrect hydraulic diameter
56 # used in the previous i t e r a t i o n
57 # of the BLF model
58 i f GEOMETRY==2: # Tube
59 C = 1.05 # Used to override the C
60 D_h = 0.04 # taken as input to the function
61
62 ### An equilibrium reaction ( with Cantera ) r e s u l t s in burned properties
63 # Uncomment to use gri30 reaction mechanism :
64 #gas1 = ct . Solution ( ’ gri30 . xml ’ )
65
66 # Uncomment to use O Conaire reaction mechanism :
67 H2_RM_path = ( ’C: / Users/O.H. Bjornsson /Google Drive / Drive Delft / ’ \
68 ’H2 Flashback /OConaire Reaction Mechanism/chem. c t i ’ )
69 gas1= ct . Solution (H2_RM_path)
70
71 # Set up mixture at the appropriate equivalence r a t i o
72 mix = ’H2: ’+ s t r (2* phi ) + ’ , O2: 1 , N2: 3 . 7 6 ’
73 gas1 . transport_model = ’ Multi ’ # ’ Multi ’ or ’Mix ’
74 gas1 . X = mix
75 gas1 . TP = T_u , p_u
76 rho_u = gas1 .TD[ 1 ]
77 cp_u = gas1 . cp_mass
78 lambda_u = gas1 . thermal_conductivity
79 LE = lambda_u / (np . dot ( ( gas1 . X) , ( gas1 . mix_diff_coeffs_mole ) ) \
80 * rho_u *cp_u )
81 mu_u = gas1 . v i s c o s i t y
82 thermal_diff_u = lambda_u / ( rho_u * cp_u )
83 gas1 . e q u i l i b r a t e ( ’HP ’ , solver= ’ gibbs ’ )
84 cp_b = gas1 . cp_mass
85 lambda_b = gas1 . thermal_conductivity
86 T_ad = gas1 . T
87 rho_b = gas1 .TD[ 1 ]
88 thermal_diff_b = lambda_b / ( rho_b * cp_b )
89
90 S_l0 = LFS . i n t e r ( phi , T_u , p_u*10**(−5) ) # Uncomment for polynomial
91 #S_l0 = onedfs ( phi , T_u , p_u ) # Uncomment to use 1−d flame simulation
92
93 sigma = rho_u / rho_b
94 gamma1 = sigma
95 d e l t a f = 2*lambda_u / ( rho_u * cp_u * S_l0 )
96 beta = Ea * ( T_ad − T_u) /(R*T_ad * * 2 )
97 A = 1+ beta *(1/ phi−1)
98 Le = 1+ (Le_O2 − 1 + A* ( Le_H2−1)) /(1+A)
99 a l f a = gamma1 + 0.5* beta * ( Le−1)*gamma2

100 Lm = d e l t a f * ( al fa−(sigma−1) * (gamma1/sigma ) ) # Markstein length
101 l _ t = 0.07 * D_h
102 s = np . log10 ( l _ t / d e l t a f )
103
104 error = 10
105 count = 0
106 U_FB = 1
107
108 while abs ( error ) >0.01:
109 def equation1 ( eq1 ) :
110 u_tau = eq1
111 i f GEOMETRY ==1:
112 return ( ( U_FB−2.4*u_tau ) /u_tau −\
113 (1/0.41 * np . log ( ( h/ 2 . * u_tau ) \
114 /(mu_u/rho_u ) ) + 5 − 1/0.41) )
115 i f GEOMETRY ==2:
116 return ( u_tau **2 − (0.03955 * (U_FB−2.4*u_tau ) * * ( 7 / 4 . ) \
117 * (mu_u/rho_u ) * * ( 1 / 4 . ) \
118 * (D_h) **(−1/4.) ) )
119 u_tau = f s o l v e ( equation1 , 0 . 1 , x t o l =1.49012e−2)
120 S_t = 0
121 imax = 50
122 for i in range ( 5 , imax , 1 ) :
123 y = i * (mu_u/ ( rho_u * u_tau ) )
124 u_fluc = u_tau *(2.661 − 7.211*np . log ( u_tau * y * rho_u/mu_u) \
125 + 7.600*np . log ( u_tau * y * rho_u/mu_u) **2\
126 − 2.900*np . log ( u_tau * y * rho_u/mu_u) **3\
127 + 0.472*np . log ( u_tau * y * rho_u/mu_u) **4\
128 − 0.028*np . log ( u_tau * y * rho_u/mu_u) * * 5 )
129
130 # MODIFICATION: J a i n s k i ’ s f luctuat ion
131 # u_fluc = u_tau*(−0.000000015613432*(u_tau * y *\
132 # rho_u/mu_u) **6 + 0.000002729809731*( u_tau * y *\
133 # rho_u/mu_u) **5
134 # − 0.000172250265584*( u_tau *\
135 # y * rho_u/mu_u) **4 + 0.0046443496*( u_tau * y * rho_u/mu_u) **3
136 # − 0.0485448388*( u_tau * y * rho_u/mu_u) **2\
137 # + 0.1590653579*( u_tau * y * rho_u/mu_u) + 1.9742528316)
138
139 Gamma = 10**(−1/( s +0.4) *np . exp(−(s +0.4) )+(1−np . exp\
140 (−(s +0.4) ) ) *(2/3.*(1−1/2.*np . exp(−( u_fluc /\
141 S_l0 ) * * ( 1 / 3 . ) ) ) * s−0.11 ) )
142
143 # MODIFICATION: Anistropic flame stretch
144 v_f luc = u_tau *(−0.00052*( u_tau * y * rho_u/mu_u) **2 + \
145 0.045873*( u_tau * y * rho_u/mu_u) − 0.014410)
146 w_fluc = u_tau *1.4*(−0.00052*( u_tau * y * rho_u/mu_u) **2\
147 + 0.045873*( u_tau * y * rho_u/mu_u) \
148 − 0.014410)
149 k = 1/2. * ( u_fluc **2 + v_f luc **2 + w_fluc * * 2 )
150 # kappa_mean = (−0.1*np . log10 (U_FB*D_h* rho_u/mu_u) +0.91) \
151 # * u_fluc * v_f luc /(2* k ) * ( 1 / 7 . *U_FB* ( y / (h / 2 . ) ) \
152 # **(−6/7.) ) * 2 . /h
153 kappa_turb = Gamma* u_fluc * v_f luc * w_fluc / ( l _ t *k )
154 kappa_mean = 0 .
155 # kappa_turb = 2/3. * Gamma* u_fluc / l _ t
156 kappa_s = 1/2. * u_fluc / l _ t
157 kappa = (kappa_mean + kappa_turb + kappa_s )
158
159 # Calculate stretched laminar flame speed based on
160 # Markstein length Lm and flame stretch rate kappa
161 S_ls = S_l0 − kappa*Lm
162
163 ## Apply turbulence flame speed closures
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164 # With flame stretch
165 # S_t_new = ( S_ls *(1+C* ( u_fluc / S_ls ) * * 0 . 5 ) )
166 # Without flame stretch
167 S_t_new = ( S_l0 *(1+C* ( u_fluc / S_l0 ) * * 0 . 5 ) )
168
169 # MODIFICATION: Lin ’ s correlat ion
170 # S_t_new = 10.5 * S_l0 * ( Le**(−0.82) ) * ( u_fluc / S_l0 ) \
171 # **0.45 * ( l _ t / d e l t a f ) **(−0.41) * (100000/p_u ) **0.75\
172 # * (293/T_u) **(−1.33) #This i s what J o e r i wrote
173 # S_t_new = 10.5 * S_l0 * ( Le**(−0.82) ) * ( u_fluc / S_l0 ) \
174 # **0.45 * ( l _ t / d e l t a f ) **(−0.41) * ( p_u/100000) **0.75\
175 # * (T_u/298) **(−1.33) #This i s correct according to Lin
176 #
177 # Lin ’ s correlat ion from Sachin where C has to be optimized to new s t r a t f o r d condition
178 # S_t_new = C * S_ls * ( u_fluc / S_ls ) **0 .45 * ( p_u/100000) **0.84\
179 # * (T_u/298) * * 0 . 4
180
181 # MODIFICATION: Lewis correction for elevated temperatures only
182 # i f T_u > 300:
183 # i f Le < 1.0 and Le >=0.50:
184 # S_t_new = (0.6052*(1/ Le ) **2 − 1.1314*(1/ Le ) + 1.5224) * S_t_new # only v al i d down to phi = 0.5
185 # i f Le< 0 . 5 0 :
186 # S_t_new = S_t_new * 1.678
187
188 # MODIFICATION: Lewis correction for a l l temperatures
189 i f T_u > 200:
190 i f Le < 1.0 and Le >=0.50:
191 S_t_new = (0.6052*(1/ Le ) **2 − 1.1314*(1/ Le ) +\
192 1.5224) * S_t_new # only v al id down to phi = 0.5
193 i f Le < 0 . 5 0 :
194 S_t_new = S_t_new * 1.678
195
196 i f S_t_new > S_t :
197 S_t = S_t_new
198 Y = u_tau * y * rho_u / mu_u
199 kappa_FB , Gamma_FB, S_ls_FB = kappa ,Gamma, S_ls
200 u_fluc_FB = u_fluc
201 S_l0_FB = S_l0
202 S_ls_FB = S_ls
203 Ka = ( u_fluc / S_l0 ) * * ( 3 / 2 . ) * ( l _ t / d e l t a f ) **(−1/2.)
204 u_TAU = u_tau
205
206 # i f mm==1 and m==7 and count==0:
207 # u _ f l u c _ t a u _ l i s t . append( u_fluc /u_tau )
208 # y _ p l u s _ l i s t . append( y * u_tau * rho_u / mu_u)
209
210
211 ### To get dp over flame front , use mass and momentum balance
212 dp_max = rho_u * S_t **2 * ( sigma − 1)
213 dpdx = 0 .
214
215 # Hoferichter ’ s s impli f ied S t r a t f o r d ’ s
216 # turbulent BL separation c r i t e r i o n :
217 # U_FB_new = ( ( ( dp_max + dpdx * 0 . 0 1 ) * ( 2 *dp_max+dpdx * 0 . 0 1 ) * * 0 . 5 \
218 # / ( 0 . 3 9 ) ) * * ( 2 / 3 . ) * 2/rho_u ) * * 0 . 5
219
220 # Generalized S t r a t f o r d ’ s c r i t e r i o n :
221 i f mm==4: # Tube
222 n = 8 # Pick n for 1/n−th power law
223 de = 0.04/2 # Pick boundary layer thickness delta
224 # 2.120016677e−04 i s what Hoferichter uses ,
225 # which i s 0.0175/82.54652044
226 # Logical choice i s channel/pipe halfwidth
227
228 else : # Channel
229 n = 7
230 de = 0.0175/2
231
232 # Calculate r i g h t hand side of the generalized c r i t e r i o n
233 RHS = ( ( 3 * ( 0 . 4 1 * 0 . 7 3 ) * * 4 ) / ( ( n+1) *n* * 2 ) ) **0.25*(1−(3/(n+1) ) ) \
234 * * ( 0 . 2 5 * ( n−2))
235 # Calculate the centerl ine v e l o c i t y U_0
236 U_FB_new = ( ( ( dp_max/rho_u / 0 . 0 1 * * 2 ) * * ( n/4) * 0 . 0 1 * * ( 0 . 5 * ( n−1)) *2\
237 * * ( 0 . 5 * ( 0 . 5 * n+1) ) *de * * 0 . 5 ) /RHS) * * ( 2 /n)
238
239 # Define error for i t e r a t i o n of the non−l i n e a r system
240 error = U_FB_new − U_FB
241 U_FB = U_FB_new
242 count = count+1
243
244 i f Ka > 1 :
245 flame = ’ Thin reaction zone ’
246 e l i f Ka < 1 :
247 flame = ’ Corrugated flamelets ’
248 e l i f Ka > 100:
249 flame = ’ Distributed Reactions /Well−s t i r r e d Reactor ’
250
251 dpdxmax = dp_max/0.01
252
253 # Calculate bulk v e l o c i t y at flashback from the centerl ine v e l o c i t y
254 U_FB_bar = U_FB[ 0 ] − 2.4*u_TAU[ 0 ]
255
256 i f PRINT == 1 :
257 print ( ’T_u = ’ ,T_u , ’K ’ , ’ phi = ’ , round ( phi , 2 ) \
258 , ’ ’ , ’U_FB_bar = ’ , round ( U_FB_bar , 1 ) , ’m/ s ’ ,
259 ’ u_fluc_FB /S_Ls_FB = ’ , round ( u_fluc_FB [ 0 ] \
260 / S_ls_FB [ 0 ] , 1 ) , ’ ’ , ’ l _ t / d e l t a f = ’ \
261 , round ( l _ t / deltaf , 1 ) ,
262 ’ ’ , ’ y+_FB = ’ , round (Y [ 0 ] , 0 ) , ’ ’ , ’Re_h = ’ ,\
263 round ( U_FB_bar*h* rho_u/mu_u, 0 ) , ’ ’ , flame )
264 print ( ( Le**(−0.82) ) , ( u_fluc / S_l0 ) * * 0 . 4 5 , ( l _ t / d e l t a f ) **(−0.41) )
265 print ( ’ ’ )
266
267 ### F i l l l i s t s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
268 R e _ l i s t . append( round ( U_FB_bar*h* rho_u/mu_u, 0 ) )
269 K a _ l i s t . append( f l o a t (Ka) )
270 T I _ x _ l i s t . append( f l o a t ( ( (mu_u/rho_u ) **3* l _ t /( u_fluc_FB ) * * 3 ) \
271 * * ( 1 / 4 . ) / d e l t a f ) )
272 T I _ y _ l i s t . append( f l o a t ( u_fluc_FB /(2* S_l0 ) ) )
273 T I _ l o c _ l i s t . append( round ( u_fluc_FB [ 0 ] / S_ls_FB [ 0 ] , 1 ) )
274 f l a m e _ x _ l i s t . append( l _ t / d e l t a f )
275 f l a m e _ y _ l i s t . append( u_fluc_FB /S_l0_FB )
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276 p h i _ l i s t . append( phi )
277 T_ad_l ist . append( T_ad )
278 S _ l 0 _ l i s t . append( S_l0 )
279 S _ l s _ l i s t . append( S_ls )
280 Lm_list . append(1000*Lm)
281 L e _ l i s t . append( Le )
282 L E _ l i s t . append(LE)
283 kappa_list . append( kappa_FB/1000)
284 U_FB_bar_list . append( U_FB_bar )
285 u _ f l u c _ l i s t . append( u_fluc_FB )
286 k a pp a _ r a t i o _ l i s t . append(100 * 2/3. *Gamma_FB/ ( 2 / 3 . *Gamma_FB+1/2.) )
287 dpdxmax_list . append(dpdxmax)
288 c p _ l i s t . append(2*dp_max/rho_u/U_FB* * 2 )
289
290 ### Define error to get best value for C, and returning outputs −−−−−−−−−−−−−−−
291 i f mm==1:
292 U_FB_Data = 50.8502675059 * phi − 7.2760562413
293 Local_Error_List . append( abs ( U_FB_bar−U_FB_Data) /35.28)
294 i f mm==2:
295 U_FB_Data = 78.8293368674 * phi − 6.6335530372
296 Local_Error_List . append( abs ( U_FB_bar−U_FB_Data) /49.12)
297 i f mm==3:
298 U_FB_Data = 48.0853332972*np . log ( phi ) + 93.2665966307
299 Local_Error_List . append( abs ( U_FB_bar−U_FB_Data) /84.69)
300 i f mm==4:
301 U_FB_Data = 48.1158091256* phi − 6.6807553719
302 Local_Error_List . append( abs ( U_FB_bar−U_FB_Data) /32.42)
303
304 E r r o r _ t o t a l = sum( Local_Error_List )
305 print ( ’C = ’ , round (C, 4 ) , ’ Error = ’ , round ( Error_total , 4 ) )
306 return (D_h, Error_total , U_FB_bar_list , p h i _ l i s t , dpdxmax_list , c p _ l i s t , \
307 n , s t r a t _ l i s t , RHS_list )
308
309 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
310 # −−−−−−−−−−−−−−−−−Two ways of running the model.−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
311 # −Note that C can be overriden inside the function BLFmodel ( l i n e s 50 and 58)−
312 # −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
313
314 ### Run the BLFmodel multiple times u n t i l best f i t t i n g C i s found :
315 #Error_0 = 10000.
316 # delta_Error = 1 .
317 #C = 0.79
318 #dc = 0.01
319 #while delta_Error > 0 :
320 # C = C + dc
321 # Error_1 , U_FB_bar_list , p h i _ l i s t , dpdxmax_list , c p _ l i s t , n , s t r a t _ l i s t , \
322 # RHS_list = BLFmodel(C, 0 )
323 # delta_Error = Error_0 − Error_1
324 # Error_0 = Error_1
325 #C_optimum = round (C − dc , 4 )
326 # print ( ’ ’ )
327 # print ( ’Optimum C = ’ ,C_optimum)
328 # print ( ’ ’ )
329 # print ( ’ dpdxmaxlist = ’ , dpdxmax_list )
330 #Error_model , U_FB_bar_list , p h i _ l i s t , dpdxmax_list , c p _ l i s t , n , s t r a t _ l i s t , \
331 #RHS_list = BLFmodel(C_optimum, 1 , no)
332
333 ### Run the BLFmodel once by choosing C
334 D_h, Error_model , U_FB_bar_list , p h i _ l i s t , dpdxmax_list , c p _ l i s t , n , s t r a t _ l i s t , \
335 RHS_list = BLFmodel( 2 , 1 ,no)
336 ###−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
337 ###−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
338 ###−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
339
340 #%% Default values ( from Hoferichter ) and experimental r e s u l t s ( Eichler ) −−−−−−
341 Default_Model_phi = [ 0 . 3 5 , 0 . 4 , 0 . 4 5 , 0 . 5 , 0 . 5 5 , 0 . 6 , 0 . 6 5 , 0 . 7 , 0 . 7 5 , 0 . 8 , 0 . 8 5 , 0 . 9 ]
342
343 Default_Model_UFB = [ 8.45698472 , 10.31915582 , 12.63297894 , 15.51082699 ,\
344 18.61602674 ,
345 21.92871719 , 25.17090436 , 28.52621328 , 31.52168034 , 34.14735101 ,
346 36.21113684 , 38.31325107 , 7.85085045 , 12.59570915 , 18.22011575 ,
347 24.2874666 , 30.4117381 , 36.43550811 , 42.11137157 , 47.28936131 ,
348 52.03341047 , 56.27141839 , 59.7308201 , 62.86691147 , 23.53936365 ,
349 32.25597853 , 41.01390014 , 49.42428701 , 57.4092592 , 64.87625382 ,
350 71.67542777 , 77.94897827 , 83.54016192 , 88.4518415 , 92.47539058 ,
351 96.14188181 , 8.74907499 , 10.36201519 , 12.51505931 , 15.23352964 ,
352 18.17568597 , 21.31713644 , 24.38743799 , 27.56425899 , 30.39262171 ,
353 32.86334311 , 34.79180371 , 36.75913529]
354
355 phi_data = [ ]
356 U_FB_bar_data = [ ]
357 file_name= ’C: / Users/O.H. Bjornsson /Google Drive / Drive Delft /H2 Flashback ’ \
358 ’ /Codes Python/EichlerUFB3 ’
359 f =open( file_name+" . t x t " , ’ r+ ’ )
360 lines_data= f . readlines ( )
361 for data in range ( len ( l ines_data ) ) :
362 l i n e s _ s p l i t _ d a t a = lines_data [ data ] . s p l i t ( ’ \ t ’ )
363 phi_data . append( f l o a t ( l i n e s _ s p l i t _ d a t a [ 0 ] ) )
364 U_FB_bar_data . append( f l o a t ( l i n e s _ s p l i t _ d a t a [ 1 ] ) )
365
366 ### Results of the o r i g i n a l Hoferichter model with Tober ’ s modifications (2019)
367 Tober_phi = [ ]
368 Tober_UFBBAR = [ ]
369 dataf i le_path = ’C: / Users/O.H. Bjornsson /Google Drive / Drive Delft / ’ \
370 ’H2 Flashback /Codes Python/ Eichler 0 CFD new s t r a t f o r d / ’ \
371 ’ JoeriModifiedResults_Channel_T293K . t x t ’
372 with open( datafi le_path , ’ r+ ’ ) as d a t a f i l e _ i d :
373 data = np . loadtxt ( d a t a f i l e _ i d )
374 for i in range ( 0 , len ( data ) ) :
375 Tober_phi . append( data [ i ] [ 0 ] )
376 Tober_UFBBAR . append( data [ i ] [ 1 ] )
377
378 dataf i le_path = ’C: / Users/O.H. Bjornsson /Google Drive / Drive Delft / ’ \
379 ’H2 Flashback /Codes Python/ Eichler 0 CFD new s t r a t f o r d / ’ \
380 ’ JoeriModifiedResults_Channel_T473K . t x t ’
381 with open( datafi le_path , ’ r+ ’ ) as d a t a f i l e _ i d :
382 data = np . loadtxt ( d a t a f i l e _ i d )
383 for i in range ( 0 , len ( data ) ) :
384 Tober_phi . append( data [ i ] [ 0 ] )
385 Tober_UFBBAR . append( data [ i ] [ 1 ] )
386
387 dataf i le_path = ’C: / Users/O.H. Bjornsson /Google Drive / Drive Delft / ’ \
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388 ’H2 Flashback /Codes Python/ Eichler 0 CFD new s t r a t f o r d / ’ \
389 ’ JoeriModifiedResults_Channel_T673K . t x t ’
390 with open( datafi le_path , ’ r+ ’ ) as d a t a f i l e _ i d :
391 data = np . loadtxt ( d a t a f i l e _ i d )
392 for i in range ( 0 , len ( data ) ) :
393 Tober_phi . append( data [ i ] [ 0 ] )
394 Tober_UFBBAR . append( data [ i ] [ 1 ] )
395
396 dataf i le_path = ’C: / Users/O.H. Bjornsson /Google Drive / Drive Delft / ’ \
397 ’H2 Flashback /Codes Python/ Eichler 0 CFD new s t r a t f o r d / ’ \
398 ’ JoeriModifiedResults_Tube_T293K . t x t ’
399 with open( datafi le_path , ’ r+ ’ ) as d a t a f i l e _ i d :
400 data = np . loadtxt ( d a t a f i l e _ i d )
401 for i in range ( 0 , len ( data ) ) :
402 Tober_phi . append( data [ i ] [ 0 ] )
403 Tober_UFBBAR . append( data [ i ] [ 1 ] )
404
405
406 #%% P l o t t i ng −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
407 fig1 , axs1 = p l t . subplots ( nrows=2 , ncols =2 , f i g s i z e =(12 , 12) )
408
409 C1 = ’b ’
410
411 axs1 [ 0 , 0 ] . plot ( phi_data [67:67+39] , U_FB_bar_data [67:67+39] ,\
412 marker= ’+ ’ , c= ’ k ’ , l i n e s t y l e = ’none ’ , l ab e l = ’ Experiments ’ )
413 axs1 [ 0 , 0 ] . plot ( Default_Model_phi , Default_Model_UFB [ 0 : 1 2 ] , \
414 l ab el = ’BLF model ’ , c= ’ k ’ , marker= ’o ’ , l i n e s t y l e = ’none ’ )
415 axs1 [ 0 , 0 ] . plot ( Tober_phi [ 0 : 1 2 ] , Tober_UFBBAR [ 0 : 1 2 ] , \
416 l ab el = ’ Improved BLF model ’ , c= ’ r ’ , marker= ’o ’ ,\
417 l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
418 axs1 [ 0 , 0 ] . plot ( p h i _ l i s t [ 0 : no ] , U_FB_bar_list [ 0 : no ] , \
419 l ab el = ’ Improved BLF model w) new c r i t e r i o n ’ ,\
420 c= ’b ’ , marker= ’ s ’ , markersize =8 , l i n e s t y l e = ’ : ’ , f i l l s t y l e = ’none ’ )
421 axs1 [ 0 , 0 ] . s e t _ x l a b e l ( ’ $\phi$ (−) ’ , fo nts iz e =14)
422 axs1 [ 0 , 0 ] . s e t _ y l a b e l ( ’ $\ overl ine {U} _ {FB} $ (m/ s ) ’ , fo nts i z e =14)
423 axs1 [ 0 , 0 ] . s e t _ t i t l e ( ’ Channel , T=293 K ’ , fo nts i z e =14)
424 XLIM = [ 0 . 2 , 1 ]
425 YLIM = [0 ,120]
426 NN = 4
427 axs1 [ 0 , 0 ] . set_xlim (XLIM[ 0 ] ,XLIM[ 1 ] )
428 axs1 [ 0 , 0 ] . set_ylim (YLIM[ 0 ] ,YLIM [ 1 ] )
429 axs1 [ 0 , 0 ] . s e t _ x t i c k s =(np . arange (XLIM[ 0 ] ,XLIM[ 1 ] + (XLIM[1]−XLIM[ 0 ] ) /\
430 NN, step =(XLIM[1]−XLIM[ 0 ] ) /NN) )
431 axs1 [ 0 , 0 ] . s e t _ y t i c k s =(np . arange (YLIM[ 0 ] ,YLIM[ 1 ] + (YLIM[1]−YLIM [ 0 ] ) /\
432 NN/2 , step =(YLIM[1]−YLIM [ 0 ] ) /NN/2) )
433 axs1 [ 0 , 0 ] . grid ( True )
434 axs1 [ 0 , 0 ] . legend ( loc =2 , fonts i z e =12)
435
436 axs1 [ 0 , 1 ] . plot ( p h i _ l i s t [ 0 : no ] , U_FB_bar_list [no : 2 * no ] , c= ’b ’ ,\
437 marker= ’ s ’ , markersize =8 , l i n e s t y l e = ’ : ’ , f i l l s t y l e = ’none ’ )
438 axs1 [ 0 , 1 ] . plot ( phi_data [67+39:75+39] , U_FB_bar_data [67+39:75+39] ,\
439 marker= ’+ ’ , c= ’ k ’ , l i n e s t y l e = ’none ’ )
440 axs1 [ 0 , 1 ] . plot ( Default_Model_phi , Default_Model_UFB [ 1 2 : 2 4 ] , c= ’ k ’ ,\
441 marker= ’o ’ , l i n e s t y l e = ’none ’ )
442 axs1 [ 0 , 1 ] . plot ( Tober_phi [ 0 : 1 2 ] , Tober_UFBBAR[ 1 2 : 2 4 ] , c= ’ r ’ ,\
443 marker= ’o ’ , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
444 axs1 [ 0 , 1 ] . s e t _ x l a b e l ( ’ $\phi$ (−) ’ , fo nts iz e =14)
445 axs1 [ 0 , 1 ] . s e t _ t i t l e ( ’ Channel , T=473 K ’ , fo nts i z e =14)
446 XLIM = [ 0 . 2 , 1 ]
447 YLIM = [0 ,120]
448 NN = 4
449 axs1 [ 0 , 1 ] . set_xlim (XLIM[ 0 ] ,XLIM[ 1 ] )
450 axs1 [ 0 , 1 ] . set_ylim (YLIM[ 0 ] ,YLIM [ 1 ] )
451 axs1 [ 0 , 1 ] . s e t _ x t i c k s =(np . arange (XLIM[ 0 ] ,XLIM[ 1 ] + (XLIM[1]−XLIM[ 0 ] ) \
452 /NN, step =(XLIM[1]−XLIM[ 0 ] ) /NN) )
453 axs1 [ 0 , 1 ] . s e t _ y t i c k s = [ ]
454 axs1 [ 0 , 1 ] . grid ( True )
455
456 axs1 [ 1 , 0 ] . plot ( p h i _ l i s t [ 0 : no ] , U_FB_bar_list [ 2*no : 3 * no ] , \
457 l ab el = ’ Improved BLF model w) new c r i t e r i o n ’ , c= ’b ’ , marker= ’ s ’ ,\
458 markersize =8 , l i n e s t y l e = ’ : ’ , f i l l s t y l e = ’none ’ )
459 axs1 [ 1 , 0 ] . plot ( phi_data [75+39:86+39] , U_FB_bar_data [75+39:86+39] ,\
460 marker= ’+ ’ , c= ’ k ’ , l i n e s t y l e = ’none ’ , l ab e l = ’ Experiments ’ )
461 axs1 [ 1 , 0 ] . plot ( Default_Model_phi , Default_Model_UFB [ 2 4 : 3 6 ] , \
462 l ab el = ’BLF model ’ , c= ’ k ’ , marker= ’o ’ , l i n e s t y l e = ’none ’ )
463 axs1 [ 1 , 0 ] . plot ( Tober_phi [ 0 : 1 2 ] , Tober_UFBBAR[ 2 4 : 3 6 ] , \
464 l ab el = ’ Improved BLF model ’ , c= ’ r ’ , marker= ’o ’ ,\
465 l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
466 axs1 [ 1 , 0 ] . s e t _ x l a b e l ( ’ $\phi$ (−) ’ , fo nts iz e =14)
467 axs1 [ 1 , 0 ] . s e t _ y l a b e l ( ’ $\ overl ine {U} _ {FB} $ (m/ s ) ’ , fo nts i z e =14)
468 axs1 [ 1 , 0 ] . s e t _ t i t l e ( ’ Channel , T=673 K ’ , fo nts i z e =14)
469 XLIM = [ 0 . 2 , 1 ]
470 YLIM = [0 ,120]
471 NN = 4
472 axs1 [ 1 , 0 ] . set_xlim (XLIM[ 0 ] ,XLIM[ 1 ] )
473 axs1 [ 1 , 0 ] . set_ylim (YLIM[ 0 ] ,YLIM [ 1 ] )
474 axs1 [ 1 , 0 ] . s e t _ x t i c k s =(np . arange (XLIM[ 0 ] ,XLIM[ 1 ] + (XLIM[1]−XLIM[ 0 ] ) /\
475 NN, step =(XLIM[1]−XLIM[ 0 ] ) /NN) )
476 axs1 [ 1 , 0 ] . s e t _ y t i c k s = [ ]
477 axs1 [ 1 , 0 ] . grid ( True )
478
479 axs1 [ 1 , 1 ] . plot ( p h i _ l i s t [ 3 *no : 4 * no ] , U_FB_bar_list [ 3*no: 4 * no ] , c= ’b ’ , marker= ’ s ’ ,\
480 markersize =8 , l i n e s t y l e = ’ : ’ , f i l l s t y l e = ’none ’ )
481 axs1 [ 1 , 1 ] . plot ( phi_data [ 0 : 6 7 ] , U_FB_bar_data [ 0 : 6 7 ] , marker= ’+ ’ , c= ’ k ’ ,\
482 l i n e s t y l e = ’none ’ )
483 axs1 [ 1 , 1 ] . plot ( Default_Model_phi , Default_Model_UFB [ 3 6 : 4 8 ] , c= ’ k ’ , marker= ’o ’ ,\
484 l i n e s t y l e = ’none ’ )
485 axs1 [ 1 , 1 ] . plot ( Tober_phi [ 0 : 1 2 ] , Tober_UFBBAR [ 3 6 : ] , c= ’ r ’ , marker= ’o ’ ,\
486 l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
487 axs1 [ 1 , 1 ] . s e t _ x l a b e l ( ’ $\phi$ (−) ’ , fo nts iz e =14)
488 axs1 [ 1 , 1 ] . s e t _ t i t l e ( ’Tube , T=293 K ’ , fonts i z e =14)
489 XLIM = [ 0 . 2 , 1 ]
490 YLIM = [0 ,120]
491 NN = 4
492 axs1 [ 1 , 1 ] . set_xlim (XLIM[ 0 ] ,XLIM[ 1 ] )
493 axs1 [ 1 , 1 ] . set_ylim (YLIM[ 0 ] ,YLIM [ 1 ] )
494 axs1 [ 1 , 1 ] . s e t _ x t i c k s =(np . arange (XLIM[ 0 ] ,XLIM[ 1 ] + (XLIM[1]−XLIM[ 0 ] ) /NN, \
495 step =(XLIM[1]−XLIM[ 0 ] ) /NN) )
496 axs1 [ 1 , 1 ] . s e t _ y t i c k s = [ ]
497 axs1 [ 1 , 1 ] . grid ( True )
498
499 #%% Save f i g u r e as . png −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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500 fname = ’C: / Users/O.H. Bjornsson /Google Drive / Drive Delft /H2 Flashback / ’ \
501 ’Temporary Spyder Figures / b l f r e s u l t s . png ’
502 f i g 1 . s a v e f i g ( fname , dpi=None, facecolor= ’w’ , edgecolor= ’w’ ,
503 orientation= ’ p o r t r a i t ’ , papertype=None, format=None,
504 transparent=False , bbox_inches=None, pad_inches =0.1 ,
505 frameon=None, metadata=None)

A.2.3. BLF+CFD model: Channel
Code: blfcfdmodel channel.py
Author: O.H. Bjornsson (2019)
Description: BLF model duplication using CFD inputs instead of empirical expressions for flow information.
From section 5.1.

1 # −*− coding : utf−8 −*−
2 """
3 BLF+CFD model , proof of concept code
4
5 """
6 import numpy as np
7 import cantera as ct # Thermodynamics , chemical k i n e t i c s software
8 import LFS as LFS # Calculates laminar flame speed from Hoferichter polynomial
9 import matplotlib . pyplot as p l t

10 import FINALdataANISOTROPY as dataa # Interpolates Fluent solution data ( slow )
11 from scipy . optimize import f s o l v e
12
13 #%% Calculate BLF l i m i t s using Tobers ’ s improvements WITH CFD DATA
14 # instead of correlat ions
15
16 h = 0.0175; w = 0 . 1 5 7 ; # Channel height , width
17 #D_h = ( (w*h) /3.1415) * * 0 . 5 * 2 ; # Hydraulic diameter from Tober code
18 D_h = 4*(w*h) /2/(w+h) ; # Correct hydraulic diameter
19
20 # Constants
21 R = 8 . 3 1 4 ; Ea = 125604; Le_O2 = 2 . 3 2 ; Le_H2 = 0 . 3 3 ; gamma1 = 1 ; gamma2 = 1 .
22
23 # L i s t of mixture preheat temperatures
24 T = [293 , 473 , 673]
25
26 # L i s t s of i n l e t bulk v e l o c i t i e s at respective preheat temperatures
27 U = [(5 ,10 ,15 ,20 ,25 ,31 ,35 ,40) ,(15 ,20 ,25 ,30 ,35 ,45 ,50 ,55 ,60) ,\
28 (40 ,50 ,60 ,70 ,80 ,90 ,100) ]
29
30 #Create l i s t s for r e s u l t s ( equivalence ratio , bulk velocity , c r i t i c a l gradient )
31 phi_separation = [ [ ] , [ ] , [ ] ]
32 u_fb = [ [ ] , [ ] , [ ] ]
33 gc = [ [ ] , [ ] , [ ] ]
34
35
36 for i in range ( 0 , len (T) , 1 ) : # For a l l temperatures considered
37 # Make temporary l i s t s for r e s u l t s
38 phi_separation2 = [ ]
39 u_fb2 = [ ]
40 # Make l i s t of equivalence r a t i o s
41 p h i _ l i s t = np . linspace ( 0 . 9 , 0 . 2 , 100)
42 U_FB_bar_list = [ ]
43 U_inlet = U[ i ]
44
45 for i i in range ( 0 , len ( U_inlet ) , 1 ) : # For a l l i n l e t bulk v e l o c i t i e s
46 STRATFORD = [ ] # Temporary l i s t
47 # Fetch interpolated data using CFDDATA from FINALdataANISOTROPY
48 YREQ,KREQ,UUREQ,VVREQ,WWREQ,UVREQ, EPSREQ,PABSREQ,DUDXREQ,DVDXREQ, \
49 DUDYREQ,DVDYREQ,DPDXREQ,DPDYREQ, U_centerline , PABS_min , x_min , x_loc =\
50 dataa .CFDDATA(T[ i ] , U_inlet [ i i ] )
51 l a s t _ l h s = 0
52 countphiloop = 0
53 for i i i in p h i _ l i s t : # For a l l equivalence r a t i o s
54 countphiloop = countphiloop + 1
55 ### Set up mixture ( GRI3 . 0 Works as well as O Conaire for t h i s purpose )
56 gas1 = ct . Solution ( ’ gri30 . xml ’ )
57 mix = ’H2: ’+ s t r (2* i i i ) + ’ , O2: 1 , N2: 3 . 7 6 ’
58 gas1 . transport_model = ’ Multi ’
59 gas1 . X = mix
60 gas1 . TP = T[ i ] ,101325
61 rho_u = gas1 .TD[ 1 ]
62 cp_u = gas1 . cp_mass
63 lambda_u = gas1 . thermal_conductivity
64 LE = lambda_u / (np . dot ( ( gas1 . X) , ( gas1 . mix_diff_coeffs_mole ) ) \
65 * rho_u *cp_u )
66 mu_u = gas1 . v i s c o s i t y
67 thermal_diff_u = lambda_u / ( rho_u * cp_u )
68 gas1 . e q u i l i b r a t e ( ’HP ’ , solver= ’ gibbs ’ )
69 cp_b = gas1 . cp_mass
70 lambda_b = gas1 . thermal_conductivity
71 T_ad = gas1 . T
72 rho_b = gas1 .TD[ 1 ]
73 thermal_diff_b = lambda_b / ( rho_b * cp_b )
74
75 S t r a t f o r d _ l i s t = [ ] # Temporary l i s t
76
77 tauwall = mu_u*DUDYREQ[ 0 ]
78 nu_u = mu_u/rho_u
79 uurs_max = np . nanmax(UUREQ)
80 uurs_max_index = np . nanargmax (UUREQ) # Find index of max. u_fluc
81 j j = uurs_max_index
82
83 p_u_CFD = PABSREQ[ j j ]
84 u_fluc_CFD = abs (UUREQ[ j j ] ) * * 0 . 5
85
86 S_l0 = LFS . i n t e r ( i i i , T[ i ] ,p_u_CFD*10**(−5) ) # Laminar flame speed
87 sigma = rho_u / rho_b
88 gamma1 = sigma
89 d e l t a f = 2*lambda_u / ( rho_u * cp_u * S_l0 )
90 beta = Ea * ( T_ad − T[ i ] ) /(R*T_ad * * 2 )
91 A = 1+ beta *(1/ i i i −1)
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92 Le = 1+ (Le_O2 − 1 + A* ( Le_H2−1)) /(1+A)
93 a l f a = gamma1 + 0.5* beta * ( Le−1)*gamma2
94 Lm = d e l t a f * ( al fa−(sigma−1) * (gamma1/sigma ) ) # Markstein length
95 l _ t = 0.07 * D_h
96
97
98 s = np . log10 ( l _ t / d e l t a f )
99 Gamma = 10**(−1/( s +0.4) *np . exp(−(s +0.4) )+(1−np . exp(−(s +0.4) ) ) *\

100 (2/3.*(1−1/2.*np . exp(−(u_fluc_CFD/ S_l0 ) \
101 * * ( 1 / 3 . ) ) ) * s−0.11 ) )
102
103 # kappa_mean = −1/(2*KREQ[ j j ] ) * (UUREQ[ j j ] *DUDXREQ[ j j ]+UVREQ[ j j ] * \
104 # (DUDYREQ[ j j ]+DVDXREQ[ j j ] ) +VVREQ[ j j ] *DVDYREQ[ j j ] )
105 # kappa_t = Gamma*EPSREQ[ j j ] /KREQ[ j j ]
106 # kappa_mean = (−0.1*np . log ( velocity_INPUT [ r r ] *D_h* rho_u/mu_u) +\
107 # 0.91) *UUREQ[ j j ] * * 0 . 5 *VVREQ[ j j ] * * \
108 # 0 . 5 / ( 2 *KREQ[ j j ] ) * DUDYREQ[ j j ]
109
110 kappa_mean = 0 .
111 kappa_t = Gamma * (UUREQ[ j j ] * * 0 . 5 *VVREQ[ j j ] * * 0 . 5 *WWREQ[ j j ] * * 0 . 5 ) \
112 / ( l _ t * KREQ[ j j ] )
113 kappa_s = 1 /2 .* u_fluc_CFD/ l _ t
114 kappa = ( kappa_t + kappa_mean + kappa_s )
115 alpha_0 = 1 .
116 K = 10.
117 S_ls = S_l0 − kappa*Lm # Stretched laminar flame speed
118 kappa_crit = alpha_0 * K * S_l0 / d e l t a f
119 C = 0.84 # Tuning constant
120 S_t = ( S_ls *(1+C* ( u_fluc_CFD/ S_ls ) * * 0 . 5 ) ) # Turbulence closure
121
122 # Apply Lewis number correction
123 i f T[ i ] > 200:
124 i f Le < 1.0 and Le >=0.50:
125 S_t = (0.6052*(1/ Le ) **2 − 1.1314*(1/ Le ) + 1.5224) * S_t
126 i f Le< 0 . 5 0 :
127 S_t = S_t * 1.678
128
129 i f kappa > kappa_crit :
130 # print ( j j , kappa_crit , kappa )
131 S t r a t f o r d _ l i s t . append ( 0 )
132
133 # I f flame stretch i s within l i m i t s :
134 else :
135 dp_max = rho_u * S_t **2 * ( sigma − 1) # dp over flame
136 dpdx = DPDXREQ[ j j ]
137 x = 0.01 # Assumed a x i a l extent of backpressure area
138 P = dp_max / 0.01**2 * x **2 + p_u_CFD
139 dPdx = 2 * dp_max / 0.01**2 * x
140 P_min = PABS_min
141 CP = (P − P_min) / ( 0 . 5 * rho_u * U_centerline * * 2 )
142 dCPdx = dPdx / ( 0 . 5 * rho_u * U_centerline * * 2 )
143 n = 6
144 de = 0.0175/2
145 rhs = ( ( 3 * ( 0 . 4 1 * 0 . 7 3 ) * * 4 ) / ( ( n+1) *n* * 2 ) ) * * 0 . 2 5 * \
146 (1−(3/(n+1) ) ) * * ( 0 . 2 5 * ( n−2)) # r i g h t hand side of gen . c r i t e r i o n
147 lhs = CP* * ( 0 . 2 5 * ( n−2)) * ( de*dCPdx) * * ( 0 . 5 ) # l e f t hand side
148
149 i f rhs <= l a s t _ l h s and lhs < rhs : # i f tipping point i s reached
150 phi_separation [ i ] . append( i i i ) # equivalence r a t i o at flashback
151 gc [ i ] . append(DUDYREQ[ 0 ] ) # wall gradient at flashback
152 u_fb [ i ] . append( U_inlet [ i i ] ) # bulk i n l e t v e l o c i t y at flashback
153 yplusloc = YREQ[ j j ] / ( nu_u/( tauwall /rho_u ) * * 0 . 5 )
154
155 print ( " \ng_w y+ phi rhs lhs " \
156 " s l s s l 0 cplim cp " )
157 print ( "%.2E %.2E %.2 f %.3 f %.3 f %.2 f " \
158 " %.2 f %.2 f %.2 f " \
159 % (DUDYREQ[ 0 ] , yplusloc , i i i , rhs , lhs , S_ls , S_l0 , ( n−2)/ (n+1) ,CP) )
160 break
161 l a s t _ l h s = lhs
162
163 #%% Prepare val idat ion data
164 ### Results of the o r i g i n a l model −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
165 Default_Model_phi = [ 0 . 3 5 , 0 . 4 , 0 . 4 5 , 0 . 5 , 0 . 5 5 , 0 . 6 , 0 . 6 5 , 0 . 7 , 0 . 7 5 , 0 . 8 , 0 . 8 5 , 0 . 9 ]
166 Default_Model_UFB = [ 6.70798426 , 8.82348554 , 11.24479479 , 14.19490623 , \
167 17.3893729 ,
168 20.82524271 , 24.226564 , 27.77517374 , 31.00090666 , 33.88480434 ,
169 36.21085847 , 38.58727119 , 7.09568617 , 11.68560967 , 17.18901776 ,
170 23.21327254 , 29.37823449 , 35.52793146 , 41.40220583 , 46.84775837 ,
171 51.89728874 , 56.47327076 , 60.28544781 , 63.75527976 , 22.546382 ,
172 31.16507735 , 39.94901987 , 48.50328199 , 56.73712225 , 64.53647118 ,
173 71.73508127 , 78.45280993 , 84.50951192 , 89.88303058 , 94.34449072 ,
174 98.41211723 , 8.12450355 , 9.88003665 , 12.11533307 , 14.9098337 ,
175 17.9397085 , 21.19220129 , 24.39198498 , 27.70699492 , 30.68707647 ,
176 33.30501874 , 35.36029642 , 37.44624207]
177
178 ### Experimental data −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
179 g=open( ’C: / Users/O.H. Bjornsson /Google Drive / Drive Delft /H2 Flashback /Codes ’ \
180 ’ Python/ Eichler 0 CFD new s t r a t f o r d /EichlerUFB3 . t x t ’ , ’ r+ ’ )
181 lines_expdata=g . readlines ( )
182 phi_data = [ ]
183 U_FB_bar_data = [ ]
184
185 for dd in range ( len ( lines_expdata ) ) :
186 l ines_spl i t_expdata = lines_expdata [dd ] . s p l i t ( ’ \ t ’ )
187 phi_data . append( f l o a t ( l ines_spl i t_expdata [ 0 ] ) )
188 U_FB_bar_data . append( f l o a t ( l ines_spl i t_expdata [ 1 ] ) )
189 ### C r i t i c a l gradients from Eichler ’ s 0 deg channel , f i g . 4.8 in his PhD t h e s i s
190 g_c_eichler293 = np . array ([0.1074 ,0.1670 ,0.1670 ,0.2227 ,0.2266 ,0.3022 ,0.3062 ,\
191 0.3062 ,0.3976 ,0.3936 ,0.4930 ,0.4930 ,0.4891 ,0.5964 ,\
192 0.5964 ,0.5964 ,0.7157 ,0.7157 ,0.7197 ,0.8350 ,0.8509 ,\
193 0.8588 ,0.9781 ,0.9940 ,1.1412 ,1.1531 ,1.3121 ,1.3241 ,\
194 1.4871 ,1.5030 ,1.5149 ,1.5189 ,1.7336 ,1.7376 ,1.7495 ,\
195 1.7495 ,1.7654 ,1.7813 ,1.8012 ,1.8012]) *1e+05
196 x_eichler293 = np . array ([0 .2913 ,0.3167 , 0.3257 , 0.3346 , 0.3511 , \
197 0.3779 , 0.4012 , 0.4053 , 0.4417 ,0.4445 \
198 ,0.4685 ,0.4761 ,0.4815 , 0.4987 , 0.5056 \
199 , 0.5166 , 0.5330 , 0.5440 , 0.5578 , 0.5605\
200 , 0.5674 , 0.5736 , 0.6017 , 0.6113 ,0.6470 \
201 , 0.6580 , 0.6999 , 0.7130 , 0.7507 , 0.7590\
202 , 0.7734 , 0.7851 , 0.8613 ,0.8757 , 0.8997 ,\
203 0.9073 , 0.9162 , 0.9341 , 0.9602 , 0 .9602])
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204
205 g_c_eichler293_4 = np . array ([0.831826401446652 , 1.030741410488245 ,\
206 3.218806509945748 , 4.285714285714284]) *1e+04
207 x_eichler293_4 = np . array ([0.250047755491882 , 0.250047755491882 ,\
208 0.290162368672397 , 0.290162368672397])
209
210 g_c_eichler293_2 = np . array ([0.723327305605786 , 0.813743218806509 ,\
211 2.368896925858950 , 2.820976491862567 ,\
212 3.942133815551536 , 4.683544303797468 ,\
213 6.148282097649185 , 6.889692585895117 ,\
214 8.589511754068715]) *1e+04
215 x_eichler293_2 = np . array ([0.285959885386819 , 0.302769818529131 ,\
216 0.333333333333333 , 0.363514804202483 ,\
217 0.363514804202483 , 0.399808978032474 ,\
218 0.399808978032474 , 0.434574976122254 ,\
219 0.434574976122254])
220
221 ### Channel confined BL flashback experimental
222 ### data and r e s u l t s from previous models .
223
224 ### Experimental data from Eichler (2011) −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
225 g=open( ’C: / Users/O.H. Bjornsson /Google Drive / Drive Delft /H2 Flashback / ’ \
226 ’Codes Python/EichlerUFB3 . t x t ’ , ’ r+ ’ )
227 l i n e s =g . readlines ( )
228 Eichler_phi = [ ]
229 Eichler_UFBBAR = [ ]
230
231 for i in range ( len ( l i n e s ) ) :
232 l i n e s _ s p l i t = l i n e s [ i ] . s p l i t ( ’ \ t ’ )
233 Eichler_phi . append( f l o a t ( l i n e s _ s p l i t [ 0 ] ) )
234 Eichler_UFBBAR . append( f l o a t ( l i n e s _ s p l i t [ 1 ] ) )
235
236 ### Results of the o r i g i n a l Hoferichter model (2017) −−−−−−−−−−−−−−−−−−−−−−−−−−
237 Hoferichter_phi = [ 0 . 3 5 , 0 . 4 , 0 . 4 5 , 0 . 5 , 0 . 5 5 , 0 . 6 , 0 . 6 5 , 0 . 7 , 0 . 7 5 , 0 . 8 , 0 . 8 5 , 0 . 9 ]
238 Hoferichter_UFBBAR = [ 6.70798426 , 8.82348554 , 11.24479479 , 14.19490623 ,\
239 17.3893729 ,
240 20.82524271 , 24.226564 , 27.77517374 , 31.00090666 , 33.88480434 ,
241 36.21085847 , 38.58727119 , 7.09568617 , 11.68560967 , 17.18901776 ,
242 23.21327254 , 29.37823449 , 35.52793146 , 41.40220583 , 46.84775837 ,
243 51.89728874 , 56.47327076 , 60.28544781 , 63.75527976 , 22.546382 ,
244 31.16507735 , 39.94901987 , 48.50328199 , 56.73712225 , 64.53647118 ,
245 71.73508127 , 78.45280993 , 84.50951192 , 89.88303058 , 94.34449072 ,
246 98.41211723 , 8.12450355 , 9.88003665 , 12.11533307 , 14.9098337 ,
247 17.9397085 , 21.19220129 , 24.39198498 , 27.70699492 , 30.68707647 ,
248 33.30501874 , 35.36029642 , 37.44624207]
249
250 ### Results of the o r i g i n a l Hoferichter model with Tober ’ s modifications (2019)
251 Tober_phi = [ ]
252 Tober_UFBBAR = [ ]
253 dataf i le_path = "C: / Users/O.H. Bjornsson /Google Drive / Drive Delft / " \
254 "H2 Flashback /Codes Python/ Eichler 0 CFD new s t r a t f o r d / " \
255 " JoeriModifiedResults_Channel_T293K . t x t "
256 with open( datafi le_path , ’ r+ ’ ) as d a t a f i l e _ i d :
257 data = np . loadtxt ( d a t a f i l e _ i d )
258 for i in range ( 0 , len ( data ) ) :
259 Tober_phi . append( data [ i ] [ 0 ] )
260 Tober_UFBBAR . append( data [ i ] [ 1 ] )
261
262 dataf i le_path = "C: / Users/O.H. Bjornsson /Google Drive / Drive Delft / " \
263 "H2 Flashback /Codes Python/ Eichler 0 CFD new s t r a t f o r d / " \
264 " JoeriModifiedResults_Channel_T473K . t x t "
265 with open( datafi le_path , ’ r+ ’ ) as d a t a f i l e _ i d :
266 data = np . loadtxt ( d a t a f i l e _ i d )
267 for i in range ( 0 , len ( data ) ) :
268 Tober_phi . append( data [ i ] [ 0 ] )
269 Tober_UFBBAR . append( data [ i ] [ 1 ] )
270
271 dataf i le_path = "C: / Users/O.H. Bjornsson /Google Drive / Drive Delft / " \
272 "H2 Flashback /Codes Python/ Eichler 0 CFD new s t r a t f o r d / " \
273 " JoeriModifiedResults_Channel_T673K . t x t "
274 with open( datafi le_path , ’ r+ ’ ) as d a t a f i l e _ i d :
275 data = np . loadtxt ( d a t a f i l e _ i d )
276 for i in range ( 0 , len ( data ) ) :
277 Tober_phi . append( data [ i ] [ 0 ] )
278 Tober_UFBBAR . append( data [ i ] [ 1 ] )
279
280 dataf i le_path = "C: / Users/O.H. Bjornsson /Google Drive / Drive Delft / " \
281 "H2 Flashback /Codes Python/ Eichler 0 CFD new s t r a t f o r d / " \
282 " JoeriModifiedResults_Tube_T293K . t x t "
283 with open( datafi le_path , ’ r+ ’ ) as d a t a f i l e _ i d :
284 data = np . loadtxt ( d a t a f i l e _ i d )
285 for i in range ( 0 , len ( data ) ) :
286 Tober_phi . append( data [ i ] [ 0 ] )
287 Tober_UFBBAR . append( data [ i ] [ 1 ] )
288
289 #%% Plot r e s u l t s in terms of g_c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
290 f i g , ( sp1 , sp2 ) = p l t . subplots ( nrows=1 , ncols =2 , f i g s i z e =(16 , 8) )
291
292 sp1 . plot ( x_eichler293 , g_c_eichler293 , l a be l = ’ 0deg channel , Experiments ’ , c= ’b ’ ,\
293 marker= ’ s ’ , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’ f u l l ’ )
294 sp1 . plot ( phi_separation [ 0 ] , gc [ 0 ] , l a be l = ’ 0deg channel , BLF+CFD model ’ , c= ’b ’ ,\
295 marker= ’ s ’ , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
296 sp1 . plot ( x_eichler293_2 , g_c_eichler293_2 , l ab e l = ’ 2deg di f fuser , Experiments ’ ,\
297 c= ’ g ’ , marker= ’d ’ , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’ f u l l ’ )
298 sp1 . plot ( x_eichler293_4 , g_c_eichler293_4 , l ab e l = ’ 4deg di f fuser , Experiments ’ ,\
299 c= ’ r ’ , marker= ’^ ’ , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’ f u l l ’ )
300
301 sp1 . s e t _ x l a b e l ( ’ $\phi$ [−] ’ , fo nts i ze =14)
302 sp1 . s e t_ y l a b e l ( ’ g [1/ s ] ’ , fonts i z e =14)
303 sp1 . s e t _ t i t l e ( ’ Channel and d i f f u s e r s , c r i t i c a l gradient ’ , fo nts i z e =14)
304 XLIM = [ 0 , 1 ]
305 YLIM = [0 ,300000]
306 NN = 4
307 sp1 . set_xlim (XLIM[ 0 ] ,XLIM[ 1 ] )
308 sp1 . set_ylim (YLIM[ 0 ] ,YLIM [ 1 ] )
309 sp1 . s e t _ x t i c k s =\
310 (np . arange (XLIM[ 0 ] ,XLIM[ 1 ] + (XLIM[1]−XLIM[ 0 ] ) /NN, step =(XLIM[1]−XLIM[ 0 ] ) /NN) )
311 sp1 . s e t _ y t i c k s =\
312 (np . arange (YLIM[ 0 ] ,YLIM[ 1 ] + (YLIM[1]−YLIM [ 0 ] ) /NN/2 , step =(YLIM[1]−YLIM [ 0 ] ) /NN/2) )
313 sp1 . grid ( True )
314 sp1 . legend ( loc =2 , fo nts i z e =12)
315
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316 #%% Plot r e s u l t s in terms of U_FB_bar at i n l e t of channel/ d i f f u s e r −−−−−−−−−−−
317 black = ’ k ’
318 red = ’ r ’
319
320 f i g , ( ax1 , ax2 ) = p l t . subplots ( nrows=1 , ncols =2 , f i g s i z e =(12 , 6) )
321
322 ax1 . plot ( Eichler_phi [67:67+39] , Eichler_UFBBAR [67:67+39] ,\
323 l a be l = ’ Experiments ’ , marker= ’+ ’ , c= ’ k ’ , l i n e s t y l e = ’none ’ )
324 ax1 . plot ( Hoferichter_phi [ 0 : 1 2 ] , Hoferichter_UFBBAR [ 0 : 1 2 ] , \
325 l a be l = ’BLF model ’ , c=black , marker= ’o ’ , l i n e s t y l e = ’none ’ ,\
326 f i l l s t y l e = ’ f u l l ’ )
327 ax1 . plot ( Tober_phi [ 0 : 1 2 ] , Tober_UFBBAR [ 0 : 1 2 ] , l a be l = ’ Improved BLF model ’ ,\
328 c= ’ r ’ , marker= ’o ’ , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
329 ax1 . plot ( phi_separation [ 0 ] , u_fb [ 0 ] , l a be l = ’BLF+CFD model ’ ,\
330 c= ’b ’ , marker= ’ s ’ , markersize =8 , l i n e s t y l e = ’ : ’ , f i l l s t y l e = ’none ’ )
331
332 ax1 . s e t _ x l a b e l ( ’ $\phi$ (−) ’ , fonts iz e =14)
333 ax1 . s e t_ y l a b e l ( ’ $\ overl ine {U} _ {FB} $ (m/ s ) ’ , fo nts i ze =14)
334 ax1 . s e t _ t i t l e ( ’ Channel , T=293 K ’ , fonts iz e =14)
335 XLIM = [ 0 . 2 , 1 ]
336 YLIM = [0 ,160]
337 NN = 4
338 ax1 . set_xlim (XLIM[ 0 ] ,XLIM [ 1 ] )
339 ax1 . set_ylim (YLIM[ 0 ] ,YLIM [ 1 ] )
340 ax1 . s e t _ x t i c k s =\
341 (np . arange (XLIM[ 0 ] ,XLIM[ 1 ] + (XLIM[1]−XLIM[ 0 ] ) /NN, step =(XLIM[1]−XLIM[ 0 ] ) /NN) )
342 ax1 . s e t _ y t i c k s =\
343 (np . arange (YLIM[ 0 ] ,YLIM[ 1 ] + (YLIM[1]−YLIM [ 0 ] ) /NN/2 , step =(YLIM[1]−YLIM [ 0 ] ) /NN/2) )
344 ax1 . grid ( True )
345 ax1 . legend ( loc =2 , fo nts i z e =12)
346
347 ax2 . plot ( Eichler_phi [67+39:75+39] , Eichler_UFBBAR [67+39:75+39] ,\
348 l a be l = ’ Experiments ’ , marker= ’+ ’ , c= ’ k ’ , l i n e s t y l e = ’none ’ )
349 ax2 . plot ( Hoferichter_phi , Hoferichter_UFBBAR [ 1 2 : 2 4 ] , l ab e l = ’BLF model ’ , c= ’ k ’ ,\
350 marker= ’o ’ , l i n e s t y l e = ’none ’ )
351 ax2 . plot ( Tober_phi [ 0 : 1 2 ] , Tober_UFBBAR[ 1 2 : 2 4 ] , l a be l = ’ Improved BLF model ’ , c= ’ r ’ ,\
352 marker= ’o ’ , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
353 ax2 . plot ( phi_separation [ 1 ] , u_fb [ 1 ] , l a be l = ’BLF+CFD model ’ , c= ’b ’ ,\
354 marker= ’ s ’ , markersize =8 , l i n e s t y l e = ’ : ’ , f i l l s t y l e = ’none ’ )
355 ax2 . s e t _ x l a b e l ( ’ $\phi$ (−) ’ , fonts iz e =14)
356 ax2 . s e t _ t i t l e ( ’ Channel , T=473 K ’ , fonts iz e =14)
357 XLIM = [ 0 . 2 , 1 ]
358 YLIM = [0 ,160]
359 NN = 4
360 ax2 . set_xlim (XLIM[ 0 ] ,XLIM [ 1 ] )
361 ax2 . set_ylim (YLIM[ 0 ] ,YLIM [ 1 ] )
362 ax2 . s e t _ x t i c k s =\
363 (np . arange (XLIM[ 0 ] ,XLIM[ 1 ] + (XLIM[1]−XLIM[ 0 ] ) /NN, step =(XLIM[1]−XLIM[ 0 ] ) /NN) )
364 ax2 . s e t _ y t i c k s =\
365 (np . arange (YLIM[ 0 ] ,YLIM[ 1 ] + (YLIM[1]−YLIM [ 0 ] ) /NN/2 , step =(YLIM[1]−YLIM [ 0 ] ) /NN/2) )
366 ax2 . grid ( True )
367 ax2 . yaxis . t i c k _ r i g h t ( )
368
369 f i g , ( ax3 , ax4 ) = p l t . subplots ( nrows=1 , ncols =2 , f i g s i z e =(12 , 6) )
370
371 ax3 . plot ( Eichler_phi [75+39:86+39] , Eichler_UFBBAR [75+39:86+39] ,\
372 l a be l = ’ Experiments ’ , marker= ’+ ’ , c= ’ k ’ , l i n e s t y l e = ’none ’ )
373 ax3 . plot ( Hoferichter_phi , Hoferichter_UFBBAR [ 2 4 : 3 6 ] , c= ’ k ’ ,\
374 l a be l = ’BLF model ’ , marker= ’o ’ , l i n e s t y l e = ’none ’ )
375 ax3 . plot ( Tober_phi [ 0 : 1 2 ] , Tober_UFBBAR[ 2 4 : 3 6 ] , l a be l = ’ Improved BLF model ’ ,\
376 c= ’ r ’ , marker= ’o ’ , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
377 ax3 . plot ( phi_separation [ 2 ] , u_fb [ 2 ] , l a be l = ’BLF+CFD model ’ , c= ’b ’ , marker= ’ s ’ ,\
378 markersize =8 , l i n e s t y l e = ’ : ’ , f i l l s t y l e = ’none ’ )
379 ax3 . s e t _ x l a b e l ( ’ $\phi$ (−) ’ , fonts iz e =14)
380 ax3 . s e t_ y l a b e l ( ’ $\ overl ine {U} _ {FB} $ (m/ s ) ’ , fo nts i ze =14)
381 ax3 . s e t _ t i t l e ( ’ Channel , T=673 K ’ , fonts iz e =14)
382 XLIM = [ 0 . 2 , 1 ]
383 YLIM = [0 ,160]
384 NN = 4
385 ax3 . set_xlim (XLIM[ 0 ] ,XLIM [ 1 ] )
386 ax3 . set_ylim (YLIM[ 0 ] ,YLIM [ 1 ] )
387 ax3 . s e t _ x t i c k s =\
388 (np . arange (XLIM[ 0 ] ,XLIM[ 1 ] + (XLIM[1]−XLIM[ 0 ] ) /NN, step =(XLIM[1]−XLIM[ 0 ] ) /NN) )
389 ax3 . s e t _ y t i c k s =\
390 (np . arange (YLIM[ 0 ] ,YLIM[ 1 ] + (YLIM[1]−YLIM [ 0 ] ) /NN/2 , step =(YLIM[1]−YLIM [ 0 ] ) /NN/2) )
391 ax3 . grid ( True )
392
393 ax4 . plot ( Eichler_phi [ 0 : 6 7 ] , Eichler_UFBBAR [ 0 : 6 7 ] , marker= ’+ ’ , c= ’ k ’ ,\
394 l i n e s t y l e = ’none ’ )
395 ax4 . plot ( Hoferichter_phi , Hoferichter_UFBBAR [ 3 6 : 4 8 ] , c= ’ k ’ , marker= ’o ’ ,\
396 l i n e s t y l e = ’none ’ )
397 ax4 . plot ( Tober_phi [ 0 : 1 2 ] , Tober_UFBBAR [ 3 6 : ] , c= ’ r ’ , marker= ’o ’ , l i n e s t y l e = ’none ’ ,\
398 f i l l s t y l e = ’none ’ )
399 ax4 . s e t _ x l a b e l ( ’ $\phi$ (−) ’ , fonts iz e =14)
400 ax4 . s e t _ t i t l e ( ’Tube , T=293 K ’ , fo nts i z e =14)
401 XLIM = [ 0 . 2 , 1 ]
402 YLIM = [0 ,120]
403 NN = 4
404 ax4 . set_xlim (XLIM[ 0 ] ,XLIM [ 1 ] )
405 ax4 . set_ylim (YLIM[ 0 ] ,YLIM [ 1 ] )
406 ax4 . s e t _ x t i c k s =\
407 (np . arange (XLIM[ 0 ] ,XLIM[ 1 ] + (XLIM[1]−XLIM[ 0 ] ) /NN, step =(XLIM[1]−XLIM[ 0 ] ) /NN) )
408 ax4 . s e t _ y t i c k s = [ ]
409 ax4 . grid ( True )

A.2.4. BLF+CFD model: Final code including velocity profile fitting
Code: blfcfdmodel finalversion.py
Author: O.H. Bjornsson (2019)
Description: BLF+CFD model including automatic fitting of the mean velocity profile for extended applica-
tion to adverse pressure gradient flow. From section 5.2.

1 # −*− coding : utf−8 −*−
2 """
3 BLF+CFD model , f i n a l version with 1/n−th power law f i t t i n g
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4 @author : O.H. Bjornsson
5
6 Based on Hoferichter (DOI: 10.1115/1.4034237) and
7 Tober ( http : / / resolver . t u d e l f t . nl /uuid :29260da8−c1e9−4ffb−932b−121ce0326752 )
8
9 Written for confined boundary layer flashback prediction in a

10 0deg channel and 2deg and 4deg planar asymmetric d i f f u s e r s .
11
12 Input : Flow p r o f i l e s extracted from Fluent 19.0
13 """
14 import numpy as np
15 import cantera as ct
16 import matplotlib . pyplot as p l t
17 import matplotlib . t i c k e r as t i c k e r
18 from matplotlib import rcParams
19 rcParams . update ( { ’ f i g u r e . autolayout ’ : True } )
20 from _onedfs import onedfs # To calculate laminar flame speed using Cantera
21 import _LFS as LFS # To calculate laminar flame speed from polynomial
22 import copy
23
24 #%% Specify the path to the BLFCFDmodel folder , include a slash / at the end .
25 ### i . e . ’ . . . / BLFCFDmodel/ ’ not ’ . . . / BLFCFDmodel ’
26 basepath = ’C: / Users/O.H. Bjornsson /Google Drive / Drive Delft / ’ \
27 ’H2 Flashback /Codes Python/BLFCFDmodel/ ’
28 #%% Tuning parameter C for the e f f e c t of
29 ### turbulence f luctuat ions on turbulent flame speed
30 C = { }
31 C[ 0 ] = 1.1
32 C[ 2 ] = 1.4
33 C[ 4 ] = 2.8
34
35 #%% Tuning parameter r a i s i n g the dp e f f e c t of the flame .
36 C2 = { }
37 C2[ 0 ] = 1
38 C2[ 2 ] = 1
39 C2[ 4 ] = 1
40
41 ### F i r s t create a dictionary for r e s u l t s for each of phi ( equivalence r a t i o ) ,
42 ### gc ( c r i t i c a l gradient ) , ufbbar ( i n l e t bulk v e l o c i t y at flashback ) and
43 ### ufbbarlocal ( l o c a l bulk v e l o c i t y at flashback ) .
44
45 # Create the dictionary for r e s u l t s in terms of phi at flashback .
46 phi_dict = { }
47
48 # The dictionary has an entry for each geometry studied ( 0 , 2 and 4 degree )
49 # channel/ d i f f u s e r s
50 phi_dict [ 0 ] = { } ;
51 phi_dict [ 2 ] = { } ;
52 phi_dict [ 4 ] = { } ;
53
54 # Add the studied x−positions in the respective geometry
55 # ( e . g . x = 1.25m in the channel , x = 0.125 , 0.250 , 0.375 in the d i f f u s e r s )
56 phi_dict [ 0 ] [ 1 . 2 5 ] = [ ]
57 phi_dict [ 2 ] [ 0 . 1 2 5 ] = [ ] ; phi_dict [ 2 ] [ 0 . 2 5 0 ] = [ ] ; phi_dict [ 2 ] [ 0 . 3 7 5 ] = [ ]
58 phi_dict [ 4 ] [ 0 . 1 2 5 ] = [ ] ; phi_dict [ 4 ] [ 0 . 2 5 0 ] = [ ] ; phi_dict [ 4 ] [ 0 . 3 7 5 ] = [ ]
59
60 # Copy the phi dictionary to have a similar dictionary for other r e s u l t s
61 gc_dict = copy . deepcopy ( phi_dict ) ;
62 ufbbar_dict = copy . deepcopy ( phi_dict )
63 ufbbarlocal_dict = copy . deepcopy ( phi_dict )
64
65 ### Create dictionary with the bulk i n l e t v e l o c i t i e s studied with CFD
66 ### for each geometry studied
67 ubulk_dict = { }
68 ubulk_dict [ 0 ] = [5 ,10 ,15 ,20 ,25 ,30 ,35 ,40 ,45]
69 ubulk_dict [ 2 ] = [10 ,15 ,20 ,25 ,30 ,35 ,40 ,45 ,50 ,55 ,70]
70 ubulk_dict [ 4 ] = [25 ,35 ,50 ,55 ,60 ,65 ,70 ,75 ,80 ,85]
71
72 ### Data paths to the CFD p r o f i l e s exported from Fluent
73 ### For each geometry , there i s a Workbench 19.0 case f i l e with the Fluent
74 ### f i l e s . The exported p r o f i l e s are kept there , sorted by i n l e t bulk v e l o c i t y .
75 datapath_dict = { }
76 datapath_dict [ 0 ] = basepath+ ’ 0 degProfi les / ’
77 datapath_dict [ 2 ] = basepath+ ’ 2 degProfi les / ’
78 datapath_dict [ 4 ] = basepath+ ’ 4 degProfi les / ’
79
80 #%% Solve the BLF+CFD model for a l l geometries , x−positions and bulk v e l o c i t i e s
81 for geometry in phi_dict :
82 for xposition in phi_dict [ geometry ] :
83 for ubulk in ubulk_dict [ geometry ] :
84 # Create the f i n a l datapath to the CFD p r o f i l e studied
85 xposit ionstr ing = ’ %.3 f ’ % xposition
86 turbulencemodel = ’RSM’
87 equivalenceratio = ’ avgphi ’
88 ubulkstring = ’ %.0 f ’ % ubulk
89 datapath = datapath_dict [ geometry ]+ turbulencemodel+ ’ _ ’ \
90 +equivalenceratio+ ’ _ ’+ubulkstring+ ’ms/x= ’+ xposi t ionstr ing + ’ . t x t ’
91
92 # Open the data path to the CFD p r o f i l e and sort the data into
93 # a dictionary named ’ data ’ , with keywords that Fluent gives .
94 f = open( datapath , ’ r ’ )
95
96 data = { }
97 l i n e s = f . readlines ( )
98 f . close ( )
99

100 count = 0
101 for l in l i n e s :
102 i f l [ 0 ] == ’ ( ’ :
103 i f count != 0 :
104 s t r i n g = l [1:−1]
105 data [ s t r i n g ] = [ ]
106 else :
107 i f l [ 0 ] != ’ ) ’ :
108 data [ s t r i n g ] . append( f l o a t ( l ) )
109 count = count + 1
110
111 # Send the data to numpy arrays so i t can be worked with .
112 x = np . array ( data [ ’ x ’ ] )
113 y = np . array ( data [ ’ y ’ ] )
114 p = np . array ( data [ ’ pressure ’ ] )
115 pabs = np . array ( data [ ’ absolute−pressure ’ ] )
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116 rho = np . array ( data [ ’ density ’ ] )
117 vel = np . array ( data [ ’ velocity−magnitude ’ ] )
118 u = np . array ( data [ ’ x−v e l o c i t y ’ ] )
119 v = np . array ( data [ ’ y−v e l o c i t y ’ ] )
120 cel lRe = np . array ( data [ ’ c e l l−reynolds−number ’ ] )
121 k = np . array ( data [ ’ turb−kinetic−energy ’ ] )
122 eps = np . array ( data [ ’ turb−diss−rate ’ ] )
123 Returb = np . array ( data [ ’ turb−reynolds−number−rey ’ ] )
124 mu = np . array ( data [ ’ v i s c o s i t y−lam ’ ] )
125 taux = np . array ( data [ ’ x−wall−shear ’ ] )
126 tauy = np . array ( data [ ’ y−wall−shear ’ ] )
127 dudx = np . array ( data [ ’ dx−velocity−dx ’ ] )
128 dvdx = np . array ( data [ ’dy−velocity−dx ’ ] )
129 dudy = np . array ( data [ ’ dx−velocity−dy ’ ] )
130 dvdy = np . array ( data [ ’dy−velocity−dy ’ ] )
131 dpdx = np . array ( data [ ’dp−dx ’ ] )
132 dpdy = np . array ( data [ ’dp−dy ’ ] )
133
134 # I f the data i s " upside down" which sometimes happens in Fluent ,
135 # we want to correct that by f l i p p i n g i t . We want the y−coordinate
136 # vector to be increasing from index 0 .
137 i f y [ 0 ] > y [−1]:
138 x = np . f l ipud ( x )
139 y = np . f l ipud ( y )
140 p = np . f l ipud (p)
141 pabs = np . f l ipud ( pabs )
142 rho = np . f l ipud ( rho )
143 vel = np . f l ipud ( vel )
144 u = np . f l ipud (u)
145 v = np . f l ipud ( v )
146 cel lRe = np . f l ipud ( cel lRe )
147 k = np . f l ipud ( k )
148 eps = np . f l ipud ( eps )
149 Returb = np . f l ipud ( Returb )
150 mu = np . f l ipud (mu)
151 taux = np . f l ipud ( taux )
152 tauy = np . f l ipud ( tauy )
153 dudx = np . f l ipud ( dudx )
154 dvdx = np . f l ipud ( dvdx )
155 dudy = np . f l ipud (dudy)
156 dvdy = np . f l ipud ( dvdy )
157 dpdx = np . f l ipud ( dpdx )
158 dpdy = np . f l ipud (dpdy)
159
160 # I f we use the RSM turbulence model we get anisotropic
161 # turbulence . In that case , import the reynolds s t r e s s e s
162 i f turbulencemodel == ’RSM’ :
163 uurs = np . array ( data [ ’uu−reynolds−s t r e s s ’ ] )
164 vvrs = np . array ( data [ ’ vv−reynolds−s t r e s s ’ ] )
165 wwrs = np . array ( data [ ’ww−reynolds−s t r e s s ’ ] )
166 uvrs = np . array ( data [ ’uv−reynolds−s t r e s s ’ ] )
167 i f y [ 0 ] > y[−1]:
168 uurs = np . f l ipud ( uurs )
169 vvrs = np . f l ipud ( vvrs )
170 wwrs = np . f l ipud (wwrs)
171 uvrs = np . f l ipud ( uvrs )
172 i f turbulencemodel == ’SKW’ :
173 uurs = 2*( k . copy ( ) )
174
175 print ( ’ \n\n\nU i n l e t : %0.3f , X : %0.3f , H: %0.3 f \n ’ \
176 % ( ubulk , x [ 0 ] ,max( y ) ) )
177
178 # F i t the 1/nth power law to the mean v e l o c i t y p r o f i l e with n
179
180 h = max( y ) # Height of duct
181 ubulklocal = ubulk *0.0175/h # Local bulk v e l o c i t y
182 w = 0 . 1 5 7 ; # Width of channel
183 n _ l i s t = np . linspace ( 3 , 9 , 100) # L i s t of n ’ s to check
184 rho_u = np . average ( rho )
185 nu_u = np . average (mu) /np . average ( rho )
186 mu_u = np . average (mu)
187 tauwall = taux [ 0 ]
188 yplus = y * ( tauwall /rho_u ) * * 0 . 5 * rho_u/mu_u # Calculate yplus
189 utau = ( tauwall /rho_u ) * * 0 . 5 # Calculate f r i c t i o n v e l o c i t y
190
191 # Find location of maximum turbulence f luctuat ions in the
192 # viscous / t r a n s i t i o n i n g boundary layer
193 uurs_max = np . nanmax( uurs [40 > yplus ] )
194 uurs_max_index = np . nanargmax ( uurs [40 > yplus ] )
195 j j = uurs_max_index
196
197
198 # Choose the boundary layer thickness delta in the 1/n−th power law
199 # Delta should be somewhere in the outer layer , e . g . between
200 # h/10 and h/ 2 .
201 de = h/6
202 u_0 = u[np . nanargmin ( abs ( y−de ) ) ] # Finds u_0 at location of delta
203
204 # Choose between two l e a s t squares methods :
205 method = ’ 2 ’ # 1 for best f i t above y+ lowerbound
206 # 2 for best f i t between y+ lowerbound−upperbound
207 lowerb = 30 # ( y+ = 30 i s inner extent of f u l l y turbulent layer )
208 upperb = 50 # ( y+ = 50 chosen as some value close to y+ 30)
209
210 i f method == ’ 1 ’ :
211 l o g i c = yplus > lowerb
212
213 i f method == ’ 2 ’ :
214 logic1 = yplus > lowerb
215 logic2 = upperb > yplus
216 l o g i c = logic1 * logic2
217
218 yturb = y [ l o g i c ] # finds y coordinates in selected region
219 u_nlaw = np . zeros ( ( len ( n _ l i s t ) , len ( yturb ) ) )
220
221 #Y plus vector above 30 ( turbulent region )
222 yplusturb = yturb * ( tauwall /rho_u ) * * 0 . 5 * rho_u/mu_u
223 for i in range ( 0 , len ( n _ l i s t ) , 1 ) :
224 u_nlaw [ i ] = u_0 * ( yturb /( de ) ) * * ( 1 / n _ l i s t [ i ] )
225 sd = ( u_nlaw−u[ l o g i c ] ) **2
226 minindex = np . argmin ( sd .sum( axi s =1) )
227
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228 # Find best f i t t i n g n constant
229 # between y+ = lowerbound and upperbound
230 n = n _ l i s t [ minindex ]
231
232 # Right hand side of generalized S t r a t f o r d c r i t e r i o n
233 rhs = ( ( 3 * ( 0 . 4 1 * 0 . 7 3 ) * * 4 ) / ( ( n+1) *n* * 2 ) ) \
234 **0.25*(1−(3/(n+1) ) ) * * ( 0 . 2 5 * ( n−2))
235
236 print ( " Best f i t : n = %0.2 f \n" % n)
237
238 p l t . rc ( ’ x t i c k ’ , l a b e l s i z e =16)
239 p l t . rc ( ’ y t i c k ’ , l a b e l s i z e =16)
240
241 pic1 , mnd1 = p l t . subplots ( nrows=1 , ncols =2 , f i g s i z e =(10 , 4 . 5 ) )
242
243 logic1 = yplus > lowerb
244 logic2 = de > y
245 l o g i c = logic1 * logic2
246
247 y f i t = y [ l o g i c ] # finds y coordinates in selected region
248 y f i t p l u s = y f i t * ( tauwall /rho_u ) * * 0 . 5 * rho_u/mu_u
249
250 mnd1[ 0 ] . semilogx ( yplus , u/utau , l ab el =\
251 ’CFD ( ’+turbulencemodel+ ’ ) ’ ,\
252 l i n e s t y l e = ’−−’ , l inewidth =4)
253 mnd1[ 0 ] . semilogx ( y f i t p l u s , u_0 * ( y f i t / ( de ) ) \
254 * * ( 1 /n) /utau , \
255 l a be l = ’ 1/n−th−law , n = %0.2 f ’% n , linewidth =4)
256 mnd1[ 0 ] . s e t _ x l a b e l ( ’ $y^+\ [−]$ ’ , fo nts i z e =20)
257 mnd1[ 0 ] . s e t _ y l a b e l ( ’$u^{+}\ [−]$ ’ , fo nts iz e =20)
258 mnd1[ 0 ] . grid ( True )
259 i f geometry == 2 or geometry == 4 :
260 mnd1[ 0 ] . s e t _ t i t l e ( s t r ( geometry ) +\
261 ’ deg duct − $\ overl ine {U} _ { i n l e t } $ = ’ +\
262 s t r ( ubulk ) + ’ m/ s − x/L = %0.1 f ’ %\
263 ( xposition / 0 . 5 ) , fonts iz e =20)
264 i f geometry == 0 :
265 mnd1[ 0 ] . s e t _ t i t l e ( s t r ( geometry ) +\
266 ’ deg duct − $\ overl ine {U} _ { i n l e t } $ = ’+ s t r ( ubulk ) +\
267 ’ m/ s ’ , fonts i z e =20)
268 mnd1[ 1 ] . plot ( y , u , l ab e l = ’CFD ( ’+turbulencemodel+ ’ ) ’ ,\
269 l i n e s t y l e = ’−−’ , l inewidth =4)
270 mnd1[ 1 ] . plot ( y f i t , u_0 * ( y f i t /de ) **\
271 (1/n) , l ab e l = ’ 1/n−th−law , n = %0.2 f ’% n , linewidth =4)
272 mnd1[ 1 ] . legend ( loc =4 , fo nts i ze =16)
273 mnd1[ 1 ] . s e t _ x l a b e l ( ’ $y\ [m] $ ’ , fo nts i z e =20)
274 mnd1[ 1 ] . s e t _ y l a b e l ( ’$u\ [m/ s ] $ ’ , fo nts i z e =20)
275 mnd1[ 1 ] . grid ( True )
276
277 i f geometry == 0 :
278 bg = 0.005
279 i f geometry == 4 or geometry == 2 :
280 bg = 0.01
281 sm = bg/5
282 mnd1[ 1 ] . xaxis . set_major_locator ( t i c k e r . MultipleLocator ( bg ) )
283 mnd1[ 1 ] . xaxis . set_minor_locator ( t i c k e r . MultipleLocator (sm) )
284
285 #%% Save f i g u r e as . png −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
286 fname = \
287 basepath+ ’ Images/Outer layer f i t s / ’+ s t r ( geometry ) \
288 + ’ /%0.3 f ’ % xposition + ’ / ’+ s t r ( ubulk ) + ’ . png ’
289 p l t . s a v e f i g ( fname , dpi=None, facecolor= ’w’ , edgecolor= ’w’ ,
290 orientation= ’ landscape ’ , papertype=None, format=None,
291 transparent=False , bbox_inches=None, pad_inches =0.1 ,
292 frameon=None, metadata=None)
293
294 # Plot other important things as well ,
295 # l i k e UU Reynolds s t r e s s
296
297 i f turbulencemodel == ’RSM’ :
298 p l t . f i g u r e ( 3 )
299 p l t . plot ( y , vvrs , l a be l = ’ vv rs ’ )
300 p l t . plot ( y , wwrs , l a be l = ’ww rs ’ )
301 p l t . f i g u r e ( 4 )
302 p l t . semilogx ( yplus , vvrs , l ab e l = ’ vv rs ’ )
303 p l t . semilogx ( yplus , wwrs , l ab e l = ’ww rs ’ )
304 p l t . f i g u r e ( 3 )
305 p l t . plot ( y , uurs , l ab e l = ’uu rs ’ )
306 p l t . legend ( loc =4 , fo nts i z e =16)
307 p l t . y label ( ’$u^2 _ i \ [m^2/s ^2]$ ’ , fo nts i z e =18)
308 p l t . x label ( ’ $y\ [m] $ ’ , fo nts iz e =18)
309 p l t . f i g u r e ( 4 )
310 p l t . semilogx ( yplus , uurs , l a be l = ’uu rs ’ )
311 p l t . legend ( loc =4 , fo nts i z e =16)
312 p l t . y label ( ’$u^2 _ i \ [m^2/s ^2]$ ’ , fo nts i z e =18)
313 p l t . x label ( ’ $y^+\ [−]$ ’ , fo nts i ze =18)
314 p l t . show ( )
315
316 # Set up mixture using Cantera and check for flashback at every
317 # equivalence r a t i o in p h i _ l i s t
318 p h i _ l i s t = np . linspace ( 1 , 0 . 2 , 1 0 0 )
319 l a s t _ l h s = 0
320 countphiloop = 0
321 for phi in p h i _ l i s t :
322 countphiloop = countphiloop + 1
323 T = 293 # In the d i f f u s e r cases we only look at room T
324 P = 101325 # BLF model i s only validated at 1 atm for now
325
326 #gas1 = ct . Solution ( ’ gri30 . xml ’ ) # Can use GRI30 reaction mech.
327
328 # Can also use reaction mechanism of O Conaire :
329 # http : / /www. nuigalway . i e /media/ researchcentres /
330 # combustionchemistrycentre / f i l e s /mechanismdownloads/
331 # hydrogen/ H2_reaction_v1a . dat
332 # http : / / dx . doi . org /10.1002/ kin .20036
333 gas1= ct . Solution ( \
334 basepath+ ’ OConaire Reaction Mechanism/chem. c t i ’ )
335 # Set up mixture based on equivalence r a t i o phi
336 mix = ’H2: ’+ s t r (2* phi ) + ’ , O2: 1 , N2: 3 . 7 6 ’ # Simplif ied h2−a i r
337 gas1 . transport_model = ’ Multi ’ # ’ Multi ’ or ’Mix ’
338 gas1 . X = mix
339 gas1 . TP = T , P
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340 rho_u = gas1 .TD[ 1 ]
341 cp_u = gas1 . cp_mass
342 lambda_u = gas1 . thermal_conductivity
343 LE = lambda_u / (np . dot ( ( gas1 . X) ,\
344 ( gas1 . mix_diff_coeffs_mole ) ) * rho_u *cp_u )
345 mu_u = gas1 . v i s c o s i t y
346 nu_u = mu_u/rho_u
347 thermal_diff_u = lambda_u / ( rho_u * cp_u )
348 gas1 . e q u i l i b r a t e ( ’HP ’ , solver= ’ gibbs ’ )
349 cp_b = gas1 . cp_mass
350 lambda_b = gas1 . thermal_conductivity
351 T_ad = gas1 . T
352 rho_b = gas1 .TD[ 1 ]
353 thermal_diff_b = lambda_b / ( rho_b * cp_b )
354
355 # Some constants required for the model
356 R = 8 . 3 1 4 ;
357 Ea = 125604; # Activation energy , mean value from l i t e r a t u r e
358 Le_O2 = 2 . 3 2 ;
359 Le_H2 = 0 . 3 3 ;
360 gamma2 = 1 ;
361 D_h = 4*w*h/2/(h+w) ; # Hydraulic diameter
362
363 # # Find location of maximum turbulence f luctuat ions in the
364 # # viscous / t r a n s i t i o n i n g boundary layer
365 # yplus = y /(nu_u/ ( tauwall /rho_u ) * * 0 . 5 )
366 # uurs_max = np . nanmax( uurs [40 > yplus ] )
367 # uurs_max_index = np . nanargmax ( uurs [40 > yplus ] )
368 # j j = uurs_max_index
369
370 p_u_CFD = pabs [ j j ]
371 u_fluc_CFD = abs ( uurs [ j j ] ) * * 0 . 5
372
373 # Two methods to calculate laminar flame speed :
374 ## F i r s t method i s from Tober , c a l c u l a te s the LFS from
375 ## a polynomial . C o e f f i c i e n t s are given in Hoferichter ’ s
376 ## PhD t h e s i s (2017) :
377 S_l0 = LFS . i n t e r ( phi , T , p_u_CFD*10**(−5) )
378 ## Second method uses Cantera to simulate a 1−d f l a t flame .
379 ## This method gives s l i g h t l y d i f f e r e n t r e s u l t s at room T
380 ## and takes much longer to compute :
381 # S_l0 = onedfs ( phi , T , p_u_CFD, basepath )
382
383 i f turbulencemodel == ’RSM’ :
384 sigma = rho_u / rho_b
385 gamma1 = sigma
386 d e l t a f = 2*lambda_u / ( rho_u * cp_u * S_l0 )
387 beta = Ea * ( T_ad − T) /(R*T_ad * * 2 )
388 A = 1+ beta *(1/ phi−1)
389 Le = 1+ (Le_O2 − 1 + A* ( Le_H2−1)) /(1+A)
390 a l f a = gamma1 + 0.5 * beta * ( Le−1)*gamma2
391 Lm = d e l t a f * ( al fa−(sigma−1) * (gamma1/sigma ) ) #MarksteinLength
392 l _ t = 0.07 * D_h
393 s = np . log10 ( l _ t / d e l t a f )
394 Gamma = 10**(−1/( s +0.4) *np . exp(−(s +0.4) ) +\
395 (1−np . exp(−(s +0.4) ) ) *(2/3.*(1−1/2.*np . exp\
396 (−(u_fluc_CFD/ S_l0 ) * * ( 1 / 3 . ) ) ) * s−0.11 ) )
397 kappa_mean = 0 .
398 kappa_t = Gamma * ( uurs [ j j ] * * 0 . 5 * vvrs [ j j ] * * \
399 0.5*wwrs[ j j ] * * 0 . 5 ) / ( l _ t * k [ j j ] )
400
401 kappa_s = 1/2.* u_fluc_CFD/ l _ t
402 # Calculate flame stretch rate
403 kappa = ( kappa_t + kappa_mean + kappa_s )
404 alpha_0 = 1 .
405 K = 10.
406 # Calculate stretched laminar flame speed
407 S_ls = S_l0 − kappa*Lm
408 kappa_crit = alpha_0 * K * S_l0 / d e l t a f
409
410
411 # Damkohler turbulence closure using stretched l f s
412 #S_t = ( S_ls *(1+C_0deg * ( u_fluc_CFD/ S_ls ) * * 0 . 5 ) )
413 # Damkohler closure using unstretched laminar flame speed
414 S_t = ( S_l0 *(1+C[ geometry ] * ( u_fluc_CFD/ S_l0 ) * * 0 . 5 ) )
415
416 # Use Lewis number correction
417 i f T > 200:
418 i f Le < 1.0 and Le >= 0 . 5 0 :
419 S_t = (0.6052*(1/ Le ) **2 − 1.1314*(1/ Le ) + 1.5224) \
420 * S_t # only v al i d down to phi = 0.5
421 i f Le < 0 . 5 0 :
422 S_t = S_t * 1.678
423 i f kappa > kappa_crit :
424 print ( ’ c r i t i c a l flame stretch ’ )
425 print ( kappa_crit , kappa )
426 else :
427 # Calculate pressure jump over flame front
428 #dp_max = rho_u * S_t **2 * ( sigma − 1)
429
430 # Calculate pressure jump over flame front
431 # and include a tuning constant based on the
432 # PDF/CDF of turbulence streamwise v e l o c i t y f luctuat ion
433 dp_max = C2[ geometry ] * rho_u * S_t **2 * ( sigma − 1)
434
435 dpdx_loc = dpdx [ j j ]
436 # Assume a x i a l extend of backpressure p r o f i l e
437 x = 0.01
438 # Calculate P , dPdx , c o e f f i c i e n t of pressure CP etc .
439 P = dp_max / x **2 * x **2 + p_u_CFD #+ dpdx_loc * x
440 dPdx = 2 * dp_max / x **2 * x #+ dpdx_loc
441 P_min = pabs [ j j ] # = p_u_CFD
442 CP = (P − P_min) / ( 0 . 5 * rho_u * u_0 * * 2 )
443 dCPdx = dPdx / ( 0 . 5 * rho_u * u_0 * * 2 )
444 # Calculate l e f t hand side of generalized S t r a t f o r d c r i t .
445 lhs = CP* * ( 0 . 2 5 * ( n−2)) * ( de*dCPdx) * * ( 0 . 5 )
446
447 yplusloc = y [ j j ] / ( nu_u/ ( tauwall /rho_u ) * * 0 . 5 )
448
449 # I f t h i s i s the tipping point of the S t r a t f o r d c r i t e r i o n ,
450 # record the equivalence r a t i o phi , c r i t i c a l gradient ,
451 # and the i n l e t and l o c a l bulk v e l o c i t i e s .
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452 i f rhs <= l a s t _ l h s and lhs < rhs : # and kappa < kappa_crit :
453 phi_dict [ geometry ] [ xposition ] . append( phi )
454 gc_dict [ geometry ] [ xposition ] . append(dudy [ 0 ] )
455 ufbbar_dict [ geometry ] [ xposition ] . append( ubulk )
456 ufbbarlocal_dict [ geometry ] [ xposition ] . \
457 append( ubulklocal )
458 print ( " \ng_w y+ phi rhs " \
459 " lhs cplim cp " )
460 print ( "%.2E %.2E %.2 f %.3 f %.3 f " \
461 " %.2 f %.2 f " \
462 % (dudy [ 0 ] , yplusloc , phi , rhs , lhs , ( n−2)/ (n+1) ,CP) )
463 break
464 l a s t _ l h s = lhs
465
466
467 #%% C r i t i c a l gradients from Eichler ’ s 0 deg channel , f i g . 4.8 in his PhD t h e s i s
468 g_c_eichler293 = np . array ( \
469 [0.1074 ,0.1670 ,0.1670 ,0.2227 ,0.2266 ,0.3022 ,0.3062 ,0.3062 ,0.3976 ,0.3936 ,0.4930 ,\
470 0.4930 ,0.4891 ,0.5964 ,0.5964 ,0.5964 ,0.7157 ,0.7157 ,0.7197 ,0.8350 ,0.8509 ,0.8588 ,\
471 0.9781 ,0.9940 ,1.1412 ,1.1531 ,1.3121 ,1.3241 ,1.4871 ,1.5030 ,1.5149 ,1.5189 ,1.7336 ,\
472 1.7376 ,1.7495 ,1.7495 ,1.7654 ,1.7813 ,1.8012 ,1.8012]) *1e+05
473 x_eichler293 = np . array ( \
474 [0.2913 ,0.3167 , 0.3257 , 0.3346 , 0.3511 , 0.3779 , 0.4012 ,\
475 0.4053 , 0.4417 ,0.4445 ,0.4685 ,0.4761 ,0.4815 , 0.4987 ,\
476 0.5056 , 0.5166 , 0.5330 , 0.5440 , 0.5578 , 0.5605 , 0.5674 ,\
477 0.5736 , 0.6017 , 0.6113 ,0.6470 , 0.6580 , 0.6999 , 0.7130 ,\
478 0.7507 , 0.7590 , 0.7734 , 0.7851 , 0.8613 ,0.8757 , 0.8997 ,\
479 0.9073 , 0.9162 , 0.9341 , 0.9602 , 0 .9602])
480
481 g_c_eichler293_4 = np . array ( \
482 [0.831826401446652 , 1.030741410488245 , 3.218806509945748 ,\
483 4.285714285714284]) *1e+04
484 x_eichler293_4 = np . array ( \
485 [0.250047755491882 , 0.250047755491882 , 0.290162368672397 ,\
486 0.290162368672397])
487
488 g_c_eichler293_2 = np . array ( \
489 [0.723327305605786 , 0.813743218806509 , 2.368896925858950 ,\
490 2.820976491862567 , 3.942133815551536 , 4.683544303797468 ,\
491 6.148282097649185 , 6.889692585895117 , 8.589511754068715]) *1e+04
492 x_eichler293_2 = np . array ( \
493 [0.285959885386819 , 0.302769818529131 , 0.333333333333333 ,\
494 0.363514804202483 , 0.363514804202483 , 0.399808978032474 ,\
495 0.399808978032474 , 0.434574976122254 , 0.434574976122254])
496
497 ### Experimental data from Eichler (2011)
498 g=open( basepath+ ’ EichlerUFB3 . t x t ’ , ’ r+ ’ )
499 l i n e s =g . readlines ( )
500 Eichler_phi = [ ]
501 Eichler_UFBBAR = [ ]
502
503 for i in range ( len ( l i n e s ) ) :
504 l i n e s _ s p l i t = l i n e s [ i ] . s p l i t ( ’ \ t ’ )
505 Eichler_phi . append( f l o a t ( l i n e s _ s p l i t [ 0 ] ) )
506 Eichler_UFBBAR . append( f l o a t ( l i n e s _ s p l i t [ 1 ] ) )
507
508 ### Results of the o r i g i n a l Hoferichter model (2017)
509 Hoferichter_phi = [ 0 . 3 5 , 0 . 4 , 0 . 4 5 , 0 . 5 , 0 . 5 5 , 0 . 6 , 0 . 6 5 , 0 . 7 , 0 . 7 5 , 0 . 8 , 0 . 8 5 , 0 . 9 ]
510 Hoferichter_UFBBAR = [ 6.70798426 , 8.82348554 , 11.24479479 , 14.19490623 ,\
511 17.3893729 ,
512 20.82524271 , 24.226564 , 27.77517374 , 31.00090666 , 33.88480434 ,
513 36.21085847 , 38.58727119 , 7.09568617 , 11.68560967 , 17.18901776 ,
514 23.21327254 , 29.37823449 , 35.52793146 , 41.40220583 , 46.84775837 ,
515 51.89728874 , 56.47327076 , 60.28544781 , 63.75527976 , 22.546382 ,
516 31.16507735 , 39.94901987 , 48.50328199 , 56.73712225 , 64.53647118 ,
517 71.73508127 , 78.45280993 , 84.50951192 , 89.88303058 , 94.34449072 ,
518 98.41211723 , 8.12450355 , 9.88003665 , 12.11533307 , 14.9098337 ,
519 17.9397085 , 21.19220129 , 24.39198498 , 27.70699492 , 30.68707647 ,
520 33.30501874 , 35.36029642 , 37.44624207]
521
522 ### Results of the o r i g i n a l Hoferichter model with Tober ’ s modifications (2019)
523 Tober_phi = [ ]
524 Tober_UFBBAR = [ ]
525 dataf i le_path =\
526 basepath+" ToberResults / " \
527 " JoeriModifiedResults_Channel_T293K . t x t "
528 with open( datafi le_path , ’ r+ ’ ) as d a t a f i l e _ i d :
529 data = np . loadtxt ( d a t a f i l e _ i d )
530 for i in range ( 0 , len ( data ) ) :
531 Tober_phi . append( data [ i ] [ 0 ] )
532 Tober_UFBBAR . append( data [ i ] [ 1 ] )
533
534 dataf i le_path =\
535 basepath+" ToberResults / " \
536 " JoeriModifiedResults_Channel_T473K . t x t "
537 with open( datafi le_path , ’ r+ ’ ) as d a t a f i l e _ i d :
538 data = np . loadtxt ( d a t a f i l e _ i d )
539 for i in range ( 0 , len ( data ) ) :
540 Tober_phi . append( data [ i ] [ 0 ] )
541 Tober_UFBBAR . append( data [ i ] [ 1 ] )
542
543 dataf i le_path =\
544 basepath+" ToberResults / " \
545 " JoeriModifiedResults_Channel_T673K . t x t "
546 with open( datafi le_path , ’ r+ ’ ) as d a t a f i l e _ i d :
547 data = np . loadtxt ( d a t a f i l e _ i d )
548 for i in range ( 0 , len ( data ) ) :
549 Tober_phi . append( data [ i ] [ 0 ] )
550 Tober_UFBBAR . append( data [ i ] [ 1 ] )
551
552 dataf i le_path =\
553 basepath+" ToberResults / " \
554 " JoeriModifiedResults_Tube_T293K . t x t "
555 with open( datafi le_path , ’ r+ ’ ) as d a t a f i l e _ i d :
556 data = np . loadtxt ( d a t a f i l e _ i d )
557 for i in range ( 0 , len ( data ) ) :
558 Tober_phi . append( data [ i ] [ 0 ] )
559 Tober_UFBBAR . append( data [ i ] [ 1 ] )
560
561 #%% Plot r e s u l t s in terms of g_c
562 p l t . rc ( ’ x t i c k ’ , l a b e l s i z e =18)
563 p l t . rc ( ’ y t i c k ’ , l a b e l s i z e =18)
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564 fig2 , axs1 = p l t . subplots ( nrows=1 , ncols =1 , f i g s i z e =(12 , 6) )
565
566 axs1 . plot ( x_eichler293 , g_c_eichler293 , l ab e l =\
567 ’ 0deg channel , Experiments ( Eichler 2011) ’ , c= ’b ’ , marker= ’ s ’ ,\
568 l i n e s t y l e =\
569 ’none ’ , markersize =10 , f i l l s t y l e = ’ f u l l ’ )
570 axs1 . plot ( x_eichler293_2 , g_c_eichler293_2 , l a b el =\
571 ’ 2deg di f fuser , Experiments ( Eichler 2011) ’ , c= ’ g ’ , marker= ’d ’ ,\
572 l i n e s t y l e =\
573 ’none ’ , markersize =10 , f i l l s t y l e = ’ f u l l ’ )
574 axs1 . plot ( x_eichler293_4 , g_c_eichler293_4 , l a b el =\
575 ’ 4deg di f fuser , Experiments ( Eichler 2011) ’ , c= ’ r ’ , marker= ’^ ’ ,\
576 l i n e s t y l e =\
577 ’none ’ , markersize =10 , f i l l s t y l e = ’ f u l l ’ )
578
579 axs1 . plot ( phi_dict [ 0 ] [ 1 . 2 5 ] , gc_dict [ 0 ] [ 1 . 2 5 ] , l a be l =\
580 ’ 0deg channel , C = %0.1 f ’ % C[ 0 ] , c= ’b ’ , marker= ’ s ’ ,\
581 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
582 axs1 . plot ( phi_dict [ 2 ] [ 0 . 1 2 5 ] , gc_dict [ 2 ] [ 0 . 1 2 5 ] , l a be l =\
583 ’ 2deg di f fuser , C = %0.1f , x/L = 1/4 ’ % C[ 2 ] , c= ’ g ’ , marker="h" ,\
584 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
585 axs1 . plot ( phi_dict [ 2 ] [ 0 . 2 5 0 ] , gc_dict [ 2 ] [ 0 . 2 5 0 ] , l a be l =\
586 ’ 2deg di f fuser , C = %0.1f , x/L = 1/2 ’ % C[ 2 ] , c= ’ g ’ , marker="p" ,\
587 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
588 axs1 . plot ( phi_dict [ 2 ] [ 0 . 3 7 5 ] , gc_dict [ 2 ] [ 0 . 3 7 5 ] , l a be l =\
589 ’ 2deg di f fuser , C = %0.1f , x/L = 3/4 ’ % C[ 2 ] , c= ’ g ’ , marker= ’d ’ ,\
590 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
591 axs1 . plot ( phi_dict [ 4 ] [ 0 . 1 2 5 ] , gc_dict [ 4 ] [ 0 . 1 2 5 ] , l a be l =\
592 ’ 4deg di f fuser , C = %0.1f , x/L = 1/4 ’ % C[ 4 ] , c= ’ r ’ , marker="<" ,\
593 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
594 axs1 . plot ( phi_dict [ 4 ] [ 0 . 2 5 0 ] , gc_dict [ 4 ] [ 0 . 2 5 0 ] , l a be l =\
595 ’ 4deg di f fuser , C = %0.1f , x/L = 1/2 ’ % C[ 4 ] , c= ’ r ’ , marker=">" ,\
596 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
597 axs1 . plot ( phi_dict [ 4 ] [ 0 . 3 7 5 ] , gc_dict [ 4 ] [ 0 . 3 7 5 ] , l a be l =\
598 ’ 4deg di f fuser , C = %0.1f , x/L = 3/4 ’ % C[ 4 ] , c= ’ r ’ , marker= ’^ ’ ,\
599 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
600
601
602 axs1 . s e t _ x l a b e l ( ’ $\phi$ [−] ’ , fo nts i z e =20)
603 axs1 . s e t _ y l a b e l ( ’ g$_c$ [1/ s ] ’ , fo nts i ze =20)
604 axs1 . s e t _ t i t l e ( ’T = 293K ’ , fo nts i z e =20)
605 XLIM = [ 0 . 2 , 1 . 2 ]
606 YLIM = [0 ,150000]
607 NN = 4
608 axs1 . set_xlim (XLIM[ 0 ] ,XLIM [ 1 ] )
609 axs1 . set_ylim (YLIM[ 0 ] ,YLIM [ 1 ] )
610
611 axs1 . grid ( True )
612 axs1 . legend ( loc =4 , fo nts i ze =14)
613
614 bg = 0.2
615 sm = bg/5
616 axs1 . xaxis . set_major_locator ( t i c k e r . MultipleLocator ( bg ) )
617 axs1 . xaxis . set_minor_locator ( t i c k e r . MultipleLocator (sm) )
618
619 bg = 5e4
620 sm = bg/5
621 axs1 . yaxis . set_major_locator ( t i c k e r . MultipleLocator ( bg ) )
622 axs1 . yaxis . set_minor_locator ( t i c k e r . MultipleLocator (sm) )
623
624 axs1 . t icklabel_format ( axis = ’ y ’ , s t y l e = ’ s c i ’ , s c i l i m i t s =(0 ,0) )
625 # Save f i g u r e as . png −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
626 fname = \
627 basepath+ ’ Images/Model r e s u l t s /gc_zoom . png ’
628 p l t . s a v e f i g ( fname , dpi=None, facecolor= ’w’ , edgecolor= ’w’ ,
629 orientation= ’ p o r t r a i t ’ , papertype=None, format=None,
630 transparent=False , bbox_inches=None, pad_inches =0.1 ,
631 frameon=None, metadata=None)
632
633 #%% Plot r e s u l t s in terms of U_FB_bar l o c a l l y in channel/ d i f f u s e r
634 p l t . rc ( ’ x t i c k ’ , l a b e l s i z e =18)
635 p l t . rc ( ’ y t i c k ’ , l a b e l s i z e =18)
636 black = ’ k ’
637 red = ’ r ’
638
639 fig3 , axs3 = p l t . subplots ( nrows=1 , ncols =1 , f i g s i z e =(6 , 6) )
640
641 axs3 . plot ( Eichler_phi [67:67+39] , Eichler_UFBBAR [67:67+39] ,\
642 l a be l = ’ 0deg channel , Experiments by Eichler (2011) ’ , marker= ’ s ’ ,\
643 c= ’b ’ , markersize =8 , f i l l s t y l e = ’ f u l l ’ , l i n e s t y l e = ’none ’ )
644
645 axs3 . plot ( phi_dict [ 0 ] [ 1 . 2 5 ] , ufbbarlocal_dict [ 0 ] [ 1 . 2 5 ] , \
646 l a be l = ’ 0deg channel , C = %0.1 f ’ % C[ 0 ] , c= ’b ’ , marker= ’ s ’ ,\
647 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
648
649 axs3 . plot ( phi_dict [ 2 ] [ 0 . 1 2 5 ] , ufbbarlocal_dict [ 2 ] [ 0 . 1 2 5 ] , \
650 l a be l = ’ 2deg di f fu ser , C = %0.1f , x/L = 1/4 ’ % C[ 2 ] , c= ’ g ’ , marker= ’h ’ ,\
651 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
652 axs3 . plot ( phi_dict [ 2 ] [ 0 . 2 5 0 ] , ufbbarlocal_dict [ 2 ] [ 0 . 2 5 0 ] , \
653 l a be l = ’ 2deg di f fu ser , C = %0.1f , x/L = 2/4 ’ % C[ 2 ] , c= ’ g ’ , marker= ’p ’ ,\
654 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
655 axs3 . plot ( phi_dict [ 2 ] [ 0 . 3 7 5 ] , ufbbarlocal_dict [ 2 ] [ 0 . 3 7 5 ] , \
656 l a be l = ’ 2deg di f fu ser , C = %0.1f , x/L = 3/4 ’ % C[ 2 ] , c= ’ g ’ , marker= ’d ’ ,\
657 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
658 axs3 . plot ( phi_dict [ 4 ] [ 0 . 1 2 5 ] , ufbbarlocal_dict [ 4 ] [ 0 . 1 2 5 ] , \
659 l a be l = ’ 4deg di f fu ser , C = %0.1f , x/L = 1/4 ’ % C[ 4 ] , c= ’ r ’ , marker= ’< ’ ,\
660 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
661 axs3 . plot ( phi_dict [ 4 ] [ 0 . 2 5 0 ] , ufbbarlocal_dict [ 4 ] [ 0 . 2 5 0 ] , \
662 l a be l = ’ 4deg di f fu ser , C = %0.1f , x/L = 2/4 ’ % C[ 4 ] , c= ’ r ’ , marker= ’> ’ ,\
663 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
664 axs3 . plot ( phi_dict [ 4 ] [ 0 . 3 7 5 ] , ufbbarlocal_dict [ 4 ] [ 0 . 3 7 5 ] , \
665 l a be l = ’ 4deg di f fu ser , C = %0.1f , x/L = 3/4 ’ % C[ 4 ] , c= ’ r ’ , marker= ’^ ’ ,\
666 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
667
668 axs3 . s e t _ x l a b e l ( ’ $\phi$ (−) ’ , fonts i z e =20)
669 axs3 . s e t _ y l a b e l ( ’ $\ overl ine {U} _ {FB , l o c a l } $ (m/ s ) ’ , fo nts i z e =20)
670 axs3 . s e t _ t i t l e ( ’T=293 K ’ , fonts i z e =20)
671 XLIM = [ 0 . 2 , 1 ]
672 YLIM = [ 0 , 9 0 ]
673 NN = 4
674 axs3 . set_xlim (XLIM[ 0 ] ,XLIM [ 1 ] )
675 axs3 . set_ylim (YLIM[ 0 ] ,YLIM [ 1 ] )
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676 axs3 . s e t _ x t i c k s =\
677 (np . arange (XLIM[ 0 ] ,XLIM[ 1 ] + (XLIM[1]−XLIM[ 0 ] ) /NN, step =(XLIM[1]−XLIM[ 0 ] ) /NN) )
678 axs3 . s e t _ y t i c k s =\
679 (np . arange (YLIM[ 0 ] ,YLIM[ 1 ] + (YLIM[1]−YLIM [ 0 ] ) /NN/2 , step =(YLIM[1]−YLIM [ 0 ] ) /NN/2) )
680 axs3 . grid ( True )
681
682 # Save f i g u r e as . png −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
683 fname = \
684 basepath+ ’ Images/Model r e s u l t s / ufbbar_local . png ’
685 p l t . s a v e f i g ( fname , dpi=None, facecolor= ’w’ , edgecolor= ’w’ ,
686 orientation= ’ p o r t r a i t ’ , papertype=None, format=None,
687 transparent=False , bbox_inches=None, pad_inches =0.1 ,
688 frameon=None, metadata=None)
689
690 #%% Plot r e s u l t s in terms of U_FB_bar at i n l e t of channel/ d i f f u s e r
691 p l t . rc ( ’ x t i c k ’ , l a b e l s i z e =18)
692 p l t . rc ( ’ y t i c k ’ , l a b e l s i z e =18)
693 black = ’ k ’
694 red = ’ r ’
695
696 fig2 , axs2 = p l t . subplots ( nrows=1 , ncols =1 , f i g s i z e =(6 , 6) )
697
698 axs2 . plot ( Eichler_phi [67:67+39] , Eichler_UFBBAR [67:67+39] ,\
699 l a be l = ’ 0deg channel , Experiments by Eichler (2011) ’ , marker= ’ s ’ ,\
700 markersize =8 ,c= ’b ’ , f i l l s t y l e = ’ f u l l ’ , l i n e s t y l e = ’none ’ )
701
702 axs2 . plot ( phi_dict [ 0 ] [ 1 . 2 5 ] , ufbbar_dict [ 0 ] [ 1 . 2 5 ] , \
703 l a be l = ’ 0deg channel , t h i s work ’ , c= ’b ’ , marker= ’ s ’ ,\
704 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
705
706
707 axs2 . plot ( phi_dict [ 2 ] [ 0 . 1 2 5 ] , ufbbar_dict [ 2 ] [ 0 . 1 2 5 ] , l ab e l =\
708 ’ 2deg di f fuser , t h i s work , x/L = 1/4 ’ , c= ’ g ’ , marker= ’h ’ , markersize =10 ,\
709 l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
710 axs2 . plot ( phi_dict [ 2 ] [ 0 . 2 5 0 ] , ufbbar_dict [ 2 ] [ 0 . 2 5 0 ] , l ab e l =\
711 ’ 2deg di f fuser , t h i s work , x/L = 2/4 ’ , c= ’ g ’ , marker= ’p ’ , markersize =10 ,\
712 l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
713 axs2 . plot ( phi_dict [ 2 ] [ 0 . 3 7 5 ] , ufbbar_dict [ 2 ] [ 0 . 3 7 5 ] , l ab e l =\
714 ’ 2deg di f fuser , t h i s work , x/L = 3/4 ’ , c= ’ g ’ , marker= ’d ’ , markersize =10 ,\
715 l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
716 axs2 . plot ( phi_dict [ 4 ] [ 0 . 1 2 5 ] , ufbbar_dict [ 4 ] [ 0 . 1 2 5 ] , l ab e l =\
717 ’ 4deg di f fuser , t h i s work , x/L = 1/4 ’ , c= ’ r ’ , marker= ’< ’ ,\
718 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
719 axs2 . plot ( phi_dict [ 4 ] [ 0 . 2 5 0 ] , ufbbar_dict [ 4 ] [ 0 . 2 5 0 ] , l ab e l =\
720 ’ 4deg di f fuser , t h i s work , x/L = 2/4 ’ , c= ’ r ’ , marker= ’> ’ ,\
721 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
722 axs2 . plot ( phi_dict [ 4 ] [ 0 . 3 7 5 ] , ufbbar_dict [ 4 ] [ 0 . 3 7 5 ] , l ab e l =\
723 ’ 4deg di f fuser , t h i s work , x/L = 3/4 ’ , c= ’ r ’ , marker= ’^ ’ ,\
724 markersize =10 , l i n e s t y l e = ’none ’ , f i l l s t y l e = ’none ’ )
725
726
727 axs2 . s e t _ x l a b e l ( ’ $\phi$ (−) ’ , fonts iz e =20)
728 axs2 . s e t_ y l a b e l ( ’ $\ overl ine {U} _ {FB , i n l e t } $ (m/ s ) ’ , fonts i z e =20)
729 axs2 . s e t _ t i t l e ( ’T=293 K ’ , fonts i z e =20)
730 XLIM = [ 0 . 2 , 1 ]
731 YLIM = [ 0 , 9 0 ]
732 NN = 4
733 axs2 . set_xlim (XLIM[ 0 ] ,XLIM[ 1 ] )
734 axs2 . set_ylim (YLIM[ 0 ] ,YLIM [ 1 ] )
735 axs2 . s e t _ x t i c k s =\
736 (np . arange (XLIM[ 0 ] ,XLIM[ 1 ] + (XLIM[1]−XLIM[ 0 ] ) /NN, step =(XLIM[1]−XLIM[ 0 ] ) /NN) )
737 axs2 . s e t _ y t i c k s =\
738 (np . arange (YLIM[ 0 ] ,YLIM[ 1 ] + (YLIM[1]−YLIM [ 0 ] ) /NN/2 , step =(YLIM[1]−YLIM [ 0 ] ) /NN/2) )
739 axs2 . grid ( True )
740
741 # Save f i g u r e as . png −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
742 fname = \
743 basepath+ ’ Images/Model r e s u l t s / ufbbar_inlet . png ’
744 p l t . s a v e f i g ( fname , dpi=None, facecolor= ’w’ , edgecolor= ’w’ ,
745 orientation= ’ p o r t r a i t ’ , papertype=None, format=None,
746 transparent=False , bbox_inches=None, pad_inches =0.1 ,
747 frameon=None, metadata=None)
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