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Abstract
A proportionate controller is investigated experimentally for unsteady load alleviation purposes on a
2D wing model with a trailing­edge flap. This study is supposed to be a simplified version of a Smart
Rotor, a mechanism which deals with the reduction of unsteady loads acting on a wind turbine, and
aims to understand the behaviour of this type of control under dynamic stall conditions. The controller
acts on the velocity of the flaps, and pressure sensors are used to detect the unsteady loads, which are
generated by actuating the wing model in a sinusoidal motion. Two different regimes are considered:
attached flow (oscillations around zero angle of attack, where little flow separation is expected) and
dynamic stall (oscillations close to the static stall angle). The influence of actuation frequency and
controller time lag is also studied, as these parameters were found to be crucial for such a concept
during the literature review. A reduction of 87.5% in the standard deviation of the lift is obtained for
a frequency of 0.2Hz and time lag in the control system of 12ms for attached flow conditions. The
reduction of the standard deviation of the lift deteriorates for increased frequency and time lag. The
proposed controller is also able to reduce the loads during dynamic stall, although the reduction is
smaller, close to 40% in the reduction of the lift coefficient. A maximum reduction of 59% in the peak­to­
peak loads experienced during dynamic stall is observed, for 0.2Hz and a time lag of 12ms. Time lag is
again crucial for this reduction, and larger and faster actuation systems are needed to fully compensate
for the larger drop in loads. However, the active load control of the loads during dynamic stall can
negatively affect the aerodynamic damping of the model since the flap reacts to the detachment of the
dynamic stall vortex from the surface of the airfoil. The flap actuation is also shown to delay the onset
of dynamic stall, by increasing the static stall angle with respect to the case without flap deflection.
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Nomenclature
Symbols

𝛼 Angle of attack of the airfoil [∘]

𝛼0 Mean angle of oscillations [∘]

𝛼𝑡 Geometric angle of attack [∘]

𝛼𝑎𝑚𝑝 Amplitude of the oscillations [∘]

𝛽 Flap Angle [∘]

𝛼̈ Pitching acceleration [∘/𝑠2]

𝛽̈ Flap acceleration [∘/𝑠2]

ℎ̈ Heaving acceleration [∘/𝑠2]

Δ𝑓 Force acting on airfoil panel per unit span [N/m]

Δ𝑝 Pressure difference between upper and lower surface [Pa]

Δ𝑠 Panel length [m]

Δ𝑡𝐷𝑆 Time elapsed from the static stall angle to the onset of dynamic stall [s]

Δ𝑥 Panel length in x­coordinate [m]

Δ𝑦 Panel length in y­coordinate [m]

𝛼̇ Pitching velocity [∘/𝑠]

𝛽̇ Flap velocity [∘/𝑠]

ℎ̇ Heaving velocity [∘/𝑠]

𝜖 Blade Root Bending Moment [N.m]

𝜖′ High­pass filtered Blade Root Bending Moment [N.m]

𝜇 Air viscosity [kg(m⋅s)]

𝜌 Air density [kg/m3]

𝜏 Time constant [­]

𝜃 Angle of airfoil panel with respect to the normal axis [∘]

Ξ𝑐𝑦𝑐𝑙𝑒,0 Aerodynamic damping of the baseline case [­]

Ξ𝑐𝑦𝑐𝑙𝑒,𝑓 Aerodynamic damping contribution due to the flap actuation [­]

Ξ𝑐𝑦𝑐𝑙𝑒 Aerodynamic Damping over one cycle [­]

𝐴 Wind turbine rotor swept Area [m2]

𝑎𝑡 Non­dimensional distance from half point of the plate to the pitching axis [­]

𝐴𝑅 Aspect Ratio [­]

xv
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𝑏𝑡 Half­chord [m]

𝐵𝐶𝑙 Bias error of the lift coefficient [­]

𝐵𝐶𝑚 Bias error of the moment coefficient [­]

𝑐 Airfoil chord [m]

𝐶(𝑘) Theodrosen Function [­]

𝐶𝑙 Lift Coefficient [­]

𝐶𝑚 Moment coefficient around the pitching axis [­]

𝐶𝑃 Wind Turbine Power Coefficient [­]

𝐶𝑝 Pressure coefficient [­]

𝑐𝑡 Non­dimensional distance from half point of the plate to the hinge­point [­]

𝐶𝑙,𝑚𝑎𝑥 Maximum value of the lift coefficient for each cycle [­]

𝐶𝑙,𝑚𝑖𝑛 Minimum value of the lift coefficient for each cycle [­]

𝐶𝑚,0 Moment coefficient of the baseline case [­]

𝐶𝑚,𝑓 Moment coefficient contribution due to the flap actuation [­]

𝐷𝑆𝑜𝑛𝑠𝑒𝑡 Phase of dynamic stall onset [­]

𝑒(𝑡) Error signal [­]

𝐸𝑄𝑓 Single equivalent load [N]

𝑓 Frequency of oscillations [Hz]

𝐹(𝑠) Actuation signal [∘]

ℎ Heaving position [𝑚]

ℎ𝑡 Wind tunnel height [m]

𝑘 Reduced frequency of oscillations [­]

𝐾𝑑 Derivative Gain [­]

𝐾𝑖 Integral Gain [­]

𝐾𝑝 Proportional Gain [­]

𝐿 Lift [N]

𝑀 Moment around the pitching axis [N.m]

𝑚 Moment around the pitching axis of the airfoil per unit span [N]

𝑛 Normal force acting on the airfoil per unit span [N/m]

𝑁𝑐 Number of calibration runs [­]

𝑁𝑝 Number of airfoil panels [­]

𝑁𝑐𝑦𝑐𝑙𝑒𝑠 Number of cycles for each case of the experiment [­]

𝑝 Pressure [Pa]

𝑃𝑤 Wind Turbine Power [Watt]
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𝑟 Reduced pitch rate [N]

𝑟𝑓 Radial position of the flap [m]

𝑟𝑠 Radial position of the sensor [m]

𝑅𝑒 Reynolds number [∘]

𝑠 span [m]

𝑆𝐶𝑙 Precision index of phase­averaged lift coefficient [­]

𝑆𝐶𝑚 Precision index of phase­averaged moment coeffiecient [­]

𝑡 Student’s 𝑡 distribution [­]

𝑢 Set point [­]

𝑈𝐶𝑙 Uncertainty at 95% confidence of the phase­averaged lift coefficient [­]

𝑈𝐶𝑚 Uncertainty at 95% confidence of the phase­averaged moment coefficient [­]

𝑉 Air Velocity [m/s]

𝑉∞ Free­stream velocity during the experiments [m/s]

𝑊 Work done on the airfoil [J]

𝑋(𝑠) Process Variable [­]

𝑥∗ Non­dimensional distance in x­coordinate [­]

𝑥𝑚 X­coordinate of the pitching axis [m]

𝑥𝑝 X­coordinate of pressure tap [m]

𝑦∗ Non­dimensional distance in y­coordinate [­]

𝑦𝑚 Y­coordinate of the pitching axis [m]

𝑦𝑝 Y­coordinate of pressure tap [m]

Acronyms

1P One time Per revolution

2D Two­Dimensional

2D Two­Dimensional

2P Two times Per revolution

3D Three­Dimensional

3P Three times Per revolution

AC Alternating Current

ATEG Adaptive Trailing Edge Geometry

DAQ Data Acquisition System

DEL Damage Equivalent Loads

DOF Degree of Freedom

ETM Extreme Turbulence Model



xviii Nomenclature

HAWC Horizontal Axis Wind turbine simulation Code

HSL High Speed Laboratory

IEC International Electrotechnical Commission

ILC Iterative Learning Control

LEV Leading Edge Vortex

LQR Linear Quadratic Regulator

LTI Linear Time Invariant

LTV Linear Time Variant

MBC Multi Blade Coordinate

MIMO Multiple­Input Multiple­Output

MPC Model Predictive Control

NACA National Advisory Committee for Aeronautics

NREL National Renewable Energy Laboratory

NTM Normal Turbulence Model

OJF Open Jet Facility

PID Proportionate Integral Derivative

PIV Particle Image Velocimetry

PV Process Variable

SP Set Point

VFD Variable Frequency Drive

Subscripts

𝑖 Panel number

𝑙 Lower surface

𝑢 Upper surface

𝑥 X coordinate

𝑦 Y coordinate



1
Introduction

Windmills have been present for thousands of years, as a way of converting the energy present in the
wind into mechanical energy. Horizontal­axis windmills, similar to the ones used nowadays, were in­
troduced in Northern Europe around the 12th century, and were used for centuries to perform activities
such as pumping water or grinding grain. However, with the advent of the Industrial Revolution in the
18th century, there was a drop in their use, since coal provided a more affordable way of obtaining
energy, and it could be transported with more ease. For two centuries, the wind energy stayed on the
background, while some advances were made by employing the newly invented electrical generators
to directly introduce the wind energy into the electric grid. But by the end of the 20th century, a sudden
increase in coal price, as well as the appearance of environmental concerns regarding the sustainability
of the systems brought on by the Industrial Revolution, put the wind energy back into the main stage of
energy generation. Wind turbines emerged as a possible solution for obtaining energy in a clean and
environmentally friendly way.

The new challenges brought forward by the increasing demand of energy worldwide require of al­
ternative ways of producing energy. The Paris Agreement was signed by 195 countries across the
world in 2016, and plans to limit the effects of global warming by keeping the increase in global mean
temperature under 2∘ above the pre­industrial levels. Traditional means of energy production are no
longer valid, and alternative and renewable ways of producing energy must be the in the forefront of
energy production. One of the most promising and rapidly growing ways of producing renewable en­
ergy is wind energy, which has experienced an incredible growth. As an example, the global installed
capacity in Europe changed from 11.1 GW in the year 2000 to 153.7 GW in 2016 [23].

Wind energy taking a prominent role in the energy production is accompanied by research into more
efficient ways of extracting the energy. Wind turbines are devices that convert the energy present in the
wind into mechanical energy first, and ultimately into electrical energy. When the air passes through the
blades it generates an aerodynamic loading that makes the rotor spin, and this rotation is transformed
into electricity with a generator. For a given wind turbine, the power output can be defined as a function
of the air velocity (𝑉), the area swept by the rotor (𝐴), the air density (𝜌) and the power coefficient (𝐶𝑝):

𝑃𝑤 =
1
2𝐶𝑃𝜌𝐴𝑉

3 (1.1)

The power coefficient (𝐶𝑃) is a measure of the energy present in the wind that is actually trans­
formed into mechanical power. The maximum achievable value for this coefficient is 0.593, given by
the Betz limit [14], and real wind turbines only reach a fraction of this ideal value. Increases in wind
energy production can be made by increasing the power coefficient through more efficient designs.
However, it appears that in order to increase the power production of a wind turbine, the most logical
solution is to increase its size. The power produced by a wind turbine scales with the square of the
rotor diameter, so increasing its size is a very efficient way to increase the power output. As such,
this has been the dominant trend established in the wind energy industry since its beginnings. Wind
turbines have constantly been becoming larger and larger, and the power output has been increasing

1



2 1. Introduction

accordingly, as it can be seen in figure 1.1.

The upscaling of wind turbines comes along with some challenges that need to be tackled. The
loads and moments acting on the blades, as well as its weight [53] are increased. This increase in
weight is specially important, since it results in a linear increase of the stress due to gravitational loads
[53]. Lighter structures are needed if larger turbines are to be manufactured. However, wind turbines
are the subject of unsteady inflow conditions, which generate unsteady loading on the turbine itself.
Reducing the weight of the different components of the wind turbine might make them susceptible to
fatigue damage. Examples of mechanisms responsible for the generation of unsteady loads on the
blades are wind shear, turbulence or tower shadow. Reducing these unsteady loads would allow for
the use of lighter materials in the construction of the blades, and for manufacturing larger wind turbines,
which translates into an increase of the power extraction capabilities.

Figure 1.1: Evolution of wind turbine diameter size and power capacity from 1981 to 2016 (reproduced from
https://northsearegion.eu/northsee/e­energy/future­energy­industry­trends/)

The Smart Rotor appears as a possible solution for the reduction of unsteady loads on a wind tur­
bine. The idea behind the Smart Rotor concept is the active modification of the blade shape to reduce
the unsteady loads acting on it. This is done by combining three elements: a sensing system, respon­
sible of detecting the change in loads; a controller, which is in charge of reacting to these loads; and
an actuation mechanism, that modifies the shape of the blade according to the output of the controller
in order to achieve the desired load control. The benefits of this load reduction appear in the reduced
fatigue experienced by the different components of the wind turbine, since the stress acting on them is
reduced.

Several Smart Rotor concepts have been proposed, as it is laid out during chapter 2. However,
most of these studies are focused on the optimal form of control, and some aspects, such as the per­
formance of a Smart Rotor under dynamic stall conditions have not been studied yet. Dynamic stall
is a highly unsteady flow phenomenon that can appear in wind turbines due to unsteady loading [52].
This phenomenon is responsible for large load oscillations during its development [41]. Although it only
occurs in a small fraction of the cycles (estimated around 1­2% [52]), the magnitude of the unsteady
loads is larger than compared to when this phenomenon does not occur. Therefore, these loads may
be responsible for fatigue damage at a smaller number of cycles. If these loads are not tackled by the
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Smart Rotor, the reduction in weight and increase in size could lead to unexpected fatigue damage.

This can be visualized in a SN curve, where the amplitude of an alternating stress is plotted against
the number of cycles to failure at that given stress. During its life­span, a typical wind turbine may ex­
perience 108 to 109 cycles of periodic unsteady loads (appearing once per revolution), and this would
correspond to around 106 to 107 cycles of dynamic stall based on [52]. The stress associated with
these two different loadings is sketched in figure 1.2. Up until now, blades are thought to be over­
dimensioned [45], which explains why damage due to fatigue loads is not common. If blades are made
lighter, the stress experienced under the same loading is increased. A Smart Rotor tries to reduce
these loads so that blades can be made lighter or larger while keeping the loads experienced by the
blade below the failure curve. However, if dynamic stall loads are not reduced, the reduction in weight
(or increase in size) may situate the dynamic stall loads on top of the failure curve.

Stress

Number of Cycles

Figure 1.2: Sketch of a typical S­N curve, showing the approximated magnitude and number of cycles associated with dynamic
stall and periodic loads

This motivates the present study, where the ability of a Smart Rotor to reduce the unsteady loads
originated during dynamic stall wants to be studied. Since this is such a complex phenomenon, the
present study tries to bridge this gap in knowledge by considering this phenomenon on a simplified
rigid 2D­blade. The blade is subject to unsteady loading, representative of both a regime where small
separation is expected (referred hereafter as attached flow), and a regime where dynamic stall occurs.
A controller is designed to reduce the unsteady loads acting on the blade. The differences between
the different regimes wants to be assessed, as well as the influence of parameters such as the time
lag or the frequency of unsteadiness in the load reduction capabilities. The purpose of this thesis can
thus be summarized in the research objective:

To assess the capabilities and limitations of an active controller in reducing the unsteady
loads acting on a blade, by studying the load reduction achieved during attached flow and
dynamic stall conditions, in terms of time lag, controller gains, and frequency of unsteadiness
on a 2D experimental blade airfoil model.

Chapter 2 is focused on the literature review of the present status of the Smart Rotor. This allows to
identify the lack of studies done with this system under dynamic stall conditions, as well as the impor­
tance of parameters such as the time lag or frequency of unsteadiness in its load reduction capabilities.
The necessary knowledge regarding unsteady aerodynamics is also presented here, since it is needed
for the remainder of the thesis.



4 1. Introduction

An experiment is performed in the Open Jet Facility (OJF) of the TU Delft in order to achieve the
thesis objective, and described in chapter 3. A wing model obtained by extrusion of a 2D­airfoil is sub­
ject to a sinusoidal motion, at different frequencies. This is done by means of a pitching mechanism,
which generates an unsteady loading on the blade, and by modifying the mean angle of oscillations
conditions representative of both attached flow and dynamic stall can be achieved. Pressure sensors
are installed in the model, which detect the unsteady loads, and feed it forward to a proportionate con­
troller with variable gains. The controller generates an actuation signal that moves a trailing edge flap
and reduces the unsteady loads.

The methodology employed in order to transform the raw data obtained during the experiment into
a more meaningful form of data is presented in chapter 4. The output of the experiment is the instanta­
neous pressure data of the pressure transducers. This data is transformed into phase­averaged loads
and moments acting on the blade, following this methodology. The procedures followed to analyse the
data and determine the feasibility of the concept are also introduced here.

The baseline results, dealing with no active control of the loads are presented in chapter 5. These
results serve as a point of comparison for the results with active load control, which are shown in chap­
ter 6. During this chapter, the load reduction capabilities of the proposed controller are assessed, both
during attached flow and dynamic stall conditions. The influence of the controller time lag and unsteadi­
ness frequency is also studied, as they were found to be relevant in any mechanism dealing with active
load control.

Finally, in chapter 7, conclusions and recommendations for future work are summarized based on
the findings obtained in the previous chapters.



2
Background and Previous Work

The main purpose of this chapter is the identification of the relevant aspects in the Smart Rotor re­
search, as well as the presence of any gaps in the knowledge that could be tackled with this thesis. A
Smart Rotor deals with the reduction of the unsteady loads acting on a wind turbine, and as such, a dis­
cussion on unsteady aerodynamics is the focus of section 2.1. This discussion is focused specifically
on the aspects to be studied during the experiment, namely the aerodynamics of a pitching airfoil. The
phenomenon of dynamic stall is also described, which is the focus of the present study. During section
2.2, a review of the main studies done in the Smart Rotor research area is carried out. This allows
to identify the lack of dynamic stall studies, which motivates the focus that was placed on this phe­
nomenon during the first section. Along with this, the conclusions extracted from the previous review
are presented in section 2.3. Based on these conclusions, several aspects are identified as important
in any mechanism designed for load alleviation purposes and the research questions are formulated.

2.1. Unsteady Aerodynamics
Steady aerodynamics assumes that no temporal variations occur in the flow. This approach usually
makes the study of flows much simpler, but it can be reasoned that this situation is impossible to find
in real life. There is always going to be a certain degree of unsteadiness present in the flow. However,
the unsteadiness of a flow, or its rate of change with time, can be so low that the assumption of steady
aerodynamics may be valid for obtaining accurate results. A non­dimensional number, the reduced
frequency, is typically used as the indicator of unsteadiness. For a pitching airfoil, oscillating at a
frequency 𝑓, with chord 𝑐 and freestream velocity 𝑉, the reduced frequency is defined as follows:

𝑘 = 2𝜋𝑓𝑐
𝑉 (2.1)

For a pitching airfoil under attached flow conditions, the level of unsteadiness of the flow can be
estimated based on the value of the reduced frequency. Flows with reduced frequencies larger than
0.05 are typically considered unsteady under these conditions. The time­dependent aspects of the flow
play an important role in the resulting aerodynamics and cannot be ignored. Steady aerodynamics is
therefore not valid anymore for the analysis of these kind of flows and new theories are needed.

2.1.1. Theodorsen Theory
Theodorsen [56] developed a theory that allows for the computation of the aerodynamic loads on an
airfoil undergoing an oscillatory motion. This theory is based on the assumption of potential flow around
a 2 dimensional flat plate, and divides the contribution to the aerodynamic forces into circulatory and
non­circulatory terms. The starting point of the theory is a flat plate with three degrees of freedom:
pitching motion of the whole plate (𝛼), flapping motion of the flap (𝛽), and heaving motion (ℎ). A sketch
of the flat plate and its degrees of freedom, as well as the parameters that define the plate is presented
in figure 2.1. A solution based on the combination of several velocity potentials is obtained. First, the
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6 2. Background and Previous Work

velocity potentials due to the non­circulatory flow (due to the presence of the 3 DOF wing in the flow),
are taken into account. After that, the circulatory velocity potentials (appearing as a result of the need
to comply with the Kutta conditions) are considered, and a solution for the aerodynamic forces present
in this 3 DOF flat plate is obtained. The lift and moment derived for a harmonic pitching motion have
the following expressions:

α

β

h

a
c

b

Pitching axis

Hinge point

(Half chord)

t

t

t

Figure 2.1: Sketch of the flat plate used for the derivation of Theodorsen Theory, adapated from [56]

𝐿 = 𝜌𝑏2𝑡 (𝑉𝜋𝛼̇ − 𝜋𝑏𝑡𝑎𝑡𝛼̈) + 2𝜋𝜌𝑉𝑏𝑡𝐶(𝑘) (𝑉𝛼 + 𝑏𝑡 (
1
2 − 𝑎𝑡) 𝛼̇) (2.2)

𝑀 = −𝜌𝑏2𝑡 (𝜋 (
1
2 − 𝑎𝑡)𝑉𝑏𝑡𝛼̇ + 𝜋𝑏

2
𝑡 (
1
8 + 𝑎

2
𝑡 ) 𝛼̈)+2𝜌𝑉𝑏2𝑡 𝜋 (𝑎𝑡 +

1
2)𝐶(𝑘) (𝑉𝛼 + 𝑏𝑡 (

1
2 − 𝑎𝑡) 𝛼̇) (2.3)

𝐶(𝑘) is the Theodorsen function, and it consists of a real and an imaginary part. Theodorsen de­
rived this term by the use of Bessel functions, and its value is dependent on the reduced frequency 𝑘.

Figure 2.2: Lift coefficient as a function of the angle of attack obtained with Theodorsen Theory, for different reduced frequencies
𝑘 [36]

Leishmann [36] derived this expression of the lift coefficient for a purely oscillating airfoil, as a func­
tion of the reduced frequency 𝑘, and can also be seen in figure 2.2. As the reduced frequency increases,
the 𝐶𝑙 is lower during the upstroke than during the downstroke for the same angle of attack. This effec­
tively means a phase lag of the aerodynamic forces with respect to the oscillations. There also appears
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a damping of the amplitude of the aerodynamic forces, that are reduced in half as 𝑘 approaches infinity.

The correspondence of Theodorsen theory with experimental results is excellent for pitching mo­
tions, even for thick airfoils such as the NACA 0018, as it was shown by Stangfeld [54] for a Reynolds
number of 𝑅𝑒 = 3 ⋅ 105. However, oscillations around high angles of attack are not going to comply
with the assumption of potential flow anymore, since separation is expected to occur, so Theodorsen’s
theory should not be used. These type of oscillations may induce more complex phenomena, such as
dynamic stall.

2.1.2. Dynamic Stall
Dynamic stall is an important phenomena associated with unsteady aerodynamics. The flow around
a steady airfoil separates completely from the surface at a certain angle of attack, known as the static
stall angle. A stalled airfoil displays a decrease in lift, since the flow is not attached anymore to its sur­
face, and a higher drag. Dynamic stall is the process by which an airfoil undergoing oscillatory motion
reaches angles of attack larger than the static stall angle, generating a higher lift than its steady coun­
terpart. This phenomena is associated with the appearance of a Leading Edge Vortex (LEV), which
increases the circulation and delays the onset of the stall. Increasing the angle of attack beyond this
point means that eventually the leading edge vortex will detach, generating a sudden drop in lift.

McCroskey [42] identified three different regimes of dynamic stall. The appearance of one of the
different regimes depends on the maximum angle of attack reached during the oscillations: The first
regime is called stall onset, for angles of attack sligthly larger than the static stall angle. A larger lift is
obtained with respect to the steady counterpoint, but no remarkable penalties in terms of drag or pitch­
ing moment changes are observed, since the separation of the flow is limited. If the angle of attack
is a bit larger, considerable separation is observed, in the order of the airfoil thickness. This regime
is labeled as light stall. Deep stall is the last regime of dynamic stall defined, that occurs when the
maximum angle of attack exceeds the static stall angle considerably. The separation is complete, and
the drop in lift and change in pitching moment is much larger.

The typical evolution of a deep dynamic stall regime can be identified in Figure 2.3, as stated by
[20]. Stage 1 occurs at angles of attack lower than the static stall angle. The behavior of the flow under
these conditions is consistent with potential flow theory, and the flow stays attached to the surface.
Stage 2 appears when the static stall angle is reached. Under normal conditions this would imply the
separation of the flow, but if the airfoil is pitching, and therefore undergoing an unsteady motion, the
flow remains attached. A leading edge vortex starts developing, typically after the suction peak [41],
due to the propagation of the flow reversal originating at the trailing edge of the airfoil. Stage 3 reflects
a sudden drop in moment coefficient, associated with the convection downstream of the leading edge
vortex. As it can be seen in the lift coefficient curve, the lift coefficient keeps increasing during this
stage, due to the influence of the leading edge vortex on the pressure distribution on the surface of the
airfoil. When the vortex has fully convected downstream, a huge dropoff in lift is observed, marking
stage 4. Under these conditions the flow is fully separated. Stage 5 is the reattachment of the flow to
the surface of the airfoil. This phenomena begins near the static stall angle [1], but is not fully completed
until a smaller angle of attack.

Although the general characteristics of dynamic stall have been described, it is still a highly complex
flow phenomenon dependent on many variables. Leknys [38] studied the dynamic stall occurrence on
a NACA 0012 and a NACA 0021 airfoil undergoing the same motion. PIV measurements were carried
out in the airfoils rotating from 0 to 90 degrees at a constant rate (except for the first and last 5 de­
grees, which were the limits for the acceleration and deceleration of the system). It was found that the
appearance of the leading edge vortex characteristic of the presence of dynamic stall occurred earlier
for the thinner airfoil, while the growing rate of the bubble once it is formed is larger for the thicker one.
Larger pitching up rates also were shown to delay the onset of dynamic stall, occurring at larger angles
of attack. A similar conclusion was reached by Leishman [37]. Studying the dynamic stall formation on
a NACA 23012 airfoil undergoing oscillatory motion, he found that increasing the reduced frequency
of the oscillations (and therefore the pitching up motion) influenced the onset of dynamic stall. For
an oscillation with an amplitude of 10 degrees around a mean angle of 10 degrees, it is shown that
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Figure 2.3: Evolution of the lift coefficient, moment coefficient and drag coefficient during a dynamic stall cycle (a), and flow
visualization of the dynamic stall cycle, extracted from [20]

increasing the reduced frequency from 0.1 to 0.2 reduces greatly the hysteresis loop both in the lift and
moment coefficient. This is due to the delayed onset of dynamic stall. A similar study for a pitching
airfoil is done in [41], but the hysteresis loops are enlarged for larger reduced frequencies. It should
be noted however that the mean angle of oscillations is larger, and this could be the reason for the
enlarged hysteresis loops. The nose­down pitching moment associated with the appearance of the
LEV is actually delayed for increased reduced frequency, which is consistent with the hypothesis that
higher reduced frequencies delay the onset of dynamic stall.

Concerning the onset of dynamic stall, Sheng [50] developed a stall onset criterion for low­speed
dynamic stall. Based on experimental data available regarding the appearance of dynamic stall for
ramp­up motions for different airfoils, a linear relationship was found between the angle of appearance
of the onset of dynamic stall and the velocity of the ramp­up motion, after the reduced pitch rate of
the ramp­up motion (𝑟 = 𝛼̇𝑐/2𝑉) is larger than 0.1. The criterion for the onset of dynamic stall was
developed based on this relationship, and successfully applied to ramp­up motions and oscillatory mo­
tions that result in deep stall [51]. Mulleners and Raffel [44] revisited this criterion, and found no linear
relationship between the reduced pitch rate and the onset of dynamic stall for oscillatory motions of
an airfoil. Instead, they found that the time elapsed from the point at which the static stall angle is
surpassed and the onset of dynamic stall is reduced for increased unsteadiness. In this sense, stall



2.1. Unsteady Aerodynamics 9

onset is actually promoted with increased unsteadiness. It should be noted that this does not neces­
sarily contradict the conclusions reached in previous studies [37, 38, 41, 50, 51]. On those studies the
delayed onset was described with respect to the angle of attack at which the detachment of the LEV
detaches, not the time elapsed since surpassing the static stall angle.

For the most part, the appearance of dynamic stall is unwanted due to the high level of unsteadiness
introduced in the loads and the associated fatigue that comes with it (although it is a mechanism used
by insects in their flight patterns [21], and is even being introduced into micro­air vehicles to increase
their lifting capabilities [22]). Many studies have been done regarding the use of aerodynamic control
devices in order to either eliminate its appearance completely, or reduce the unwanted behaviours
associated with it. Heine [28] studied the influence of passive disturbance generators present on the
leading edge of an oscillating airfoil susceptible to dynamic stall. Even though they were not able to
affect the formation of the leading edge vortex and hence the appearance of dynamic stall, an increase
in lift and decrease in negative pitching moment were found during the downstroke of the airfoil, reduc­
ing thus the negative effects of the dynamic stall.

Gerontakos and Lee [35] employed trailing edge flaps for dynamic stall control. The flap was de­
flected downwards and upwards in a pulse motion, and different actuation times, and amplitudes were
considered. Tests were performed in an oscillating NACA 0015 airfoil. It was found that only upward
deflections of the flap are capable of reducing the nose­down moment associated with the appearance
of dynamic stall. No mechanism was able to alter the formation of the LEV. This was to be expected,
since dynamic stall is a leading edge phenomena, driven by the presence of the LEV, and therefore
the use of trailing edge devices is not expected to impede its formation, but rather diminish the big
excursions in lift and moment. This aspect has to be kept in mind, since, as it will be developed during
the coming sections, the experimental study to be done will use trailing edge flaps as the actuation
device.

Dynamic stall is thus a really complex phenomenon, with many non­linearities. Although it is some­
times beneficial in terms of its lift enhancing capabilities, most of the times it is an unwanted phe­
nomenom and wants to be avoided. Besides the big excursions in lift and moment that have already
been described in this section, the non­linearities of this flow may introduce aeroelastic instabilities.
A description of these aeroelastic instabilities, as well as a tool to measure them will be given in the
following section.

2.1.3. Aeroelastic Instabilities
Aeroelasticity is the study of interactions between the inertial, structural and aerodynamic forces ap­
pearing on an elastic body [61]. These interactions can lead to unwanted behaviour of the body, which
may compromise its structural integrity. One of these unwanted behaviours, closely related to unsteady
aerodynamics, is flutter.

Flutter [61] is a dynamic instability that occurs due to the transfer of energy from the flow to the
structure during an oscillation, which will cause its oscillations to grow progressively until structure fail­
ure occurs. Classical flutter, dealing with attached flow, requires the interaction between two or more
degrees of freedom. In this type of flutter, which typically occurs when the bending and torsion modes
are coupled, the combination of the aerodynamic forces being generated by this motion and the motion
of the structure cause it to extract energy from the flow during each cycle.

Classical flutter can only occur with two or more degrees of freedom of the structure. However,
there are other types of flutter that may appear with a single degree of freedom. This is the case of
stall flutter. Stall flutter is a type of aeroelastic instability generated by the non­linear aerodynamics
characteristic of stalled flow. In this sense, the structure may be able to extract energy from the flow to
excite the oscillations without the need of coupling of two degrees of freedom.

For a pitching airfoil, the susceptibility to stall flutter can be quantified by measuring the work done
on it through an oscillation cycle. In this way, energy is going to be introduced on the structure if the
moment and the motion are in phase. If the moment and motion are opposing in phase, then the flow
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is absorbing energy from the structure, which will damp the oscillations and prevent instabilities.

𝑊 = ∮𝑀𝑑𝛼 (2.4)

As studied by [16], this work done on the airfoil over a cycle can be converted into an aerody­
namic damping, which is going to be a measure of the susceptibility of the airfoil to stall flutter. The
aerodynamic damping is expressed as:

Ξ𝑐𝑦𝑐𝑙𝑒 = −
1

𝜋𝛼𝑎𝑚𝑝
∮𝐶𝑚𝑑𝛼 (2.5)

The aerodynamic damping for an airfoil undergoing oscillatory motion under attached conditions
was also derived by [16], based on the expression for the moment around the quarter chord of a flat
plate given by Theodorsen [56], considering also that the pitching axis is present at the quarter­chord
point. The phase lag induced by the unsteadiness of the flow helps introduce a damping in the system,
as is seen in the proportionality between the damping coefficient and the reduced frequency 𝑘.

Ξ𝑐𝑦𝑐𝑙𝑒 =
𝜋𝑘
2 (2.6)

However, this expression is not valid for an airfoil undergoing an oscillatory motion at higher angles
of attack, since it is susceptible to the appearance of dynamic stall. Corke and Thomas [20] studied
the aerodynamic damping on both a light and a deep dynamic stall regime, and observed that light
dynamic stall is more prone to the appearance of instabilities. This can be seen in figure 2.4, where the
counterclockwise loops in the moment coefficient curve can be thought of as a positive contribution to
the aerodynamic damping, while the clockwise loops have a negative effect.

Figure 2.4: Evolution of the moment coefficient around an oscillating airfoil undergoing light (a) and deep (b) dynamic stall
conditions, and its contribution to the aerodynamic damping, extracted from [20]. Clockwise loops in the moment contribute
negatively to the damping, while positive contributions are found for counter­clockwise loops

In any of these cases, however, it is seen that the appearance of dynamic stall generates a clockwise
loop in the moment coefficient curve, which is indicative of a part of the motion in which the structure
is extracting energy from the flow. The experiment to be carried out during this thesis deals with an
airfoil undergoing oscillatory motions both in the attached and stalled regime, and it is supposed to be
representative of a Smart Rotor. During the oscillations where the flow is still attached, simple potential
flow theory such as Theodorsen may be used in order to extract some conclusions regarding the un­
steady behaviour of the system, and validate the results obtained. During dynamic stall conditions, this
approach is no longer valid, and as such the aerodynamic damping will be used to assess susceptibility
of the system to aeroelastic instabilities.
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2.2. The Smart Rotor
The experiments to be performed during this thesis deal with a new concept in wind turbines research:
the Smart Rotor. This concept was introduced in chapter 1, and deals with the reduction of the un­
steady loads on a wind turbine blade by modifying the shape of the blade.

The Smart Rotor concept for wind turbines is an evolution of well established research done for ro­
torcrafts. Several studies have been carried out in this area, regarding the use of aerodynamic control
surfaces to reduce vibrations on the rotor blades. Barlas and van Kuik [5] reviewed different actua­
tion mechanisms used for this purpose. The main requirements for the actuation mechanisms are an
appropriate bandwidth, capable of compensating the varying loads, and a good frequency response.
Thesemechanismsmust also add little weight to the whole system and be simple to implement and use.

Trailing edge flaps appear as the most promising concept. These mechanisms work by changing
the effective camber of the airfoil, thereby altering the pressure distribution over it and the aerodynamic
loads. Due to its relatively low inertia (not the whole airfoil has to be moved, but just the rear part), the
frequency response is also appropriate. Within this concept, two different implementations arise: rigid
trailing edge flaps and deformable trailing edges. Rigid trailing edge flaps are deployed around a fixed
hinge point, introducing thus a discontinuity in the geometry of the airfoil. Deformable trailing edges
modify the camber of the airfoil, but do so in a continuous way.

Other concepts, although promising, have some disadvantages that make them not as suitable for
this kind of application. This is the case of microtabs, which are basically deployement tabs similar to
a gurney flap, but placed along the chord of the airfoil. These tabs modify the pressure distribution of
the airfoil by changing its effective camber. The lift altering capabilities are really promising [8, 19, 58],
with values comparable to those of trailing edge flaps. Johnson et al [30] focused on microtabs in their
review of the possible mechanisms available for active load control in wind turbines. The frequency
response (higher than for trailing edge flaps) and lift altering capabilities are some of the inherent ben­
efits of these devices. However, it has to be noted that the chosen active control device should be
able to compensate for the whole range of loads up until its maximum load altering capabilities. More
research is needed in this aspect, since the deployment of the tab implies a fixed change in load.

Figure 2.5: Lift control capacity of several aerodynamic control concepts, extracted from literature [5]

Trailing edge flaps and microtabs have been the main focus of research for active load control in
wind turbines, although some other mechanisms have also been studied. Figure 2.5 shows the band­
width of several mechanisms regarding their lift compensation capabilities, which highlights the benefits
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of the trailing edge flap due to its increased bandwidth with respect to other aerodynamic devices. While
other mechanisms have been used in the Smart Rotor research [8], the majority of research being done
nowadays is focused on rigid or deformable trailing edge flaps. The following sections will deal purely
with Smart Rotor research done with trailing edge flaps as the actuation device.

Threemain components can be identified in a Smart Rotor: the actuator, the controller and the sens­
ing system. While a consensus has been reached regarding the preferred actuation mechanism, the
choice of controller and sensing system is more complex and several solutions have been proposed.
The different options proposed in literature for the controller and the sensing system will be reviewed in
sections 2.2.1 and 2.2.2 respectively. During this literature review two components of special interest
in the Smart Rotor research have been identified: the time lag and the performance under dynamic
stall conditions. These will be reviewed in sections 2.2.3 and 2.2.4. Since almost every study involves
two or more of these aspects, some studies will be reviewed more than once, placing special focus
on the section specific aspects. The general aspects of each study will be introduced in the controller
section 2.2.1.

2.2.1. Control architecture and Load Reduction capabilities
In this section, a review of the control architecture applicable to a Smart Rotor is carried out. Since a
PID controller is used in this thesis, a more detailed description of this type of controller will be given.
After this, the different options present in Smart Rotor literature regarding the control architecture will
be shown, as well as a general description of each study and the general conclusions drawn from each
one of them. Finally, a brief discussion is conducted regarding the choice of control architecture.

A controller is a device used in any process in which a variable needs to be given a desired value.
This is done by comparing the value of the Process Variable (PV) and the desired signal, known from
now on as Set Point (SP). The difference between these two is the error signal, and is used by the
control architecture to apply a correction to the process so that the PV reaches the SP. There are many
ways of doing this, ranging from simple PID controllers to more complex devices.

A PID controller is one of the more widely used control architectures in industrial applications [32].
An error signal is generated, by determining the difference between the PV and the SP. The actuation
signal generated by the controller is the sum of three different components acting on the error sig­
nal: Proportionate (P), Integral (I) and Derivative (D). A block diagram of a PID controller can be seen
in figure 2.6. An error signal is generated (𝑒(𝑡)), and the three different components act on different
variants of the error signal. The result is an actuation signal (𝐹(𝑠)), which is input in the process. If
the system is well designed, this is going to bring the Process Variable (𝑋(𝑠)) closer to the Set Point (𝑢).

Figure 2.6: Block diagram representative of a typical PID controller
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As it can be seen, each component of the PID controller acts on a different variant of the error signal:

• The proportionate component of the controller acts directly on the error signal: the larger the
error signal, the larger the actuation signal is going to be, to try to compensate for this error. The
proportional gain 𝐾𝑝, determines how fast the system reacts to the error. Large proportional gains
can generate stability problems, since they introduce actuation signals that are too large for the
error they are trying to compensate.
Proportionate controllers are common in industry, but they are not catered for every application.
These type of controllers are susceptible to steady­state errors: a point can be reached in which
the actuation signal generated for a certain error does not have an effect anymore in reducing it.
Under these circumstances, larger proportional gains can further reduce the steady state error,
but never remove it completely.

• The integral components acts, as its name suggests, on the integral of the error signal. This com­
ponent stems from the inability of a proportionate controller to eliminate steady state errors. Since
the integral term is proportional to the integral of the error signal, a steady state error will start
building up the integral term, thus not stopping until the error has been eliminated. The integral
term contributes to the presence of oscillations in the system, and eventually to its instability.

• The derivative components acts on the derivative of the error signal with respect to time. In a
sense, it acts as a predictor, trying to look into the future to damp the response of the system.
If the error is being reduced, its derivative is going to be negative, and hence the derivative
term is going to act against the proportionate and integral terms, trying to reduce the oscillations
introduced by the previous two components.

PID controllers have been widely used in the field of Smart Rotors. Buhl [13] implemented a P con­
troller based on the measured angle of attack, and a PD controller based on position, velocity and ac­
celeration of an airfoil section in an aeroservoelastic code. No finite wing effects were considered. Two
different test cases were considered: a step in the wind velocity from 10 to 12 m/s, and a representative
turbulent field. A parametric study was carried out in order to obtain the optimal gains for the controller.
Reductions of up to 95% in the standard deviation of the normal force were obtained for the first case,
and up to 81% for the second one. Basualdo also studied a 2­dimensional airfoil in an aeroservoelastic
code using potential theory to describe the aerodynamics and a spring and damper model to simulate
the deformations. Three different turbulent flow simulations (2,20 and 100 seconds) were studied to
determine the load reduction capabilities of a PD controller based on the vertical displacement, velocity
and acceleration, and the controller gains were set using the Ziegler­Nichols rules for a first approxima­
tion, followed by manual tuning to obtained optimal performance . This performance was measured by
the reduction in the standard deviation of the displacements. A reduction of 75% was obtained for the
2 seconds turbulent field, similar to the results obtained by Buhl. The standard deviation was increased
however, for the 100 seconds case. This was attributed to the inadequacy of this parameter to ascertain
load reduction capabilities, since it was observed that the displacement oscillations were smoothed out.

Both of these studies are done on a 2 dimensional airfoil, although the same control mechanism
has also been used in models of a complete wind turbine. The control mechanism becomes more com­
plex once the whole system is considered, since the rotation of the wind turbine makes it a LTV (Linear
Time Variant) system. This can be somewhat fixed by applying a Multi­Blade coordinate transformation
(MBC). The analysis of a wind turbine is difficult, since it includes rotating reference frames (the blades
of the rotor), and a fixed reference frame (the tower­nacelle system). The idea behind a MBC is to
transform every degree of freedom into a non­rotating reference frame. This was done by Bir [11] for a
three­blade wind turbine with variable rotor speed. The end result is the removal of the periodic terms
that are not integer multiples of the 3P (3 times per revolution) terms in the fixed reference frame. A
modal analysis was also carried out by Bir, to obtain the modal dampings for the different displace­
ment modes present in the wind turbine, after averaging the system dynamics matrix. This is done
before and after performing the MBC, and different damping predictions are obtained, since all periodic
terms that affect the system dynamics are averaged out when MBC is not performed. A similar modal
analysis is performed by Stol et al [55], comparing the results to the ones obtained by using a Floquet
modal analysis, that does not average out any time­variant contribution to the system dynamics. The
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differences between the Floquet and the eigenvalue analysis after MBC for a normal and an extreme
wind turbine operation regime are negligible. This suggests that simpler LTI control techniques such
as PID controllers can be used for 3­dimensional wind turbines after applying a MBC.

(a) Control Diagram of the Smart Rotor controller, using the Cole­
man transformation to actuate on the fixed­reference frame load­
ing

(b) Time extract of the load reduction capabilities of the Smart
Rotor (IFC), compared to the Standard Case (SC)

Figure 2.7: Control diagram and load reduction of the Smart Rotor proposed by [33]

This is the approach taken by Lackner and van Kuik [33]. A PID controller is designed, with the
intention of reducing the yaw and tilting moments, which are the degrees of freedom obtained after
transforming the bending moment of each individual blade in its rotating reference frame to a non­
rotating one. The outputs of the controller are thus the flap angles in the fixed reference frame, so the
inverse operation is done to transform them into the blades reference frames. The block diagram of
the controller is shown in figure 2.7a. The gains are manually tuned as to prevent saturation of the
flaps while maintaining a substantial load reduction. The simulations are done in the NREL 5MW wind
turbine, on the aeroelastic package GH Bladed. Rigid trailing edge flaps spanning 20% of the blade’s
length and with 10% chord are used, and their effectiveness measured in reduction of the damage
equivalent flapwise bending moment. Two load cases are considered: a Normal Turbulence Model
(NTM) and an Extreme Turbulence Model (ETM). These cases are supposed to be representative to
the operation conditions experienced by wind turbines, as defined by the International Electrotechnical
Commission (IEC). The reductions obtained range between 10­15% for the majority of cases consid­
ered, as shown in figure 2.7b. However, the authors note that a more aggresive control, as well as
larger actuation surfaces will undoubtedly result in an improvement of the load reduction capabilities.
In a later study, Lackner and van Kuik [34], study the performance of the same Smart Rotor for a global
step change in wind velocity. The controller was found to be incapable of reducing the changing loads
for this case. This can be explained since the global change is experienced by the whole rotor, so the
yaw and tilting moments are not changed, but rather the average root bending moment of the three
blades (the other degree of freedom in the fixed­reference frame, not used in the control loop). This
method of control is thus proven not to be effective under all situations for the reduction of the loads
oscillations.

A similar approach is taken by Bernhammer et al [10]. The yaw and tilt bending moments in the fixed
reference frame are the inputs of the controller, after a MBC has been performed. A PI controller is
used in this case, and the parameter tuning is done in order to keep the flap deflections under 5∘, while
trying to reduce the resonance around the first flapwise bending frequency. Both fatigue and extreme
load cases are studied. The proposed Smart Rotor is found to be able to reduce the fatigue loads, as
expressed in the reduction of the blade root bending moment, in 24%. This reduction drops to 8% for
extreme cases. One of the main contributions of this study is the analysis of the influence of the Smart
Rotor in the different parts of the wind turbine. It is found that most of the loads are reduced, except for
the torsional moment of the blades, which is increased. This is attributed to the flap actuation, since it
will modify the pressure field around the section and create a pitching moment.

Andersen [3] also studied the Smart Rotor concept in a 3­dimensional wind turbine. However, rather
than reducing the moments on a fixed­reference frame, the choice is to reduce the oscillations on the
root moment of each blade. Even though the reduction in the fixed­reference frame is not going to be
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the same quantitatively, they are correlated and so a reduction in one implies a reduction in the other
one. A PD controller is implemented based on the deformation of the section of the blade where the
deformable trailing edge flap is installed. Simulations are carried out with an aeroelastic code on a 33
meter Vestas V66 wind turbine blade. The optimal gains are computed in an iterative way, by defining
a loop until the equivalent flapwise blade root moment is minimized. A reduction of 60% is obtained
for the largest flap studied, 11 meters. Besides the PD controller, a P controller is also tested, and
the maximum reductions (for the same 11 meter flap) are of 27%. No other explanation apart from the
simplicity of the controller is given as to why there is such a big discrepancy in these numbers.

In another study, Andersen [2] employed a P controller with a high­pass filter. The characteristics
of this study are different from the previous one: A NREL 5 MW reference turbine is studied, with 63
meter long blades, and a flap of fixed length is used for actuation purposes. The length of this flap is
10% of the blade’s length, or 6.3 meters. The flap deflection (𝛽) is given by the following expression:

𝛽 = 𝐾𝑝 [𝜖(𝑟𝑠) − 𝑧] (2.7)

𝜏𝜕𝜖
′

𝜕𝑡 + 𝜖
′ = 𝜖(𝑟𝑠) (2.8)

where 𝜖 is the blade root bending moment and 𝜏 is the time constant of the high­pass filter. A
gradient based optimization is used in order to find the optimal values for the variables that reduce the
equivalent blade root moment fatigue load. The variables to be optimized are the proportional gain (𝐾𝑝),
the time constant of the high­pass filter (𝜏), the radial position of the flap (𝑟𝑓) and the radial position of
the sensor (𝑟𝑠). The optimization gives a maximum reduction of the loads of around 25%, as it can be
seen in figure 2.8. This number has to be seen in the context of a small actuation surface (only 10% of
the blade’s length), and a purely proportionate controller, which as shown also by Andersen [3], results
in a worse performance than a PD controller (under this type of implementation).

Setting the gains of the PID controller is not a straightforward task, as it can be seen by the variety
of solutions proposed. A more complex approach is to perform system identification in the system to
obtain its frequency response, and derive the optimal gains from it. This is done by Chen et al [18], in
order to tune the gains for a PI controller based on the yaw and tilting moments obtained after a MBC is
applied to the rotating­frame bending moments. The HAWC2 aeroelastic code is used to perform the
simulations, and upscaled wind turbines obtained from the NREL 5 MW reference turbine are studied.
As it was mentioned, system identification was performed on the wind turbine blade with a flap, and
its results used to tune a PI controller based on the minimization of a cost function, in an optimization
process given by [39]. The flap is actuated in order to reduce the 2P loads, while the whole blade is
pitched to reduce the 1P loads. This may help to explain the small contribution to the load reduction
capabilities of the system, with 17­20% reduction in the out­of­plane damage equivalent loads when
only pitch control is used, improving to 20­22% when also the flaps are actuated.

Experimentally, a similar approach was taken by van Wingerden [60]. A proof of concept of the
load reduction capabilities of a Smart Rotor blade was carried out. A high aspect­ratio wing (0.9 meter
length and 0.12 meter chord) is tested in a low turbulence wind tunnel at Delft University of Technol­
ogy. The wing is pitched as to represent the load oscillations. Subspace identification is performed by
applying a white noise signal to the trailing edge flap, and a bode plot is derived from it. With this bode
plot, loop shaping is used in order to determine the gains of a PD controller with notch filter. Several
load cases are investigated: a periodic disturbance on the 3P frequency, a step disturbance, and a
representative noise signal with peaks in the 1P and 3P frequency. A load reduction of around 90%
is reached for the periodic disturbance on the 3P frequency. No quantitative analysis of the second
case is done, although a clear reduction in the amplitude of the loads is observed. Lastly, the load
reduction capabilities for the representative noise signal are of 37% for the 1P frequency and 55% for
the 3P frequency. The actuation bandwidth of the trailing edge flap is able to compensate for pitch
angle variations up to 2∘. The disturbance signals are kept below this level, and this may explain the
high values of the load reduction capabilities compared to other studies.
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(a) Fatigue load reduction as a function of flap and sensor posi­
tion on the blade

(b) Optimized time constant as a function of the flap and sensor
position on the blade

Figure 2.8: Results of the gradient based optimization used in the Smart Rotor study performed by Andersen [2]

In a subsequent study, van Wingerden[59] introduced a new type of control for a Smart Rotor tur­
bine. In this study, a scaled­down version of a two­bladed Smart Rotor, seen in figure 2.9a, is studied
in the Open Jet Facility (OJF) of the Delft University of Technology, a closed circuit wind tunnel with a
2.85 x 2.85m test section. System identification is again done on this experimental setup, in order to
identify the dynamics of the system. Special emphasis is placed in not including the periodic compo­
nents appearing due to the rotation of the turbine in this system identification. With this, a Bode plot
is derived, and this is taken as the basis for tuning the controller. Since some coupling between the
two blades is found, a 𝐻∞ controller is designed, which is a Multiple­Input Multiple­Output controller
(MIMO). On top of this, a feed­forward controller is included into the control architecture, since some of
the oscillating loads are expected to be deterministic and multiples of the 1P frequencies. This combi­
nation of controls is used for reducing the loads experienced due to stochastic perturbations in the wind
(turbulence), in combination with periodic disturbances. A great reduction of around 90% is observed
in the loads on both turbine blades, as it can be seen in figure 2.9a. This is again a much higher value
than the one presented by other Smart Rotor concepts, and also larger than the one obtained when no
feed­forward controller is employed.

A Model Predictive Control (MPC) is used by Castaigne [17]. This study is especially important
since it is performed experimentally on a full­scale Vestas V27 wind turbine in the field. One of its
three blades is equipped with a trailing edge flap spanning 70 cm, or around a 5% of the blade span.
System identification is again performed for the tuning of the controller, which in this case is an MPC.
This type of controller is a more advanced form of control, in which a prediction of the future response
of the system is done, according to a dynamic model of it, and an optimization is carried out in order
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(a) Two­bladed wind turbine model used in the exper­
iments by van Wingerden [59], with two trailing edge
flaps to give it Smart Rotor capabilities (b) Loads experienced by the two blades, without actuation of the trailing

edge flap (black), and with feedforward+feedback control (grey)

Figure 2.9: Setup and load reduction capabilities of the study done by van Wingerden [59]

to reduce the error of a cost function over the prediction of the future response. Emphasis is placed
in reducing the 1P and 2P frequencies, and limiting the actuation at higher frequencies (in order to
reduce the wear of the actuators). This Smart Rotor is tested for 9 alternating sequences of active
control followed by no control, of 2 minutes each, in order to assess its load reduction capabilities. This
is done due to the stochastic nature of the wind, and the inability to study the same wind under two
different sets of conditions. The results are evaluated according to the reduction in the equivalent loads
due to the flapwise blade root bending moment. An average load reduction of 14 % is achieved, with a
20% reduction of the 1P loads. These values are promising, especially considering the small actuation
surface of the trailing edge flaps, with higher values of reduction expected for larger actuation surfaces,
as it has already been discussed.

Also an MPC controller had been used by [6], although numerically instead of experimentally. Three
trailing edge flaps have been placed in each blade of NREL 5 MW turbine, spanning 11.6 meters
(18% of the blade’s length), and the simulations have been carried out in the aeroservoelastic code
DU_SWAMP. As is standard, system identification is performed, and the results obtained with it are
used to tune the different parameters of a MPC controller. The controller is tested under different load
cases, according to the IEC turbulence intensity levels. Load reduction is expressed in the change in
damage equivalent loads (DEL). These reductions range from 10.9% to 27.3%, with the higher reduc­
tion being obtained in the lower turbulence case. It should be noted that the high turublence intensity
levels generate loads on the blades too large for the flaps to compensate. This places again the focus
on the need of large enough actuation surfaces, capable of compensating the variable loads.

Other forms of control have also been used. A Linear Quadratic Regulator (LQR) was used by
Bergami and Poulsen [9] in their numerical study of the NREL 5 MW turbine performed on HAWC2.
Trailing edge flaps are placed on the 61.5 meter long blade, spanning a 20% of its total length. System
identification is performed to obtain the frequency response of the system, placing special attention into
not including the periodic disturbances into the identification process. The identified model is used to
tune a LQR regulator, in which a cost function is minimized. This cost function is dependent on the vari­
ation of the blade root flapwise bending moment and the flap angle. In this way, the loads are reduced
while also keeping the actuation signal within considerable limits. The controller capabilities are tested
against a turbulent wind field following IEC standards for a class B turbine, and three configurations
are tested: 𝑑00, acting purely as a feedback controller; 𝑑𝑆𝑖𝑛 − 𝑐𝑜𝑠, which introduces a Sine­Cosine
signal as a way to anticipate periodic disturbances, and 𝑑𝑊𝑠𝑝, where the periodic component is antici­
pated by means of a simplified model of the wind speed variations (including aspects such as the tower
shadow). The results are expressed in percentage reduction of the DEL. A 10% reduction is achieved
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by the 𝑑00, while for the 𝑑𝑆𝑖𝑛− 𝑐𝑜𝑠 and 𝑑𝑊𝑠𝑝 cases, reductions of 13.8% and 14.5% respectively are
obtained. Similarly to the results obtained by van Wingerden [59], including the deterministic loads into
the control scheme improves its performance.

The idea of including the deterministic loads into the control scheme has been explored further in
many other studies. Lifted repetitive control techniques [29] or Iterative Learning Control laws (ILC)
[46, 57] include these deterministic loads typically present during normal wind turbine operation, and
focus on their reduction. These innovative schemes have been proven able to reduce the periodic
components of the unsteady loads, although the application of these techniques in the Smart Rotor
research area is still in its first steps, especially compared to other more standard control techniques.

Several aspects can be extracted from this part of the literature review. First of all, the comparison
between different studies is not a trivial task. A Smart Rotor study can be approached in many different
ways: different wind turbines are studied, subject to different wind fields, with different forms of control
as well as different sensing systems.

One of these aspects is the actuation surface of the trailing edge flaps: it has been shown that the
load reduction capabilities of a Smart Rotor are heavily influenced by this parameter, as can be de­
duced by the high values given by van Wingerden [59, 60], where the loads oscillations are kept within
the limits of the actuation surfaces. It can also be concluded that including the deterministic loads into
the control architecture may lead to improved performance in terms of the load reduction capabilities
of the Smart Rotor.

However, due to these discrepancies between the different Smart Rotor studies, no controller can be
deemed superior in terms of performance. In any case, the improvements arising from a more complex
form of control are not expected to be that large, and so from practical considerations a simpler form
of PID controller will be studied, since an optimal control is not the purpose of the present thesis. In
particular a proportionate controller with the velocity of the flap as the output will be considered. Acting
on the velocity rather than on the position of the flap is expected to help eliminate the susceptibility of
this type of control to a steady­state error, since any error will result in a movement of the flap, and a
change of circulation. This eliminates the need for an integral term, as it will only generate instabilities
in the system.

2.2.2. Sensing System
For a Smart Rotor, the sensing system is in charge of detecting the parameter for which the system is
trying to reduce the oscillations. The choice of sensing system is therefore evidently going to influence
the performance of the Smart Rotor as a whole. A choice of sensing system has to be made according
to a compromise, between complexity and performance of the sensing system. Some systems may
have small time delays but give us a limited description of the flow, while others may be really intrusive
and introduce unwanted time delays in the control loop. Several approaches can thus be used.

One of this approaches is to measure the bending moment on the whole blade. This can be done
by the use of strain gauges, for example. A strain gauge is simply a sensor made of conductive ma­
terial, that is placed on the surface to be measured, and as its name suggests, measures the strain
placed on it. The strain placed on the object, and thus on the sensor, effectively shortens or lengthens
the conductive material, reducing or increasing its resistance respectively. This change in resistance
is measured, and converted into displacement. Since the presence of a bending moment on a blade
would cause one of the sides to experience tension and the other compression, strain gauges can be
placed so that the bending moment can be derived from their outputs. Experimentally, a type of strain
sensor known as macro fiber composite patch was used by van Wingerden [59, 60] to measure the
strain in the root and use this value as the parameter for which the oscillations need to be reduced in the
feedback loop. A similar approach was used in the experiments performed by Castaigne [17]. Several
more numerical studies have used the blade root moment [2, 9, 10, 18, 33, 34] in their Smart Rotor
studies. However, it has to be noted that while the reduction of the blade root moment is of importance,
it is a structural response to the change in the aerodynamic loads experienced by the different sections
of the blade. As such, there is going to be a time delay between loads and deformation of the blade.
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This has to be kept in mind, since time delays influence greatly the performance of a Smart Rotor, as
it will be shown in the next section.

Also on the structural side, measurements of position, velocity and acceleration of a section of the
wing have been proposed as the property of interest for a Smart Rotor control loop. Measuring the
position is analogous to measuring the bending moment, since they are both related to the structural
deformations of the blades, and it can also be done by using strain gauges. Measuring the acceler­
ation is more favourable in terms of the aforementioned lag between the aerodynamic loads and the
structural response. This approach is used in several 2D and 3D numerical studies [3, 6, 7, 13]. Effec­
tively, the use of position, velocity and acceleration in a control loop is equivalent to the presence of a
proportional term as shown in the description of the components of a PID controller (position), and two
derivative terms (velocity and acceleration).

An alternative to measuring the structural response is to measure the angle of attack of a section of
the blade. The benefits of measuring the angle of attack are obvious, since it gives a direct description
of the flow, rather than an effect of it in the case of the bending moment. However, measuring the
effective angle of attack on a blade section is a rather more complex task than placing a sensor on its
surface. One of the ways of doing this is by placing for example a 5­hole pitot tube, capable of measur­
ing the magnitude and direction of the flow. This has been proposed by Buhl et al [13] in a numerical
study. This is, however, a more intrusive technique, as it involves placing a sensor in the flow itself.
No experimental research has been done with such a setup.

The aerodynamic loads can also be estimated by using pressure taps distributed along a section
of the blade. The values given by the pressure transducers can be integrated and the aerodynamic
loads computed. This measurement technique is less intrusive and a direct description of the loads
can be obtained. This is suggested by Nowicka [46] by using ILC techniques. However, the complexity
of such a setup is higher than placing strain gauges at the root of the blade to measure the bending
moment. Several pressure transducers have to be used in order to integrate the load instead of just
one strain gauge, and they have to be placed either inside the model, making the setup more complex,
or outside, which would generate large tubing lengths and associated time delays.

Based on the findings presented here, it appears that there is not an optimal sensing system that is
intrinsically better than the rest. Each one presents its advantages and disadvantages. Strain sensors
have been the most widely used sensing system, since they are easy to implement, and the ultimate
goal of a Smart Rotor is to reduce the bending moment on a blade. However, as it has been already
described, a Smart Rotor reduces the loads on a blade by modifying its aerodynamics. The time delay
between the aerodynamic loads and the structural response is therefore always going to be present.
In order to bypass this delay, measurements of the flow itself can be taken, such as measuring the
angle of attack and the flow velocity by using multi­directional pitot tubes. This gives a more direct rep­
resentation of the aerodynamic loads, although it is a much more intrusive technique and it may also
be unrepresentative of more complex situations such as stalled flow. This is not a problem if the aero­
dynamic loads are integrated by placing pressure sensors along a section (or sections) of the blade
although the complexity of the setup is increased. For this experiment, however, pressure taps are
chosen as the sensing system due to their capability of giving a more detailed description of the flow.
This will give more flexibility and insight when assessing the performance of the proposed controller,
specially during dynamic stall conditions, and hence the increased complexity is assumed. Besides
this, since the experiment is performed on a rigid wing, strain gauges are not considered since they
rely on the elasticity of the model to be tested.

2.2.3. Time Lag
The purpose of the Smart Rotor is to actively reduce the fatigue on the blades of a wind turbine, by
reducing loads oscillations. This active form of control means that there is going to be a delay between
the time at which the inputs of the control loop are measured by the sensing system, and the time
at which the control surfaces are actuated. A large delay, referred to from now on as time lag, may
potentially result in the uncontrollability of the system, since the control action is being applied at a
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time where the loads do not correspond anymore to the loads at which the control action was derived.
Several sources of time lags can be identified: the sensing system introduces a time lag based on the
time it takes to do the measurements. Besides,the choice of sensing system also plays a role, as dis­
cussed in the previous section. Measuring the structural response is going to introduce a further delay
into the system that will not be there if the aerodynamic loads are measured directly. The controller
itself introduces a time delay (although it is expected to be rather small, especially for simple control
architectures). Lastly, the actuation mechanism is the origin of yet another time lag, since it takes a
finite amount of time to actuate the control surface.

Many numerical studies have been done on the concept of Smart Rotors, but only a few of them
have actively studied the effect that time lag has in the load reduction capabilities. Buhl et al [13]
studied the effect of different time lags for the load reduction capabilities of a trailing edge flap on a
2 dimensional airfoil. This time lag is introduced as the time taken by the sensing system to perform
the measurements. Two different control strategies are considered, one of them based on the angle of
attack (𝐴𝛼), and another one based on deformation and velocity of deformation of the airfoil (𝐴𝑦+𝐵𝑦).
Note that 𝐴𝑦 is a parameter acting on the position of the airfoil, and 𝐵𝑦 is a parameter acting on the
velocity of deformation of the airfoil. As expected, increase in time lag results in a decrease of the
effectiveness of the controller, as measured by the reduction of the standard deviation of the normal
force experienced by the airfoil when subject to a turbulent wind field. This is shown in figure 2.10a,
and a stronger reduction is seen for the control based on the angle of attack, although the trend for
both strategies is a decrease in performance with increased time lag. The effect of velocity of actuation
has also been studied, and as expected, larger velocities of actuation result in larger reduction of the
oscillating loads, see figure 2.10b. The effect of actuation velocity is also studied by Basualdo [7]. The
setup is similar as the one done by Buhl et al [13], studying a 2D airfoil in a aeroservoelastic code,
actuated via a traling edge flap. Two different actuation speeds are considered, a fast actuation speed
corresponding to 40 degrees per second, and a slow actuation speed of 10 degrees per second. The
results are significantly better for the fast actuation speed.

A similar study is also done by Lackner and van Kuik [33], by performing 3­dimensional simulations
in the GH Bladed aeroelastic code of a NREL 5 MW reference turbine [31]. The results obtained in
this study were decomposed into a high frequency and a low frequency spectrum, and different trailing
edge flap actuation velocities studied, ranging from 10 to 90 degrees per second. The low frequency
region presented almost no change in the performance for different actuation velocities. Meanwhile, an
actuation velocity of 10 degrees per second experienced a reduction in the load reduction capabilities
in the high­frequency spectrum.

Numerical 3­dimensional studies have also been performed where the effect of time lag has been
considered. This was done for the first time by Andersen [3]. A PD controller is used to obtain the
desired actuation signal for a deformable trailing edge flap. Several lengths of the flap have been con­
sidered, ranging from 1 to 11 meters on a 33 meter long blade. The largest flap is the most effective
in reducing the oscillations as measured by the reduction of the single equivalent load (𝐸𝑄𝐹), obtained
by using a rainflow­counting algorithm to convert a time­series bending moment into a single value.
With this largest flap length, the effect of a time lag in the system is studied, as well as studying the
effect of the mass of the flap. Considering the mass of the flap implies considering the inertial forces,
and as such an extra delay is introduced in the system, since not only the aerodynamic forces have to
be compensated by the actuation mechanism. This is seen in figure 2.11. A similar trend as the one
obtained in figure 2.10a is observed, with a decrease in performance for increased time lag. Increasing
the inertia forces also results in a decrease in performance.

Andersen et al [2] performed the first study of the influence of signal lag and delay on a 3­dimensional
model of a wind turbine, considering again the 5MW reference turbine [31]. A trailing edge flap of
10% span and 10% chord is placed on the blade for control purposes. This is done by means of a
proportionate controller with a high­pass filter, so as to only actuate on the higher­frequency oscillations.
The parameters of the controller are optimized (proportional gain, positioning of the flap, time constant
of the high­pass filter) following a gradient based optimization. It has to be noted that the definition of
time lag is different in the present work and in the work from Andersen. In his work, the time lag is
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(a) Effect of time lag (b) Effect of actuation velocity

Figure 2.10: Effect of time lag and actuation velocity in a Smart Rotor airfoil with two different control strategies, in terms of
reduction of the standard deviation of the normal force acting on the airfoil, as extracted from [13]

simply a first­order filter:

𝜏𝜕𝜖
′

𝜕𝑡 + 𝜖
′ = 𝜖(𝑡) (2.9)

where 𝜖 represents the strain on a position near the root of the blade, obtained by simple beam
theory. 𝜖′ is the input to the controller. The use of this filter has the objective of introducing the lag
between the aerodynamic loads and the structural response of the blade, and is controlled by the time
constant 𝜏. On the other hand, a time delay is also studied, which corresponds to the definition given
in the present thesis for time lag, as the time taken in each loop between the measuring system and
the output of the controller, as it follows:

𝜖′(𝑡) = 𝜖(𝑡 − 𝜏) (2.10)

With this into account, the effects of time lag and time delay were studied, and their consequences
on load reduction capabilities are shown in figure 2.12. Increasing the time delay results in a bigger
loss of the effectiveness of the Smart Rotor than a time lag. For time delays larger than 200 ms the
system becomes uncontrollable. This is not the case for a time lag, where a reduction is also seen, but
it does not have such a negative effect. This stems from the fact that for this definition of time delay,
the controller does not know at all what is happening in the flow, while for the time lag it gets a filtered
version of what is happening.

Nowicka et al [46] studied also a time delay between the input signal to the actuation system and its
actual response. An ILC controller is developed, to utilize the repetitive behavior of load oscillations. An
inviscid flow model is used for the computations, including the wake shed by the airfoil. The time delay
is implemented in a similar way as the time lag implemented by Andersen in equation 2.9. It was found
that for the largest time lags, the oscillating loads are increased rather than reduced. Reducing the de­
lay results in a better response, converging into almost negligible oscillations when no delay is included.

For numerical studies, a choice of including time lags or not can be made. However, during an ex­
perimental study, these time lags are inevitable, and therefore an optimal performance is never going
to be obtained. Even though the time lag has proven to be a fundamental parameter in the feasibility of
a Smart Rotor, there are no experimental studies where its effects are actively accounted for. The lack
of these kind of experiments, as well as the influence that the time lag has been proven to have on any
Smart Rotor concept, are the main reasons why the time lag will be purposefully studied in the current
thesis in a wind tunnel environment. Besides the time lag present in the control system, the frequency
of unsteadiness of the loads is also expected to play a role in the load reduction capabilities of such a
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Figure 2.11: Influence of inertial forces and time delay in the load reduction capabilities of the Smart Rotor concept proposed by
Andersen [3]

system. For the same time lag, larger frequencies result in faster changes of the loads, and therefore
the effectiveness of the Smart Rotor is expected to decrease. Different unsteadiness frequencies will
thus be tested in the experiment, and their influence assessed.

2.2.4. Dynamic Stall
As it was discussed in section 2.1.2, dynamic stall is a phenomena that can occur in oscillating airfoils
at large angles of attack due to the detachment of the flow from the surface. The blades of a wind
turbine are constantly experiencing changes in angles of attack, which lead to load oscillations. Some
of these oscillations may occur at large angles of attack, and thus lead to the appearance of dynamic
stall on the rotating blades. Shipley [52] studied the occurrence of dynamic stall on a horizontal axis
wind turbine blade. The study is based on the experimental data recorded on the NREL’s Combined
Experiment [15]. Several different inflow conditions, as to be representative of the nominal operating
environment of 10.1 meter 3­bladed turbine, are studied, and the data of pressure transducers present
on one of the blades recorded. Assuming that dynamic stall occurs for values of the suction peak at
least twice as large as the static counterpart, the number of cycles in which the blade is experiencing
dynamic stall is obtained. Taking tower shadow into account, the inboard section (30% span) experi­
enced the conditions above described as representative of dynamic stall over 14% of the cycles. The
outer sections were less prone to the appearance of the phenomena. After removing the effect of the
tower shadow, the number of cycles in which dynamic stall was present was reduced to around 2% for
all sections, which may be more representative of upwind wind turbines. However, it has to be noted
the conservative approach taken to establish the appearance of dynamic stall: suction peaks that are
not as large as twice the static counterpart may very well be experiencing dynamic stall, so the number
given here may be a very conservative estimate.

A horizontal­axis wind turbine is thus expected to be subject to dynamic stall conditions, and there­
fore the performance in this regime should be studied. Bak et al [4] studied the performance of a
wind turbine airfoil equipped with an Adaptive Trailing Edge Geometry (ATEG) under attached and
completely stalled conditions. For a frequency of actuation 𝑓 = 1.63𝐻𝑧, corresponding to a reduced
frequency 𝑘 = 0.084, it was found that the best decrease in loads oscillations could be obtained when
the flap was actuated with a phase shift of 30∘ before the pitching action under attached conditions.
Meanwhile, the optimal phase shift for load reduction became 90∘ when the airfoil was fully stalled.
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Figure 2.12: Influence of time lag and time delay in the normalized fatigue reduction, as extracted by [2]

In order to study the effects that dynamic stall has on the performance of a Smart Rotor blade, Raiola
et al [49] studied a 2­dimensional NACA 0018 airfoil undergoing a prescribed heaving and pitching mo­
tion with an actuated trailing edge flap. The flap was actuated with the same frequency as the main
wing, and different phase shifts between the motions were considered. Two different cases were stud­
ied: case A, where the airfoil was oscillating with a mean angle of 0 degrees; and case B, where the
mean angle of oscillations was 9 degrees. The amplitude of oscillations for both cases was 10 degrees,
with a reduced frequency 𝑘 = 0.1. Case A was taken to be representative of a fully attached flow, while
case B was supposed to experience dynamic stall. For both cases, it was found that when the flap was
in­phase with the pitching motion (flapping upwards when the airfoil is pitching up), the load oscillations
are reduced, and the moment coefficient curved is rotated with respect to when the flap is not actuated.
This can be seen in figure 2.13.

PIV measurements were also done on the oscillating airfoil. An attempt to linearize the contribution
of the flap to the lift and the moment coefficient was made, after observing the flow characteristics and
noticing that the flap does not change the flow behaviour around the airfoil. This is done by decompos­
ing the lift and the moment into the sum of a term with no flap actuation and another purely dependent
on the flap angle. The flap­dependent term is linearized by assuming a linear rate of change of the loads
with the flap angle, and obtaining its slope by performing a linear fit on the steady loads for different
flap angles. This contribution is then substracted from the actual loads, and the assumption of linearity
assessed: if the obtained curves are equal to the ones obtained with no flap actuation, it can be as­
sumed that the hypothesis is valid and that the contribution of the flap can be linearized. This is true for
attached conditions when the boundary layer has been tripped at a certain position (10% chord in the
experiments). When no tripping of the boundary layer has been performed, or the airfoil is experienc­
ing dynamic stall, the hypothesis is no longer valid. This is due to non­linearities present in these cases.

These experiments only deal with prescribed motions of the flap. There is no active control of the
flap actuation, which is a vital part of any Smart Rotor concept. As it has been discussed, several
Smart Rotor studies with an active control of the loads have been performed, both numerically and
experimentally. However, no attempt has been done to assess the influence that dynamic stall has
on the performance of a Smart Rotor. Some numerical studies employ aeroservoelastic codes which
model dynamic stall, but there is no further comment on the performance under these conditions, or
even if the wind field being investigated is susceptible to dynamic stall. Since dynamic stall has been
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(a) Lift coefficient (b) Moment coefficient

Figure 2.13: Comparison of the lift and moment coefficient on an oscillating NACA 0018 airfoil for different phase shifts of the
flap actuation. 𝛼𝑚 = 9∘ and 𝛼𝑎𝑚𝑝 = 10∘ . Extracted from [49]

found to occur on horizontal­axis wind turbines, there is some concern in how an active control of the
loads such as a Smart Rotor deals with such a complex flow. This lack of knowledge is the gap that
is trying to be covered with the present thesis, and this will be done by studying the performance of
the proposed controller under both attached and stalled conditions, representative of dynamic stall.
This performance will be quantified, and conclusions will be drawn regarding the effectiveness of the
controller in terms of reduction of the unsteady loads experienced during dynamic stall conditions.

2.3. Research questions and Objective
The literature review presented in the previous section allowed for an identification of the main aspects
present in a Smart Rotor concept, as well as some gaps in the knowledge that need to be studied
further. Some conclusions can be drawn about the status of the Smart Rotor research:

• The comparison between different studies is not trivial, since a Smart Rotor concept involves
many aspects which influence its final performance. The load reduction capabilities are thus
going to be heavily influenced by these aspects and it is difficult to extract conclusions based on
the comparison of different studies

• One of the most important aspects in a Smart Rotor is the load altering capabilities of the actuation
surfaces. These should be able to compensate for the whole range of loads, if a real comparison
between different studies wants to be performed, as it has been shown that the load reduction
figures are increased when large actuation surfaces are employed

• Regarding the control architecture, it appears that including the deterministic loads into the control
loop improves greatly the performance of the Smart Rotor. More complex forms of control are
also expected to improve its performance, although its benefits are not easily seen due to the
differences between studies

• Time lags have a big influence on the performance of any Smart Rotor concept. Large time lags
make the system uncontrollable, and the main generators of time lags are the actuation velocities
and the sensing system. Some sensing systems, the ones measuring the structure deformation,
have an inherent time lag due to the delay between loads and deformations on the blade

• A horizontal­axis wind turbine may experience some dynamic stall cycles under certain inflow
conditions. Any new concept regarding wind turbines should thus consider the performance under
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dynamic stall conditions. This has not yet been done to the author’s knowledge, and it may lead
to fatigue damage if it is not accounted for

Several decisions have beenmade regarding the experiments to be performed during the realization
of this thesis. As it has been noted, a Smart Rotor is a combination of multiple aspects. The majority
of studies have been oriented towards the optimal form of control. This is not deemed necessary in
this study, since the focus is not going to be the optimal form of control, but rather the influence that
different parameters have on the performance of a Smart Rotor blade. In particular, a lack of studies
regarding the performance of a Smart Rotor during dynamic stall was found, and this motivates placing
the focus on this phenomenon for the present study. The complexity of dynamic stall is the reason
why a simplified study on a 2D­wing model is carried out. Although dynamic stall also generates large
oscillations in the moment due to the detachment of the LEV, the control architecture is focused on re­
ducing the loads and not the moment. This is done to be consistent with the current state of the Smart
Rotor research, that focuses on reducing the root bending moment on the wind turbines originated from
the unsteady loads, but it should be kept in mind the effects that the load control have on the moment
oscillations.

The unsteady loads generated during dynamic stall want to be reduced by means of a proportion­
ate controller, acting on the velocity of the flap. This controller is chosen due to its simplicity, as it was
stated that the optimal control is not the focus of the present study. In order to fully comprehend the
behaviour of the controller to reduce unsteady loads due to dynamic stall conditions, a regime where
little flow separation is expected to occur (referred during the thesis as attached flow conditions) will
also be analysed, for two reasons: it can be verified that the proposed controller is effective and it will
serve as a reference. Besides this, different time lags and frequencies will be studied, since they were
found to be crucial for this type of active control during the literature review performed in the previous
section. The study to be done can be summarized in the research questions, which guide the realiza­
tion of the project.

• What are the unsteady load reduction capabilities of a proportionate controller acting on the flap
velocity?

– Is a proportionate controller that is acting on the velocity of actuation of the flap a feasible
control mechanism in terms of load reduction capabilities during attached flow conditions?
⋄ What are the optimum controller parameters that lead to a higher unsteady load reduc­
tion in terms of reduction of standard deviation of the loads?

⋄ What is the influence of different frequencies of the unsteady loads on the control capa­
bilities?

⋄ What are the limitations of this type of control?
⋄ What is the influence of different time lags on the control capabilities?

– Is the controller capable of performing when dealing with a stalled flow, such as in the dy­
namic stall regime?
⋄ What are the differences between attached and stalled flow in terms of controller re­
sponse?

⋄ What are the aerodynamic phenomena responsible for this response, and what is the
influence of time lag and frequency of unsteadiness?

⋄ What effect does the control action have on the aerodynamic damping?
⋄ Does the actuation of the flap influence the development of dynamic stall?

Answering these questions will naturally orient the project towards the realization of its objective,
which is presented again as:

To assess the capabilities and limitations of an active controller in reducing the unsteady
loads acting on a blade, by studying the load reduction achieved during attached flow and
dynamic stall conditions, in terms of time lag, controller gains, and frequency of unsteadiness
on a 2D experimental blade airfoil model.





3
Experimental Setup

In order to answer the research questions presented in chapter 2, a wind tunnel experiment is con­
ducted. During this experiment a 2D rigid blade equipped with a trailing edge flap is the subject of
unsteady loading. The ability of a proportionate controller acting on the velocity of the flap to reduce
these unsteady loads is tested for different conditions. These different conditions include different
frequencies of unsteadiness, different time lags in the control system, and two operational regimes:
attached flow and dynamic stall conditions. This chapter presents all the subsystems employed during
the experiment to represent these conditions.

A description of the wind tunnel where the experiments are performed and a brief description of the
experimental setup is done in section 3.1. The model to be tested is presented in section 3.2. This
wing model is equipped with a trailing edge flap that serves as the actuation system, and is described in
section 3.2.1, and pressure transducers that serve as the sensing system, presented in section 3.2.2.
The pitching mechanism employed to generate the unsteady loads on the blade is described in section
3.3. Lastly, the Data Acquisitions System (DAQ) that gives the model its active load control capabilities
is the focus of section 3.4.

3.1. Wind tunnel and General Setup
The experiments are performed in the Open Jet Facility (OJF) of the High­Speed Laboratory (HSL) of
the TU Delft. This large scale wind tunnel is located in a room with a width of 13 meters and a height of
8 meters. The test­section of this closed­loop, open jet wind tunnel is 2.85𝑥2.85𝑚2, after a contraction
ratio of 3:1. The fan driving the wind tunnel is powered by a 500 kW electrical motor, and allows for
testing free­stream velocities of up to 35 m/s.

Figure 3.1: Schematic of the OJF of the Delft University of Technology (reproduced from www.tudelft.nl)

27
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The turbulence level of the free­stream velocity one meter after the test section is reported to be
lower than 0.5%, with this value increasing to less than 2% when moving 6 meters after the test section,
as reported by Lignarolo et al. [40]. These values are obtained with a clean configuration, which is not
representative of the experiments performed. During the experiments, large­scale PIV measurements
were also carried out, so a seeding rake was introduced in the wind­tunnel, before the contraction sec­
tion. Giaquinta [26] reported a turbulence level of 0.8% when the seeding rake is placed before the
wind tunnel contraction, so it can be concluded that the increase in turbulence from placing the seeding
rake is not significant.

Figure 3.2: General setup employed of the experiment. The subsystems are labeled in the figure

Parameter Symbol Value
Free­stream velocity 𝑉∞ 5 𝑚/𝑠

Air viscosity 𝜇 1.81 × 10−5
Air density 𝜌 1.206 𝑘𝑔/𝑚3
Chord 𝑐 0.4 𝑚
Span 𝑠 1.45 𝑚

Reynolds Number 𝑅𝑒 1.3 × 105
Mean angle of oscillations 𝛼0 0.25 (attached flow)∘ 15.75∘ (dynamic stall)
Amplitude of oscillations 𝛼𝑎𝑚𝑝 4∘
Frequency of oscillations 𝑓 0.2 𝐻𝑧 0.4 𝐻𝑧 0.8 𝐻𝑧

Reduced frequency of oscillations 𝑘 0.05 0.1 0.2
Time lag 𝜏 32 𝑚𝑠 12 𝑚𝑠

Table 3.1: Parameters of the experiment

During the experiment, a wing model is actuated in a sinusoidal motion by means of a pitching
mechanism while subject to a constant free­stream velocity of 5 m/s. The oscillations are performed
at three different frequencies (corresponding to reduced frequencies of 0.05, 0.1 and 0.2), and for two
different mean angles of oscillations. These two different mean angles of oscillations are chosen as
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to represent attached flow (oscillations around zero angle of attack) and dynamic stall conditions (os­
cillations close to the static stall angle). For each of this possible combinations, the unsteady loads
acting on the model are integrated using pressure taps present in the model. The proportionate con­
troller reacts to the unsteady loads and sends an actuation signal to the flap in order to reduce the
unsteadiness of the loads. Several values of 𝐾𝑝, the proportionate gain of the controller, are tested, as
well as two different time lags present in the controller system. The parameters of the experiment are
presented in table 3.1, and the experimental setup is shown in figure 3.2. The different combination
of parameters is chosen so the research questions layed out during chapter 2 can be answered. The
different subsystems involved in the experiment are described in detail in the following sections.

3.2. Wing Model
The experiments are performed on an rectangular wing, which is supposed to be a simplified repre­
sentation of a wind turbine blade. The wing is obtained by extrusion of a NACA 0018 profile, with a
chord of 𝑐 = 400𝑚𝑚 and spans a total length of 𝑠 = 1455𝑚𝑚, for an aspect ratio of 𝐴𝑅 ≈ 3.64. It has
been manufactured in parts, and then placed together for the time of the experiments. The middle part
is hollow and manufactured in aluminium, and the other parts are manufactured in hard plastic.

(a) Plastic part of the wing model (green), showing the zig­zag
strip (white)

60º

12 mm

(b) Schematic drawing of the zig­zag strip

Figure 3.3: Picture of one of the parts of the wing model (a), and schematic of the zig­zag strip used to force transition to turbulent
flow (b)

The wind tunnel is set to a free­stream velocity of 5 m/s. This corresponds to a Reynolds number
of 𝑅𝑒 = 𝜌𝑉∞𝑐

𝜇 = 1.3𝑥105. Due to the Small Reynolds number to be tested, the flow is expected to be
laminar, unless the boundary layer is actively tripped. Experiments on the same setup were done by
Raiola et al [48, 49], and the influence of tripping the boundary layer studied. It was found a correlation
between not tripping the boundary layer and the appearance of a laminar bubble separation. Laminar
flow was also responsible for larger oscillations of the pressure fluctuations, and a bigger drop­off in
the loads when dynamic stall appears. Based on these findings, the boundary layer is tripped in order
to force transition to turbulent flow. A zig­zag strip is placed at 10% chord, with a thickness of 2 mm, a
width of 12 mm and an angle of 60∘, which can be seen in figure 3.3.

In order to avoid 3D effects due to the development of vortices on the tips of the wing, circular side
plates have been placed at each side of the wing. These side plates have a diameter of 0.8 m and
impede the flow from going over the tip of the wing.

3.2.1. Actuation System
A trailing edge flap has been added to the wing, in order to give it its load altering capabilities. The
trailing edge flap spans the whole wing and has a length of 25% chord. A JR DS8711HV High­Voltage
Ultra Torque Servo is used in order to move the whole flap. This servo has an operating voltage of
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6.0­7.4V, and a speed of 0.12 seconds/60∘, and the range of the flap is limited to ±10∘. The servo is
powered by a power supply.

Figure 3.4: Trailing edge flap and servo. The linkage mechanism connecting both can be observed

The servo moves the flap by means of a linkage mechanism, which effectively means that the speed
of actuation of the flap is different than the speed of the servo. For the flap to be at 10∘ the servo is
actuated to 49∘. When the flap is at ­10∘ the angle of the servo is 104∘. This implies that the mean
maximum velocity of the flap across its range of motion is approximately 180∘/second. This is much
larger than the required velocities for attached flow, where at 0.8Hz the maximum expected velocity of
the flap is 50∘/second, although it may be a limiting factor when dealing with the sudden drop in lift in
dynamic stall. Inertial forces are not included in this calculation, so they may also reduce the effective
velocity of the flap.

3.2.2. Pressure Transducers
Pressure taps are present in the aluminium part of the wing model, to allow for the installation of pres­
sure transducers, which will be placed inside the model. A total of 48 pressure taps have been placed,
24 on each side. The size of the orifices is 0.4 mm. These pressure taps are placed along a straight
line, with an inclination of 15 degrees with respect to the chordline, as to avoid interferences between
consecutive pressure taps. The position of the pressure taps can be seen in figure 3.5.

24 differential pressure transducers are used to obtain the instantaneous pressure at the location
of the 24 pairs of pressure taps. A differential pressure transducer outputs the difference in pressure
between two ports, these two ports being the taps present in the pressure and the suction side of the
airfoil. Honeywell HSCSRRN1.6MDSA5 digital differential pressure transducers are used, with a 3 kHz
maximum acquisition frequency and an accuracy of± 0.004 mbar. They are mounted inside the model,
to allow for an instantaneous measurement of the pressure. If they were to be installed outside of the
model, the length of the tubing would generate a delay between the measured and the actual pressure,
making them unsuitable for the active control of loads.

Pressure transducers are expected to drift from a zero value with time, so a calibration procedure
must be done prior to the measurements. A calibration run is performed with no flow, and the average
value for each pressure tap is taken as their drift from the true zero value. This calibration run is done
with 𝑁𝑐 ≈ 400, so the random error associated with averaging the value of the pressure taps [43] is
negligible compared to the systematic error of the pressure transducers itself. Since the calibration
value involves subtracting the measured value with the drift obtained in the calibration procedure, the
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(a) Location of the pressure taps along the span,
extracted from [49]

(32 ms)

(12 ms)

(b) Location of the pressure taps along the chord, showing all the pressure
taps present in the model (24 taps), as well as the pressure taps used in the
integration scheme with smaller time lag (8 taps)

Figure 3.5: Position of the pressure taps in the model

accuracy of the calibrated value is ± 0.006 mbar, following error propagation theory.

3.3. Pitching mechanism
A mechanism that introduces unsteady loads on the blade has to be used. This can be done in two
ways: introducing unsteadiness in the incoming flow, or moving the model while keeping a constant
velocity free­stream. In this experiment the latter is done, and the wing is subjected to a pitching motion
as a way of introducing the unsteady loads. This is done by means of a pitching table, specially man­
ufactured for this experiment, with the model installed on top and actuated in a sinusoidal motion. The
pitching table is composed of different parts. A frame serves as support of the whole wing, and at the
same time allows for the installation of the different components that conform the pitching mechanism.

The main idea behind the pitching mechanism is to transform the angular momentum of a rotating
shaft into a sinusoidal motion by means of a linkage mechanism. A flywheel is installed on the rotating
shaft, where one end of a linkage bar is fixed at a certain distance from the rotation axis. The other end
of the linkage bar is attached to the lower side plate of the wing model. With this linkage mechanism,
the rotation of a shaft is converted into a motion that resembles a purely sinusoidal motion. All the
components of the pitching mechanism can be seen in figure 3.6.

In this case a rotating shaft is driven by a ABB 3GAA 3­phase AC motor. The power rating of the
motor is 0.37 kW. The output angular velocity of the ACmotor is constant, at a value of 1355 rpm, which
translates to approximately a frequency of 22.6 Hz. The pitching mechanism is supposed to actuate
the model at much lower frequencies than this, so as to be representative of the 1P frequencies in an
actual rotor blade. In order to reduce the angular velocity of the AC motor, a device called Variable
Frequency Drive (VFD) is employed. These type of devices allow for regulating the rotation speed of
an AC motor by changing the frequency of the current being fed to the motor. Since the reduction
in frequency is rather high, there is some concern in the ability to reach the desired frequencies with
simply the VFD. That motivates reducing the angular velocity of the motor in two consecutive steps:
After the VFD is used, the angular velocity is reduced again by means of a chain­drive mechanism,
with a 4.5/1 ratio effectively reducing the angular velocity of the driven shaft by 4.5 times. For clarity
purposes, the shaft driven by the AC motor will be referred to as AC shaft, while the driven shaft will be
referred as the main shaft. The rotation of the main shaft will be transformed into the sinusoidal motion
of the wing model by means of a linkage mechanism, as it will be described next.

The main shaft (𝐴), where the larger sprocket has been installed, is also driving a flywheel. On this
flywheel one end of a linkage bar is attached (𝐵), while the other one is fixed in the side plate of the wing
model (𝐷). The rotation of the main shaft causes the side plate to move around the pitching axis (𝐶). In
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Figure 3.6: Pitching mechanism. The different components have been labeled, as well as the coordinates of the points involved
in the kinematics of the system

order to generate a sinusoidal motion around the pitching axis, the points 𝐴 and 𝐶 have to be chosen
such that an origin of coordinates can be found (𝑂), in which 𝐴𝑦 and 𝐶𝑥 are zero, and the distance
𝑂𝐴 is equal to the distance 𝐶𝐷. Under these circumstances, and if the distance 𝐵𝐷 is considerably
larger than the distance 𝐴𝐵, the rotation of the main shaft will generate a motion that closely resembles
a sinusoidal motion around the pitching axis. The similarities with a sinusoidal motion will be larger
the larger the ratio 𝐵𝐷/𝐴𝐵 is. The kinematics of the system can be expressed as the following set of
equations:

(𝐷𝑥 − 𝐶𝑥)
2 + (𝐷𝑦 − 𝐶𝑦)

2 = 𝐶𝐷
2

(3.1)

(𝐷𝑥 − 𝐵𝑥)
2 + (𝐷𝑦 − 𝐵𝑦)

2 = 𝐵𝐷
2

(3.2)

In these equations the only unknowns are the x and y coordinates of point 𝐷. The coordinates of the
point 𝐶, as well as the distances 𝐶𝐷 and 𝐵𝐷 are fixed and chosen to be as large as possible within the
limits of the support structure. The coordinates of the other end of the linkage bar (𝐵) are variable with
the rotation of the main axis and also dependent on the desired amplitude of oscillations. This system
of equations can thus be solved for different phases of rotation of the main axis, and the y­coordinate of
point 𝐷 translated into an angle of the side plate with respect to the pitching axis. The motion resulting
from solving this system of equations is shown in figure 3.7a, for the parameters shown in table 3.2.

𝐴 𝐶 𝐶𝐷 𝐵𝐷 𝐴𝐵
x [mm] 250 0 ­ ­ ­
y [mm] 0 500 ­ ­ ­

Length [mm] ­ ­ 250 500 17.4 (4∘)

Table 3.2: Parameters of the manufactured pitching mechanism

As it can be seen in figures 3.7a and 3.7b, the differences of the generated motion with a purely
sinusoidal motion are almost negligible. For an amplitude of oscillations of 4∘, the maximum difference
of the motions occur during the mid­upstroke and the mid­downstroke, and has a value of 0.07∘, or less



3.4. DAQ 33

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

-3

-2

-1

0

1

2

3

Purely Sinusoidal Motion
Pitching Mechanism

(a) Purely sinusoidal motion and pitching mechanism motion for
one revolution, for the parameters in table 3.2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

-0.06

-0.05

-0.04

-0.03

-0.02

-0.01

0

(b) Difference between the pitching mechanism motion and a
purely sinusoidal motion, during one revolution

Figure 3.7: Motion of the pitching mechanism

than 2% difference. This is due to the high ratio 𝐵𝐷/𝐴𝐵. The length 𝐴𝐵 is chosen as to represent differ­
ent amplitudes of the oscillations, since it can be derived using basic trigonometry that 𝛼𝑎𝑚𝑝 ≈ 𝐴𝑅/𝐶𝐷.

The pitching mechanism is responsible for producing the unsteady loads on the blade. In order to
answer the research questions laid out in chapter 2 several frequencies of these unsteady loads have
to be considered. Therefore, a way to control the frequency of oscillations is needed. The system
works by mean of an AC motor, a VFD and a chain drive mechanism. The velocity of the AC motor
is constant, as well as the reduction in angular velocity obtained by the chain drive mechanism. The
only way to control the frequency of the system is the VFD. The frequency reduction can be specified
in the control panel of the VFD, but in order to check which value has to be input in the control panel
to obtain the desired frequencies, a way of measuring the angular velocity of the main shaft has to be
found. This is done by means of a digital Hall effect sensor, which will be used as a tachometer.

Three magnets are installed in the flywheel of the pitching mechanism, and the sensor is placed in
a table just below it. As the shaft rotates, the flywheel and the magnets also rotate. This generates
a changing output of the Hall sensor, which can be used to compute the angular velocity of the shaft.
A relation between the input on the VFD and the frequency of oscillations is obtained, and in this way
several frequencies can be analyzed during the experiment.

Lastly, the pitching mechanism is supposed to generate unsteady loads characteristic of attached
flow conditions and dynamic stall. The only way to control this is to control the mean angle of oscilla­
tions. For this, the pitching table will be mounted on top of a rotating table present in the OJF of the TU
Delft. This table can be rotated and positioned at a desired angle of attack with respect to the incoming
flow, and gives the experiment the capabilities to test different flowfields: the attached flow conditions
will be tested by positioning the pitching mechanism at a mean angle of around 0∘, while dynamic stall
conditions will be reproduced by positioning the pitching mechanism at a mean angle close to the static
stall angle.

3.4. DAQ
The loads acting on the wing model want to be actively reduced, by means of a proportionate controller.
This is implemented within a Data Acquisition System (DAQ). With this DAQ, the loads acting on the
airfoil can be detected, and an appropriate actuation signal of the trailing edge flap generated by the
controller, in order to reduce the unsteadiness of the loads. The DAQ is in charge of the following tasks:

• Read the signal of the pressure transducers
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• Integrate the loads acting on the airfoil using the signal of the pressure transducers

• Generate a signal that moves the actuation system based on the loads acting on the blade, done
by the proportionate controller

• Feed this actuation signal in an appropriate manner to the trailing edge flap

• Produce a real­time visualization of the results, as well as the possibility to alter the parameters
of the controller

• Generate a file which contains the data obtained during the experiment for further analysis

Figure 3.8: Sketch of the DAQ System

The signal being generated by the pressure transducers is fed into an acquisition board, in this case
an Arduino UNO, by means of three multiplexers located inside the model. These multiplexers trans­
mit the data of each pressure transducer serially. The data is then sent forward to a project developed
in LabView. In this project the loads are integrated following an integration procedure which will be
described in section 3.4.1. A proportionate controller is implemented within the project, that uses this
signal to generate an actuation signal on the velocity of the trailing edge flap. The actuation of the
controller is described by equation 3.3.

𝛽̇ = 𝐾𝑝(𝐶𝑙 − 𝑆𝑃) (3.3)

where 𝐾𝑝 is the value of the proportionate gain, 𝐶𝑙 is the lift coefficient acting on the blade, and 𝑆𝑃
is the Set Point of the controller, which is manually chosen. Based on this value, a signal of the velocity
of the flap 𝛽̇ is generated. This actuation signal is transformed into an appropriate input for the position
of the servo, and send back to the Arduino UNO board. The Arduino UNO is connected to the servo
and transmits the signal. A schematic of the control loop is visualized in a diagram in figure 3.8. In this
diagram it can be seen that the LabView project is in charge of producing a real­time visualization of the
results that allows to verify the correct behaviour of the controller, and is also in charge of generating
the output data that will be analysed in the following chapters.
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3.4.1. Load Integration
The loads acting on the airfoil are detected with pressure transducers installed in the wing model. Pres­
sure transducers provide a more detailed description of the flow, as it was discussed in the literature
review in chapter 2, which is especially important for testing dynamic stall conditions. The values of
these pressure transducers are integrated to obtain the loads acting on the blade.

θli
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M

Airfoil panel

Pressure tap

Pitching axis

Δs
i

ΔFli = pliΔsli

Figure 3.9: Position of the pressure taps in thee wing model, as extracted from [49]

The differential pressure given by the pressure transducers is used to obtain the loads experienced
by the airfoil. The airfoil is divided into several panels, as it can be seen in the figure 3.9. In the middle
of each panel a pressure tap is present, so the load acting on the panel can be obtained by multiplying
the value of the pressure (𝑝𝑙𝑖) with the length of the panel (Δ𝑠𝑙𝑖). In the diagram the subscript 𝑙 denotes
a panel present in the lower side of the airfoil, while 𝑢 denotes a panel in the upper part. The total
load acting on the airfoil per unit span can be obtained by summing the individual loads acting on each
panel:

𝑛 ≈
𝑁𝑝

∑
𝑖=1
Δ𝑓𝑙𝑖𝑐𝑜𝑠(𝜃𝑙𝑖)−

𝑁𝑝

∑
𝑖=1
Δ𝑓𝑢𝑖𝑐𝑜𝑠(𝜃𝑢𝑖) =

𝑁𝑝

∑
𝑖=1
𝑝𝑙𝑖Δ𝑠𝑙𝑖𝑐𝑜𝑠(𝜃𝑙𝑖)−

𝑁𝑝

∑
𝑖=1
𝑝𝑢𝑖Δ𝑠𝑢𝑖𝑐𝑜𝑠(𝜃𝑢𝑖) =

𝑁𝑝

∑
𝑖=1
𝑝𝑙𝑖Δ𝑥𝑙𝑖−

𝑁𝑝

∑
𝑖=1
𝑝𝑢𝑖Δ𝑥𝑢𝑖

(3.4)
Note that the definition of the panel angle 𝜃 is different for the upper and lower surfaces. These

angles are defined in this way so that they are the same in the upper and lower surface for a symmetric
airfoil. In our case we are dealing with a symmetrical airfoil and the position of the pressure taps is the
same in the upper and the lower surface, so the previous expression can be simplified and expressed
as the pressure differential for each pair of taps, which is the value obtained by the differential pressure
transducers:

𝑛 ≈
𝑁𝑝

∑
𝑖=1
Δ𝑝𝑖Δ𝑥𝑖 (3.5)

The pressure distribution on the airfoil is also going to generate a moment around its pitching axis.
The same procedure can be used in order to obtain the moment around the pitching axis, (𝑥𝑚,𝑦𝑚):

𝑚 ≈
𝑁𝑝

∑
𝑖=1
Δ𝑓𝑙𝑖𝑐𝑜𝑠(𝜃𝑙𝑖)(𝑥𝑚−𝑥𝑝𝑙𝑖)+

𝑁𝑝

∑
𝑖=1
Δ𝐹𝑙𝑖𝑠𝑖𝑛(𝜃𝑙𝑖)(𝑦𝑚−𝑦𝑙𝑖)−

𝑁𝑝

∑
𝑖=1
Δ𝑓𝑢𝑖𝑐𝑜𝑠(𝜃𝑢𝑖)(𝑥𝑚−𝑥𝑝𝑢𝑖)+

𝑁𝑝

∑
𝑖=1
Δ𝐹𝑢𝑖𝑠𝑖𝑛(𝜃𝑢𝑖)(𝑦𝑚−𝑦𝑢𝑖)

(3.6)
As it was done with the normal loads, the expression for the moment on the airfoil can be simplified.

It has to be noted that for a symmetric airfoil 𝑥𝑙𝑖 = 𝑥𝑢𝑖 and 𝑦𝑙𝑖 = −𝑦𝑢𝑖. If besides 𝑦𝑚 = 0, which is a
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reasonable choice of pitching axis, the expression for the moment can be expressed as a function of
the pressure difference in each pair of pressure taps:

𝑚 ≈
𝑁𝑝

∑
𝑖=1
Δ𝑝𝑖Δ𝑥𝑖(𝑥𝑚 − 𝑥𝑝𝑖) −

𝑁𝑝

∑
𝑖=1
Δ𝑝𝑖Δ𝑦𝑖𝑦𝑝𝑖 (3.7)

Considering infinitely small panels, the summations shown in the previous equations can be ex­
pressed as integrals, in the following form:

𝑛 = ∫
𝑇𝐸

𝐿𝐸
Δ𝑝𝑑𝑥 (3.8)

𝑚 = ∫
𝑇𝐸

𝐿𝐸
Δ𝑝(𝑥𝑚 − 𝑥)𝑑𝑥 − ∫

𝑇𝐸

𝐿𝐸
Δ𝑝𝑦𝑑𝑦 (3.9)

This integration procedure is dependent on the number of pressure taps used. Using the signal of
the 24 pressure transducers present in the model gives a more accurate value of the integrated loads,
but increases the time lag present in the system, and hence is expected to worsen the performance
of the controller. The time lag introduced during the control loop for the integration scheme using 24
pressure taps is 32 ms. This time delay is inherent to the sensing system. Since the effect of time
delays on controller capabilities wants to be studied, an alternative integration scheme that reduces
the time lags is proposed. This new scheme uses only 8 pressure taps for the load integration, which
reduces the time lag present in the control loop to 12 ms. The location of these taps is also shown
in figure 3.5b. Further explanation on the choice of these pressure taps will be carried out during the
Methodology chapter.

The normal force and the moment can be non­dimensionalized with the following expressions, and
the lift coefficient obtained by multiplying the normal force coefficient with the angle of attack of the
model chord with respect to the free­stream velocity, 𝛼. The pressure coefficient is also introduced, as
it will be used in the following chapter for computing the uncertainty associated with the results. Note
that 𝐶𝑝 actually indicates the difference in pressure coefficient between the upper and lower surface of
the airfoil:

𝐶𝑝 =
Δ𝑝

1/2𝜌𝑉2∞
(3.10)

𝐶𝑛 =
𝑛

1/2𝜌𝑉2∞𝑐
(3.11)

𝐶𝑚 =
𝑚

1/2𝜌𝑉2∞𝑐2
(3.12)

𝐶𝑙 = 𝐶𝑛𝑐𝑜𝑠(𝛼) (3.13)

The normal force and moment coefficient can also be obtained directly using equations 3.8 and 3.9
if the pressure is non­dimensionalized with expression 3.10 and the distances are non­dimensionalized
with the chord (non­dimensional distances will have the superscript *).

Summarizing, the pitching mechanism reproduces unsteady loads under attached flow and dy­
namic stall conditions, at different frequencies, on the 2D wing model described in section 3.2. These
unsteady loads are detected by integrating the signal of the pressure transducers installed inside the
wing model, and reduced by deflecting the trailing edge flap, based on the signal given by the controller
using equation 3.3. Two different integration schemes are used, employing all 24 and just 8 pressure
taps, which corresponding to a time lag in the controller system of 32 and 12 ms respectively. This
allows to test the effect of the time lag in the load reduction capabilities of the controller. The data from
the pressure transducers is stored, and analysed during the following chapters.
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Methodology

Instantaneous pressure data is stored during the experiment described in chapter 3. This data is inte­
grated and the unsteady loads acting on the 2D wing model obtained. The controller ability to reduce
the unsteady loads is assessed based on these results. The methodology applied to the data to obtain
the results and extract conclusions from it is described in this chapter. The pressure data is integrated
with two different integration schemes, and the loads acting on the blade are obtained. A study into
the discretization errors arising from this procedure is carried out in section 4.1. The instantaneous
loads acting on the blade are obtained, and wind­tunnel corrections applied following the methodology
in section 4.2. The instantaneous loads are phase­averaged, as described during section 4.3, and the
uncertainty of these phase­averaged loads is derived in section 4.4. The aforementioned procedures
are performed to obtain the loads and moments acting on the blade and to increase the confidence in
the results. The last section of this chapter, section 4.5, deals with the data analysis. Several method­
ologies are proposed so that the performance of the controller can be assessed.

4.1. Discretization Errors
As it was discussed during section 3.2.2, the loads acting on the blade are integrated based on the
signal of the pressure transducers. The maximum acquisition frequency of each individual differential
pressure transducers is 3 kHz. However, due to sizing constraints, the signals of the 24 pressure trans­
ducers are taken out of the model by means of 3 multiplexers also present inside the hollow aluminium
section. The output signal of the multiplexers is fed into the DAQ board, in this case an Arduino UNO,
which reads the signal of the multiplexer by means of a I2C serial bus communication. This effectively
means that each pressure sensor is read one after the other, and the maximum effective acquisition
frequency is reduced.

This is the motivation for using a reduced number of pressure taps in the loads integration scheme.
An alternative integration scheme is thus proposed, employing 8 pressure taps. This effectively re­
duces the time lag of the controller system from 32ms when all 24 pressure taps are used, to 12ms
using just 8 pressure taps. The effect of the time lag can then be tested.

The choice of the pressure transducers to be used with this new integration scheme is not trivial,
since the integrated loads are supposed to be representative of the real loads acting on the airfoil. 4 of
the pressure transducers chosen are in the fore section of the airfoil, and in that way the suction peak is
still represented, which is one of the main contributors to the loads acting on the airfoil. The remaining
4 are situated within the aft section of the airfoil, two of them situated on the trailing edge flap: this
location is motivated by the fact that the trailing edge is going to be actuated, and thus the loads are
going to be heavily influenced by the pressure distribution around it. The location of the 24 pressure
taps is represented in figure 3.5, as well as the pressure taps employed when only 8 transducers are
used. In both cases, two extra points have been added for integration purposes, at the leading and
trailing edge, since the pressure differences at those locations are known to be zero.

37
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The reduction of pressure taps to be read raises concern about possible discretization errors intro­
duced during the integration of the loads. In order to quantify the effects that the discretization has on
the integrated loads, both when using 24 and 8 pressure taps, a preliminary study is done with pressure
data obtained for the NACA 0018 at different angles of attack with XFOIL. A viscous analysis with a
Reynolds number of 1.3𝑥105 and tripping of the boundary layer at 0.1𝑐 is performed, to be more repre­
sentative of the present study. The airfoil is divided into a variable number of panels, and the normal
force and the moment acting on it integrated, according to equations 3.8 and 3.9 respectively, following
the trapezoidal rule for numerical integration. The results shown here are obtained for a single angle
of attack of 6∘, as no significant differences were found for different angles of attack.
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Figure 4.1: Convergence of the normal and moment coefficient on a NACA 0018 for a variable number of panels with different
discretization techniques, obtained with XFOIL at 𝛼 = 6∘, and comparison with the results obtained for the two integration
schemes proposed in the experiment (24 ptaps and 8 ptaps)

Three different discretizations of the airfoil are performed. First, the airfoil is divided into a variable
number of panels with even spacing. This discretization will be referred as Even Spacing. However,
this is not fully representative of the actual position of the pressure taps in the experimental model.
The pressure taps are placed so as to have a finer discretization near the leading edge. In particular,
the location of the first pressure tap is expected to be crucial in the integration scheme, so two more
discretizations are tested: in one of them a pressure tap is added at 0.0044c, the location of the first
pressure tap used in the integration scheme for 24 pressure taps. This will be referred as Extra tap 24.
In the other one, the added pressure tap is present at 0.0294c, which is where the first pressure tap of
the 8 pressure tap integration scheme is situated, and it will be referred as Extra tap 8. The conver­
gence of the integrated normal force and moment coefficient is shown in figure 4.1, and quantified in
table 4.1. For a certain confidence interval, this is defined as the number of panels needed for each
method to reach that level of convergence, expressed as percentage of the value obtained for the finest
discretization studied, which is taken as the true value 𝐶𝑛,𝑡𝑟𝑢𝑒 or 𝐶𝑚,𝑡𝑟𝑢𝑒.

As it can be seen, the convergence for the evenly spaced panels with no extra pressure taps is
slow. However, adding a pressure tap near the leading edge improves significantly the accuracy of the
integration for a small number of panels. This highlights the importance of capturing the suction peak
in the integration of the loads.

The results obtained for the 24 and 8 pressure taps integration schemes are also shown in figure
4.1. For the normal force, both integration schemes match pretty well with their respective models
Extra tap 24 and Extra tap 8. This is not the case for the moment integration, where the 24 pressure
taps integration scheme matches its respective model, but the integration scheme for 8 taps does
not. This is ascribed to the uneven distribution of pressure taps, with a lack of pressure taps in the
middle of the model. The trapezoidal integration that is being performed is first order accurate. This
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Convergence
80% 90% 95% 99%

𝐶𝑛
Even spacing 8 18 33 88
Extra tap 24 2 2 6 27
Extra tap 8 2 5 6 88

𝐶𝑚
Even spacing 31 51 78 147
Extra tap 24 2 7 18 46
Extra tap 8 2 51 78 147

Table 4.1: Convergence of 𝐶𝑛 and 𝐶𝑚, expressed as the number of panels required to achieve convergence to a certain per­
centage of the true value 𝐶𝑛,𝑡𝑟𝑢𝑒 and 𝐶𝑚,𝑡𝑟𝑢𝑒 (obtained with the finest discretization), for different confidence levels

implies that for the normal coefficient, the variation of the pressure distribution along the midchord is
effectively considered as linear. While not completely true, the errors arising from this assumption can
be considered small. However, the contribution to the moment (arising from equation 3.9) is going to
be one order higher than the pressure distribution, and therefore errors are going to be present even
if the pressure distribution varies linearly. To remedy this, extra points are added in the midchord,
interpolated from the 4th and the 5th pressure taps in the 8 pressure tap integration scheme. This
does not affect the integration of the normal force but is expected to reduce the error of the moment
integration. Results are shown in figure 4.2, and show that the errors are reduced, specially for small
number of panels, and that the moment integrated with the 8 pressure taps scheme matches well with
the discretization Extra tap 8.

0 20 40 60 80 100 120 140 160 180 200
-0.04

-0.02

0

0.02

0.04

0.06

0.08

0.1

(a) Without mid­chord interpolation

0 20 40 60 80 100 120 140 160 180 200
-0.04

-0.02

0

0.02

0.04

0.06

0.08

(b) With mid­chord interpolation

Figure 4.2: Comparison of the convergence of the moment coefficient on a NACA 0018 for a variable number of panels and
different discretization techniques, obtained with XFOIL at 𝛼 = 6∘, when no points are interpolated in the mid­chord (a), and
when mid­chord interpolation is used (b)

Based on this discretization study, both integration schemes are able to accurately capture the nor­
mal force acting on the airfoil, with confidence levels higher than 95%, and close to 99% for the scheme
that uses all 24 pressure taps. The convergence of the moment is also higher than 95% for the 24 pres­
sure tap integration scheme, albeit smaller for the integration with only uses 8 pressure taps, which is
expected to converge to at least 80% of the true value. To further assess the validity of the integration
scheme with reduced time lag, a comparison of the values obtained during a experimental run with flap
actuation are shown next. The run corresponds to oscillations of 4 degrees amplitude around 0∘.

The results are shown in figure 4.3. The cross­correlation coefficient at zero­lag is computed, with
values of 0.9948 for the normal coefficient and 0.9976 and 0.9983 for the moment coefficient without
and with mid­chord interpolation. For the scheme to be accurate in the integration of the loads, not only
high values of the cross­correlation are needed, but also a good agreement between the amplitude of
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Figure 4.3: 10 seconds extracts of the normal force (a) and moment (b) coefficients obtained with the different discretization
schemes proposed. Experimental run corresponds to attached flow conditions at 0.4 Hz and 4∘ amplitude.

the signals. For the normal loads it can be seen in figure 4.3a that both signals match significantly.
For the moment, if no midchord interpolation is done a overestimation of the moment coefficient is ob­
tained, while the agreement is much better when the midchord interpolation is performed. This can be
quantified by looking at the Root Mean Square of the Error (RMSE) of the signals. This value is pre­
sented as a percentage with respect to the maximum amplitude of the force and moments. A value of
3% error for the normal coefficient between the two integration schemes is found, while for the moment
coefficient the error is around 10% for the scheme without mid­chord interpolation, and 4% with. This
is in agreement with the results shown in the correlation study, and therefore this type of interpolation
will be the one employed in the results section.

4.2. Wind Tunnel Corrections
As in any experimental study done on a wind­tunnel, the data obtained is not fully representative of
real­world conditions. Once the loads have been obtained, some corrections have to be done in order
to account for these discrepancies, and these corrections change depending on if we are dealing with
an open or closed section wind tunnel. A summary of wind­tunnel corrections is presented in [24]. The
corrections for an open wind­tunnel, although typically smaller in magnitude that their closed section
counterpart, are difficult to quantify due to the lack of defined boundary conditions at the test section.
The main corrections for this type of wind tunnel are lift interference, solid blockage and wake block­
age. Wake blockage is difficult to quantify in an open wind tunnel and can be considered negligible
for most cases [24]. The corrections due to solid blockage are also expected to be small. The proce­
dures in [24] are followed for the calculation of this blockage. Considering the area of the test section
to be 2.85x2.85 𝑚2, the maximum model blockage, which is obtained for a maximum angle of attack
𝛼𝑚𝑎𝑥 ≈ 20∘, corresponding to a frontal area of 0.22 𝑚2, is less than 1% velocity variation. Based on
this value, the corrections due to solid blockage are neglected.

The only correction that will be applied is thus the lift interference, that occurs because the lift being
generated by the wing changes the streamline of the flow andmodifies the effective angle of attack. The
procedure described by Brooks [12] is followed, derived by using an airfoil and image system based
on lifting surface theory. The correction for the effective angle of attack has the following expression:

𝛼 = 𝛼𝑡 −
√3𝜎
𝜋 𝐶𝐿𝑡 −

2𝜎
𝜋 𝐶𝐿𝑡 −

𝜎
𝜋4𝐶𝑀𝑡 (4.1)

where
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𝜎 = 𝜋2
48 (

𝑐
ℎ𝑡
)
2

(4.2)

ℎ𝑡 is the height of the tunnel and the subscript 𝑡 represents the measured values of the lift and
moment coefficients. This correction effectively implies a reduction of the effective angle of attack.
The correction procedure is similar to the one performed in [25], where the effective angle of attack
was 2∘ smaller than the geometrical angle of attack for a 𝐶𝑙 = 1, 𝑐 = 0.45𝑚 and ℎ𝑡 = 3.4𝑚. Both
experimental setups share some similarities, employing large­scale open­jet wind tunnels for surface
pressure measurements of a 2D­airfoil. The wind tunnel corrections will be shown during the results
chapter, and similar values are found as in the experiment by Fulgslang et al [25].

4.3. Phase­averaging
The loads acting on the blade correspond to one of the 12 runs performed during the experiment,
summarized in table 4.2. Each run of the experiment is defined as a unique combination of frequency,
time lag, and type of regime: attached flow or dynamic stall.

Regime Frequency [Hz] Time Lag [ms]
Run 1 Attached Flow 0.2 32
Run 2 Attached Flow 0.2 12
Run 3 Attached Flow 0.4 32
Run 4 Attached Flow 0.4 12
Run 5 Attached Flow 0.8 32
Run 6 Attached Flow 0.8 12
Run 7 Dynamic Stall 0.2 32
Run 8 Dynamic Stall 0.2 12
Run 9 Dynamic Stall 0.4 32
Run 10 Dynamic Stall 0.4 12
Run 11 Dynamic Stall 0.8 32
Run 12 Dynamic Stall 0.8 12

Table 4.2: Runs performed during the experiment

During each run the gain 𝐾𝑝 of the controller is varied, and for each value of 𝐾𝑝 tested, pressure
data from each individual transducer is recorded for a total of 120 seconds. For the three different fre­
quencies, 0.2Hz, 0.4Hz and 0.8Hz, this means that around 24, 48 and 96 cycles of representative data
are going to be stored. The time of each cycle is non­dimensionalized into a phase value, expressed
as 𝜙 = 𝑡/𝑇 = 𝑡𝑓, where 𝑇 is the period of oscillations, or the inverse of the frequency.

A phase­averaging procedure is followed, to condense the multiple cycles into a phase­averaged
value. The hall sensor, which was introduced during section 3.3, produces an output based on the
detection of the magnetic­field induced by a magnet. One of the magnets was placed in such a po­
sition that the hall sensor changed output when crossing the mean angle of oscillations during the
upstroke. This signal was stored, and used in order to set the zero­phase for every cycle. Once each
case is divided into its multiple cycles, it can be averaged to give us the phase­averaged data. This
phase­averaged value is more statistically significant, since the standard deviation of the mean value
is reduced for an increasing number of cycles used [43].

4.3.1. Cycle filtering
The phase­averaging procedure described above is pretty straightforward when applied to the attached
flow cases. However, during the dynamic stall runs it was found that not all the cycles were fully repre­
sentative of dynamic stall conditions. Some of the cycles did not recover from stall, and therefore can
not be considered as experiencing a dynamic stall cycle for analysis purposes. This is ascribed to the
small amplitude of the oscillations and the stochastic nature of flow reattachment.
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Figure 4.4: Moment Coefficient Cycles before and after removing outlier with cycle filtering, for 0.4Hz, 24 pressure taps and no
active load control

(a) Histogram of the moment coefficient at phase = 0.25 (b) Histogram of the moment coefficient at phase = 1

Figure 4.5: Histograms of the moment coefficient (before cycle filtering), before the dettachment of the LEV (Phase = 0.25) and
at the end of the cycle (Phase = 1), for 0.4Hz, 24 pressure taps and no active load control

Only the cycles that are representative of dynamic stall should be included in the phase­averaging
procedure. A methodology that filters out the unrepresentative cycles is thus developed. As it was
mentioned before, some cycles do not recover from the stalled conditions. This has an effect on the
lift and moment generated on the blade. By looking at the integrated moment, two main differences
between attached and stalled conditions can be observed:

• The standard deviation of the moment between cycles is much larger when the flow is stalled
than when it is attached

• The moment acting on the blade when the flow is attached is larger in magnitude than when the
flow is stalled

For each case of the dynamic stall runs, a histogram of the moment at two specific phases of each
cycle is taken: before the separation of the LEV (identified by the drop in moment), and at the end of the
cycle. Based on the observations pointed before, the cycle experiencing dynamic stall, which should
be attached at both of these points, should be concentrated (due to the smaller standard deviation)
around the highest value (due to the moment being larger). As an example, the filtering done for Run
9 when the value of 𝐾𝑝 is zero is shown in figures 4.4 and 4.5. It can be seen that the outliers, which
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can be identified in figure 4.4a, have been eliminated after the cycle filtering has been applied, in figure
4.4b. The histograms are taken at two different phases of each cycle, 0.25 and 1, and are shown in
figure 4.5. Only the cycles that fall into the last binding for both phases, figures 4.5a and 4.5b, are kept
after the cycle filtering.

This procedure is applied to every case of the dynamic stall runs. The histograms are divided into
6 different bins, as this was found out to be the best compromise between removal of the unrepresen­
tative cycles while keeping a large number of cycles that were actually representative of dynamic stall.
Since the detachment of the LEV is frequency dependent, the position of the first histogram is variable:
for 0.2Hz it is done at phase 0.15, for 0.4Hz at 0.25 and for 0.8Hz at 0.37. The second histogram is
always taken at the end of each cycle.

4.4. Uncertainty of the Results
As it was described in section 4.3, a phase­averaging procedure is performed to produce statistically
significant results. This is done to reduce the high variability of data between cycles, and phase­
averaged values of the pressure transducers for each case are obtained. According to Moffat [43], the
uncertainties in an experimental result can be divided into bias and random errors. The bias errors are
fixed, and in this experiment can be thought of as the accuracy of the measurement instruments. The
random errors arise from the measurements itself, and represent the level of noise of the experiment.

𝑈𝑥,0.95 = √𝐵2𝑥 + 𝑡𝑆2𝑥 (4.3)

where 𝑈𝑥,0.95 represents the uncertainty of the measurement 𝑥 at 95% confidence interval, 𝐵𝑥 are
the bias errors and 𝑆𝑥 is the precision index, which is a measure of the random error. 𝑡 is the Student’s
t distribution [43]. The uncertainty on both the lift and moment coefficient needs to be computed. The
bias errors can be calculated based on error propagation theory as follows, since it can be assumed
that there is no correlation between the different instruments accuracies:

𝐵𝐶𝑙 ≈ √
𝑁

∑
𝑖=1
(𝐵𝐶𝑝𝑖Δ𝑥𝑖∗)

2
(4.4)

𝐵𝐶𝑚 ≈ √
𝑁

∑
𝑖=1
(𝐵𝐶𝑝𝑖Δ𝑥𝑖 ∗ (𝑥𝑚 ∗ −𝑥𝑝𝑖∗))2 +

𝑁

∑
𝑖=1
(𝐵𝐶𝑝𝑖Δ𝑦𝑖 ∗ 𝑦𝑝𝑖∗)2 (4.5)

which both depend on the uncertainty of the pressure coefficient computed with each value of the
pressure transducers, and can be expressed as:

𝐵𝐶𝑝 = √(
2
𝜌𝑉2𝐵Δ𝑝)

2
+ ( 2Δ𝑝𝜌2𝑉2𝐵𝜌)

2
+ (4Δ𝑝𝜌𝑉3𝐵𝑉)

2
(4.6)

For this calculation it is assumed that the bias error of the normal coefficient is equal to the bias error
of the lift coefficient, which corresponds to a low uncertainty of the angle of attack. It can be seen that
the bias error associated with the lift and the moment coefficient are dependent on the bias error of each
pressure coefficient, and these values are dependent on the bias errors of the measurements, namely
the pressure transducers, the density and the velocity. The bias error of each pressure transducer is
0.006 mbar, as it was shown in section 3.4.1. The bias error of the velocity and the density is taken
as the last significant digit of the measurement instruments. It is found that the driving force of the
bias error in the result are the pressure transducers. Neglecting the errors for velocity and density, a
consistent value for the bias errors is found, dependent on the integration scheme employed:
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𝐵𝐶𝑙 𝐵𝐶𝑚
24 pressure tap 0.0086 0.0037
8 pressure tap 0.0107 0.0045

Meanwhile, the precision indexes 𝑆𝐶𝑙 and 𝑆𝐶𝑚 cannot be calculated with the previous formula. This
is due to the heavy correlation between some of the measurements, such as the velocity and the value
of the pressure transducers, and specially between the different pressure transducers. As such, it is
estimated directly from the results, and taken as the standard deviation of the 𝐶𝑙 and 𝐶𝑚 divided by the
square root of the number of samples:

𝑆𝑥 =
√∑

𝑁
𝑖=1 (𝑥 − 𝑥𝑖)

2

𝑁 − 1
√𝑁

(4.7)

Once the random error is known, the uncertainty of the measurement can be computed by using
the values computed before and an appropriate value of 𝑡 representative of a confidence interval of
95%. The values of uncertainty are going to be case and phase dependent, and will be reported during
the results chapter.

4.5. Data Analysis
Until now, the methodology employed to convert the instantaneous values of the pressure transducers
into phase­averaged values of lift and moment coefficient has been described. Once these loads and
moments are obtained, they have to be analysed so that the research questions can be answered.
Several techniques are used to assess the performance of the controller, and are described next:

4.5.1. Standard Deviation Reduction
The purpose of the controller is to reduce the fatigue introduced by the unsteady loads acting on the
blade. The reduction of the unsteadiness on the loads is computed by looking at the standard deviation
of the signals, and the reduction that is observed when the flap is actuated with different values of 𝐾𝑝.
The standard deviation of the lift and moment coefficient can be defined as:

𝑆𝑡𝑑(𝑥) = √
∑𝑁𝑖=1 (𝑥 − 𝑥𝑖)

2

𝑁 − 1 (4.8)

The lower the standard deviation of the lift is, the smaller the fatigue damage is expected to be.
As such, the performance of the controller is assessed based on the value of this parameter for the
difference cases. Note that from now on the standard deviation of any parameter 𝑥 will be expressed
as 𝑆𝑡𝑑(𝑥)

4.5.2. Aerodynamic Damping Influence
As it was discussed during chapter 2, another important aspect in an airfoil undergoing unsteady motion
is the aerodynamic damping. This is a measure of the energy extracted from the wind by the airfoil.
For an airfoil undergoing an oscillatory motion, the aerodynamic damping can be expressed as:

Ξ𝑐𝑦𝑐𝑙𝑒 = −
1

𝜋𝛼𝑎𝑚𝑝
∮𝐶𝑚𝑑𝛼 (4.9)

where the moment coefficient is evaluated with respect to the pitching axis. For this experiment,
the unsteady loads generate a response in form of flap actuation, that modifies the moment coefficient
around the pitching axis. In this sense, the effect of the controller in the aerodynamic damping can be
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thought of as the sum of two contributions: the pitching moment coefficient of the baseline case, with
no flap actuation, and the extra moment coefficient induced by the flap motion:

Ξ𝑐𝑦𝑐𝑙𝑒 = −
1

𝜋𝛼𝑎𝑚𝑝
∮(𝐶𝑚,0 + 𝐶𝑚,𝑓) 𝑑𝛼 = Ξ𝑐𝑦𝑐𝑙𝑒0 + Ξ𝑐𝑦𝑐𝑙𝑒𝑓 (4.10)

The actuation of the flap contributes positively or negatively to the aerodynamic damping with the
factor Ξ𝑐𝑦𝑐𝑙𝑒𝑓 . The effect that the active control of loads has on the susceptibilities to aerodynamic
instabilities of the blade is determined by looking at this parameter.

4.5.3. Spectral Analysis
The controller is designed to reduce the unsteady loads generated on the blade, which in this exper­
iment correspond to 0.2Hz, 0.4Hz or 0.8Hz, depending on the run. These are supposed to be repre­
sentative of the 1P frequencies of a real wind turbine blade. However, the actuation of the trailing edge
flap may introduce some unwanted components in other frequencies. A spectral analysis is performed,
to understand the effect of the controller in the whole frequency spectrum.

This is done by means of the Fourier transform [47], which transforms a continuous time­signal into
its equivalent continuous spectrum, and can be expressed as:

𝑋(𝑗𝑤) = ∫
∞

−∞
𝑥(𝑡)𝑒−𝑗𝑤𝑡𝑑𝑡 (4.11)

The Discrete Fourier Transform (DFT), can also be thought of the discrete equivalent of the Fourier
transform for discrete time­signals. It can be expressed as a summation:

𝑋(𝑗𝑤) =
𝑁−1

∑
𝑘=0

𝑥(𝑘)𝑒−𝑗𝑤𝑘𝑇𝑑𝑡 (4.12)

where 𝑇 is the sampling time and 𝑁 is the number of samples of the signal. This signal will be com­
puted in Matlab by performing the Fast Fourier Transform (FFT). This algorithm drastically reduces the
computational time taken to perform the DFT on a discrete signal.

The spectral analysis allows to identify the susceptibility of the system to control instabilities, as only
the 1P frequencies should be reduced, with no effect on the remaining spectrum.

4.5.4. Dynamic Stall Onset
For the dynamic stall runs, a LEV is expected to form and then detach at some point during the cycle.
The detection of this point accurately is far from the capabilities of the current measurement setup.
However, some techniques based on pressure readings on an airfoil undergoing dynamic stall have
already been proposed, and summarized in [50]. These techniques are based on the effect that the
LEV has in the loads and pressure distributions when it detaches, and are presented in figure 4.6.

Not all the techniques presented in figure 4.6 are valid for detecting the onset of dynamic stall in
the current experimental setup. The values of 𝐶𝑑 and 𝐶𝑐 are not measured with the current setup, and
therefore techinques (c) and (d) cannot be employed. The data for the remaining techniques is avail­
able, but Sheng [50] defined this techniques for a ramp­up motion. The present experiment considers
oscillating motions, and the LEV detaches both during the upstroke and downstroke, as it will be pre­
sented in the Results chapter. For the largest frequency, the loads are already decreasing before the
detachment of the LEV, and the detection of the onset with techniques (a) and (f) becomes unfeasible.
Technique (e) is chosen, based on the pressure data at 𝑐/4. The effect of the LEV detachment on
the pressure at this point is the most noticeable, with a peak occurring as the LEV passes on top of it.
Technique (b), based on the 𝐶𝑚, is not used for the lack of a precise definition of the threshold to detect
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dynamic stall onset.

Figure 4.6: Detection of dynamic stall onset (DS Onset) based on pressure data. (a) Deviation of the 𝐶𝑁, (b) 𝐶𝑀 break, defined
as a drop of 0.05 (c) Deviation of the 𝐶𝑑 (d) Maximum of 𝐶𝑐 (e) 𝐶𝑝 deviation at 𝑐/4 (f) Collapse of the 𝐶𝑝 at the Leading Edge.
Extracted from [50]



5
Baseline Results

The purpose of the present thesis is to assess the performance of the proposed controller for different
conditions in terms of its load reduction capabilities. This is done by comparing the results obtained
when the trailing edge flap is actively controlled with the results obtained for no flap actuation. The
results corresponding to no flap actuation are presented during this chapter. A static characterization
of the wing model is performed in section 5.1. In section 5.2, the dynamic results are presented. These
results will serve as a baseline for quantifying the performance of the controlled cases. The most
important flow features are described, both for the attached flow conditions in section 5.2.1, and for
dynamic stall in section 5.2.2.

5.1. Static Characterization
The static loads andmoments acting on the blade are studied for validation purposes. The turning table,
which was introduced during chapter 3 is used to position the model at different angles of attack, from
­22∘ to 22∘. For the angles of attack where stall is expected to play an important role, two recordings are
done: one before and one after stall has happened, in order to capture the hysteresis loop present in the
loads due to the different points of separation and reattachment of the flow. For each angle of attack,
the pressure data from the 24 transducers is stored for between 10­15 seconds. This results in around
400 measurements for each AOA. The data of every pressure transducer is averaged and integrated
following the procedure described in 3.4.1 to obtain the lift and moment coefficients acting on the model.

The lift and moment coefficients are shown in figures 5.1 and 5.2 with respect to the angle of attack.
The results for thin airfoil theory and for a viscous analysis performed with XFOIL (as described during
section 4.1) are also shown. It should also be noted that there is a discrepancy between the position of
the turning table and the actual angle of attack experienced by the airfoil. Since we are dealing with a
fully symmetric airfoil, the lift generated when the wing is placed at 0∘ should be zero. This fact is used
in order to correct for the discrepancy between the turning table and the actual angle of attack, and a
shift of ­0.22∘ is found. This shift is already accounted for in the results shown.

After the wind tunnel correction described in section 4.2 is applied, the agreement for the lift coeffi­
cient between the experimental results and the viscous analysis done with XFOIL is fairly good. Both
results show a lift coefficient slope smaller than 2𝜋, of around 1.8𝜋. This was to be expected since we
are dealing with a highly viscous flow, while thin airfoil theory assumes inviscid flow. Stall happens at a
smaller angle of attack for the experimental results, showing an abrupt type of stall while XFOIL predicts
a smoother stall. The experimental results show a hysteresis loop, which is obviously not predicted by
XFOIL due to the intrinsic static nature of the code. The geometric static stall angle (when no wind
tunnel corrections are applied) is 𝛼𝑠𝑠 ≈ 17.5∘.

For the moment coefficient the agreement with thin airfoil theory is even smaller, since the thick­
ness of the airfoil plays an important role here. Thin airfoil theory assumes a zero­thickness airfoil, and
hence predicts zero pitching moment around the quarter­chord point throughout the range of angles

47
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of attack. However, there are also discrepancies between the XFOIL analysis and the experimental
results that are worth pointing out. A higher slope is found at small angles of attack in the experimental
results, when the flow is still attached. This can be ascribed to the increased effective thickness of the
airfoil due to the presence of the zig­zag strip.
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Figure 5.1: Lift coefficient of the NACA 0018. Comparison between Thin Airfoil Theory, XFOIL, and experimental results (with
and without wind tunnel corrections)

-25 -20 -15 -10 -5 0 5 10 15 20 25
-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

Figure 5.2: Pitching moment coefficient of the NACA 0018. Comparison between Thin Airfoil Theory, XFOIL, and experimental
results (with and without wind tunnel corrections)

Regarding the uncertainty of the results, it is dominated by the bias errors, as described by equa­
tions 4.3 and 4.7. As such, 𝑈𝐶𝑙 = 0.0086 and 𝑈𝐶𝑚 = 0.0037 for every angle of attack.
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5.2. Dynamic Characterization
The runs performed during the experiment (summarized in table 4.2), start with a case where the value
of 𝐾𝑝 of the controller is zero, and thus correspond to the baseline results. The results for the 8 pressure
taps integration scheme are not shown here in detail, since reducing the number of pressure taps is
done to reduce the time lag, and therefore is only expected to heavily influence the performance during
the active load control cases, not the uncontrolled results.

As such the results shown here correspond to the two regimes analysed (attached flow and dynamic
stall), for each of the three frequencies considered. The parameters of the cases are shown in table 5.1.
For attached flow the mean angle of oscillations is 0.25∘, since an offset was found when analysing the
loads, and a correction made for it. For dynamic stall conditions, 𝛼0 = 15.75∘. This angle was chosen
because it was found to be the optimal for a maximum number of dynamic stall cycles. However, from
the small 𝛼𝑎𝑚𝑝, not every cycle is representative of dynamic stall and therefore the procedure for cycle
filtering shown in section 4.3.1 is followed.

Attached flow Dynamic Stall
𝛼0 0.25∘ 15.75∘
𝛼𝑎𝑚𝑝 4∘ 4∘

Frequency (𝑘)
0.2 Hz (0.05)
0.4 Hz (0.1)
0.8 Hz (0.2)

0.2 Hz (0.05)
0.4 Hz (0.1)
0.8 Hz (0.2)

Time/case 120 sec 120 sec

Table 5.1: Parameters of the baseline cases (no active load control)

5.2.1. Attached flow
The baseline results for the attached flow conditions are shown here. The data for every pressure
transducer is phase averaged, and then integrated into lift and moment coefficients. The moment co­
efficient is computed with respect to the pitching axis of the pitching table, which is located at 0.3125c.
From now on the moment coefficient will always be computed with respect to this position.
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(a) Lift coefficient versus angle of attack obtained in the exper­
iment
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(b) Lift coefficient versus angle of attack as predicted by
Theodorsen

Figure 5.3: Lift Coefficient experienced by the airfoil when subject to oscillations in the attached flow regime. Experimental
results shown in 5.3a and Theodorsen in 5.3b, and compared to the static experimental results.

The results shown in the characterization of the static loads included the comparison with thin airfoil
theory. For this case, Theodorsen theory can be used to predict the loads in an oscillating airfoil, as it
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was discussed in section 2.1.1. This theory is implemented in Matlab and the results compared to the
ones obtained in the experimental results, so they can be validated.

Figure 5.3a shows the lift coefficient obtained during the experimental runs at different frequencies,
while figure 5.3b shows the lift coefficient predicted by using Theodorsen theory on an oscillating airfoil.
Both results are compared to the experimental static lift coefficient obtained during the previous section.
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(a) Pitching moment coefficient versus angle of attack obtained
in the experiment
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(b) Pitching moment Coefficient versus Angle of attack as pre­
dicted by Theodorsen

Figure 5.4: Pitching moment coefficient experienced by the airfoil when subject to oscillations in the attached flow regime.
Experimental results shown in 5.4a and Theodorsen in 5.4b, and compared to the static experimental results.

Several things have to be pointed out. First of all, the hysteresis is rather small for both the ex­
perimental results and Theodorsen theory, although in the experimental results all the loops are in
counter­clockwise direction and for Theodorsen the lift loop at the largest reduced frequency is in the
clockwise direction. Theodorsen predicts a reduction in the amplitude of the loads, as it can be seen
in figure 5.3b, and This reduction increases for increased frequency, with the results for the smallest
frequency (0.2Hz, corresponding to a reduced frequency 𝑘 = 0.05) matching the static results. This
reduction in amplitude of the lift is not seen in the experimental results, with the airfoil generating the
same loading on the airfoil independently of the reduced frequency. It was observed that the presence
of the zig­zag strip generates a second suction peak in the pressure coefficient distribution, and it is
thought that the presence of the strip is the cause of this effect, although further investigation would be
required to accurately determine this.

The pitching moment coefficient around the pitching axis, situated at 0.3125c, is shown in figure 5.4.
Unlike in the lift coefficient results, large hysteresis loops can be appreciated for both the experimental
data and Theodorsen, becoming larger for increased reduced frequency. The slope of these curves is
larger in the experimental results, in accordance to the increased pitching moment with respect to the
theoretical case observed in the static results. A way of quantifying the similarity between the results is
looking into the aerodynamic damping coefficient, which is computed using the effective angle of attack,
obtained after the wind tunnel corrections have been applied. The agreement between the theoretical
aerodynamic damping coefficient and the one obtained in the experimental results is noticeable, seen
in figure 5.5

It can be seen that there are considerable similarities between frequencies, with themain differences
coming only from the value of the aerodynamic damping coefficient. The purpose of this baseline study
is to generate a point of comparison for assessing the performance of the controller. This point of com­
parison will be the standard deviation of the lift being generated on the airfoil, which would translate into
bending moments for a 3D wind turbine. The values of standard deviation of the lift coefficient for the
different frequencies are presented in table 5.2. The values obtained for the 8 pressure tap integration
scheme are also presented.
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Figure 5.5: Aerodynamic damping coefficient obtained for the experimental results, and compared to the results predicted by
Theodorsen theory

0.2 Hz 0.4Hz 0.8Hz

𝑆𝑡𝑑(𝐶𝑙)
24 taps 0.24 0.24 0.24
8 taps 0.25 0.25 0.25

Table 5.2: Standard deviation of the 𝐶𝑙 for the baseline results of the attached flow condition, for different frequencies and
integration schemes

The uncertainties for the baseline results under attached flow conditions are still low, so their value
is the same as the uncertainties in the static loads case, stemming from the bias errors.

5.2.2. Dynamic Stall
The baseline results for the dynamic stall runs are obtained following the same procedure described in
the previous section, and employing the cycle filtering methodology for removal of unrepresentative cy­
cles. However, unlike the previous results, where the difference between frequencies was small, each
frequency experiences different types of dynamic stall. The phase­averaged lift coefficient for every
frequency is shown in figure 5.6. As it can be seen, the differences between frequencies are consider­
able. The uncertainty of the results is shown with a shaded region around the phase­averaged value.
It can be seen that the uncertainty of the results is reduced for increased frequency. This stems from
the fact that the number of cycles employed for the phase­averaging procedure is increased. No wind
tunnel corrections are applied to the dynamic stall cases.

The first thing that needs to be pointed out is the magnitude of the loads acting on the airfoil. The
maximum 𝐶𝑙 obtained during the static characterization in section 5.1 is 1.2. This value of lift coefficient
is largely exceeded for the three cases, due to the development of the LEV that causes the flow to be
attached at angles of attack larger than the static stall angle. The values of the maximum 𝐶𝑙 for each
of the baseline cases can be consulted in table 5.3.

The second noteworthy aspect is the position of this peak. For the frequencies of 0.2Hz and 0.4Hz
it coincides with the detachment of the LEV, that increases the suction on the upper side of the airfoil
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Figure 5.6: Phase­averaged lift Coefficient for the dynamic stall baseline cases for every frequency. Uncertainty of the results
shown by the shaded region

as it convects downstream. However, the maximum peak observed at 0.8Hz does not appear due to
the detachment of the LEV. The LEV is still attached to the leading edge of the airfoil. This gener­
ates that the wing reaches the maximum angles of attack without considerable flow separation, and
this mechanism is responsible for the maximum 𝐶𝑙 obtained at this frequency. A second 𝐶𝑙 peak is
observed at a later phase. This peak is the one originated by the detachment of the LEV. The method­
ology described in section 4.5.4 is followed to detect the dynamic stall onset (𝐷𝑆𝑜𝑛𝑠𝑒𝑡), and shown in
table 5.3. The dynamic stall cycle experienced at 0.8Hz is not representative of a typical dynamic stall
cycle, if compared to literature (since detachment usually occurs before the downstroke and the flow is
not fully detached after the LEV is convected downstream, observed in the smaller drop in loads and
moments). Therefore, during the following chapter more emphasis will be placed on the regimes at
0.2Hz and 0.4Hz.

The development of dynamic stall results in an increase of unsteadiness of the loads experienced
by the airfoil. This can be seen in the higher standard deviation of the results, as well as in the increased
range of 𝐶𝑙 experienced during the cycle (table 5.3). This is going to influence the performance of the
controller, as it will be described in the next chapter, since the loads are too large for the load compen­
sation capabilities of the trailing edge flap. The drop in loads is mainly attributed to the detachment of
the LEV of the surface. The convective velocity of the dynamic stall vortex is supposed to be indepen­
dent of the frequency of unsteadiness [27], and hence the load reduction capabilities are expected to
be similar for 0.2Hz and 0.4Hz.

The phase­averaged moment coefficient is also shown in figure 5.7. The 𝐶𝑚 has been plotted with
respect to the geometric angle of attack of the model, to better understand the effect on the aerody­
namic damping. Unlike in the attached flow regime, where the aerodynamic damping was always kept
positive, the aerodynamic damping is negative for each case. This means that during the dynamic stall
cycle the wing extracts energy from the flow. This can be observed from the fact that the moment loops
in figure 5.7 are clockwise. The differences with the typical hysteresis loop found during dynamic stall,
which can be seen in figure 2.4, have to be pointed out. Only the loop contributing to the negative aero­
dynamic damping is found in this experiment, and this is ascribed to the small amplitude of oscillations.

The onset of dynamic stall has been detected following the methodology described in section 4.5.
It can be seen that for increased unsteadiness the detachment of the LEV occurs at a later phase of
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Figure 5.7: Phase­averaged moment Coefficient for the dynamic stall baseline cases for every frequency. Uncertainty of the
results shown by the shaded region

0.2Hz 0.4 Hz 0.8Hz
𝑁𝑐𝑦𝑐𝑙𝑒𝑠 9 20 38
𝐶𝑙,𝑚𝑎𝑥 1.55 1.56 1.35
𝐶𝑙,𝑚𝑖𝑛 0.48 0.51 0.72

𝐶𝑙,𝑚𝑎𝑥 − 𝐶𝑙,𝑚𝑖𝑛 1.07 1.05 0.63
𝑆𝑡𝑑(𝐶𝑙) 0.27 0.31 0.31
Ξ𝑐𝑦𝑐𝑙𝑒 ­0.97 ­1.16 ­0.22
𝐷𝑆𝑂𝑛𝑠𝑒𝑡 0.18 0.26 0.39
Δ𝑡𝐷𝑆 0.59s 0.47s 0.4s

Table 5.3: Characterization of the baseline case during dynamic stall conditions, for the frequencies tested

the oscillations cycle. However, the time elapsed since the static stall angle is surpassed until the LEV
detaches (Δ𝑡𝐷𝑆) is reduced with increased unsteadiness, and these results are in accordance with the
findings of Mulleners and Raffel [44].





6
Controlled Results

After the baseline results, presented in chapter 5, and which correspond to no flap actuation, the results
corresponding to active load control are shown in this chapter. The trailing edge flap is actuated by
means of the controller, described in section 3.4, for different values of the proportionate gain. The
ability of the controller to reduce the unsteady loads acting on the blade is evaluated. Different oscil­
lation frequencies and control time lags are considered. The first results correspond to attached flow
conditions, and are shown in section 6.1. After that, the results under dynamic stall conditions are
presented in section 6.2.

6.1. Attached Flow
This section deals with the active load control results under attached flow conditions. The performance
of the controller must be assessed so that the dynamic stall conditions can be tested. Emphasis will
be placed on the role played by the frequency of unsteadiness and the time lags present in the control
system. As it has been already described, the former will be done by actuating the pitching mechanism
at frequencies of 0.2Hz, 0.4Hz and 0.8Hz (corresponding to a reduced frequency 𝑘 of 0.05, 0.1 and
0.2). The latter will be done by employing two different integration schemes, with all 24 and just 8
pressure taps, that correspond to a time lag in the control loop of 32 ms and 12 ms respectively.

The controller is given a Set Point (SP) of zero, so the 𝐶𝑙 wants to be kept at that value. Different
proportional gains are tested for each run, and the performance of the controller for different values of
𝐾𝑝 assessed. As it was observed during section 5.2.1, the loads experienced by the airfoil at different
frequencies are really similar. Based on this, the frequency of 0.4Hz is taken as the point of reference,
and an in­depth analysis is done for it. After that, a comparison between the results for the different
frequencies is carried out.

6.1.1. Load Reduction Capabilities
During this subsection the performance of the controller is analysed for the frequency of 0.4Hz. This is
done by following the methodology described in section 4.5. The results for both integration schemes
are shown, which confirms the importance that the time lag has in the performance of any controller in
charge of load alleviation.

The phase­averaged lift and moment coefficients for the 24 pressure tap integration scheme are
shown in figures 6.1 and 6.2 respectively. This corresponds to Run 3 of the experiment, (refer to table
4.2). The baseline case, as presented in section 5.2 is shown, as well as the response of the system
for different values of the proportionate gains.

55
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Figure 6.1: Phase­averaged lift coefficient under attached flow conditions for different values of 𝐾𝑝. 24 pressure tap integration
scheme and f=0.4Hz. Shaded regions represent the uncertainty of the results at 95% confidence interval
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Figure 6.2: Phase­averaged moment coefficient under attached flow conditions for different values of 𝐾𝑝. 24 pressure tap
integration scheme and f=0.4Hz. Shaded regions represent the uncertainty of the results at 95% confidence interval

The first aspect that needs to be pointed out is that the active load control results in an increase of
the moment coefficient acting on the blade, as it is shown in figure 6.2. This would result in an increase
of the torsional moment on a real wind turbine blade, and can be seen as one of the drawbacks of
the Smart Rotor concept in general, as it was already reported in [10]. This can be attributed to the
position of the aerodynamic center of the airfoil with respect to the elastic center, or pitching axis. For
a standard configuration with the elastic center located behind the aerodynamic center, an increase
of loads results in an increase of moment. Any control based on trailing edge flap actuation reacts to
this by deflecting the flap upwards. This generates a further increase of moment by decreasing the
loading on the rear part of the airfoil. An extra DOF, such as leading edge actuators would have to be
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introduced, so that loads and moments can be tackled at the same time, although this would result in
higher complexity.

Regarding the lift coefficient, the loads revolve closer around zero, which indicates that the con­
troller is reducing their unsteadiness. The value of 𝐾𝑝 heavily influences the performance though. The
smaller gain tested, 𝐾𝑝 = −100, reduces the loads only slightly, and does not cause oscillations, it just
introduces a phase shift. Larger gains improve the performance in terms of reduction of the standard
deviation of the results but introduce unwanted oscillations in the system. These higher­frequency
oscillations grow in magnitude for increasing 𝐾𝑝, and also affect the performance of the system. An
optimum proportional gain can thus be found, as the one that results in the smallest standard deviation
of the lift coefficient. The standard deviation of the lift coefficient is presented in table 6.1, along with
the values of the standard deviation of the moment coefficient.

𝐾𝑝
0 ­100 ­200 ­300 ­400 ­500 ­600

𝑆𝑡𝑑(𝐶𝑙) 0.24 0.17 0.09 0.07 0.09 0.14 0.18
𝑆𝑡𝑑(𝐶𝑚) 0.03 0.06 0.06 0.06 0.06 0.06 0.06

Table 6.1: Standard deviation of the 𝐶𝑙 and 𝐶𝑚 for different values of 𝐾𝑝 using the 24 pressure tap integration scheme, under
attached flow conditions

The optimal gain in terms of higher reduction of the standard deviation of the lift coefficient is found
to be 𝐾𝑝 = −300. Larger gains introduce higher frequency oscillations in the system and worsen the
performance. In order to get some insight into the reduction capabilities of the proposed controller, a
spectral analysis is carried out as described in section 4.5. Two cases are shown: the baseline case,
and the case corresponding to 𝐾𝑝 = −500, where load oscillations are found.
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(a) Fast Fourier transform of the lift coefficient for the baseline
case under attached flow conditions. f = 0.4Hz and 24 pressure
taps integration scheme
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(b) Fast Fourier transform of the lift coefficient for the case with
𝐾𝑝 = −500 under attached flow conditions. f = 0.4Hz and 24
pressure taps integration scheme

Figure 6.3: Spectral analysis of the lift coefficient for the baseline Case (6.3a) and the active load control case with 𝐾𝑝 = −500
6.3b under attached flow conditions. f = 0.4Hz and 24 pressure taps integration scheme

The first peak, corresponding to the 1P frequency at 0.4Hz, is reduced for the controlled case (fig­
ure 6.3b) with respect to the baseline case (figure 6.3a). However, oscillations at higher frequencies
are found. In particular, the 4P frequency, corresponding to 1.6Hz is largely excited. This excitation of
higher­frequency harmonics is the reason of the worsened performance at large values of 𝐾𝑝.

In order to see the effect of the controller time lag, the results for Run 4, corresponding to a frequency
of 0.4Hz and 8 pressure taps integration scheme, are shown. The phase­averaged lift coefficient is plot­
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ted in figure 6.4 and the phase­averaged moment coefficient in figure 6.5. The performance is clearly
improved, with larger reductions of the standard deviation of the lift coefficient for every value of 𝐾𝑝, as
it is quantified in table 6.2. The effect on the moment coefficient is the same as for the 24 pressure tap
integration scheme, with a constant increase for every value of 𝐾𝑝.
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Figure 6.4: Phase­averaged lift coefficient under attached flow conditions for different values of 𝐾𝑝. 8 pressure tap integration
scheme and f=0.4Hz. Shaded regions represent the uncertainty of the results at 95% confidence interval
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Figure 6.5: Phase­averaged moment coefficient under attached flow conditions for different values of 𝐾𝑝. 8 pressure tap inte­
gration scheme and f=0.4Hz. Shaded regions represent the uncertainty of the results at 95% confidence interval

An spectral analysis is also carried out for the same proportionate gain as it was done for the 24
pressure tap integration scheme, 𝐾𝑝 = −500, and shown in figure 6.6, comparing the frequency spec­
trum of both integration schemes. Besides the larger reduction in the 1P frequency, reducing the time
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𝐾𝑝
0 ­100 ­200 ­300 ­400 ­500 ­600

𝑆𝑡𝑑(𝐶𝑙) 0.25 0.15 0.08 0.06 0.05 0.06 0.09
𝑆𝑡𝑑(𝐶𝑚) 0.03 0.07 0.07 0.07 0.07 0.07 0.07

Table 6.2: Standard deviation of the 𝐶𝑙 and 𝐶𝑚 for different values of 𝐾𝑝 using the 8 pressure tap integration scheme, under
attached flow conditions

lag has an influence in the excitation of the harmonics. The large peak at the 4P frequency is not seen,
and instead a small excitation is observed at around the 6P frequency. This leads to an improved per­
formance and a smoother actuation of the flap.
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(a) Fast Fourier transform of the lift coefficient for 𝐾𝑝 = −500.
f = 0.4Hz and 24 pressure taps integration scheme. Attached
flow conditions
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(b) Fast Fourier transform of the lift coefficient for 𝐾𝑝 = −500.
f = 0.4Hz and 8 pressure taps integration scheme. Attached
flow conditions

Figure 6.6: Spectral analysis of the lift coefficient for 𝐾𝑝 = −500, employing the 24 pressure taps integration scheme (6.6a), and
the 8 pressure taps one (6.6b). f=0.4Hz and attached flow conditions

6.1.2. Effect on Aerodynamic Damping
The effect that the active load control has on the aerodynamic damping experienced by the airfoil wants
to be studied. Introducing another DOF may lead to instabilities even during attached flow conditions.
This is quantified by the aerodynamic damping coefficient, and shown in figure 6.7 for different values
of 𝐾𝑝.

The baseline case is positively damped, since a pitching motion under attached flow conditions
cannot experience flutter, as described in section 2.1.3, and validated with the Theodorsen theory in
section 5.2.1. Actuating the flap has a positive effect on the aerodynamic damping throughout the
range of 𝐾𝑝 tested. The airfoil is heavily damped for the smallest 𝐾𝑝, and increasing the value of the
gain reduces the aerodynamic damping towards the baseline value. This stems from the fact that the
smaller gains result in slow responses of the actuation system, and thus the flapping motion is lagging
behind the pitching motion. The contribution of the flap deflection to the moment coefficient is thus
also lagging, and this results in an increase of the aerodynamic damping, as it was explained when
the aerodynamic damping was introduced in chapter 2. Larger values of 𝐾𝑝 generate flap motions
that get closer to being in­phase with the pitching motion, and therefore the contribution of the flap to
the aerodynamic damping is much smaller, explaining the converging behaviour towards the baseline
value observed for the 8 pressure tap integration scheme, since the flapping motion is not lagging any
more. For the 24 pressure tap integration scheme, larger gains result in oscillations, which generate
another increase in the aerodynamic damping.
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Figure 6.7: Phase­averaged moment coefficient for oscillations at 0.4Hz, employing the 8 pressure tap integration scheme, for
different values of 𝐾𝑝. Shaded regions represent the uncertainty of the results

6.1.3. Frequency and Time Lag Comparison
In the previous section an in­depth analysis for a frequency of oscillations of 0.4Hz was carried out.
The controller was found to be effective in reducing the loads on the airfoil, and an optimal 𝐾𝑝 led to the
highest reduction, while the moments acting on the blade were increased. Reducing the time lag also
greatly improved the performance, with higher reductions and smaller excitation of higher harmonics.
The effect on the aerodynamic damping was found to be either positive or negligible, depending on the
gain of the controller.
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Figure 6.8: Aerodynamic damping coefficient Ξ𝑐𝑦𝑐𝑙𝑒 for different values of 𝐾𝑝, frequencies and integration schemes, under
attached flow conditions

A comparison of the aerodynamic damping obtained for different frequencies and values of 𝐾𝑝 is
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shown in figure 6.8. The behaviour is similar for every frequency: small proportional gains lead to an
increased aerodynamic damping, due to the slow response of the flap. Increasing the 𝐾𝑝 generates a
faster response, and the trend is to converge to a value of aerodynamic damping close to the baseline
one.
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Figure 6.9: Standard deviation of the 𝐶𝑙 with respect to the baseline case, for different values of 𝐾𝑝, frequencies and integration
schemes, under attached flow conditions

The ability to reduce the loads acting on the airfoil is again measured with the standard deviation
of the 𝐶𝑙 with respect to the baseline case, and is shown in figure 6.9. Two trends can be extracted
from this graph: reducing the time lag improves the performance for every frequency at every value of
𝐾𝑝. This puts forward the importance of reducing the time lags to a minimum in a Smart Rotor concept.
Second, the maximum reduction of unsteady loads is decreased as the frequency increases for the
same time lag. A maximum reduction of 87.5% is observed for the frequency of 0.2Hz, decreasing
to 80% for 0.4Hz and 67.5% for 0.8Hz. Both the time scale of the oscillating loads and the time lag
present in the system are paramount for its performance. The ratio of time lag to time scale should
thus be kept to a minimum.

Regarding the spectral analysis carried out for the different frequencies, it is found that the harmonic
frequency that is overly excited is only dependent on the time lag, and not on the frequency. For the 24
pressure tap integration scheme, this corresponds to a frequency of 1.6Hz, while for the 8 pressure tap
integration scheme the excited frequency has a higher value of 2.4Hz. Therefore, reducing the time
lag helps increase the value of this apparent resonance frequency of the system, and make the system
less prone to control instabilities.

It should be pointed out is that the optimal value of the proportional gain increases with frequency.
This was expected, since faster changes in loads require of faster actuation signals, and this is dictated
by the value of the proportional gain. However, this value does not scale linearly with frequency. For
the time lag of 12 ms, the optimal value of 𝐾𝑝 is ­300 for 0.2Hz, ­400 for 0.4Hz and ­500 for 0.8Hz.
The optimal value of 𝐾𝑝 is also dependent on the time lag present in the system, with smaller values
for the time lag of 32 ms. One of the reasons for this behaviour is the susceptibility to instabilities as
the value of 𝐾𝑝 is increased, but further studies would have to be done in order to accurately quantify
the relationship between the time lag, frequency, 𝐾𝑝 and performance of the system. This is out of the
scope of the present study, since the optimal controller is not the focus.
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Summarizing, the proposed controller has been proven effective in reducing the loads appearing
on a blade due to oscillations at reduced frequencies 𝑘 of 0.05, 0.1 and 0.2 when small flow separation
is expected. The time lag is paramount in the load reduction achieved, improving the load reduction
capabilities and making the system more stable. The smallest time lag and frequency reach quite high
reductions in the standard deviation of the 𝐶𝑙 with respect to no flap actuation, 87.5%, which are in
line with the values by Van Wingerden et al [60] of 90% load reduction (refer to the chapter 2 for more
details on this study) . The drawback of the proposed controller is that it needs manual tuning to obtain
the optimal gain value, 𝐾𝑝. However, since the load reduction capabilities are considerable and in
accordance to available results, it is deemed an appropriate mechanism for active load reduction for
the current setup, and the effect of a more complex flow such as dynamic stall on the control capabilities
can be looked at. This is the focus of the next section, and builds up to answering the research questions
layed out during chapter 2.

6.2. Dynamic Stall
This section deals with the runs performed under dynamic stall conditions. Similarly to the attached
flow conditions, the ability of the controller to reduce the unsteady loads is assessed, as well as the
influence of controller time lag and frequency of unsteadiness. The performance of such a controller
in this regime has not been yet studied, and hence the novelty of the present study. The results for
0.4Hz are shown first, and the performance of the controller for different time lags assessed based
on these results. After that, a comparison between the different frequencies tested is carried out. For
every case, the SP of the controller is set to a 𝐶𝑙 of 1.1, as the average of the mean value of the 𝐶𝑙 for
the baseline cases at the three different frequencies.

6.2.1. Load Altering Capabilities
The results for the phase­averaged 𝐶𝑙 and 𝐶𝑚 of the Run at 0.4Hz are shown here. The uncertainty of
the results for a 95% confidence interval is shown in the figures as a shaded region.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Figure 6.10: Phase­averaged lift coefficient under dynamic stall conditions for different values of 𝐾𝑝. 24 pressure tap integration
scheme and f=0.4Hz. Shaded regions represent the uncertainty of the results at 95% confidence interval

The effectiveness of the controller in reducing the unsteady loads acting on the airfoil is seen in
figure 6.10. Even though the unsteadiness in the 𝐶𝑙 is still high, its value revolves closer around the SP
of 𝐶𝑙 = 1.1. The simple design of the controller is the reason for this: if the load is higher than the SP,
the controller deflects the flap upwards, and vice versa. The flapping down motion always generate an
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Figure 6.11: Phase­averaged moment coefficient under dynamic stall conditions for different values of 𝐾𝑝. 24 pressure tap
integration scheme and f=0.4Hz. Shaded regions represent the uncertainty of the results at 95% confidence interval

increase of the loads acting on the airfoil, even if the flow is stalled.

The reduction in the standard deviation of the 𝐶𝑙 is affected by the range of loads experienced dur­
ing dynamic stall, which is considerably larger than during attached flow conditions and stems from
the detachment of the LEV. This saturates the flap at ± 10∘, and loads can not longer be reduced.
This can be observed in figure 6.10 at a couple of points during the cycle: the flap is saturated before
the detachment of the LEV, at 𝜙 ≈ 0.3, and the reduction of the peak 𝐶𝑙 is thus limited. The second
point where the flap is saturated is when the flow is completely stalled and the 𝐶𝑙 of the baseline case
reaches a minimum. This limits the maximum reduction in 𝑆𝑡𝑑(𝐶𝑙) to around 40%, compared to a 70%
reduction for attached flow conditions with the same frequency and time lag. However, the reduction
is still noticeable and the controller works even when dealing with a complex flow such as dynamic stall.

𝐾𝑝
0 ­100 ­200 ­300 ­500

𝑆𝑡𝑑(𝐶𝑙) 0.31 0.25 0.20 0.19 0.22
𝑆𝑡𝑑(𝐶𝑚) 0.07 0.08 0.09 0.09 0.09
𝐶𝑙,𝑚𝑎𝑥 1.56 1.2 1.17 1.21 1.21
𝐶𝑙,𝑚𝑖𝑛 0.51 0.54 0.58 0.61 0.61
𝐶𝑙,𝑚𝑎𝑥 − 𝐶𝑙,𝑚𝑖𝑛 1.05 0.66 0.59 0.60 0.6

Table 6.3: Load reduction parameters for different values of 𝐾𝑝 under dynamic stall conditions. 24 pressure tap integration
scheme and f=0.4Hz

One of the other aspects that need to be pointed out is the peak­to­peak reduction of the loads. This
reduction is also important when dealing with fatigue loads, as they are dependant on the amplitude
of the oscillating loads. The reduction of the peak­to­peak change in lift is affected by the maximum
velocity of actuation of the flap. For values of the 𝐾𝑝 larger than ­200, the actual velocity of the flap
is not the imposed actuation signal, but rather the maximum velocity of the servo­flap linkage mech­
anism. This explains the similar range of loads for larger values of the 𝐾𝑝, as quantified in table 6.3.
Faster actuators are expected to increase the optimal reduction of the loads, although the system may
become susceptible to instabilities during the detachment of the LEV, since the actuation signal may
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be too big. It can thus be concluded that the actuation system adopts an even bigger role when dealing
with dynamic stall, stemming from the sudden drop in loads and increased range, so faster and larger
actuators are needed to improve the load reduction capabilities under this regime.
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Figure 6.12: Phase­averaged lift coefficient under dynamic stall conditions for different values of 𝐾𝑝. 8 pressure tap integration
scheme and f=0.4Hz. Shaded regions represent the uncertainty of the results at 95% confidence interval

The effect of the time lag is quantified by looking at the results for the 8 pressure tap integration
scheme, which are shown in figure 6.12, and quantified in table 6.4. The behaviour is really similar to
the 24 pressure tap integration scheme in terms of the reduction in the 𝑆𝑡𝑑(𝐶𝑙). This is attributed to
the increased range of loads, which cause the flap to be saturated at several points during the cycle.
However, if the focus is shifted to the peak­to­peak loads, the effect of the reduced time lag is clearly
seen. A higher value of the minimum 𝐶𝑙 is obtained right after the detachment of the LEV is found. The
values of the 𝐶𝑙,𝑚𝑖𝑛 are shown in table 6.4, and are consistently higher than the ones obtained for the
24 pressure tap integration scheme, thereby reducing the peak­to­peak loads, and the susceptibility to
fatigue. Even though the velocity of the flap is still saturated, the drop in lift is captured before due to
the reduced time lag, and the flap deflection occurs earlier. This shows the importance of reducing the
time lag for dynamic stall conditions, even though the reduction in the standard deviation of the 𝐶𝑙 is
similar for both cases. The peak­to­peak loads are reduced a maximum 44% for the 24 pressure tap
integration scheme, and 57% for the integration scheme using just 8 pressure taps, for a frequency of
0.4Hz.

𝐾𝑝
0 ­100 ­200 ­300 ­400 ­500

𝑆𝑡𝑑(𝐶𝑙) 0.31 0.26 0.21 0.20 0.19 0.20
𝑆𝑡𝑑(𝐶𝑚) 0.06 0.08 0.08 0.09 0.09 0.09
𝐶𝑙,𝑚𝑎𝑥 1.52 1.24 1.19 1.22 1.20 1.22
𝐶𝑙,𝑚𝑖𝑛 0.46 0.61 0.71 0.70 0.74 0.72
𝐶𝑙,𝑚𝑎𝑥 − 𝐶𝑙,𝑚𝑖𝑛 1.06 0.63 0.48 0.52 0.46 0.50

Table 6.4: Load reduction parameters for different values of𝐾𝑝 under dynamic stall conditions. 8 pressure tap integration scheme
and f=0.4Hz

Besides the improved peak­to­peak reduction of the loads, the reduced time lag has an effect of the
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susceptibility to control instabilities. An spectral analysis was carried out, and the same results were
found as for attached flow conditions: the 24 pressure integration scheme excites the harmonic close
to 1.6Hz, while the 8 pressure tap integration scheme excites the harmonics close to 2.4Hz. This is
thought to appear during parts of the dynamic stall cycle where the flow is still attached, and the be­
haviour of the controller during these parts of the cycle is the same as for the attached flow conditions
studied in the previous section. Since no real differences with the attached flow conditions were found,
a more detailed study of the spectrum of the loads under dynamic stall conditions is not carried out.

Lastly, the effect of the active load control on the moment around the blade is also studied. This is
shown in figure 6.11, and quantified in tables 6.3 and 6.4. Themoment is constantly increased when the
loads are actively controlled, as it occurred during attached flow conditions. This was already described
as an unwanted consequence of this type of control, and more degrees of freedom would have to be
introduced in the system if both loads and moments want to be controlled simultaneously.

6.2.2. Frequency and Time Lag Comparison
The performance of the controller in terms of load reduction capabilities for different frequencies is
shown in figure 6.13, as the reduction of 𝑆𝑡𝑑(𝐶𝑙) with respect to the baseline case. As it was pointed
out in the previous section, the reduction values are lower than with attached flow conditions, although
the controller is proven to reduce the unsteadiness of the loads throughout the range of frequencies
tested. An interest aspect is that unlike for attached flow conditions, where the reduction of the standard
deviation of the 𝐶𝑙 was diminished for increased frequency, the best results for dynamic stall conditions
are found for 0.8Hz. The reason behind this is the smaller range of loads experienced by the wing
model: the difference between the maximum and minimum 𝐶𝑙 is 0.63, while for the cases of 0.2Hz and
0.4Hz is higher than 1, as it was quantified in table 5.3. Besides, the drop in lift due to the detachment
of the LEV is less abrupt due to this cycle being representative of a lighter type of dynamic stall. This
generates a lift evolution that resembles more the purely sinusoidal motion of the attached flow regime,
and thus explains the higher values of reductions.
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Figure 6.13: Standard deviation of the 𝐶𝑙 with respect to the baseline Case, for different values of 𝐾𝑝, frequencies and integration
schemes under dynamic stall conditions

The effects of the detachment of the LEV appear to be the driving force behind the load reduc­
tion capabilities of the controller under dynamic stall. Few differences can be observed between the
frequencies of 0.2Hz and 0.4Hz, in terms of the reduction of the standard deviation of the 𝐶𝑙. This is
ascribed again to the saturation of the flap, due to the increased range of loads, which is similar for
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both cases. However, as it was seen in the previous section, the peak­to­peak loads may be a better
indicative of the load reduction capabilities under dynamic stall, and especially during the detachment
of the LEV. The optimal reduction expressed as a percentage of reduction of the peak­to­peak loads
with respect to the baseline case is shown in table 6.5.

𝐶𝑙,𝑚𝑎𝑥 − 𝐶𝑙,𝑚𝑖𝑛/(𝐶𝑙,𝑚𝑎𝑥 − 𝐶𝑙,𝑚𝑖𝑛)𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
0.2 Hz 0.4 Hz

24 taps 51% 44%
8 taps 59% 57%

Table 6.5: Reduction of the peak­to­peak loads experienced during dynamic stall, for frequencies of 0.2Hz and 0.4Hz and time
lags of 32ms and 12ms

These results are somewhat surprising, since the convection velocity of the LEV is expected to be
invariant of the frequency [27], but higher reductions are observed for the case of 0.2Hz. However, the
evolution of the 𝐶𝑙 is different for each frequency. This is shown in figure 6.14 where the 𝐶𝑙 of the base­
line case is plotted with respect to the time elapsed since the maximum 𝐶𝑙 is observed. In this figure
it can be observed how the drop in loads is similar during the first 0.2 seconds after the peak 𝐶𝑙. If a
convection velocity of 0.3𝑉∞ is assumed [27], as it has been consistently detected in literature, and the
peak in loads assumed to occur when the LEV passes through the c/4 point, this implies that the LEV
has fully convected downstream after 0.2 seconds. This coincides with the drop in loads experienced
for both regimes, with the differences after those 0.2 seconds thought to appear due to different pitch­
ing motions. The performance of the controller under dynamic stall conditions appears to be driven
first by the convective velocity of the LEV (frequency independent), and later by the motion of the wing
(frequency dependent)
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Figure 6.14: Evolution of the 𝐶𝑙 with respect to the time elapsed since the maximum peak 𝐶𝑙,𝑚𝑎𝑥, for the frequencies of 0.2Hz
and 0.4Hz

6.2.3. Effect on Aerodynamic Damping
The effect of the flap actuation in the value of aerodynamic damping can be assessed by looking at
figure 6.15. It was shown in section 5.2.2 that a negative aerodynamic damping was found for the
dynamic stall cases, since the non­linear flow behaviour leads to the airfoil extracting energy from the
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flow. The value of the aerodynamic damping for the baseline cases is frequency dependent. As it can
be seen in figure 6.15, the effect of the active load control on the aerodynamic damping is also fre­
quency dependent. For a frequency of 0.2Hz the aerodynamic damping is worsened, making it more
susceptible to flutter. The effect is negligible for 0.4Hz, and a positive contribution to the aerodynamic
damping is even found for a frequency of 0.8Hz.
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Figure 6.15: Aerodynamic damping coefficient Ξ𝑐𝑦𝑐𝑙𝑒, for different values of 𝐾𝑝, frequencies and integration schemes under
dynamic stall conditions

The effect of the controller on the aerodynamic damping was found to be negligible during attached
flow conditions. The motion of the flap, and hence the contribution to the moment coefficient, were
almost in phase with the pitching motion of the whole model for the optimal values of 𝐾𝑝. However, this
is not the case for dynamic stall conditions, since the optimal flap motion is highly dependent on the
detachment of the dynamic stall vortex.

Figure 6.16 shows the contribution of the flap motion to the aerodynamic damping for the optimal
value of 𝐾𝑝 (defined as the largest reduction in 𝑆𝑡𝑑(𝐶𝑙)), at different frequencies, obtained using the
methodology described in section 4.5. As it was discussed already, the effect on the aerodynamic
damping is frequency­dependent. The flap reacts to the drop in lift by pitching down, and decreasing
the 𝐶𝑚 acting on the airfoil. The drop in lift occurs due to the detachment of the LEV, and this was
shown to be frequency dependent on section 5.2.2.

For the frequency of 0.2Hz, the LEV detaches right before the start of the downstroke. Throughout
the downstroke the 𝐶𝑚 is decreased with respect to the baseline case, and this has a negative influence
on the aerodynamic damping. The detachment of the LEV occurs at a later phase for the frequency
of 0.4Hz, which delays this flapping down motion and hence the contribution of the flap to the aero­
dynamic damping at the beginning of the downstroke is positive, while later it becomes negative. For
the largest frequency tested, 0.8Hz, the LEV detaches at an even later phase,which generates a big
clockwise loop in the 𝐶𝑚, increasing the aerodynamic damping.

The effect of the controller on the aerodynamic damping depends thus on the type of dynamic
stall. The one shown for 0.8Hz is expected to rarely appear for actual wind turbines, as it has already
been discussed: it arises as a combination of the small amplitude of oscillations and large reduced
frequency. The one studied for 0.2Hz is thought to be more representative, with the detachment of the
LEV happening before the start of the downstroke. The aerodynamic damping is heavily worsened for
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Figure 6.16: Contribution of the flap motion to the 𝐶𝑚, as a function of the AOA of the model. Red regions indicate a negative
contribution to the aerodynamic damping, while green regions indicate a positive contribution

this case. This brings forward the attention to one possible negative effect associated with this type of
active load controller, which is the higher susceptibility to flutter if the inflow conditions result in dynamic
stall conditions, even though the controller is able to reduce the loads experienced during dynamic stall.
Unlike attached flow conditions, where the motion of the flap is dependent on the motion of the airfoil,
in dynamic stall the motion of the flap is dictated by the detachment of the LEV. The phase at which
this happens is thus going to influence the influence the active load control has on the aerodynamic
damping.

6.2.4. Effect on Dynamic Stall Onset

Since dynamic stall is a leading­edge phenomenon, it is believed that a trailing edge actuation has little
effect in the development of the cycle [35]. The onset of dynamic stall was studied by means of the
methodology presented in section 4.5. In this section, the onset of dynamic stall (𝐷𝑆𝑜𝑛𝑠𝑒𝑡) is studied
for the optimal cases (largest reduction in 𝑆𝑡𝑑(𝐶𝑙)) and compared to the baseline case, to investigate
the effect of the flap actuation on the dynamic stall cycle, apart from altering the loads.
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Figure 6.17: Detction of onset of dynamic stall based on methodology by Sheng [50], from pressure at 𝑐/4. Comparison between
baseline and optimal control case, for 0.2Hz (a), 0.4Hz (b) and 0.8Hz (c)

𝐷𝑆𝑜𝑛𝑠𝑒𝑡 (Phase)
0.2Hz 0.4Hz 0.8Hz

Baseline case 0.18 0.26 0.39
Optimal case 0.19 0.28 0.42

Table 6.6: Phase when dynamic stall onset occurs, for the baseline case and the optimal case at different frequencies

Figure 6.17 shows the detection of the dynamic stall onset based on the pressure at the 𝑐/4, for
the baseline case and the optimal case for each of the three frequencies. The values obtained are
quantified in table 6.6. It can be seen how the onset of dynamic stall is consistently delayed for each
of the three frequencies when the flap is actuated. Even though this effect is small, the flap actuation
appears to affect the onset of dynamic stall. The hypothesis is that the actuation of the trailing edge
flap delays the static stall angle of attack, since it deflects the flap upwards to reduce the loads acting
on the airfoil when the flow is still attached, and that the dynamic stall onset starts developing after 𝛼𝑠𝑠
has been surpassed. This relationship between the static stall angle and the dynamic stall onset is not
new [44, 50, 51], but it had not been considered before when studying the effect of trailing edge flaps
in the development of dynamic stall to the author’s knowledge.





7
Conclusions and Recommendations for

Future Work
The present experimental study focus on the ability of a proportionate controller to reduce the unsteady
loads appearing on a 2D­blade during dynamic stall conditions, by controlling the velocity of a trailing
edge flap. This type of control is supposed to be representative of a Smart Rotor, and it is performed
as the first step towards understanding the effect of this phenomenon on such a concept, since a lack
of knowledge regarding this has been identified during the review of literature. In this chapter some
conclusions and recommendations are drawn based on the findings of the study.

7.1. Conclusions
The proposed proportionate controller is first studied by oscillating it around an angle of 0∘. The flow
around the arfoil under these conditions is expected to be largely attached to the surface. This first
part of the study is done in order to assess the validity of the proposed control as an active load control
mechanism, so that the first research question can be answered:

Is a proportionate controller that is acting on the velocity of actuation of the flap a feasible
control mechanism in terms of load reduction capabilities during attached flow conditions?

This question is answered by looking at the reduction in the standard deviation of the 𝐶𝑙 with respect
to the uncontrolled case. In order to fully quantify the performance of the controller, different controller
time lags are studied (32ms and 12ms), as well as unsteadiness frequency (0.2Hz, 0.4Hz and 0.8Hz,
corresponding to reduced frequency 𝑘 of 0.05, 0.1, 0.2).

For the smaller time lag of 12 ms, the reduction in standard deviation of the 𝐶𝑙 with respect to the
baseline case is 87.5% for 0.2Hz, 80% for 0.4Hz and 67.5% for 0.8Hz. These values drop to 82% for
0.2Hz, 70% for 0.4Hz and 44% for 0.8Hz when the time lag in the control system is 32 ms. Besides
the increased load reduction, the reduced time lag results in a system less prone to instabilities, since
it is found that the time lag of 32ms introduces large excitations of a resonance frequency around 1.6Hz.

Based on these findings, it can be concluded that a proportionate controller acting on the velocity
of the flap is an effective mechanism for load reduction capabilities. Besides this, any system involved
with active control of aerodynamic loads, such as a Smart Rotor, should place high emphasis in reduc­
ing the time lag present in the controller system, as this will improve its performance. The frequency of
unsteadiness is also important, as the load reduction capabilities are deteriorated when the time scale
of unsteadiness is decreased.

Once the first research question has been answered positively, the second research question can
be investigated, which deals with the performance under dynamic stall conditions:

71
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Is the controller capable of performing when dealing with a stalled flow, such as in the
dynamic stall regime?

The same parametric study is performed under dynamic stall conditions, for variable unsteadiness
frequency and controller frequency. These conditions are reproduced by oscillating the model at an­
gles close to the static stall angle. The first conclusion that can be drawn from the results is that the
proposed controller is able to reduce the loads during dynamic stall conditions, as shown by the reduc­
tion of the standard deviation of the 𝐶𝑙 of between 35­40% for the cases at 0.2Hz and 0.4Hz.

The time lag is again found as an important parameter in the performance of the controller during
dynamic stall. This is not shown in the reductions in the standard deviation of the 𝐶𝑙, but rather in the
diminishing peak­to­peak observed in the lift during the detachment of the LEV associated with dynamic
stall: This peak is reduced in 44% for the time lag of 32 ms, and increased to 57% when the time lag
is reduced to 12 ms for the frequency of 0.4Hz, which highlights again the importance of reducing the
time lag even for the control during dynamic stall conditions, as the drop in lift can be detected sooner.
For a frequency of 0.2Hz, these reductions are increased to 51% for a time lag of 32ms and 59% for a
time lag of 12ms. It is thought that the small differences appear since the drop in loads is first frequency
independent as the LEV convects downstream, and dependent on the pitching motion once the LEV
has fully convected downstream.

However, flap actuation has a negative effect in the cycle aerodynamic damping during the oscil­
lations under dynamic stall conditions. This is a measure of the work extracted by the flow from the
wing, and hence negative values imply a higher susceptibility to aero­elastic instabilities such as flut­
ter. While the effect was found to be negligible during attached flow conditions, the alleviation of loads
during dynamic stall at 0.2Hz deteriorates the value of the aerodynamic damping. This cycle is thought
to be the most representative of the dynamic stall happening on a wind turbine, since the detachment
of the LEV happens during the upstroke. This finding places attention in the use of a Smart Rotor for
reducing loads under dynamic stall conditions. Even though the controller is able to reduce the loads
acting on the blade, it may be at the cost of higher susceptibility to aero­elastic instabilities, since the
optimal flap actuation is not in­phase with the pitching motion, but is dependent on the detachment of
the LEV.

Lastly, the actuation of the flap has an effect on the development of the dynamic stall cycle, although
this effect is small. As the flap is deflected to control the unsteady loads acting on the blade, the static
stall angle is increased (since the flap is deflected upwards during the upstroke), and this consistently
delays the onset of dynamic stall throughout the frequencies tested. This effect is pointed out, although
has a negligible effect in the load reduction capabilities of the controller.

7.2. Recommendations for Future Work
A study with a simple proportionate controller on a 2D rigid blade has been performed. Such a simple
setup is chosen due to the complexity of the phenomenon of dynamic stall, which is hard to study under
3D conditions. However, the conclusions extracted from this study have to be extrapolated to a real
wind turbine. Several steps should thus be taken to fully understand the behaviour of a Smart Rotor
under dynamic stall conditions.

It has been concluded that the one of the effects of an active load controller driving a trailing edge
flap during dynamic stall conditions is the higher susceptibility to aero­elastic instabilities such as flut­
ter. This is quantified by means of the aerodynamic damping, but the study is done in a rigid­wing. An
elastic wing could be considered, and the unsteadiness of the flow generated by means of an unsteady
inflow rather than oscillating the wing itself. In this way the full aero­elastic coupling could be studied,
and the effect of the active load control on the aero­elastic instability of the system better assessed.

The obvious next step would be to test the performance of the controller on an actual wind turbine.
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Oscillations could be introduced in the incoming flow, and pitch control used to position the blade so
that the mean effective angle of attack experienced during the oscillations can promote the appearance
of dynamic stall at some (or all) of the sections of the blade. Great effort should be expended on the
design of such a setup, so that dynamic stall conditions can be studied, but it could help better quantify
the fatigue loads introduced by such a condition and the ability of an active load controller to reduce
the oscillating loads appearing on the wind turbine.

Lastly, it was observed during the review of literature that there is a lack of homogeneity in the Smart
Rotor studies. A real effort should be expended into performing a full parametric study of the Smart
Rotor capabilities. In this sense, it is recommended to use the same simulation tool, wind turbine, set
of inflow conditions, sensing system, controller, and actuation system as a baseline. The influence of
the different parameters can then be assessed accurately, by modifying the parameter to be studied,
like for example the optimal form of control. Such a study should be done numerically, since it would
be impossible to test such a variety of conditions in a wind tunnel.
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