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A B S T R A C T   

Additive manufacturing (AM) processes have proven to be a perfect match for topology optimi-
zation (TO), as they are able to realize sophisticated geometries in a unique layer-by-layer 
manner. From a manufacturing viewpoint, however, there is a significant likelihood of process- 
related defects within complex geometrical features designed by TO. This is because TO sel-
domly accounts for process constraints and conditions and is typically perceived as a purely 
geometrical design tool. On the other hand, advanced AM process simulations have shown their 
potential as reliable tools capable of predicting various process-related conditions and defects. 
Thus far, geometry design by topology optimization and multiphysics manufacturing simulations 
have been viewed as two mostly separate paradigms, whereas one should really conceive them as 
one holistic computational design tool. More specifically, AM process models provide input to 
physics-based TO, where consequently, not only the designed component will function optimally, 
but also will have near-to-minimum manufacturing defects. In this regard, we aim at giving a 
thorough overview of holistic computational design tool concepts applied within AM. First, 
literature on TO for performance optimization is reviewed and then the most recent developments 
within physics-based TO techniques related to AM are covered. Process simulations play a pivotal 
role in the latter type of TO and serve as additional constraints on top of the primary end-user 
optimization objectives. As a natural consequence of this, a comprehensive and detailed review 
of non-metallic and metallic additive manufacturing simulations is performed, where the latter is 
divided into micro-scale and deposition-scale simulations. Material multi-scaling techniques, 
which are central to the process-structure-property relationships, are reviewed next, followed by 
a subsection on process multi-scaling techniques, which are reduced-order versions of advanced 
process models and are incorporable into physics-based TO due to their lower computational 
requirements. Finally the paper is concluded and suggestions for further research paths discussed.   
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1. Introduction 

Additive manufacturing (AM) is conceived as one of the most decisive enabling elements of the fourth industrial revolution and this 
is to a large extent due to AM’s nearly unlimited degree of geometrical freedom which would not be achievable via any other 
competing conventional manufacturing processes. This remarkable feature of AM has made this process a perfect match for the su-
perior geometry design tool, topology optimization (TO). The very core salient feature of AM, its layer-by-layer way of building up a 
part [1], makes it possible to manufacture TO’ed components with sophisticated structures that function with optimal performance. 
After seminal works of Sigmund and the TopOpt group [2–6], there have been numerous attempts on designing parts with optimal 
performance and these problems cover a wide range spanning from basic solid mechanical or structural problems [7–9], to fluid 
dynamics [10], heat transfer [11–13] and photonics [14]. With the advent of AM it is possible to realize these complex geometries. 

On top of this major advantage, there also exist several impeding challenges when implementing AM and these predominantly 
quality-related issues are currently the main obstacles preventing AM from being widely applied within relevant cutting-edge in-
dustrial sectors as a reliable manufacturing process. The paramount challenges above all are defects and anomalies in AM- 
manufactured parts [15]. Such defects could potentially form either due to our lack of knowledge about underlying physical phe-
nomena taking place in AM processes or because of selecting inappropriate input process parameters that could lead to an unstable 
process. 

At the same time and due to a crucial need for rapid certification for AM products, advanced numerical models have proven their 
capabilities as tools for predicting quality-related conditions of AM-made parts. Furthermore, these simulations have shown to be 
reliable tools for uncovering the mechanisms of defect formations which would have otherwise been very difficult or too expensive to 
detect via in-situ experimentations as done by [16–21]. These models cover a long list depending on the physics, the material and the 
process involved and there have been several review papers which have documented progress within each type of these numerical 
simulations. King et al. [22] and Markl and Körner [23] wrote two of the very first review papers on modelling metal AM and classified 
these models based on their length-scale and fidelity. Meier et al. [24] reviewed metal AM process models from a more theoretical 
viewpoint and then categorized these models based on their respective dimensions into three distinct scales of micro-, meso- and 
macro- or part-scale. Brenken et al. [25] wrote a review on fiber-reinforced fused filament fabrication (FFF). Rashid and Koç [26] wrote 
a thorough review about different modelling techniques for FFF and categorized them into four different groups. Ferro and Romanin 
[27], Wei et al. [28] and Bayat et al. [29] recently wrote comprehensive review papers on modelling of metal AM processes and they 
went in depth with all three scales of the existing models at micro-, meso- and part-scale (Fig. 1). 

There has also been a number of thematic review papers of AM processes focusing on a specific process- or quality-related aspect 
with focus on residual stress formation in metal AM by Bartlett and Li [31], Fang et al. [32] and Bertini et al. [33]. Along the same lines, 
Luo and Zhao [34] and Paul [35] wrote review papers about finite element (FEM)-based modelling of LPBF and FFF processes, while 
Cook and Murphy [36] wrote a thematic review paper on fluid-based simulations of powder bed AM processes. Das et al. [37] reviewed 
progress in rheological characterizations of FFF and went through some related simulations for modelling the polymer fluid behavior 
inside FFF nozzles. Li et al. [38] and Zhang et al. [39] made review papers about microstructural simulations during metal AM while 
elaborating on different micro-scale simulations such as cellular automata, phase field, etc. for titanium alloys. 

One may implement advanced process models, see Fig. 1, in designing the best process conditions for obtaining an AM part with 
acceptable quality. In this respect, TO and advanced process numerical simulations, could be viewed as reliable and robust geometrical 
design tools and multiphysics simulation tools for AM processes, respectively, see Fig. 1. Up until 2019, these two design tools were 
hardly linked together and there are fairly few works that demonstrate the implementation of TO and process simulations as an in-
tegrated unified holistic design tool. When it comes to processing complex geometrical features such as overhangs [40,41], channels 
[42–44], thin features, etc. that are all inseparable exponents of a TO’ed component, defect formation mechanisms become 
increasingly sophisticated and thus more difficult to resolve. Under such circumstances the TO’ed geometry might not be manufac-
tured properly due to the formation of geometry-dependent process-related defects. Fig. 2 (b) is an example of a TO’ed component 
(Fig. 2 (a) is the TO’ed heat sink geometry) in which related process physics and constraints (here residual stresses) were not taken into 
account during the TO phase. The regions highlighted in red, show overhangs which are over the critical angle, hence support 
structures are needed to make the part processable, see Fig. 2 (c). Fig. 2 (d) is another failed example where the optimized geometry is 
disconnected from the base plate and this is because thermo-mechanical process constraints were not accounted for during the TO 

Fig. 1. (a) TO of a thermal management device [13] and (b) multi-physics deposition-scale models of metallic [29] and non-metallic AM processes 
[30]. (a) and (b) are denoted geometry design and multiphysics simulation tools in this paper, respectively. 
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phase. 
In the AM community, these two tools, namely TO and process simulations have been traditionally viewed as two separate isolated 

disciplines, whereas in essence they ought to be considered subcomponents of the same holistic computational design approach. 
Moreover, to the author group’s knowledge, there is no paper in the AM literature that covers the entire holistic computational design 
spectrum ranging from computational design using topology optimization (both performance and process optimization) to multi-
physics simulation of both metal and non-metal AM, multi-scaling laws (process-structure–property) and finally reduced order 
modelling as a unified tool. 

TO methods with physics-based AM constraints have nevertheless opened an entirely new paradigm where TO is linked to process 
models and these models act as an additional constraint to the main optimization objective. Therefore, such models are the cornerstone 
of the envisioned holistic computational design tool. The black box in Fig. 3 (right) shows the result of a physics-based TO method that 
accounts for process constrains. The main objective of the TO here is to maximize the stiffness while fulfilling two constraints of; (1) 
constraining the overall mass and (2) avoiding hotspots due to process heating loads. This relatively simple way of accounting for 
manufacturing constraints can further be augmented by the envisioned holistic computational design framework presented in the rest 
of Fig. 3 including all the process- and material multi-scalings is a quite novel concept within computational mechanics and thus has 
never been introduced before elsewhere. 

Multiphysics simulations of AM processes at micro- and deposition-scale shown in the red box in Fig. 3 are ideal tools for predicting 
quality-related conditions of AM processes. Such models, depending on the type of process, could be employed for finding the meso- 
structure or the porosity pattern forming in the bulk of an AM component and in this way could aid to bypass laborious and lengthy 
experimentation [45]. Whereas microstructural models are implemented for finding grains’ or dendrites’ shape and size along with 
their evolution and nucleation in the course of metal AM processes. However, both these models, are only applicable to limited 
computational domains that can not easily be replicated in reality if an experimental sample of that tiny size needs to be manufactured. 
On the top of this, such advanced models, require very fine mesh resolutions to properly capture the physical phenomena occurring 
during AM. Therefore, it is not feasible to apply these models for predicting an entire real-size sample’s conditions. The green box 
shows the solution to this major issue, the part-scale models which are used for modelling macro-scale phenomena during AM pro-
cesses using shortcut calculation methods and within acceptable runtimes. 

In this scenario as also outlined in Fig. 3, such part-scale simulations could be linked to TO and then they could serve as additional 
constraints to the primary TO constraints. This would allow for bypassing topologies which are prone to manufacturing defects as 
demonstrated in Fig. 2. One could furthermore, benefit from material multi-scaling laws and incorporate realistic material properties 
into the part-scale models via homogenization methods and integrated computational material engineering (ICME) which is also used 
for establishing process-structure–property relationships, see the purple box in Fig. 3. Therefore, the combination of AM process 
models and TO forms a holistic computational design tool where the geometry of the component is found by gradient-based TO 
methods, while respecting process constraints. These constraints are derived based on reduced-order part-scale simulations with 
averaged material properties found via material multi-scaling and homogenization methods which receive data from micro- and 
deposition-scale models. 

Motivated by these observations, in this work we aim to give a thorough, descriptive and more importantly, a holistic overview of 
nearly all cross- and multi-disciplinary research outputs of AM with the focus on the application of computational design tools for 
geometrical and material design, respectively. Thus, we first focus on component performance improvement using topology optimi-
zation as a design tool that can determine the final geometry based on the predefined constraints and optimization objectives. Here we 
give an introduction to existing and mostly AM-related TO techniques while going through their respective literature. Then we move 
on to TO accounting for manufacturing constraints in the next section. This type of TO, which is a hallmark of the holistic 

Fig. 2. (a) TO’ed heat sink to be manufactured with AM where the main optimization objective is to minimize the temperature of the bottom 
electronic chip while fulfilling the mass constraint. One can see that overheating could potentially form in red regions shown in (b) since the original 
TO does not involve any physics-based AM process constrains and therefore support materials are needed as shown in (c). (d) Another example of 
ordinary TO without accounting for thermo-mechanical process constraints and this has led to significant residual stresses that result in discon-
nection of the part. 
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computational design tool, as opposed to the previously described conventional TO, seeks to determine the geometry of a component in 
a way that is optimized for least possible process-related defects. This is followed by Section 3, in which we elaborate on different 
modelling frameworks and methods for multiphysics simulation of both metal and non-metal AM processes at two different length- 
scales; micro-scale and deposition-scale. Here we also focus on the material models of metals and polymers while going through 
relevant governing equations and boundary conditions of AM process models. Finally, and as a natural continuation, we follow up with 
Section 4 and go through multi-scaling techniques where in 4.1. we cover structural and material multi-scaling for architected ma-
terials and ICME (process-structure–property relationships), respectively and in 4.2 we will show process multi-scaling for developing 
reduced-order, part-scale models that are an essential part of physics-based TO with AM process constraints. Here, we basically show 
how the different multiphysics models described earlier can be coupled to each other via proper cross length-scale linking techniques. 

2. Computational design 

2.1. Topology optimization – Component performance optimization 

The definition of the best layout of a component is perhaps the most important step in a conceptual design phase, strongly affecting 
any further efficiency improvement. Topology optimization (TO) is a powerful tool for this purpose, giving non-trivial lightweight 
design solutions with extreme performances. In a nutshell, TO seeks the best distribution of one or more materials within a given design 
domain, extremizing a given performance criterion while fulfilling a set of constraints. The latter can be classified in three main 

Fig. 3. An overview of the implementation of holistic computational design where AM process models and TO are fully linked. The blue box 
contains deposition-scale models for metallic and non-metallic AM processes in which the former is linked to a lower-scale model, namely the 
microstructural model at micro-scale. The light green box shows part-scale models that can predict process conditions of an entire part using process 
multi-scaling techniques. Purple shows homogenization methods and material multi-scaling techniques (process-structure–property) where the 
deposition-scale models provide inputs such as meso- and micro-structure of a print and homogenized engineering properties are outputs of these 
models. Finally, and in black, is the topology optimization with the inclusion of process constraints in which reduced order models are involved in 
topology optimization. 
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categories:  

• Equilibrium constraints, usually expressed by a set of Partial Differential Equations (PDEs) based on the involved physic.  
• Response constraints, expressing limitations on some of the response quantities.  
• Manufacturing constraints, controlling the geometrical features of the design, or accounting for limitations, uncertainties, and cost 

of manufacturing processes. 

Manufacturing constraints may drive the design away from the physics-based optimum. Nevertheless, they are pivotal to ensure the 
manufacturability of the design itself, and to provide robustness against production flaws and uncertainties. The rapid maturation of 
additive manufacturing (AM), backed up by advanced multiscale modeling and simulation [46], have opened exceptional possibilities 
for the interplay between design optimization and manufacturing [47]. To fully exploit such capabilities, especially for the design of 
extreme architected materials [48] and multi-physics components, a holistic integration of TO and AM should be pursued [49–51]. 

In the following, Section 2.1.1 overviews methods and tools commonly used in TO, emphasizing those playing a major role in AM 
integration, as will be discussed in Section 2.2. For exhaustive discussion of the broad field of TO, we refer to [52–54]. Then, sections 
2.1.1 to 2.1.3 cover specific applications, such as the introduction of stress and buckling constraints, and heat and fluid transfer 
problems. These are relevant topics, when pursuing of a holistic integration of AM process modeling in the TO computational 
framework. 

Before proceeding, we stress the role played by open-source software in the dissemination of TO. Several codes, written in popular 
programming languages, such as MATLAB, Python, etc.), and ranging from basic compliance minimization problems [55] to more 
advanced applications [9] are available. The recent survey [56] reviews and compares>120 available educational papers and soft-
ware, giving a comprehensive outlook of their impact on education and industry. 

Fig. 4. (a) Illustration of three different shape representations: conforming (body-fitted) mesh, immersed boundary (either with local enforcement 
of boundary conditions, or with regularization of the solid/void interface), and density-based. The figures below show the modifications produced 
by three types of variations: boundary, size, and topological (reproduced form [73]). (b) Representation of a simple shape (top) and of a more 
complex, cantilever beam domain (bottom) by using the implicit description given by the level-set function (reproduced from [74]). (c) Combined 
topology and shape optimization by the DSC method. Top left: starting configuration; Top right: a hole is introduced by the TO step; Bottom left: the 
shape optimization step modifies the new boundary; Bottom right: the mesh is locally updated to fit the new configuration (reproduced from [107]). 
(d) MMC representation: geometrical primitives have high-level defined properties, and are mapped on the simulation grid (reproduced 
from [123]). 
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2.1.1. Concepts and methods of topology optimization 
Topology Optimization (TO) seeks the best distribution of one or more materials, within a design domain ΩD, while extremizing a 

given performance criterion and fulfilling a set of constraints. Namely, we want to identify the domain ΩS ⊆ ΩD, occupied by the solid 
(also called material domain in the following), and this can be cast as the following non-linear programming problem: 

min
ρ(x),u(x)

g0[ρ, u]

s.t. R[ρ, u] = 0
g(E)

i [ρ, u] = 0 i ∈ E

g(I)
j [ρ, u] ≤ 0 j ∈ I

ρ(x) ∈ {0, 1}
u(x) ∈ U

(1)  

where we have the two fields, for x ∈ ΩD:  

• ρ = ρ(x), is the control field used to parametrize the geometry, (namely, to identify ΩS). In structural applications, ρ assumes the 
meaning of a “relative density”, however, this is not necessarily proportional to the physical density of the solid.  

• u = u(x) is the field(s) of state variables, governing the response of the system. For example, this can represent the temperature, 
displacements, or the velocity field for a thermal, mechanical, or fluid system, respectively. For multi-physics applications we 
clearly have the state variables from each physics, satisfying the corresponding governing and coupling equations. 

The two fields above are coupled by the, generally non-linear, relationship R(ρ, u) = 0, stemming from the set of Partial Differential 
Equations (PDEs) governing the systems’ equilibrium. This set of equations is discretized, most often by the Finite Element Method 
(FEM) [57–60], or other suitable numerical methods [61–66]. 

The objective g0[ρ, u] is the figure of merit measuring the performance of the current design, and the equality/inequality constraints 
g(E)(ρ, u) and g(I)(ρ, u) prescribe behavioural requirements on the design. Both can either represent global measures (i.e., thermal, or 
mechanical compliances, vibration frequencies, pressure losses, etc.), or the extremal values of local quantities (maximum/minimum 
of local displacements, temperature, stresses, etc.). In the latter case, a multi-objective optimization problem arises, which must be 
treated by dedicated optimization algorithms [67]. However, within TO practice it is common to reduce multiple objectives or con-
straints to one, by using a soft approximation to the maximum/minimum operators, such as the p-norm, Kreisselmeier-Steinhauser 
function [68,69], or more advanced aggregation strategies [70–72] (see sections 2.1.1-2.1.3). 

2.1.1.1. Design parametrization approaches. The way in which ρ(x) describes the material domain ΩS depends on the parametrization 
chosen for the design geometry (cf. Fig. 4). Here we briefly review the most common approaches, addressing the interested reader to 
other review papers more focused on the subject for further details [53,54,73–75]. We may distinguish two main classes:  

(1) The micro-structural, or material approach, based on the distribution of a porous material whose effective properties may be 
artificially chosen or given by theoretical or numerical homogenization (see section 4.1.1).  

(2) The geometrical, sometimes referred to as “Lagrangian” approach [53,76], assuming a fixed isotropic or anisotropic material 
and making use of explicit or implicit boundary variations, and, possibly, occasional hole insertions. 

Density-based TO is the most common representative from the first category, achieving the solid domain description by linking one 
or more material properties of the physical system to the field ρ(x), by means of an indicator function [52]. For example, the strain 
energy of an elastic system with small strains and deformations may be expressed as 

U[x, ρ(x), u(x) ] := 1
2

∫

ΩS⊆Ω
Cijkl(x)∊ij[u(x)]∊kl[u(x)]dx

=
1
2

∫

Ω
χΩS

Cijkl
0 ∊ij[u(x)]∊kl[u(x)]dx

(2)  

where we have introduced Cijkl(ρ(x) ) = χΩS
Cijkl

0 , with 

χΩS
=

{
0ifx ∈ ΩD − ΩS

1ifx ∈ ΩS
(3)  

which is the characteristic function of the solid domain, and Cijkl
0 is the constitutive tensor of the solid material. In this way, the TO 

problem becomes a layout optimization problem, and all computations can be performed on the whole ΩD, without the need to 
explicitly track the evolution of the material domain ΩS. 

In the second category, a main representative is perhaps the level-set approach [77–80], where the boundary of the solid domain is 
given by the zero level-set of an implicit function Φ(x), such that Φ(x)〉0, for x ∈ ΩS, and Φ(x)〈0 otherwise (cf. Fig. 4 (b)). The level-set 
parametrization turns (1) into a shape optimization problem, where the designs’ topology cannot be changed, and is limited by the 
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connectivity of the initial guess. The possibility of hole nucleation and merging can be introduced in shape optimization methods by 
combining them with strategies making use of the topological gradient concept [81–84], such as bubble methods [85–87], and others. 
However, we point out that the distinction between density- and shape-based methods is often unclear, as discussed in [54]. Amstutz 
[82] proved the topological gradient equivalent to the density-based gradients computed with the SIMP method, making distinctions 
between density-based and “enriched” shape methods somewhat blurred [88–92]. Phase-field approaches, widely used for design 
problems involving damage or crack propagation [93–96], also fall in between the two main categories stated above. 

When an accurate resolution of the design boundaries is pivotal for the accurate simulation of the physics, as it is often the case for 
fluid and multi-physics problems, topology and shape optimization are usually combined [75,97–100]. To this end, body-fitted meshes 
can be used [101–103], coupled with physics-informed anisotropic mesh adaptation [104,105], to avoid expensive global re-meshing 
operations. A body-fitted strategy that has gained popularity is the Deformable Simplicial Complex (DSC) method [106,107], which 
allows the combination of topology changes (i.e., hole nucleation) and boundary changes, preserving the accurate interface repre-
sentation by fast local remeshing. Among many other applications, DSC has been successfully used for stress-based TO [108], and for 
fluid applications by Zhou et al. [109]. Immersed boundary methods, such as eXtended-FEM [110–112] or CutFEM [113–115] offer an 
interesting alternative to body-fitted discretization, finding wide application in both density-based and level-set methods, and seem 
very promising for solving advanced multi-physics problems. Andreasen, Aage et al. [116,117], have shown a close connection be-
tween density-based and level-set methods, when interfaces are treated by the CutFEM methods. 

Finally, we recall the feature-based parametrizations [118], the most popular being the Moving Morphable Component (MMC) 
method [119–123]. These are based on geometrical primitives (bars with tunable dimensions, or other similar geometries) with high- 
level defined properties, which then are mapped onto a uniform, computational grid (cf. Fig. 4 (d)). These methods, which still make 
use of the main ingredients of density-based methods, may sometimes provide easier integration of the geometrical and manufacturing 
constraints within the TO process. 

2.1.1.2. Relaxation of the optimization problem and numerical treatment. The parametrization of Eqs. (2) and (3) makes (1) an integer 
programming problem, where at every point of the design domain ΩD we may have material (ρ(x) = 1), or no material (ρ(x) = 0). 
Early works by Beckers et al. [124,125], and recent contributions [126–128], have solved elementary instances of (1) by integer 
programming; however, this soon becomes prohibitive as the number of design variables increases, and non-linear constraints are 
considered. 

Therefore, we turn (1) into a continuous optimization problem by allowing the relative density to take any value ρ(x) ∈ [0,1], for 
x ∈ Ω, and by using it to interpolate the material properties governing the physical response. For example, the Solid Isotropic Material 
with Penalization (SIMP) [129,130] interpolates the Young’s modulus as: 

E(x) = E(min)+(E(0)
− E(min))ρ(x)p (4)  

where E(0) is the value on the solid (ρ(x) = 1), and E(min) ≪ E(0) that of the material mimicking void (ρ(x) = 0). The penalization factor 
p > 1 promotes discrete solutions to the optimization problem, as intermediate values ρ ∈ (0, 1) become uneconomical when p is 
raised, due to the linear increase of the mass, and the sublinear increase of the stiffness. 

The SIMP-interpolated elasticity tensor can be physically realized as the effective tensor of an isotropic, porous material. Indeed, 
Bendsøe and Sigmund [131] proved that, for a Poisson ratio ν = 1/3, the bulk and shear moduli corresponding to a SIMP interpolation 
with p ≥ 3 are within the Hashin-Strickman bounds [132] (both in 2D and in 3D). The SIMP method is by far the most popular 
interpolation for compliance minimization. SIMP-like stress interpolations, physically grounded from the homogenization point of 
view, have been formulated by Duysinx and Bendsøe [133], and by Lipton [134] (see section 2.1.1 for a discussion of stress problems). 
However, alternative schemes may perform better for specific applications [135,136]. Among these, we recall the Rational Approx-
imation of Material Properties (RAMP) [137], which was introduced to preserve the concave nature of the complementary energy and 
provides non-zero derivative at ρ(x) = 0, thus facilitating material reintroduction. Interpolations based on other available bounds for 
effective properties of mixtures, such as the Reuss-Voigt bounds, have been proposed by Swan and Arora [138], and Swan and Kosaka 
[139], whereas ad hoc interpolation models are sometimes developed for advanced multi-physics applications [140]. Finally, many of 
these classical material interpolation models have been extended to allow multi-material design [141,142]. 

With the SIMP relaxation, problem (1) becomes a continuous optimization problem and can be treated by gradient-based opti-
mization methods [143]. Specifically, (1) takes the form of a bi-level optimization problem [144–146], where the “upper” level in-
volves optimization with respect to the relative density ρ(x), and at the “lower” level, the residual equation R[ρ, u] = 0 can also be 
turned into an optimization problems. For instance, in the linearized elasticity setup the residual is associated with the following 
system of equations 

σij
|j + bi = 0 in Ω

σij = Cijkl∊kl in Ω

∊kl =
1
2
(
ui|j + uj|i

)
in Ω

σij n̂j = t in ∂Ωt

ui n̂i = u in ∂Ωu

(5) 
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where u and t are the prescribed displacements and tractions on the respective portions of the boundary ∂Ωu and ∂Ωt, respectively, ̂n is 
the outward normal unit vector, and bi are the components of the body force. The system (5) can be equivalently written as the 
following minimization problem [147,148] 

min
u

Π[u] :=
1
2

∫

Ω

σij∊ij − biui dΩ −

∫

∂Ω

tiui + σij n̂iui dΩ (6)  

where Π[u] is the total potential energy. 
We can identify two strategies for tackling the optimization problem:  

• Simultaneous ANalysis and Design approach (SAND). In this case, state and design variables are kept separate, and the “lower” 
optimization level is solved simultaneously with the upper one [149]. This approach has been quite popular in the early days of 
structural optimization [150–152], and some recent works have applied it to TO [153–156], often using interior point Newton 
methods for the solution of the whole non-linear system. A general discussion about merits and limitations of the SAND approach 
can be found in the benchmark paper by Rojas-Labada et al. [157].  

• Nested ANalysis and Design approach (NAND). In this case the lower optimization level is explicitly resolved at each re-design step, 
and the objective and all constraints depending on the state variables implicitly depend on the design ones, via the relationship u =

u(ρ). This approach, is nowadays the most used in TO applications. 

In either case, a central step in the optimization process is the sensitivity analysis, computing the objective and constraint gradients 
with respect to the control field ρ(x). The adjoint method is the standard for performing sensitivity analysis in the context of the NAND 
approach. Requiring only one additional state solution for each objective and constraint function, irrespective of the number of design 
variables, the adjoint method is computationally much more efficient than the so-called forward sensitivity analysis, for all the 
problems of interest (i.e., when we have less constraints than design variables). 

The works by Haug and Rousselet [158–160] are classical for linear and eigenvalue-based objectives in structural mechanics, 
comprising either size, shape, or topology variations. A thorough discussion about sensitivity analysis in non-linear mechanics can be 
found in the work by Cardoso and Arora [161], and, on a more mathematical stance, by Kohn and Strang [162,163] and in the 
monographs by Lions [164] and Lurie [165]. Recent surveys on analysis methods, applied to a wide range of non-linear and transient 
problems are [166–169]. 

Although the most common approach is the so-called “discretize-then-optimize”, based on computing the sensitivities of the dis-
cretized system, some recent works have shown the advantage of using continuous adjoints, i.e., the “optimize-then-discretize” phi-
losophy [170–172]. The two approaches lead to very similar results in most easy, single-physics applications. Continuous adjoints have 
proven effective for fluid [173,174] and contact [175] problems, and other advanced applications, whereas they are seldomly used for 
simpler applications. We also mention the recent increase in the use of automatic differentiation (AD) [176,177] for sensitivity 
analysis. The spreading of AD, which is likely linked to that of Neural Network-based approaches, may spare cumbersome derivations 
and implementations for complex problems. However, its efficiency is still debated, and its use as a black-box computational tool 
should be critically questioned. 

Based on the sensitivity information, the update of the design field ρ(x) is then performed by a non-linear programming algorithm. 
So-called Optimality Criteria (OC) algorithms, introduced by Prager and Taylor [178] for basic compliance problems, still find 
application in simple problems, mostly limited to a single constraint, and educational codes [55,179,180]. The OC concept has then 
been extended by the CONvex LINearization (CONLIN) method by Fleury and Braibant [181–183], allowing treatment of more 
advanced structural design and TO problems, also considering multiple constraints [184–191]. Then, as a generalization of the 
CONLIN, the Method of Moving Asymptotes (MMA) [192], and its globally convergent variant (GCMMA) [193,194], both developed 
by Svanberg, have proven very effective in solving a broad class of TO problems, and are today the most used optimization methods. 

Overall, first order, dual methods have become the standard for solving TO problems in the NAND form, due to the high CPU and 
memory cost of computing second-order information. However, Sequential Quadratic Programming (SQP) packages, making use of 
approximate second-order information, are sometimes used. Among these, we recall IPOpt [195,196], the popular implementation of 
the Interior Point Newton method by Wächter and Biegler, and SNOPT [197], using a limited memory quasi-Newton method. These 
two have been reviewed and compared to the MMA-type methods in [157,198,199]. Kocvara and Stingl have also developed a package 
for semidefinite programming, [200], which finds increasing application in eigenvalue-based TO [201], and free material optimization 
[202–204]. 

We recall that there are also countless works proposing heuristic and meta-heuristic methods for TO problems. These methods may 
be viable alternative only for small-scale, purely academic examples; however, they are not suitable for solving large-scale problems, 
especially considering complex process modelling and manufacturing constraints. A critical review of non-gradient based methods 
applied to TO can be found in Sigmund [5], showing that these are not competitive with the gradient-based ones, neither for the 
computational cost, nor in terms of quality of the results. Another approach, commonly going under the name of “evolutionary” 
methods, combines a gradient-based optimization framework, but still considering discrete design updates (i.e., ρ = {0,1}). Among 
these we have the Evolutionary Structural Optimization (ESO) [205], only allowing the removal of elements with low strain energy 
from the design domain, and the Bidirectional-ESO (BESO), giving the possibility to reintroduce elements in the design domain 
[206,207]. These methods end up being algorithmically very similar to classical density-based (and level-set) TO, basically mapping 
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continuous variables to discrete updates [208]. Nevertheless, their efficiency and generality when faced with harder problems such as 
compliant mechanisms or stress constraints is questionable, and they also lack a mathematically sound definition of convergence 
[209,210]. 

Finally, in the last few years there has been a huge increase of Artificial Intelligence (AI) related techniques within TO. A recent 
work by Woldseth et al. [211] gives a critical review about the role and efficiency of AI methods, applied to the most diverse tasks in 
TO. As by now, it is hard to envision AI directly replacing the simulation, or optimization tasks within large-scale TO. On the other 
hand, their use for post-processing operations, or for the coupling with AM design rules, may be directions for future explorations. 

2.1.1.3. Homogenization and de-homogenization approaches to topology optimization. Following this approach, the design is built from a 
meso-scale, architected material, and the goal is to find the local volume fraction and orientations of such porous material, to realize the 
locally optimal, homogenized properties. 

The approach, dating back to Bendsøe and Kikuchi [215], and Suzuki and Kikuchi [216], was originally based on selecting a unit 
cell (see Fig. 5 (a) for the most elementary example of a square unit cell), and by using 1st order, asymptotic homogenization theory to 
compute its effective material properties (see sections 4.1.1, and 4.1.3). Alternatively, optimal rank-n laminates are obtained by 
combining layers of material in a recursive process, by keeping the hypotesis of separation of scales [129,217] (see Fig. 5 (a)). 

Following the “rank” approach, Gibiansky and Cherkaev [218] have proved that rank-2 laminates are optimal for designing 2D 

Fig. 5. (a) Homogenization-based TO aims at the best distribution within the design domain of a given porous material, defined by unit cells (here, a 
square-with-hole cell is shown), or by rank-n laminates, ensuring separation of scales (reproduced from [46]). (b) The de-homogenization step can 
be used for extracting a single scale design, with a prescribed periodicity, from the optimized locally homogenized material properties (repreduced 
from [212]). (c) Examples of de-homogenized structures obtained from anisotropic porous materials, subjected to multiple load cases, (reproduced 
from [213]). (d) Large-scale 3D cantilever beam, de-homogenized considering an open-face truss lattice (reproduced from [214]). 
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structures with maximum stiffness, under a single load case [219,220]. For multiple load cases, the optimal stiffness can be realized by 
rank-3 and rank-6 laminates with non-orthogonal layers in 2D and 3D, respectively, as discussed by Avellaneda and Milton [221], and 
Lipton [222,223]. 

The optimal parameters of the porous material can then be used to extract a single-scale design with a tunable level of meso-scale 
features (see Fig. 5 (b)). This is the basis of the de-homogenization method, recently developed by Groen and Sigmund [212] revisiting 
the works of Bendsøe and Kikuchi [215], and Pantz and Trabelsi [224,225]. 

When dealing with ambiguous, locally singular orientation fields [226], the de-homogenization step still poses some challenges, 
which require special treatment [214,227]. However, very promising, fine-scale designs, with a near optimal performance have been 
obtained at a low fraction of the computational cost required by conventional, single-scale TO [214,228]. De-homogenization is 
currently extended to the infill design for coated structures [229], problems with multiple load cases [213], and buckling design [230]. 

2.1.1.4. Regularization strategies, length scale imposition and robust design. Without any regularization, the original TO problem lacks a 
solution even in the continuous setup, as shown by Lurie [165], and Kohn and Strang [231]. This results in mesh dependency of the 
discretized solutions: the optimized design qualitatively changes when refining the mesh, a phenomenon first acknowledged by Keno- 
Tung, Olhoff and Cheng [232,233]. 

A survey on numerical instabilities appearing in TO can be found in Sigmund and Peterson [234], whereas Diaz and Sigmund [235] 
explained another spurious effect: the formation of checkerboard patterns in the optimized design. This originates from the use of low 
order finite elements and can be cured by choosing higher orders for the discretization of the state and control fields (u and ρ), as 
discussed by Jog and Haber [236]. Alternative approaches, using node-based discretization of the ρ field also fall in the framework of 
Jog and Haber, as they cure the phenomenon only for some choices of the discretization orders [237,238]. 

To avoid mesh-dependency of solutions first methods were based on explicitly constraining the oscillations of the density field 
[239,240], thus avoiding designs with infinitely many, infinitely small holes [239]. The existence of solutions to the TO problem with 
total variation regularization was proven by Ambrosio et al. [241] and Petersson [242], and their mesh-independency by Sigmund and 
Petersson [243]. 

Nowadays, the most used regularization approach, not requiring additional constraints or penalization terms, is based on domain 
filters. First introduced by Sigmund in the context of compliance minimization problems [6,244], sensitivity filtering of the objective 
function, 

̃∇ρg0(x) =

∫

ΩD

ω(x − ξ)ρ(ξ)∇ρg0(ξ) dΩ

∫

ΩD

ω(x − ξ)ρ(ξ) dΩ
(7)  

where ω(x − ξ) = max(0, rmin− |x − ξ|) is a linearly decaying kernel, is used to average the original density-weighted sensitivity, ∇ρg0(x), 
over a region of radius rmin. This has proven to avoid checkerboards and mesh-dependency in several applications, and Sigmund and 
Maute [245] have interpreted the sensitivity filtered minimum compliance problem, as the minimization of a non-local elasticity 
problem. 

When using the sensitivity filter (7), the same field ρ(x) is used both for the parametrization of the optimization problem, and 
control of the material properties. Another method, commonly named “density filter” [244,246] relies on introducing an additional 
field, obtained as 

ρ̃(x) =

∫

ΩD

ω(x − ξ)ρ(ξ)dΩ

∫

ΩD

ω(x − ξ)dΩ
(8)  

such that ̃ρ(x) ∈ [0, 1] becomes the field interpolating the material properties, whereas ρ(x) is just the auxiliary variable updated by the 
optimizer. However, Jansen et al. [247] have shown that a physical interpretation of can be given to ρ(x), as the electron beam used for 
micro- and nanolithography, whereas ̃ρ(x) acts as the scattered field, and a subsequent thresholding of this field (see below) mimics the 
etching process. The existence of solutions to the compliance minimization problem, regularized by the density filtering was proven by 
Bourdin [248]. 

A similar regularization effect given by (8) can be obtained by applying a PDE-based smoothing [249,250] such that the regularized 
field ρ̃(x) is the solution to the Helmholtz problem, equipped with Neumann-like boundary conditions 

∇ ⋅
(
l 2

0∇ρ̃(x)
)
+ ρ̃(x) = ρ(x) x ∈ Ω

∇ρ̃(x) ⋅ n̂ = 0 x ∈ ∂Ω
(9)  

where parameter l 2
0 in (9) is related to the filtering radius used for building the kernel ω(x − ξ), such that l 2

0 = rmin
n√3 

(and n is the number 

of space dimensions) [251]. Träff and Høghøj have recently extended the diffusion PDE filter described above, introducing an 
advection term, capable of representing milling constraints [252]. 

When using (8) and (9) artificial phenomena are likely to appear near the boundaries of the design domain, because of the 
attraction effect of the Neumann boundary conditions [253]. This may trigger artifacts in the optimization, especially if stress or other 
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boundary effects are involved [254]. Clausen and Andreassen [255] have proposed a simple strategy to resolve this issue, which is 
based on applying zero-Dirichlect boundary on an extended void domain of width rmin outside the design domain. Alternatively, Wallin 
et al. [250] proposed to modify the second equation of (9), making it a mixed boundary condition 

(∇ ⋅ ρ̃) ⋅ n̂ = − l s
/
l 2

0ρ̃ x ∈ ∂Ω (10)  

where l s is the material length scale allowed at the boundaries. Equation (10) clearly includes the two extreme cases of Neuman or 
Dirichlect for l S→0 and l S→∞, respectively. 

Linear filtering methods naturally promote grayscales (i.e., transition regions between solid and voids), which is a drawback from 
the manufacturing point of view. Such grayscales can be eliminated in a post processing phase, by projecting the design to a discrete 0/ 
1 material distribution. However, for sensitive applications, such as photonics and phononics [256,257], this can dramatically alter the 
component’s response. To reduce the development of grayscales in the optimized design, several nonlinear filters have been based on 
morphological operators [258], harmonic and geometric means [259], and more general non-linear paradigms [260,261], or explicit 
introduction of geometric constraints [262]. 

Another non-linear filter operation is density projection. This consist of applying a smooth approximation of the Heaviside function 
to the filtered field ̃ρ(x), to obtain a more discrete density field ̂ρ(x). Projection was first applied to TO by Guest et al. [263], referring to 
an idea first introduced in [264], obtaining the relative density as 

ρ̂(x) = 1 − e− βρ̃(x) + ρ̃(x)e− β (11)  

where β is a parameter governing the curvature of the approximation at ̃ρ = 0. When (11) is applied on top of density filtering, and β is 
large enough, the minimum length scale rmin is implicitly imposed on the solid regions. Combining (11) with local constraints, also a 
maximum solid length scale can be achieved [265], whereas Wu et al. [266] achieved maximum length scale control of porous 
structures by constraining the local volume fraction. Imposing a length scale on the void region can be achieved by the complementary 
of (11) [258] 

ρ̂(x) = e− β(1− ρ̃(x) ) − (1 − ρ̃(x))e− β (12)  

and a simultaneous control of the solid and void length scales was achieved by Carstensen and Guest through multiple phase projection 
[267]. 

Both (11) and (12) are limit cases of a more general expression, called η-projection [268] 

ρ̂(x) = tanh(βη) + tanh(β(ρ̃(x) − η ) )
tanh(βη) + tanh(β(1 − η) ) (13)  

where a threshold η ∈ [0,1] defines the saddle point of the Heaviside approximation. 
A benefit of equation (13) is that it can be used for encoding geometrical uncertainties, distributed along the design boundaries, in 

the TO formulation. This allows accounting for manufacturing errors which are common to Laser Powder Bed Fusion (LPBF) methods: 
the over- or under-deposition of material, resulting in a dilation/erosion of the design. These variations may be represented by 
considering the projection threshold as a random variable η(θ) ∈ [ηD, ηE], having uniform Probability Density Function within two 
extreme values (see Fig. 6). 

In this way, the relative density and all response quantities become random variables, turning the TO problem into a stochastic one, 
where a robust design concept is pursued. For problems involving compliance minimization and a volume constraint (and vice-versa), 
the robust approach can be simplified by considering only two values ηD (giving a dilated design) and ηE(giving an eroded design) such 

Fig. 6. Representation of geometrical uncertainties by the η threshold projection of (13). Starting from the design variables field ρ(x), the appli-
cation of linear filtering smears out the material distribution, giving the intermediate field ρ̃(x). A layer of material with width rmin is then given as 
the difference between the projected densities ρ̂(x), associated with two threshold values ηD < ηE, such that ηD is the dilated design (over-deposition 
of material) and ηE the eroded design (under-deposition). 
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that ηD < ηE and ηE = 1 − ηD. Minimizing the compliance of the eroded design, while enforcing the volume constraint on the dilated 
one, will automatically ensure robustness of the blueprint design, corresponding to the intermediate threshold ηB = Â½(ηE + ηD). 
Moreover, Wang et al. [269] proved that the three-field, robust approach implicitly imposes both solid and void length scales on the 
blueprint design (see also the survey paper by Lazarov et al. [251]). 

For more advanced problems, as those covered in sections 2.1.1 to 2.1.3, the selection of arbitrary threshold values may not 
guarantees robustness, and fully stochastic methods must be used, in turn increasing the computational cost. Lazarov et al. [270,271] 
used first order perturbation methods for the robust design of compliant mechanisms, and Schevenels et al. [272] accounted for 
spatially varying manufacturing errors by defining the threshold η as a random field. 

Examples of robust TO design in the context of stress and buckling problems can be found in the works by da Silva et al. [273], and 
Jansen et al. [274], respectively. 

2.1.2. Mechanisms design, stress constraints and non-linear response 
The discussion on concepts and methods of TO was mostly based on the compliance problems and linearized elasticity. Here we 

shortly overview some topics involving more advanced physics, stressing points that are relevant from the AM perspective. 
Design of compliant mechanisms and displacement constraints. Compliant mechanism are devices converting forces and dis-

placements between input and output, exploiting large deformations of the mechanisms’ components. They find applications in several 
engineering fields (c.f., soft robotic, MEMS/NEMS, etc.), and have always received attention within TO [244,278–280]. We refer to 
[281], for an up-to-date review of the topic. 

Compared to the linear elastic, minimum compliance design problem, the design of compliant mechanisms introduces several 
complications. First, there is a tendency to create hinge-like connections, as a natural way to maximize the mechanism’s flexibility (cf. 
Fig. 7 (a)). Such connections must be avoided, as they are sensitive to both stress concentrations and manufacturing uncertainties. 
Hinged connections may be partly inhibited by introducing a stress constraint, as shown by de Leon et al. [282], and others 
[276,283,284] (cf. Fig. 7 (b)). A more effective strategy is to use the robust formulation [269,285], imposing a length scale on the 
blueprint design. This however comes at the price of a higher computational cost, since the objective of the design problem (a local 
displacement) is not self-adjoint, and two to three FE simulations are needed at each re-design step [286,287]. 

The large deformations capability of compliant mechanisms inherently calls for geometric non-linear FE modelling, giving 
completely different optimization outcomes compared to those from linear modelling [246,270,288]. 

Other important applications may require the control of local deflections, and examples can often be found in design for multi- 
physics (c.f. [289,290]). 

Self-weight and design-dependent loads. For most mechanical structures, the carried payload dominates self-weight. However, 
self-weight may become relevant during the manufacturing process, e.g., considering supporting structures, or printing setups and 
orientations different than the operating ones. Moreover, for structural and civil engineering components, the self-weight becomes a 
dominant contribution [291]. The removal or introduction of material simultaneously modifies the systems’ response, and the load 
itself [292–294]. Moreover, the point (or surface, or volume) of application of the load depends on the design itself [295]. These 
complications require a careful choice of the design parametrization and material interpolation to avoid convergence issues [296,297]. 

Stress-constrained problems. Geometric constrains, such as corners and holes, introduce stress concentrations and singularities in 
the design [298]. Moreover, stresses are the fundamental ingredient of elastic–plastic behaviour, and other failure theories. Giraldo- 
Londoño and Paulino [299] have addressed TO under several failure surfaces, encoded in a unified formulation. 

Two main difficulties arise in stress-constrained problems: (1) the efficient treatment of the many local constraints, and (2) the 

Fig. 7. (a) Schematic of a gripper design, with black dots marking the locations where stress concentrations happen (figure reproduced from [275]). 
(b) 3D design for the gripper, consisting of ~ 10 million voxels, without (left) and with (right) stress constraints (reproduced from [276]). (c) Large- 
scale, minimum weight design of the L-beam, discretized by 16.4 million elements, and imposing a maximum local stress constraint with the 
Augmented Lagrangian method (reproduced from [277]). 
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singular character of each of them. 
For the first point, by imposing a stress limit locally the constraint’s number becomes proportional to that of mesh elements. As 

discussed earlier in section 2.1.1, the high number of local constraints may be reduced to one by using aggregation methods (such as 
the p-norm or KS functions) [300–302]. However, the aggregation often performs poorly as the number of constraints scales to 
hundreds of thousands, or even millions. To remedy this, the use of an Augmented Lagrangian (AL) function has been proposed, almost 
simultaneously by [303] and da Silva et al. [277,304], achieving large scale designs with hundreds of millions of local constraints. The 
comparison between AL and aggregation functions in [277,304], clearly shows the superior performance the former, for large numbers 
of constraints. A Matlab implementation of the AL approach to stress constrained TO can be found in [305]. 

Concerning (2), a way for fulfilling the stress constraint at a point, would be to eliminate the material at that point, thus removing 
the stress constraint itself. This, which is a feature of so-called optimization problems with vanishing constraints [306], introduces 
convergence issues and enhances the tendency to converge to suboptimal solutions. To alleviate this problem, several constraint 
relaxation techniques have been proposed [307]. The most popular are the ∊-relaxation by Cheng and Guo [308], and the qp-relaxation 
proposed by Bruggi [309]. Other recent works proposed polynomial scaling of stress constraints as a form of relaxation [303,305]. 

Large deformations and non-linear material models. Designs obtained by considering large deformations can be quite different 
from those obtained for linear elasticity, as shown by Buhl et al. [310]. Large deformations modelling should be backed by proper 
hyperelastic material models, to avoid spurious phenomena occurring at high compression levels, as discussed by Klarbring and 
Strömberg [311]. Another classical issue, shared also by buckling problems (see section 2.1.2), is the instability of low-density ele-
ments, undergoing large distortions and causing computational problems. This was avoided by Wang et al. [312], by using an 
interpolation scheme weighting the strain energy density between non-linear strains (on high density regions) and linear strains (on 
low density regions). A similar approach was followed also by [313]. Alternatively, other works proposed to remove the low-density 
regions from the computational domain [314–316]. 

A few works, such as Wu and Arora [317], Kemmler and Lipka [318], and Ramanthalla and Swan [319] have also included non- 
linear stability analysis in TO, whereas Russ and Waisman [320] also included damage and local yielding, achieving designs that 
balance the stability and plastic failure. These considerations are important for imperfection sensitive structures or when the post- 
buckling response is of interest, such as for shell structures [321] and composites [322]. However, completely non-linear stability 
analysis is still computationally very expensive to be integrated in large-scale TO, and therefore most application rely on linearized 
buckling analysis, discussed in the next section. 

2.1.3. Introduction of buckling criteria 
Designs optimized for compliance, or stress criteria, often consist of thin bars subjected to tension and compression, with little 

bending and shear forces. Such configurations are optimal for achieving high stiffness with the least material; however, may show poor 
stability [326,327]. Therefore, accounting for buckling strength in TO is crucial for ensuring the functioning of the designed parts. 

Early attempts to include buckling into homogenization-based TO can be found in Neves et al. [328,329], Rodrigues et al. [330], 
and Folgado and Rodrigues [331]. These works already highlighted the main challenges of buckling TO, still encountered nowadays, 
such as the occurrence of simultaneous buckling modes for a nearly identical load factor, and the onset of non-physical buckling 
modes. Both these issues are common to other optimization problems involving eigenvalues, for example vibration frequencies, and a 
discussion of their adverse effect on the convergence towards a well-defined, buckling resistant design, can be found in Bruyneel et al. 
[332,333] and Ferrari Sigmund [333]. 

The coalescence of several buckling modes is a natural trend for optimized designs [327,334,335]. In this case, the eigenvalues 
become non-differentiable [336]. Therefore, specialized techniques must be used for solving the optimization problem, often requiring 
the addition of many constraints [334,337] and a more involved sensitivity analysis. Aggregation strategies based on the p-norm or the 
KS functions are often used also in this context [68], reducing the many constraints to a single, differentiable one. 

Spurious, non-physical buckling modes are prone to appear in regions with low relative density, as numerical artifacts triggered by 
the bad bounding of the Rayleigh quotient over such regions [338]. However, highly localized, unphysical buckling modes may also 
occur in the solid material, as pointed out by Ferrari and Sigmund [339] and by Russ and Waisman [320]. 

Large-scale, buckling TO still retains some complexity; however, recent works making use of highly efficient numerical methods, 
such as Bian and Feng [340], Dunning et al. [341], and Ferrari and Sigmund [339] who have shown interesting 3D buckling TO, with 
up to a million design variables. 

Such promising developments have sparked a revived interest in buckling TO, and for its application to architected materials, 
which can greatly enhance the yielding and stability performance of components. Clausen et al. [342] have shown a huge gain in the 
buckling strength of a compliance optimized design, by replacing the massive material with a regular triangular lattice infill, at the 
same volume fraction. The infill optimization was then addressed by Thomsen et al. [343], with the goal of getting closer to the 
theoretical limits of compressive strength (cfr. Fig. 8 (a)). Thomsen et al. based the investigation on linear homogenization theory, 
perfectly periodic lattices, and used the Floquet-Bloch decomposition and linearized buckling analysis for identifying the most critical 
instability modes. Designs achieved for square, triangular, and hexagonal honeycomb infills, for either uni-axial, biaxial and shear 
stresses (cfr. Fig. 8) show improvements of the buckling strength in the range of 240–480%, at the price of a slight stiffness reduction of 
15–50%. Post-evaluation of these lattices by large deformation, non-linear modeling [344], and testing on printed samples [324], 
confirmed their superior performance compared to classical, single-scale lattices (cfr. Fig. 8 (b)). 

Stability of 3D hierarchical lattices was investigated by Andersen et al. [7], showing that at low volume fractions, open face (OF) 
truss lattices outperform the buckling resistance of stiffness-optimized closed-face (CF) ones (cfr. Fig. 8 (c)). However, for complex 
lattices with multiple scales, subjected to general load cases, the best buckling strength between OF or CF configurations is still 
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debated. Wang and Sigmund [345] recently proposed a set of parametrized 3D lattices, transitioning between pure plate-based (thus 
CF) to hybrid plate/truss structures, improving the buckling resistance by 4.2 to 8.6 times, at the cost of reducing the stiffness by 
20–40%. These lattices were restricted to be isotropic, and to have a single length scale, which makes them easier to manufacture (cfr. 
Fig. 8 (d)). Finally, we recall that a relevant problem is linked to the assumption of separation of scales, and the distinction between 
microscopic and infill instabilities [346,347]. On this line, the work by Christensen et al. [230] is the first contribution to de- 
homogenization for buckling design, considering an isotropic multi-scale lattice, and both global (macroscopic) and local (infill) 
buckling constraints. 

2.1.4. Application to thermal and fluid problems 
Heat and fluid transfer are also classical TO applications (see review papers from Alexandersen and Andreassen [348] and Dbouk 

[349], and Zhou et al. [350] for recent industrial applications. Table 1 lists governing equations for thermal TO. 
The earliest heat transfer optimization task is perhaps the so-called volume-to-point problem [351]: find the best strand of highly 

conductive material, within a low conductive domain, to convey the heat generated pointwise to a heat sink. Here, the control field 
ρ̂(x) describes the relative density of high conductive material, and product between the thermal input Q(x) and the temperature field 
T(x), usually called “thermal compliance”, is minimized [352]. Another common requirement is to bound, or to minimize, the 
maximum temperature across the design domain [353]. When conduction is the only heat transfer mechanism modeled, and the heat 
generation is uniform across the domain, optimized designs often show paths with tree-like branches, for both temperature and 
thermal compliance objectives. However, Yan et al. [354] have proven the sub-optimal nature of tree-like branches, compared to 
designs composed of infinitely many, infinitely thin lamellae or needles (cf. Fig. 9). This configuration, resembling a rank-1 conductive 
composite has a performance very close to theoretical bounds. Avoiding tree-like local minima was achieved also by Guest and 
Carstensen, by introducing geometrical constraints on the design [355]. 

Convective effects are completely disregarded in a pure conduction model, i.e., when considering only temperature boundary 
conditions in the set of equations (14). This may be a reasonable assumption if the design domain is sufficiently thin, or if it has a small 
surface in contact with the convective fluid. On the other hand, convective effects play an important role in many design tasks. The 
correct modeling of natural or forced convection within a topology optimization procedure is not an easy task [356,357]. Since 
convection is a boundary-dominated phenomenon, the first approach is to explicitly track the evolution of the design boundaries, and 
level-set, or body fitted approaches can become handy for this task [358,359]. Density-based methods achieve the same modeling by 
introducing a heat transfer coefficient h(ρ(x)) depending on the density gradient, as outlined by Bruns [360], and then further 
elaborated by Iga etal. [361]. The density-based representation of convection finds several applications, including air cooled heat sinks 

Fig. 8. (a, b) Examples of multiscale hierarchical lattices achieving extreme buckling resistance (reproduced from [323;324]). (c, d) Comparison 
between stiffness and buckling strength properties of open face (OC), truss-like lattices and closed-face (CF), plate-like lattices (reproduced 
from [7;325]). 
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[362,363], or the design of thermal-electric activated MEMS [364]. 
The methods discussed in the previous paragraph still entail a constant heat transfer coefficient for the convective fluid, thus 

hindering the correct modeling of the dynamics of the cooling process. The realistic simulation of convection-dominated problems 
requires a conjugate heat transfer model (CjHT), where both the solid and fluid media are represented, and coupled by a diffusion 
equation (see equations (16)). In the CjHT framework, Poissons’ equation still governs the heat transfer in the solid, whereas the 
Navier-Stokes equation governs the heat and mass transfer in the fluid. Such modeling becomes computationally more expensive and 
prone to convergence issues, due to the non-linearity of the Navier-Stokes equation as well as its velocity pressure coupling, and the 
strong coupling between convection and diffusion. Alexandersen et al. applied CjHT for designing 2D devices under natural convection 
and laminar flow [356], assuming incompressibility, and using the Boussinesq equation for the convection–diffusion coupling. The 
same authors then extended the model to 3D problems in a later work [365]. Among others, Marck and Privat addressed the design of 
thermo-fluid devices [366], whereas Kontoleontos et al. addressed TO problems involving both laminar and turbulent fluid convection, 
coupled with thermal losses [173]. To reduce the computational cost of the CjHT simulations, simplified models have been developed, 
based on the following assumptions: (i) the fluids’ inertia contribution is negligible, and (ii) the dynamic viscosity linearly depends on 
the average velocity. These assumptions turn the Navier-Stokes equation into a linear, Poisson-like one, with variable coefficients. 

Table 1 
Governing equations for the heat transfer models commonly used in TO. For the steady state case, ΩD is the design domain, κ(x) = κ(ρ(x))
and h(x) = h(ρ(x)) are the (design-dependent) thermal conductivity and heat transfer coefficient, respectively. Q(x) is the heat gener-
ation rate and T(x) the temperature distribution, with its far field value T∞, and prescribed value on the Dirichlect boundary T. 
Compared to steady-state, in the transient model we have two extra parameters: the fluid density, ϱ(x) = ϱ(ρ(x)) and heat capacity, 
cP(x) = cP(ρ(x)). For the conjugate heat transfer model, ΩS is the solid domain, ΩF the fluid domain, σ = − pδij +μ(∇v +∇vT) is the 
simplified stress tensor, depending on the fluid pressure (p) and dynamic viscosity (μ), v is the fluid velocity and β is the coefficient of 
thermal volume expansion. s is the momentum term and g the gravity acceleration vector.   

System of equations  

Steady-state heat transfer − ∇ ⋅ (κ(x)∇T(x)) = Q(x) x ∈ ΩD
κ(x)∇T(x) ⋅ n̂ = h(x)(T − T∞) x ∈ Γq

T(x) = T x ∈ ΓT 

(14) 

Transient heat transfer ϱ(x)cP(x)∂tT(x) − ∇ ⋅ (κ(x)∇T(x) ) = Q(x, t) x ∈ ΩD
κ(x)∇T(x) ⋅ n̂ = h(x)(T − T∞) x ∈ Γq

T(x) = T x ∈ ΓT
T(x, t0) = T0 

(15 a) 

Conjugate heat transfer ϱ(x)v ⋅ ∇v − ∇ ⋅ σ = s − ϱ0g(1 − β(T − T0)) x ∈ ΩF
∇ ⋅ σ = 0 x ∈ ΩF

ϱ(x)v ⋅ ∇T(x) − ∇ ⋅ (κ(x)∇T(x)) = Q(x) x ∈ Ω 

(15 b)  

Fig. 9. (a) shows the optimized tree-like structures obtained for the volume-to-point problem in the 2D setup, as opposed to the needle like 
configuration (reproduced from [354]). (b) shows topology optimized heat sinks designs, obtained by using a CjHT model (reproduced from [365]). 
(c) displays some heat sink designs obtained by CjHT modeling and for different length scales (reproduced from [365]). 
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These simplified models, commonly going under the name of “poor man’s approaches” allow for a cut of almost 80% of the CPU time, 
still providing simulation results close to those of a full modeling [367,368]. 

Concerning transient problems, considerably fewer research works exist in the literature, compared to the steady state model. This 
is due to the increase in the computational cost, especially for the sensitivity analysis, which, depending on the chosen objective, may 
become substantially higher than that for the steady state case [370,371]. A general reference for structural optimization under the 
effect of transient loads is [372]. The optimal design, according to minimum average or maximum temperature may substantially 
change depending on the duration of the heat load, as shown by Wu etal. [373], and also others [374,375]. For short-time pulses, the 
optimization mostly exploits the heat capacity of the material, distributing it near the sources in flower-like shapes [376–378]. Other 
recent works have proposed some alternative objective functions, better aimed at the transient setting [379], or alternative formu-
lations for the transient analysis [380]. 

Transient effects play an important role for devices subjected to short time heat pulses, or when the heat time profile influences the 
final performance. This is the case when designing effective coolers for electronic components [381], or other devices for which an 
istantaneous thermal response is fundamental, such as thermo-optical silicon modulators [382]. Also, transient behavior substantially 
affects CjHT, by correctly modeling the turbulent flow in cooling channels, and thus enhancing the optimization capabilities. This has 
been shown both for heat exchangers by Dilgen et al. [100], and for the design of fluid diodes (a device similar to a Tesla valve), by Lin 
et al. [369] (cf. Fig. 10). 

The coupling of thermal and mechanical responses has also received much attention in TO, due to possibilities offered by design for 
multi-physics applications, and also due to the need for protection against thermally induced stresses. Early works, by Rodrigues and 
Fernandes [383], and by Jog [384], considered homogenization-based compliance minimization under thermal and mechanical loads 
simultaneously. The thermo-mechanical coupling was then leveraged by Sigmund and Torquato [385] for designing materials with 
non-conventional properties, such as negative thermal expansion, using a bi-material and void TO formulation. Building on the same 
concept, Sigmund then systematically discussed the optimal design of single [290] and bi-material [289], thermo- and electro- 
thermally actuated MEMS. 

In many aerospace applications, and whenever high local temperatures are achieved during manufacturing processes, thermal 
stresses may trigger unexpected failure mechanisms. In this case, design for minimum compliance does not adequately guarantee 
structural integrity, and thus stresses, or other failure-related quantities, must be controlled. Wang et al. [386] indirectly achieved this 
by backin compliance minimization with an additional requirement of having a low directional thermal expansion, whereas several 
other works [387–389] deal with minimization of thermally induced stresses. This is still a very active research field in TO, as many 
challenges are involved, such as stress singularity, dealing with many constraints, modeling of design-dependent thermal effects, etc. 
More references on thermo-elastic TO for stress minimization can be found in the recent work by Deaton and Gandhi [390]. Wu et al. 
also introduced buckling constraints on the minimum mass design of bi-material structures [391], since buckling can be triggered by 
the differential deformation of the regions in contact, with different expansion coefficients. The interplay between mechanical and 

Fig. 10. (a) optimized design of a 3D heat sink, for simultaneous pressure drop minimization and heat exchange maximization, considering tur-
bulent flow (reproduced from [100]), (b) design of a fluid diod, minimizing pressure drop for flows in the forward direction, while inhibiting the 
flow in the reverse direction (reproduced from [369]) (c) Fluid control device, designed for Navier-Stokes flow and increasing values of the 
maximum velocity constraint (reproduced from [109]). 
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thermal response is also considered in design tasks where the devices have to dissipate heat, and withstand an external load. This is 
explored in several works, often including the thermoelastic modeling of the material properties [67,392–395]. 

2.2. Topology optimization – Process influence 

Design for manufacturing 
As earlier discussed, TO enables the generation of highly efficient and performant structural designs, however in its base form, it 

easily results in geometries that are extremely complex to realize. Consideration of the restrictions posed by specific manufacturing 
processes next to structural performance is therefore essential. This relates to the concept of ‘Design for Manufacturing’ (DfM), a term 
that dates back to the eighties [396]. DfM encompasses an overarching philosophy to consider manufacturing-related aspects at an 
early design stage, to prevent costly and complex modifications later on. Also within the field of TO, DfM has been studied extensively 
since a long time [397] and for a variety of common manufacturing processes, including milling (e.g. [398]) and more recently in 
particular multi-axis machining ([399–401]), casting (e.g. [402,403]), turning, rolling and forging [404]. For a more extensive 
overview, the reader is referred to [405]. 

2.2.1. Design for additive manufacturing: Design rules 
Also AM processes come with specific restrictions that will necessitate design adaptations and/or addition of support structures 

when not considered as an integral part of the TO process. This has been recognized and demonstrated in [406,407,408] among others. 
Given the rapid rise in importance of AM, a new and actively developing branch of DfM known as Design for Additive Manufacturing 
(DfAM) has emerged. Here we first review the three most pertinent restrictions that can be captured directly by geometric AM design 
rules and their consideration in TO. These rules are typically established empirically by extensive experimental characterization of 
processes [409]. Benchmark geometries used for such characterization studies are reviewed by [410]. As processes are continuously 
refined and designers aspire to fully utilize AM process capabilities, design rule sets are growing more intricate and complex. A po-
tential way to handle this may be the use of data-driven approaches, such as the machine learning approach introduced by [411]. Main 
geometric AM design aspects that have been addressed in various TO studies in recent years are illustrated in Fig. 11: restrictions on 
feature size, overhang angle and enclosed voids, generation of support structures, choice of build direction and aspects pertaining to 
hybrid manufacturing processes. 

2.2.1.1. Feature size restriction. A common class of restrictions relevant to all AM processes concerns limitations on the size of a 
particular feature. This includes the minimum thickness of walls, minimum diameter of holes and cylinders, etc. Such restrictions are, 
at least on a global level, easily imposed in TO formulations through the use of minimum feature size constraints. In density-based 
methods the filtering techniques or robust formulation described in section 2.1. and e.g. [412] can be readily applied for this. For 
instance, in [413] the minimum and maximum member sizes are made to be equal to the deposition nozzle size, to obtain design 
features of uniform width. For TO methods utilizing a level-set design description, also minimum feature size constraints have been 
developed [414]. 

Two remarks are in order here. Firstly, the mentioned approaches globally impose a minimum feature size in TO regardless of the 
specific feature type. Therefore, these approaches cannot make a distinction for design rules that include size restrictions on, e.g. 
cylindrical pillar diameter vs. thicknesses of vertical walls. For such cases, a geometry-dependent minimum feature size constraint is 

Fig. 11. Overview of geometric AM design aspects that have been considered in TO.  
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required. Secondly, at present, the resolution and minimum feature sizes achievable with e.g. LPBF technologies has reached a level 
that is challenging to achieve with TO. For example, to attain a 1 mm resolution for a 100 mm cube, a finite element mesh of 1 million 
elements is required. Features below the mesh resolution cannot be generated or analyzed in the TO. Hence the use of feature size 
constraints might be unnecessary in such cases. The situation is very different for AM processes with relatively low resolution with 
respect to the typical part size, such as WAAM. Next to local feature size constraints, the need to define toolpaths to form an integer 
number of adjacent beads leads to additional size restrictions in this process. TO methods focused on this aspect have recently been 
proposed by [415]. 

2.2.1.2. Overhang angle restriction. A second geometric design rule applicable to most AM processes is limiting the inclination of 
downfacing (overhanging) surfaces with respect to the base plate. Typically characterized by a critical overhang angle, this geometric 
restriction could not be imposed by previously proposed methods and has received a lot of attention in the TO community. To structure 
this review, we divide the proposed approaches into two main groups:  

(1) Direct surface inclination control.  
(2) Geometric process modeling. 

Below each of these categories is discussed in more detail, together with the most pertinent references. Note that a typical design 
rule for metal LPBF processes is a minimum overhang angle of 45◦ [416,417]. However, as AM technologies are advancing, better 
process control allows for smaller overhang angles by careful adjustment of the process parameters (e.g. [418,419]). Furthermore, for 
other processes (e.g. FDM, SLA), different overhang criteria apply. Therefore, TO overhang angle measures that can easily accom-
modate various overhang angle limits, independent of the analysis mesh offer a clear advantage. 

The first category includes all methods that in one way or another measure the inclination of the part surface during the TO process, 
evaluate its deviation from the base plate or the build direction, and use this together with a given critical overhang angle to construct a 
global overhang measure. Early attempts to formulate an effective overhang constraint based on this concept however produced 
unprintable geometries (e.g. [420]), as shown in Fig. 12 (a). Matching the overhang angle requirement on all downfacing surfaces is 
insufficient to render a printable structure, as patterns with upside-down cones (or triangles, in 2D) would still be allowed. Various 
measures to close this loophole have meanwhile been proposed and demonstrated ([420–422,423]), see also Fig. 12 (b). These rely on 
enforcement of a minimum length scale or the part or the edge detection algorithm, in addition to the surface inclination constraint, 
which renders the sharp downwards pointing tips seen in Fig. 12 (a) infeasible. 

In density-based TO approaches, the surface inclination is obtained through locally evaluated density gradients (e.g. [424]) or 
through a plane fitting procedure [422]. When using a level set description, the boundary normal is readily available through the 
gradient of the level set function. In both cases, the local constraints must be aggregated to a single global constraint, which can 
introduce a degree of constraint relaxation. Furthermore, in feature-based TO variants, such as MMC [121], the inclination of features 
such as beams and plates is typically explicitly and directly controlled by a design variable (e.g. [425]). A more elaborate feature- 
driven approach based on cone-shaped primitives is proposed in [426], which includes an additional requirement related to the 
overlap between the features. 

In the second category of methods to provide overhang control, a highly simplified, geometrically defined process model is 
introduced. Processing a ‘blueprint’ design field with this process model results in a layout where all unprintable features have been 
removed. This can then be considered as the virtually printed design and its structural performance can be evaluated (i.e. using the 
process model as a filter), or alternatively the difference between obtained and blueprint design can be used as a measure of printability 
and control through e.g. a constraint. 

Early examples of this approach are given by [427] and [428]. The simplified geometric process model in both works involves a 
small region in which, based on the desired overhang angle, a condition is enforced that printed material should be sufficiently 
supported by material printed in a previous layer. The printability of the entire output field is ensured by evaluating this condition in a 

Fig. 12. (a) TO compliance minimization design obtained with a 45◦overhang constraint on downfacing boundaries (Van de Ven, 2015). Although 
the constraint is met everywhere, the design is not printable since the downward pointing tips require support. (b) TO design obtained using a local 
overhang angle constraint in combination with a minimum feature size restriction. This effectively eliminates the option to form sharp tips [422]. 
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layer-by-layer manner similar to the actual process order. A benefit of the filter approach is that full agreement with the overhang angle 
requirement is enforced in every optimization iteration. The existing methods rely on density-based TO, and different formulations 
differ in how intermediate density values are handled, which defines their convergence characteristics. 

Various improvements have been proposed to generalize these methods further: [429] adapted the approach by Langelaar to 
unstructured meshes and arbitrary overhang angles, [430] proposed a version with similar capabilities based on front propagation, 
with a comparative study presented in [431]. Delissen et al. [432] further improved the spatial accuracy and demonstrated the 
feasibility of applying this filter to a large-scale problem consisting of 9 million elements. The obtained geometry proved printable 
without requiring additional support structures aside from those generated by the TO process, as seen in Fig. 13. A disadvantage of the 
filter approach is that any minimum length scale restrictions previously imposed on the design may be lost, as unprintable regions are 
removed. In the study by [433], an approach is proposed to combine the overhang filter by Langelaar with the robust formulation 
([269]) to preserve length scale control. Furthermore, the filter tends to produce sharp corners that might result in stress concen-
trations when no smoothing is applied. In [434] a remedy for this potential problem has been proposed. 

Besides these two main categories that encompass the majority of approaches, various other directions have been explored. One 
direction of particular interest is using physical models to enhance the printability of designs instead of exact geometric relations. An 
example is the approach by [435], where it is attempted to eliminate undesired overhangs by introducing a constraint on the stiffness 
of the structure at intermediate stages of the printing process against a downward vertical load. To limit the increase in computational 
effort, not every layer of the printed part is considered but only selected intermediate stages. These methods have not become popular 
for overhang control due to their imprecise enforcement of the overhang design rule combined with their high computational cost. 
However, while not successful for constraining overhang angles, these approaches can be seen as the first attempts at including a 
physics-based as opposed to geometry-based AM process simulation in the TO process. In order to address DfAM restrictions that are 
not easily captured by geometrical design rules, consideration of more detailed process physics is a necessity, as discussed further in 
2.2.2. 

2.2.1.3. Enclosed void restriction. A third geometrical aspect that has been investigated to integrate into TO is the elimination of 
enclosed voids. In powder bed processes, but also in e.g. wire-feed processes that require inspection or post-processing of all printed 
surfaces, fully enclosed voids are to be avoided as they prevent powder evacuation, inspection etc. A pragmatic solution is to add small 
powder evacuation holes after optimization ([432], Fig. 13), however this may result in loss of performance. Therefore, DfAM ap-
proaches to entirely prevent enclosed voids are desired. Following the first approach by [436], several other methods have been 
proposed. For density-based TO, methods to suppress enclosed voids are based on the solution of an auxiliary problem 
([437,438,439]). Any enclosed voids can subsequently be distinguished from accessible voids from the solution of this auxiliary 
problem. In particular, steady state heat transfer or equivalent is often applied, and although solving an additional PDE adds 
computational cost to each iteration, this still is modest compared to the mechanical analysis. For feature-based TO methods, enclosed 
voids are prevented through control of the feature centroids [440], although this can result in a substantial reduction of the design 
freedom. 

The studies by Gaynor et al. [441] and Xiong et al. [442] follow a different philosophy. Instead of suppressing enclosed voids, here 
the emphasis is on creating connections to the outside such that powder can be evacuated. Another variation on this topic is found in 
papers where the focus is not on eliminating enclosed voids but on ensuring that these are overhang-free and fully self-supporting. 
Examples are [443] and [444], and this approach applies primarily to non-powder-based processes. 

Fig. 13. Optimized motion system chuck produced in aluminum through LPBF (height 400 mm). Eigenfrequency maximization through TO was 
performed in combination with an overhang constraint. The obtained geometry proved printable without additional support structures [432]. The 
two central holes were added manually to facilitate powder evacuation. 
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2.2.1.4. Process aspects: Support structures. Thus far, the discussion has focused on generating parts by TO that fully comply with 
typical AM design rules (feature size, overhang angle, enclosed voids). However, this requirement considerably limits the design 
freedom and can result in an undesired performance reduction. The alternative is to use so-called support structures, sacrificial 
structures added to the part to be printed, to satisfy printability requirements. These supports must be removed in a post-processing 
step, adding time and costs. Nevertheless, when part performance is prioritized, the addition of support structures can provide a 
welcome increase in the design space. 

The location and shape of the support structures can be viewed as part of the process settings since the final part geometry does not 
define these aspects. Designing these support structures is nontrivial because a trade-off must be found between the positive impact on 
part performance and the disadvantages of supporting structures (increased printing time and material usage, increased post- 
processing cost). Motivated by this, TO methods have been proposed that instead of generating self-supporting structures allow for 
the addition and even optimization of supports. We distinguish three cases: firstly, those where part and support are optimized 
simultaneously, e.g. [445]. Secondly, studies are dedicated to only the optimization of support structures while considering the part 
geometry as fixed, e.g. [446,447]. While the support layout is explicitly designed in both these categories, in the third category, only 
the possibility of supporting certain downfacing surfaces is considered without designing the actual supports. An example is given by 
Mirzendehdel et al. [448]. 

A final geometrical aspect related to this is the consideration of the support removal process. Minimizing the contact area between 
part and support to reduce post-processing time was already considered in [445] and further detailed in e.g. [449]. Access to the 
supports is required to facilitate removal by e.g. machining or other means. This is considered in: [443,450]. Moreover, in [451] next to 
support generation to meet the overhang requirements, the forces due to post-processing operations such as drilling exerting on the 
printed part are considered part of the TO process. Since post-processing can be responsible for a significant percentage of the overall 
production cost of a printed part, it deserves more detailed consideration in DfAM approaches. Combinations with previously 
developed machining DfM methods for TO seem promising (e.g. [452;399–401]), and complex questions of process order in support 
removal and where to clamp parts during post-processing need to be addressed in future studies. 

2.2.1.5. Process aspects: Orientation. A final geometric process parameter that strongly affects AM costs and/or DfAM design freedom 
is the orientation of a part with respect to the base plate. While some processes allow for part reorientation during the additive process 
(e.g. certain extrusion-based setups [453]), in most prevalent AM processes, the orientation of a part is fixed. For a given part, this 
orientation directly affects which surfaces are overhanging as well as their inclination, and as a consequence, the amount of support 
material needed to print the part. Also, the local surface roughness depends on the angle between the part surface and the base plate, 
which can be a consideration when minimizing post-processing effort. When the part is being designed through TO, the orientation 
choice similarly affects which geometries are self-supporting. 

Outside the TO domain, approaches to find optimal part orientations to minimize support or ensure surface quality exist e.g. [454]. 
An early attempt to integrate part orientation choice in a TO process was presented in [455], however, this study was limited to 2D. It 
relied on considering a multitude of candidate orientations in the optimization, and gradually focusing the design evolution on the one 
that resulted in the least support material. This may have merit when only a few candidate orientations are to be considered, which can 
be the case when certain predefined parts are included in the TO problem. However, for free 3D orientation optimization, more recent 
studies [444,456,457] take a different approach and include the orientation through angular design variables directly into the opti-
mization problem. While this proves effective, it is easy for the TO process to get trapped in an inferior local optimum due to the 
multimodal behavior of the response functions in terms of the orientation variables [455,457]. Using different starting points is 
advised to avoid this. 

Part orientation not only affects the required amount of support material (or performance reduction for a self-supporting design), 
but also the way anisotropy in material properties manifests itself in the produced part. Depending on the process, the typically layer- 
wise deposition results in anisotropy of e.g. the elasticity tensor, strength and/or fatigue behavior [458,459]. Full consideration of 
these important aspects is still a challenge [460]. [461] demonstrate simultaneous optimization of part orientation and topology in the 
context of WAAM, considering orthotropic material properties. In [440], anisotropy in the elasticity tensor is considered using a 
transversely isotropic material model, and the build orientation of multiple components was optimized such that the performance of a 
final part obtained after a predefined assembly process was maximized. The additional consideration of an assembly step allows the 
application of this method to parts that are too large to fit in a build chamber. 

Next to the build orientation, also the orientation of scanning/deposition trajectories can have a strong influence on local material 
properties and part performance. This was taken into account in a TO setting in [462], in combination with an overhang restriction. 
Here trajectories were directly coupled to part shape by generating them using an offset method. This is not a necessity, and many other 
trajectories are technically feasible. A generalization could therefore be to introduce separate design variables for trajectory control. 
This was recently demonstrated in [463] where the significant elastic anisotropy observed in stainless steel plates produced with 
WAAM, described by a cubic material model, was exploited. To maximize the stiffness of a part, its topology was optimized simul-
taneously with the deposition path of the intended WAAM. This is achieved by introducing an additional design variable field con-
trolling the local deposition direction. The geometric layout and the deposition path optimized for two load-cases are depicted in 
Fig. 14. The results show that the deposition directions align approximately at 45◦ with respect to the load path, which corresponds to 
the stiffest direction determined experimentally. The structural stiffness was increased by more than 53% compared to conventional 
deposition directions along the load path. While this study shows the promising potential of deposition direction optimization, using 
these optimized directions to obtain a possible deposition path (shown in Fig. 14 (c) and (d) for the two load cases considered) resulted 
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in non-equidistant deposition trajectories. The concurrent optimization of deposition path and design using the offset method [464] 
can achieve overlap/gap-deposition which is extended to 3D in [465]. 

Furthermore, in [464], the mechanical properties of parts printed along contour offsets [465] are simulated. However, the material 
properties may be affected by the altered deposition patterns and may differ from the experimentally obtained ones on different 
geometries. This aspect requires further study and potentially a full consideration of the thermo-mechanical process history is 
necessary. Furthermore, it is relevant to point out the similarity of this trajectory optimization problem with the body of literature on 
TO of fiber reinforced structures. As manufacturing of fiber reinforced composites can also be considered an additive process, and in 
fact AM technologies exist that combine material extrusion with fiber reinforcement, interesting synergies can be expected in this area. 

2.2.1.6. Hybrid manufacturing. The combination of AM and another manufacturing process, as present in [440], is also found in so- 
called hybrid manufacturing processes. Typically this refers to an integration of additive and subtractive steps (e.g. [466]), but also 
other combinations exist, e.g. AM and forging [467]. Machines offer this capability in a single integrated setup, which allows for e.g. in- 
situ post-processing [468]. These novel capabilities also lead to new DfAM challenges. For example, integrated AM and milling lead to 
different access possibilities for surface post-processing than when considering separate AM and milling processes in sequence, through 
alternating additive and subtractive steps. In [469], a TO approach for hybrid manufacturing combines AM overhang constraints and a 
constraint on the milled volume. In [470], design rules for hybrid manufacturing are presented, which may form the inspiration for 
future hybrid DfAM TO approaches. For intermittent additive and subtractive operations, process planning must also be considered in 
the TO formulation to ensure toll access for the subtractive steps. Hybrid manufacturing, and in general, the consideration of different 
manufacturing steps and their process order significantly increase the design envelope and the development of TO methods capable of 
exploiting this additional freedom presents a direction for future research. 

Finally, two general remarks regarding the discussed geometric aspects are in order to conclude this part. Firstly, it is noticed that 
while a large number of, sometimes slight, variations of methods have been proposed, hardly any study makes a direct comparison 
between different methods to determine their relative advantages and disadvantages. Notable exceptions are [431] and [471]. More 
comparative studies on aspects such as effectiveness, convergence behavior, computational cost, compatibility with other geometry 
control measures, etc., would help advance the field. To facilitate this, providing source code with publications is strongly encouraged. 
Secondly, AM technologies are advancing at a steady pace. Where a few years ago, a 45◦ overhang angle was considered the limit for 
powder-bed metal printing, new process control strategies allow significantly shallower angles. We may reach a point where certain 
design rules can be abandoned altogether, as they are rendered obsolete by superior AM technologies. The concept of contact-free 
supports, for example, strongly reduces the required post-processing effort [472]. At least design rules, and the associated ques-
tions regarding their implementation in TO, should be updated with the present state of the art in AM. 

2.2.2. Beyond design rules: Process physics induced restrictions 
Empirically established, geometrical design rules for various AM processes have been used extensively in TO with the aim to ensure 

the manufacturability of the optimized designs. Such geometrical design rules and their TO implementations for feature size, over-
hanging surfaces, and enclosed voids have been reviewed above. However, not all relevant effects can be captured in simple geometric 
rules, and hence a more detailed analysis of the AM process becomes imperative. The thermal and mechanical state of the part during 
AM must be considered to assess potential defects and manufacturability concerns. Especially in metal AM processes, heating and 
cooling cycles experienced during the manufacturing might cause overheating [473], part distortions, and residual stresses [474] and 
[31]. While a thermal model can predict overheating, distortions and residual stresses require mechanical modeling. Therefore, TO 

Fig. 14. Optimized deposition directions corresponding to (a) cantilever and (b) bridge problems with the indicated loading and boundary con-
ditions. Possible deposition paths along the optimized deposition directions for (c) cantilever and (d) bridge problems [463]. 
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schemes that account for the process physics can be grouped as TO methods with restrictions based on i) thermal models and ii) 
(thermo-)mechanical models, i.e. in the latter, the thermo-mechanical coupling can be included. 

In contrast to the geometry-based restrictions described above, simulating the complex process physics in every TO iteration and 
computing the associated sensitivities required for gradient-based optimization algorithms is computationally challenging. The 
transient nature of temperature evolution demands time integration. Also, at high temperatures presence of inelastic deformations 
necessitates the due account for material nonlinearities. In short, the physics-based restrictions in TO are extraordinarily computa-
tionally expensive and thus have only recently been flourishing. Although fewer studies exist that integrate physics-based process 
models into TO, we discuss them in more detail as we anticipate that most future developments will be in this direction. Moreover, all 
existing studies in the literature entail various simplifications for computational tractability. 

2.2.2.1. Thermal restrictions. Especially in precision metal parts, overheating during LPBF adversely affects the part quality leading to 
defects such as balling and dross formation [475] compromising the surface quality. Moreover, local overheating can affect the local 
microstructural evolution and hence the resulting physical properties of the part [408]. 

The geometric layout of the part is one of the factors that can cause overheating besides process parameters and material properties. 
For instance, it is well-known that overhanging surfaces are prone to overheating during metal and polymer AM, but overhangs are not 
the unique cause of the overheating. Any geometric feature that hinders heat evacuation towards the base plate (which acts as a heat 
sink) is a potential cause for overheating, as exemplified in Fig. 15. 

One of the first attempts to incorporate restrictions in TO based on a thermal model was [476]. In this study, the heat conduction 
behavior of the support structure was incorporated for a fixed part design with a simplified transient AM process simulation to ensure 
manufacturability. In their finite element framework, layers of elements are activated sequentially to mimic the layer-by-layer building 
of the part and sacrificial supports. The laser motion is then represented by modeling a particular element as a heat source at the time of 
interest. The objective function for TO is the difference between the ambient and predicted temperature at a few observation points 
integrated over the time domain, and sensitivities of the design response are calculated by the adjoint method. Because the geometric 
layout of the part is fixed, the optimized performance is not compromised upon ensuring manufacturability by adding supports. 
Numerical examples showed that the topology optimized support structure exhibits a good thermal conduction capability and dissi-
pates heat efficiently during the AM process. However, the algorithm’s high computational cost was deemed unsuitable for large-scale 
3D applications. 

Ranjan et al. [477] recently presented a TO scheme where a thermal constraint is formulated using a computationally inexpensive 
simplified thermal model exploiting local steady-state thermal analysis to detect geometric features of the AM part leading to over-
heating [478]. This study also demonstrated that existing TO methods that rely purely on geometric overhang restrictions do not 
ensure avoiding overheating. However, the physics-based constraint upon identifying a process-associated critical threshold can 
suppress geometric design features, including but not limited to overhangs, thus eliminating local overheating in a computationally 
efficient manner. 

The simplified thermal model is based on novel simplifications besides those commonly employed in AM process simulation, such 
as layer-by-layer deposition (discarding the laser scanning patterns), lumping several material layers into a single simulation layer, and 
omission of radiation and convection. These process multi-scaling techniques are described in depth in section 4.2. With only these 
frequently employed simplifications, the computational times for thermal AM models are still prohibitive, especially for integration 
with TO. However, novel simplifications of temporal and spatial decoupling and localized steady-state responses provide extraordinary 
computational gains of over 2 orders of magnitude. At the same time, the correct locations prone to overheating, even though 
overheating is a transient phenomenon, can be accurately identified with steady-state thermal analysis performed on successive small 
portions of the entire part. This simplified model depicted in Fig. 16 considers subsets of the part geometry termed slabs where 
subsequent slabs mostly overlap. For each slab, at the top boundary, heat flux is applied, while the bottom of the slab is assumed to be a 
heat sink. Temperatures are obtained from a steady-state thermal finite element analysis. Note that most finite element nodes are 

Fig. 15. LPBF build failure before the completion of the part due excessive overheating.  
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typically considered in multiple slabs. Therefore, the maximum temperature for each node indicates the local conductivity and thus the 
predisposition to overheating [479]. 

Note that the extensively-simplified thermal models are neither intended to capture quantitative temperature values nor have 
experimentally verified. However, they can capture correct locations prone to overheating and with an error in maximum temperature 
prediction of less than 10% compared with the fully transient layer by layer thermal models including convection and radiation heat 
loss [478]. Moreover, advantages of combining physics-based AM restrictions with TO have been recently validated by experiments 
[480]. Designs optimized for minimum compliance by conventional TO, TO with geometric overhang restrictions [428], and TO with 
physics-based overheating restrictions [481] have been built by LPBF using Inconel 718 powder and monitored by an optical to-
mography system for detecting overheating. It was found that standard TO, as anticipated, leads to severe overheating and even build 
failure. TO with physics-based restrictions resulted in a significant reduction in overheating compared to the part layout generated by 
TO with geometry-based overhang restriction, as illustrated in Fig. 17. This observation again reveals that avoiding acute overhangs 
with geometric design restrictions is insufficient to prevent overheating. 

Optical tomography measurements performed by Ranjan et al. [480] also revealed that the nature of laser scanning patterns 
significantly influences overheating behavior. Therefore, TO methods integrated with physics-based models accounting for specific 
scan patterns are needed. This forms a significant challenge for future research, as the level of detail required to capture the effects of 
specific scan patterns is considerably higher than what is offered by the models used in the presented studies. Such reduced-order part- 
scale simulations are discussed in section 4.4 under process multi-scaling methods. 

2.2.2.2. Mechanical restrictions. Mechanical field quantities such as distortions and residual stresses are usually predicted by either 
purely mechanical models with an ad-hoc treatment of the thermal effects (e.g. [482]) or with one-way coupled thermomechanical 
simulations (e.g. [483]). An estimated thermal strain (a.k.a. inherent strain [484]) is typically used as an input in the former. In 
contrast, in the latter, the temperatures obtained from a thermal model are used to generate loads in a mechanical simulation. 

To provide some background, we start with several studies exploring the scanning path optimization for a fixed part geometry to 
reduce residual stress and distortion inherent in the metal melting and solidification process. It is desirable to tailor the scanning path 
for a given geometry to avoid build failures. In this context, [485] investigated the scan pattern design of islands to reduce part 
deformation after cutting off apart from the build platform. Part deformation is simulated by layer-by-layer (de)activation of finite 
elements to mimic material addition and part cut-off steps, by means of solving multiple static equilibrium problems. Optimized 
scanning patterns of a simple block and a connecting path with a more complex geometry have been validated experimentally with 
LPBF. The amount of post cut-off bending has been reduced by 23% for the simple block, while the deformation of the near tip region of 
the connecting road has been approximately halved. Xu et al. [486] optimized the island-type scanning patterns of a fan blade with a 
more complex geometry in a very similar manner. This study demonstrated that the optimized scanning path exhibits smaller 
maximum distortion numerically. Chen et al. [487] presents a level set-based scanning path optimization enabling layer-wise 
continuous scanning again using the inherent strain method. However, the anisotropy of the residual stress is accounted for by 
scanning orientation-dependent inherent strain vectors. This study also reported a concurrent optimization of laser scanning path and 
topology, and has shown that the maximum von-Mises strain in an L-bracket with an optimized scanning pattern can be further 
reduced with the concurrent optimization of the structure. In [488] the scanning strategy is optimized simultaneously with the ge-
ometry of an inner lattice to minimize the cut-off warpage. There is synergy between the asymmetry of the residual stresses due to the 
scanning strategy and the enhanced overall stiffness due to the inner lattices is exploited. Design optimizations on quasi 2D and 3D 
problems and there’s experimental verification using a metal LPBF reduced the cutoff warpage up to 39.4%. 

Early examples of mechanical models used to ensure additive manufacturability during TO considered how the self-weight of the 
structure evolves during the fabrication steps in a layer-by-layer manner. A density-based TO formulation, accounting for minimizing 
compliance against gravity loads during each fabrication stage, indirectly reduces overhang patterns because they experience a 
disproportionate deformation [489]. However, in contrast to geometric approaches where overhangs are directly constrained, un-
supported overhanging regions may still exist depending on the penalty associated with the additional compliance due to the fabri-
cation stages. A similar TO methodology using a constraint on the compliance of the intermediate build stages of a topology in the level 

Fig. 16. Detection of overheating using the slab analysis for (a) the geometry depicted. The contour levels of temperature are obtained with a steady 
state thermal analysis on (b-e) subsections of the geometry as it is being built in time. For each slab with thickness s, heat flux is applied at the top, 
and its bottom acts as a heat sink while the part-powder interfaces Γ denoted by magenta are insulated. (f) The maximum temperature from all slab 
calculations for the entire part is given [477]. 
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set framework was presented by [490]. Amir et al. [491] extended the formulation of [489] to accommodate 3D high-resolution 
designs for AM problems enabled by a scalable parallel computational framework. 

Pellens et al. [433] utilized the inherent strain method (described in section 4.4) to project the thermally induced distortions during 
metal AM by applying an experimentally determined initial strain to each deposited layer. For this purpose, layer deposition is 
modeled by activating new layers of finite elements (the element birth technique [492]) perpendicular to the build direction, and 
strains corresponding to thermal shrinkage are prescribed for calculating the distortion of the part. Incorporated into TO, this model 
was used to find the optimal support structure while keeping the maximum vertical displacement of the part below a user-defined 
tolerance on each layer (i.e. to prevent recoater collisions). With a 3D example, it was demonstrated that material and printing 
time reductions could be achieved using the optimized supports instead of uniformly distributed supports typically used in industrial 
practice. Integrating a similar purely mechanical prediction of AM distortions with TO, Misiun et al. [493] obtained designs optimal for 
minimum compliance which, at the same time, are also manufacturable through AM without exhibiting recoater collision or excessive 
distortion. During the build AM simulation, the finite element degrees of freedom of the bottom layer of nodes are suppressed to specify 
no displacement at the part base plate interface. When they are subsequently released as when the manufacturing is complete, the 
residual stresses in the part cause additional distortions. The gradients of the distortions with respect to the design variables have been 
formulated using the adjoint method. Density-based TO using SIMP was performed both in 2D and 3D. 

More recently, instead of distortion control, the layer by layer inherent strain method has been utilized to evaluate and constrain 
the residual stresses in a Princess part [494]. In this metal AM-oriented TO study, an aggregated residual stress constraint and an 
overhang filter are used concurrently. [495] also use the inherent strain method to capture and constrain manufacturing defects such 
as deformations and residual stresses and perform topology optimization of support structures for this distortion minimization. This 
study also includes experimental validation. It is worth mentioning the accuracy of the stresses predicted by their inherent strain 
method is not guaranteed, as plastic deformations due to accumulated stress are not accounted for [496]. Furthermore, given the vast 
amounts of heating cycles during LPBF they yield the strength of the material is knocked down when the temperature increases 
contributing to the frequent occurrence of plastic deformation during the process. It remains a challenge to adequately include the 
effect of plastic deformation on residual stress formation in a sufficiently computationally efficient manner suitable for design 
optimization. 

It is important to note all layer deposition steps during the building stage can be treated as independent linear problems appealing 
to the superposition principle when treating the mechanical boundary value problems as linear [496]. Consequently, all layer 
deposition steps and adjoint systems for sensitivity analysis can be solved in parallel, allowing to address 3D problems with this TO 
scheme. 

A 2D example from [493] is depicted in Fig. 18 and Fig. 19. In the conventional topology optimized designs, recoater collision is 
expected to occur in elements colored with red (Fig. 18), while the structure is predicted to undergo considerable distortion when 
analyzed with the AM simulation. When the optimization is performed with AM constraints, the recoater collisions are prevented, and 
the final distortion is below the specified value at the nodes of interest. The optimized designs feature many auxiliary intermediate 
density features that effectively play no role in the minimum compliance objective, which can be interpreted as lattice-type support 
structures routinely used in practice. No overhang or feature size considerations were applied in this study (see Fig. 19). 

Integration of a simplified thermo-mechanical AM model with density-based TO to reduce part distortions was studied by Wildman 
et al. [497]. For approximating the thermal history, a linear temperature decrease was assumed; therefore, the effect of part layout on 
the part’s thermal behavior was not fully captured. Allaire et al. [498] presented a thermo-mechanical AM model incorporated into the 
level-set TO method to minimize thermal stresses and deformations. The AM model comprises the coupling of the heat conduction 

Fig. 17. Convoluted OT data visualized on parts built by LPBF from (a) and (d) standard TO design, (b) and (e) TO with geometric overhang 
restrictions and (c) and (f) TO with physics-based overheating restrictions [480]. 

M. Bayat et al.                                                                                                                                                                                                         



Progress in Materials Science 138 (2023) 101129

25

equation with a quasi-static thermo-elastic constitutive equation and equilibrium. However, it was reported that the associated 
computational cost when incorporating a complete layer-by-layer model which accounts for build history was very high. 

This subsection started with an overview of studies focusing on AM process parameter optimization using thermal and thermo- 
mechanical AM process models for fixed geometries. Recent developments reviewed above combine such models with TO of the 
part itself, while assuming constant AM process settings. We foresee increased efforts towards further refinement and efficiency 
improvement of the AM process models involved, e.g. through model order reduction, as well as the combination of geometry (TO) and 
AM process parameter optimization. Considered parameters range from global process settings (i.e. constant during the process and the 
same for each layer) to fully adaptive and location- and layer-specific settings, e.g. local laser power. Such added process flexibility 
may render previously unprintable geometries manufacturable, and will allow the optimization process to further maximize the design 
performance. The first instances of such approaches are discussed next. 

2.2.2.3. Integrated part, process and property optimization. The section above described physics-based models in TO to control geo-
metric part layout to reduce overheating, distortions, and residual stresses. It remains to present a few recent TO schemes that account 
for the AM process parameters. The key bottleneck here is again the computational cost and complexity of the physical AM models, for 
instance, to describe the scanning strategy, compounded by the large number of iterations usually required for the optimization 
process. 

Wire and arc additive manufacturing (WAAM) is an AM method suitable for large-scale structures. In some WAAM setups, a robotic 
arm can continuously rotate the part during construction, giving flexibility to the fabrication sequence. The optimization of this 
fabrication sequence was addressed by [499]. In their Space-time TO framework, two design variable fields, pseudo-density and time, 
describe the geometric layout of the part and its intermediate forms during the fabrication. The fabrication sequence was concurrently 
optimized for a given density distribution by maximizing the stiffness of all intermediate production instances against the gravity 
loads. The proposed formulation is also particularly suitable for investigating the dependence of part distortions and residual stresses 
on the fabrication sequence [500]. An illustration of the latter is given in Fig. 20. 

Boissier et al. [501] have considered the optimization of the scanning path to ensure melting while avoiding overheating using a 
shape optimization approach. The shape of the scanning path is not restricted a priori while the part geometry is fixed. The steady state 
heat conduction equation is solved to estimate the temperature field when the heat energy is applied to the entire scanning trajectory. 
The path length is then minimized under the constraints of ensuring melting and a maximum temperature. A descent gradient method 
is applied to the scanning path represented as a curve discretised by iteratively updated nodes to improve the objective. The method is 
demonstrated on 2D numerical examples revealing computational efficiency. Identified challenges are the problem’s non-convexity 
and dependence of the optimized path on the chosen initialization. This method has been extended to a concurrent optimization of 
the path and the topology of a single layer represented by a level set function for minimum compliance [502]. A clear relation between 
scanning path and layer’s topology has been observed. Temperature constraints associated with the path optimization are satisfied 
partially by the adaptation of feature thicknesses in the layer’s shape, since the outcome of the AM process is not only determined by 
the process parameters, but the part geometry also plays a crucial role [503]. This concurrent part-path optimization scheme is 
reminiscent of the deposition path optimization coupled to structural TO [463] described in the section about process aspects: 
orientation. However, while that approach included the anisotropy induced by the deposition direction, the current approach involves 
actual simulation of the LBPF process physics. More recently, the concurrent scanning path and layer topology optimization ac-
counting for the time dependence of the moving heat source has been reported by [504]. However, it is expected that the compu-
tational cost of such a model will remain high, especially in 3D. 

Finally, taking the integration of AM process physics into TO yet a step further, [505] have included the thermally induced evo-
lution of the material microstructure in a TO process. By integrating a layer-by-layer thermal model to TO that evaluates the time spent 
during a critical heating and cooling cycle during AM, (material dependent critical temperature range for a high strength steel is 
typically between 800 and 500 C0) t8/5 of all FE nodes were calculated in a continuous and differentiable manner, and the mechanical 
properties of the design can be estimated. TO for desired mechanical properties at a specific location was performed. To simplify the 
problem, one layer of deposition was considered, and the t8/5 of that particular layer was controlled through TO. In the 2D discretized 
design domain, a structural load case was combined with the heat input representing the AM layer deposition at the top of the design 
domain. The heat input was applied for a specified period, and the structure was subsequently allowed to cool. The bottom boundary of 
the design domain acts as a heat sink to represent the substrate generally used in the WAAM process. It can be observed in Fig. 21 that 

Fig. 18. Recoater collision for different domain discretisation. Red areas and green arrows indicate regions where collision occurs.  
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to reduce the average t8/5 in the control domain, the optimizer puts more material beneath the control domain to better facilitate heat 
evacuation. More material was placed beneath the control domain when the constrained value of t8/5 was decreased. 

3. Multi-physics modelling 

3.1. Simulation of non-metallic additive manufacturing processes 

Various manufacturing technologies have been developed to additively produce non-metallic components. Two of the most widely- 
used AM processes for non-metallic materials are material extrusion additive manufacturing and vat polymerization additive 
manufacturing (i.e., stereolithography, digital light processing (DLP) printing, and volumetric additive manufacturing). This sub-
section sequentially reviews numerical models developed for these two AM processes at the deposition-scale. 

3.1.1. Material extrusion AM at deposition-scale 
Material extrusion additive manufacturing (MEX) is an umbrella term for AM processes that apply extrusion to 3D print a part or a 

structure. General for all MEX processes is that a material is extruded through a nozzle and deposited on a substrate or a previously 
printed layer [506]. The material behaves like a fluid during deposition after which it solidifies or cures into a solid. Similar to most 
other AM processes, MEX produces one layer at the time and it is the accumulation of these 2D layers that eventually turns into a 3D 
object [507]. The first and most famous MEX process is Fused Deposition Modelling (FDM), see process illustration in Fig. 22, which 
was invented by S. Scott Crump in 1988 [508]. Here, a solid thermoplastic filament is led into the print head, where it is heated before 
it is deposited in the fluid state. Later, MEX has been applied to print other materials such as thermosets [509], concrete [510], ce-
ramics [511], and hydrogels [512] to name a few. This subsection is subdivided into two parts, in which descriptions are provided of 
how materials behave inside print heads as well as during the deposition. 

Fig. 19. Optimal designs for different domain discretization.  

Fig. 20. Optimization of the fabrication sequence of (a) given component (b) with a deposition sequence along the vertical direction and (c) with an 
optimized deposition sequence for minimum part distortion due to the AM process [500]. 
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3.1.1.1. Material behavior inside the print head. One of the most important aspects of MEX is the material behavior inside the print head 
as this has a direct influence on the print speed and geometrical fidelity [513]. There is no visible access to the printing head and there 
are limited possibilities for extracting physical properties from this key component; thus, multi-physics modelling is an important tool 
to advance MEX as it provides a virtual window into the process and this allows for mapping central field variables [514]. 

In filament-based MEX (i.e., FDM or Fused Filament Fabrication (FFF)), the solid part of the thermoplastic filament inside of the 
printing head acts as a piston on the fluid part of the filament, which enables the material to be extruded out through the orifice of the 
nozzle. The shape of the beads (or strands) that are extruded dictates the meso-structure formation [515], porosities [516], and width 
between beads [517]; all of which are paramount for the eventual mechanical performance of the component [518–520]. The 
restricting factors for the building speed in MEX are: 1) the maximum speed of the system positioning the printing head, 2) the 
maximum rate at which heat can be transferred in the hot-end (i.e., the part of the print head where the filament is melted, called the 
liquefier, and the extrusion nozzle), and 3) the maximum force the extruding system can apply on the filament [521]. The two latter are 
interlinked via the rheological behavior of the thermoplastic, which is both temperature- and shear-rate-dependent; thus, making the 
heat and mass transfer in the printing head a coupled and non-trivial problem to solve. In fact, several researchers have pointed out that 
there is a lack of understanding of the polymer flow inside the hot-end [522–524]. 

A number of analytical solutions have been derived to analyze the flow inside the print head [525–527]. The solutions apply 
different assumptions about the material behavior, the velocity profile in the print head, and the place at the hot-end where the 
thermoplastic liquefies. The analytical models are in relatively good agreement with experimental results at low filament feeding rates, 
but at higher feeding rates the models deviate from empirical findings [528]. In addition, the models are not able to predict the shift 
between the linear and non-linear extrusion regimes (i.e., stable and unstable extrusion). In the same study [528], a simple thermal 
model is developed to estimate this transition point by assuming that non-linear extrusion happens when the filament feeding rate is so 
high that the heating of the filament in the liquefier becomes insufficient and thus one ends up trying to force a solid filament through 
the contraction section of the hot-end. The model is able to predict the maximum feeding rate in the linear regime with high accuracy, 
when compared to experimental results made with both PLA and ABS [528]. 

With multi-physics models, on the other hand, it is possible to obtain a deeper and more detailed insight into the thermal and flow 
behavior of the material inside the hot-end [521,524,529–531] by solving the heat transfer equation together with the mass and 
momentum balance equations. When accounting for: 1) the liquefier is not fully filled (i.e., via free surface modelling), 2) the material 

Fig. 21. Optimized design where the average cooling time in the control domain depicted is constrained to (a) 20 s, (b) 15 s and (c) 10 s.  
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behaves as a generalized Newtonian Fluid in the form of a temperature-dependent power-law cf. equations in Table 2, and 3) the heat 
transfer coefficient along the liquefier wall can be found by an inverse analysis; then such model is capable with reasonable accuracy to 
predict the feeding force at various feeding rates [532]. In Fig. 23, a snapshot of the simulated material behavior inside the print head is 
presented. The results of the numerical model support the assumption regarding the transition point between the linear and non-linear 

Fig. 22. Illustration of the FDM process given by an overview of the printer (a) and a snapshot of the cross-section of the nozzle (b) where the 
filament is heated as well as a zoom/in view of the deposition of a bead (c). The illustration is made by Sina Jafarzadeh. 

Table 2 
A brief overview of some of the rheological models used to simulate MEX.  

Generalized Newtonian Fluid in the form of the Bingham material modelThe constitutive stress tensor that is used in the momentum equation for a Generalized 

Newtonian Fluid is modelled asτ = ηSWhere η is the apparent viscosity and S is the deformation rate tensor given byS = (∇u +∇uT)Where u is velocity vector. 

For a Bingham material model, the apparent viscosity function yieldsη =
τY

γ̇
+ ηpWhere τY is the yield stress and ηp is plastic viscosity. The strain rate magnitude, 

γ̇, is calculated asγ̇ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(S : S)/2
√

Generalized Newtonian Fluid in the form of a temperature-dependent power-lawThe apparent viscosity function for the temperature dependent power-law is 
modelled asη = K

(
Tref
)
γ̇n− 1H(T)Where K is the consistency index, Tref is reference temperature, n is the power law index, T is the temperature, and H(T) is the 

shift factor function defined aslogH(T) = −
C1(T − Tref )

C2 + (T − Tref )
Where C1 and C2 are material dependent constants 

Viscoelastic fluid with temperature dependencyFor a viscoelastic fluid, the constitutive stress tensor is decomposed intoτ = τV + τEWhere τV is the viscous stress 
component and τE is elastic stress component. For a polymer this equation can be expressed asτ = τS + τPWhere τS and τP are the solvent and polymer stress 

contribution, respectively. The first can be modelled asτS = ηSSWhere ηS is the solvent viscosity contribution.The polymer stress contribution, τP, can be written 
asτP =

∑n
i=1τp,iWhere i is the mode index, n is the number of modes, and τp,i is the polymer stress contribution of a single mode that can be calculated using the 

Giesekus differential viscoelastic model:τp,i + λi τ̂P,i + αi
λi

ηp,i

(
τp,i.τp,i

)
= ηPi

(∇u+∇uT)Where λi is the relaxation time for each mode i, αi is the mobility factor for 

each mode i, ηP,i is the polymer viscosity contribution for each mode i, and τ̂P,i is the upper-convected time derivative of τp,i given byτ̂P,i =
∂τp,i

∂t
+

u.∇τp,i − τp,i.∇u − ∇uT .τp,iThe temperature dependency on the rheological parameters can be modelled byλi(T) = λi
(
Tref
)
.H(T)ηP,i(T) = ηP,i

(
Tref
)
.H(T)ηS(T) =

ηS
(
Tref
)
.H(T)

Elasto-visco-plastic material modelThe constitutive stress tensor is also for this material model given byτ = τV + τEThe viscous stress is given byτS = ηVSWhere ηV 

is the viscosity of the material.In an Eulerian framework, the elastic stress tensor of the unyielded material can be written as a partial differential equation:
∂τ*

E
∂t

+

∇.
(
uτ*

E
)
−
(
τ*

E .W +WT .τ*
E
)
= GSWhere W is the vorticity tensor:W = 1/2(∇u − ∇uT)The material yields based on von Mises yield criteria, and the equivalent 

von Mises stress is given by:τvM =

̅̅̅̅̅̅̅̅̅̅
2
3
II

τ*
E

√

Where II
τ*

E 

is the second invariant of the elastic stress tensor. The material yields whenτvM ≥ τYWhere τY is the yield 

stress of the material. The elastic stress component of the yielded material is scaled by:τE = min
(

1,
τY

τvM

)

τ*
E   
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extrusion regime that is applied in the analytical model in [528]. The numerical model also captures the trends seen in experiments 
when varying the liquefier temperature and geometry, but there are differences in the absolute feeding force values [532]. In another 
study, it is found that more accurate numerical results can be obtained when applying a temperature-dependent viscoelastic model 
instead of a Generalized Newtonian Fluid modelled as a temperature-dependent power law [533], see rheological equations in Table 2. 
This model also highlights how the feeding force can be reduced by choosing the right liquefier diameter. In future research, it would 
be interesting to develop a model that both accounts for the thermal aspects, viscoelasticity and extensional viscosity as well as free 
surface modelling, as this potentially could further improve the numerical predictions. Such a model will have the potential to be 
exploited to find optimal hot-end designs. 

3.1.1.2. Material flow during deposition. Slicing software assumes simple bead geometries (e.g., elliptical or rectangular) when pro-
ducing print paths for full-scale components. However, it is essential to have information at the mesostructure level in order to un-
derstand and predict the mechanical properties of the component [518–520]. Computational fluid dynamics (CFD) models have thus 
been developed to simulate the material flow during deposition with the objective of predicting the local bead geometry [534,535]. A 
3D CFD model that assumes an isothermal Newtonian fluid and a creeping laminar flow is able to resolve the shape of the cross-section 
of single thermoplastic beads produced on a desktop printer with high accuracy [30]. The numerical results of such a model also 
underline that the cross-section of the bead is dominated by two non-dimensional parameters: 1) a normalized gap: the diameter of the 
orifice of the nozzle divided by the gap distance between the nozzle and substrate, and 2) the velocity ratio: the printing speed divided 
by the extrusion velocity [536]. The shape of the cross-section of the beads varies from circular, when printing fast with a large gap, to 
rectangular with round edges when printing slow with a small gap, see Fig. 24 (a)-(b). The latter, especially, deviates from the idealized 
cross-sections. The numerical model is also capable of predicting the printing pressure on the substrate. The pressure changes both 
magnitude, distribution, and position depending on the two mentioned non-dimensional parameters; e.g. when depositing with a low 
normalized gap and velocity ratio, the distribution of the printing pressure is relatively axisymmetric with the highest pressure 
centered below the orifice of the nozzle [536]. 

Another strength of 3D CFD models simulating material flow during deposition is that they can assist in finding an improved motion 
planning and deposition strategy at corners [537], see Fig. 24 (d). The simulations show that the underfill and overfill, which are often 
seen locally in corners, can be reduced with the right extrusion- and acceleration-sequence [538]. However, the numerical results also 
highlight that with a circular nozzle, it is inevitable not to end up with some rounding of material in the corners due to the round edges 
of the cross-section of the deposited bead. An example of a corner defects is illustrated in Fig. 24 (d). Obviously, these models are not 
able to simulate the printing of entire components, but they can simulate multi-bead prints (i.e., both inter- and interlayer connected 
beads) within a reasonable time [539]. Numerically a representative volume element (RVE) of the meso-structure can be obtained by 

Fig. 23. Simulation of the material behavior inside the print head during MEX. (a) Temperature profile of the material at different times. At t = 50 s, 
the simulations reache steady state. (b) Sketched zoomed of a part of the hot-end where the material changes from solid to fluid. The zoom also 
shows a material recirculation region and a stagnation point where the vertical velocity component changes sign. The figure is adapted from [532]. 
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simulating the deposition of a bead and subsequently considering this bead as a solid when printing the next bead [540], see Fig. 24 (c). 
Although this methodology does not account for the new beads’ effect on the previously deposited bead, it still provides numerical 
results that are comparable to experimental findings. The attractiveness of these simulations is that they predict porosities, inter- and 
intra-layer bond line densities as well as surface roughness. 

3.1.1.3. Thermoset and concrete MEX. In contrast to thermoplastic printing where the material solidifies quickly after it has been 
deposited, MEX of thermosets or concrete can often be classified as wet-on-wet printing or wet-on-semisolid printing. This means that 
material is deposited on top of a previously printed layer that is either not changing over time (in terms of rheology) or is not fully 
solidified yet and thus still can deform under the force applied by the newly deposited layer [543]. In this regard, it is important to 
highlight that even a small deformation in a layer can accumulate over a number of layers and lead to substantial alteration of the 
cross-section of subsequent layers, if not taking into account in the tool path planning [544]. CFD models are able to quantify the 
stability and deformation in multi-layer MEX prints [541], see Fig. 24 (e). Stable printing is achieved when the material can withstand 
the hydrostatic pressure as well as the extrusion pressure. Simulations of wet-on-wet printing with a Bingham material show that by 
increasing the yield stress one can reduce the deformation in the print, while an increase in plastic viscosity negatively affects the 
stability, as it will increase the extrusion pressure. In addition, increasing the printing speed or reducing the extrusion velocity leads to 
improved prints in terms of stability as the extrusion pressure reduces. Even though deformations can be reduced, it is difficult to fully 
eliminate any deformation when printing wet-on-wet – especially when printing many layers. Therefore, the material needs to develop 
a certain yield stress in order for the print to be stable. A conservative estimate of this yield stress can be obtained by performing wet- 
on-dry simulations [541], while wet-on-semisolid models can provide a more nuanced evaluation of the needed yield stress [545]. 
Specifically for 3D concrete printing (3DCP), both particle finite element and finite volume based CFD models have been developed 
[546–548]. A quite good agreement between numerical and experimental 3DCP results is achieved when applying an elasto-visco- 
plastic material behavior [549], see rheological equations in Table 2. This is valid both for single layer beads produced with 
different processing parameters and for multi-layer prints [550]. An interesting avenue to follow is to exploit these models to come up 
with printing strategies for how to integrate steel reinforcement bars with 3DCP [551]. This is important, because most printed 
concrete structures, as of right now, are not reinforced and therefore not load-carrying, and this limits their applicability. 

3.1.1.4. Fiber reinforced MEX. For some applications, it is an attractive option to include fibers in the material that is deposited via 
MEX as it enables anisotropic mechanical and thermal properties of the final component [552,553]. Simulating the fiber flow during 
deposition can ensure that fibers end up with the intended orientation [554]. Several numerical methods have been employed to 
simulate fiber orientation during MEX: the finite element method (FEM) [555–557], finite volume method (FVM) [558], and smooth- 
particle hydrodynamics [559–561]. In order to quantify the fiber orientation, continuum models typically apply Advani and Tucker’s 
tensor approach [562], which is based on the famous Jeffery model that considers an ellipsoid in a Newtonian fluid [563]. The tensor 

Fig. 24. Simulations of material flow during MEX deposition. (a) Printing with a large normalized gap and velocity ratio [30]. (b) Printing with a 
low normalized gap and velocity ratio [30]. (c) Mesostructure when printing with a skewed deposition strategy [540]. (d) Material deposition 
during corner printing - adapted from [538]. Multi-layer wet-on-wet printing [541]. (f) Fiber orientation in a bead - adapted from [542]. 
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approach provides a macroscopic statistical measure for the fiber orientation in the three directions, which enables the method to 
cover a relatively large volume without becoming too computational heavy. In Fig. 24 (f), simulation results of the fiber orientation in a 
deposited bead are presented when applying this approach. Information on a local fiber level can also be retrieved e.g. by usage of the 
discrete element method [564], but that comes at a computational expense. The fiber orientation MEX models have a huge potential in 
producing born qualified composite components, but these numerical models are yet to be validated against experimental MEX results, 
which must be considered the first point on the to do list for researchers working within this field. 

3.1.2. Vat photopolymerization at the deposition-scale 
The concept of additive manufacturing first emerged with vat photopolymerization (VPP) [565]. The term VPP refers to a group of 

additive manufacturing methods in which a liquid photopolymer inside a vat is exposed to the curing light -mostly ultraviolet (UV) and 
near-UV- and solidifies to form the desired geometry. The photosensitive liquid contains monomers, oligomers, and photo-initiators. 
Upon exposure to the curing light, photo-initiators release free radicals that trigger a chain of reactions inside the resin and crosslinks 
the monomers together to form polymers. 

Depending on how the photopolymerization process in the photo-sensitive resin is achieved, VPP can be categorized into three 
groups. The desired part can be formed in a point-wise manner, in which the points inside the resin are cured one after the other, as in 
Stereolithography (SLA) and two-photon polymerization (2PP). It can be formed in a plane-wise manner, in which each plane or cross- 
section of the whole geometry solidifies at the same time by receiving 2D light intensities, as in digital light processing (DLP) and 
continuous liquid interface production (CLIP), or the whole geometry can form at the same time as in volumetric additive 
manufacturing (VAM) and Xolography. 

To further improve the competence of the additive manufacturing methods, it is important to better understand the physics behind 
the process and to optimize the different parameters playing role in the process. Similarly, a shorter print time demands a combination 
of optimized parameters. Furthermore, due to the part shrinkage in photopolymerization, it is still challenging to acquire the as- 
designed shape. Theoretical and numerical studies are efficient yet unexpensive methods that can improve the efficacy of VPP pro-
cesses. Finally, model-based control loops can be incorporated into the VPP fabrication setups to improve their efficacy and repro-
ducibility. In what follows, the models that have been developed in the field of vat photopolymerization additive manufacturing will be 
discussed in four sections, after a brief introduction in each section. 

3.1.2.1. Photopolymerization. During the photopolymerization (PP), when the resin is exposed to the curing light, the photo-initiators 
inside the resin decompose to free radicals (Table 3-Eq. (1). The free radicals, which are not stable, attack the monomers, react with 
them, and convert them to radical monomers (Table 3-Eq. (2). The first and second stages are usually called photo-initiator decom-
positin and initiation step, respectively. The radical monomers, in turn, react with other monomers and grow in a stage that is called 
propagation, shown in Table 3-Eq. (3). The growth of polymeric chains can be terminated through combination or disproportionation 
mechanisms in the termination stage. While in combination, one inert chain will be formed after the reaction, two inert chains are the 
result of disproportionation mechanism [566]. Both of these mechanisms are usually active in the termination stage, however, it has 
been shown that combination is dominant for acrylate monomers [567] (Table 3-Eq. (4)–(6). 

Acrylates, which contain a vinyl group, are the most common materials used in VPP. An inhibitor or quencher such as molecular 
oxygen for acrylates have a much faster reaction rate with radicals compared with that of monomers with radicals. So, as long as the 
inhibitor is locally present in the resin, the monomers have little chance of reacting with radicals [568], and photopolymerization 
process cannot proceed (Table 3-Eq. (7)–(8). In Table 3, PI,M,R*,P*,P, and R stand for the photo-initiator, monomer, primary radical, 
polymeric radical, stable polymer molecule, and stable radical, respectively. kd, ki, kp, kt , ko are the reaction constants for the photo- 
initiator decomposition, initiation, propagation, termination and inhibition reactions, respectively. The evaluation of these con-
stants are further discussed in [566,569,570]. 

Different approaches have been adopted to model the photopolymerization process [570]. In continuous approach, reaction 
equations are defined and solved to track the concentration of each species introduced in Table 3. On the other hand, in the stochastic 
and discrete models, which can be spatial (lattice-based) or non-spatial, stochastic methods such as Monte Carlo method are used to 
simulate the reactive physics on the basis of the possibility of each event. Here, only the continuous models are explained. 

Table 3 
Stages and reactions in an acrylate-based photopolymerization process.  

Stage Expression Eq. NO. 

Photo-initiatior decomposition PI →
kd 2R* (1) 

Initiation R* + M →
ki P* (2) 

Propagation P* + M →
kp P* (3) 

Termination R* + R* →
kt 2R (4) 

P* + P* →
kt P (5) 

R* + P* →
kt P (6) 

Inhibition R* + O2 →
kO R (7) 

P* + O2 →
kO P (8)  
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Jakobs [571] presented one of the most fundamental models for PP process which is still in use and has proven to be fast and 
efficient. Considering a gaussian beam for SLA that follows the Beer-Lambert law, he obtained simple relations for the actinic energy 
within the photopolymer, the cure profile, and the cure depth. While Jakobs’ model, also known as energy exposure threshold model, 
is simple and efficient to provide approximate predictions about the PP outcome, it does not consider the kinetics of the reactions, it 
cannot predict the impact of many reaction parameters, and it is deficient when high accuracy is important [569]. Afterwards, many 
researchers have tried to somehow account for the reactions that take place in the photopolymerization process. Based on the 
simplified kinetics of the photopolymerization process, Lee et al. [572] developed a single ordinary differential equation (ODE) to 
relate the extent of polymerization, which is calculated from monomer concentration, to the properties of the resin and characteristics 
of the laser. After verifying the results of the model with experiments, they concluded that for each energy dose of the laser, there exists 
an optimum photo-initiator concentration that optimizes the cure depth. Later studies on PP [570,573–575] have solved a set of ODEs 
for the concentrations of the species that are present in the PP process, Table 4 - Eq. (1)–(6). Each ODE presents an equation for the rate 
of change of a specie’s concentration based on its production or consumption in the different reactions that were introduced in Table 3. 
In some studies, Eq.6 in Table 4 has been modified to account for the diffusion of oxygen, shown in Eq. (7). In the equations of Table 4, 
[X] represents the concentration of component X, in which X is one of the species introduced in Table 3. 

Based on the equations in Table 4, Jariwala et al. [573] developed a 2D model to simulate the VPP process for a micro- 
stereolithography printing method. By comparing their results with experiments, they showed that their model can effectively pre-
dict the cured depth until 70 μm. Some other studies have further extended the model to incorporate the diffusion of the species and 
thermal effects [566,569,576]. By employing this extended model, Goodner and Bowman [566] showed that the presence of the heat 
generation can accelerate the PP process and increase the conversion degree close to 100 percent. Using the same framework, O’Brien 
and Bowman [576], modeled a resin vat that was exposed to air from the top. They studied how the thickness of a thin film, in which 
the photopolymerization is inhibited, changes with the concentration of oxygen and initiation rate. 

Recently, a few studies have targeted the full VPP process. Wu et al. [577] combined the first-order chemical reactions, shown in 
Table 4, with a multibranch nonlinear viscoelastic model to simulate the property variation during curing. After validating their 
simulation results with experiments, they studied how some factors such as initiator concentration and light intensity can affect the 
printed material properties. Westbeek et al. [578] put forth a 3D chemo-mechanical model to predict the output shape of the DLP 
process. In their framework, they considered a rectangular gaussian function for each pixel, instead of a circular one which is common 
in SLA. By considering the total strain to be composed of the elastic and chemical strains and using a simple phenomenological function 
to model the photopolymerization, they produced results comparable with experiments, seen in Fig. 25 (a). In a similar fashion, 
Rehbein et al. [579] used a phenomenological function for photopolymerization and a viscoelastic model for the rheological behavior 
to conclude that ambient temperature and light intensity play an important role in crosslinking reactions, with an increase in both of 
them will expedite the photopolymerization process. In a1D model taking advantage of a simple function to account for the kinetics in 
a VPP process, Classens et al. [580] decomposed the total strain into thermal, chemical, and elastic ones. They implemented the 
relevant boundary conditions to complete their model and used it in a state-space control paradigm capable of controlling the material 
properties in VPP. 

3.1.2.2. Point-wise VPP. In SLA, shown in Fig. 25 (d), a platform is immersed inside the photo-resin and a laser scans the resin surface, 
curing point-by-point to form a layer equivalent to a section of the desired geometry. Depending on the configuration of the setup, i.e. 
top-down or bottom-up, the platform, with previously formed layers stuck to it, moves upward or downward with an amount equal to 
the height of a layer, to allow the fresh resin fill the space so that a new layer can be printed on top of the previous one. This process 
continues until the whole shape is formed [565,583,584]. 

In 2PP, two focused femtosecond near-infrared (NIR) laser beams target a point inside the resin and trigger the photo-
polymerization process in that point. Compared to other VPP methods, 2PP can provide a higher resolution up to 100 nm. Also, 
compared to SLA, which can only print on the surface of the resin vat, 2PP can print inside the resin volume because of the low ab-
sorptivity of the resin towards NIR light [583–585]. 

Most of the simulations on stereolithography have already been pinpointed under the broad section of photopolymerization. Some 

Table 4 
Set of ODEs (Eq. (1)–(6) to model the reactions. The 7th equation also accounts for the 
oxygen diffusion.  

d[PI]
dt

= − kd[PI]
(1) 

d[R*]

dt
= 2kd[PI] − ki[M][R*] − 2kt [P*][R*] − 2kt [R*]

2
− ko[O2][R*]

(2) 

d[M]

dt
= − ki[M][R*] − kp[M][P*]

(3) 

d[P*]

dt
= ki[M][R*] − 2kt [P*]

2
− 2kt [P*][R*] − ko [O2][P*]

(4) 

d[P]
dt

= kt [P*]
2
+ 2kt [P* ][R*] + ko [O2][P*]

(5) 

d[O2]

dt
= − ko [O2][R*] − ko [O2][P*]

(6) 

d[O2]

dt
= − ko [O2][R*] − ko [O2][P*] − ∇.(Do∇[O2])

(7)  
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more recent studies are brought here. Employing photopolymerization equations backed with experiments for dental materials, Gao 
et al. [586] implemented a layer-by-layer stereolithography model capable of providing the print preview. Wang et al. [587] devel-
oped an elastoplastic constitutive model to study the effects of the printing angle and layer thickness on the elastic modulus and 
ultimate tensile strength of the final products. They reported that a rise in the layer thickness reduces the elastic modulus and ultimate 
tensile strength. Additionally, an increase in the printing angle from 0 to 40◦ leads to an increase in ultimate tensile strength and a 
decrease in elastic modulus. This effect is reverse for the print angle from 40◦ to 90◦. 

3.1.2.3. Plane-wise VPP. Unlike SLA, in DLP, which is also known as mask projection-based vat polymerization, a whole layer of the 
photo-resin is printed at a time by exposing it to the UV light coming from a projector, see Fig. 25 (e). Accordingly, DLP, compared to 
SLA, provides a higher speed, while compromising resolution and printable area, which are limited by the resolution and size of the 
digital micro-mirror device [565,583,584,588]. In DLP, when a new layer is formed between the illumination window and the pre-
vious layer, it sticks to the window. To tear it apart, the platform moves the printed part away from the window all the way to the end of 
the resin container and then brings it back to have a distance of one layer-height from the projection window. This process takes a lot of 
time. CLIP method, however, taking advantage of a dead zone, in which oxygen concentration is high and the inhibition effect hinders 
the photopolymerization, considerably reduce the force to separate the newly formed layer from the illumination window. Accord-
ingly, in CLIP the extra up and down movement of the platform is omitted and it continuously moves upward, leading to its higher 
speed, 25 to 100 times compared to DLP [565,574,584,589]. 

Some numerical studies have targeted the plane-wise VPP to further optimize these processes. Wang et al. [590] employed a coarse- 
grid molecular dynamic approach to shed light on the factors affecting the quality of the CLIP method. Taki [574] numerically studied 
the photopolymerization in the CLIP method, without considering the thermal and flow effects, and explored how the inhibition effect 
can influence the results to predict the final shape. Modeling the photopolymerization process in a CLIP setup, Wang et al. [575] 
explored different factors such as PDMS film’s features and substrate’s micropore array characteristics on the thickness of the inhi-
bition zone. Using energy threshold theory, Kang et al. [581] proposed a model to predict the printed shape during the projection- 
based stereolithography. They compared the results of their simulations with experiments for a lattice pattern shown in Fig. 26 (b). 
Combining experiments, theory, and simulation, Zhang et al. [582] developed a model to capture the residual stress and shape 
distortion that are induced by volume shrinkage in the DLP process. They carried out experiments to measure the constants of the 
reactions and cure-induced property variations. After solving the equations in Table 4 to model the photopolymerization stage, they 
used the degree of cure obtained from this stage in their finite element code to find the stresses and strains. Their simulation and 
experimental results, shown in Fig. 26 (c), were consistent. Hofstatter et al. [591] developed a finite element model to predict the fiber- 
orientation during VPP process. Based on the results of their model, they suggested a design for a top-down DLP device to achieve 
better mixing of fibers in the building area. 

Fig. 25. a- comparison between the experimental and numerical results in which the left image is the simulation result and the color bar of the right 
image illustrates the discrepancy between the experiment and the simulation for a DLP setup [578]. b- comparison between fabrication (top) and 
simulation (bottom) of a lattice pattern made with projection-based stereolithography [581], c- comparison between design, fabrication, and finite 
element simulation of a bridge-like structure made with DLP [582]. d- SLA configuration [565], and e- DLP configuration [565]. 
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3.1.2.4. Volumetric VPP. So far, two methods have been proposed to simultaneously build the whole volume of the printed part. In the 
first method, shown in Fig. 26 (a) and (b), which is called computed axial lithography (CAL) and also volumetric additive 
manufacturing (VAM), the photo-sensitive resin is constrained within a cylindrical container that is rotating at a constant rotational 
velocity. Based on the principles of the computed tomography, intensity-modulated images are generated from the input geometry, 
which are illuminated on the resin, synchronized with its rotation rate. Due to the inhibition effect that intentionally exist in the resin, 
the energy from each image is not enough to cure the resin, rather it is the accumulated energy from different frames that can develop 
the required energy dose in the shape of the desired geometry [592–596]. 

Xolography is another volumetric method, in which intersecting light beams from different sources form the geometry. The first 
source, creating a thin light sheet, excites the photo-initiators within this thin film, and convert their state from inactive to a latent one. 
At the same time, the other light source with a different wavelength illuminates a section of the desired geometry into the domain, 
which can be absorbed only by the photo-initiators in the latent state, to start the photopolymerization process. The movement of the 
first light source is synchronized with the sectional image projected by the second light source to create the whole geometry [597]. 

Since volumetric VPP is quite a new field, there are very limited numerical simulations on this topic. Shusteff et al. [598] worked on 
a precursor of VAM method, in which the 3D geometry formed based on three intensity-modulated projections of the desired geometry 
from the three main directions. They also conducted a numerical simulation to further explore the factors that can affect the final shape 
quality. In their semi-3D finite element simulation, they modeled the photopolymerization process and explored the effects of light 
intensity and inhibitor concentration on the sharpness of the edges of the geometry. Fig. 26 (c) demonstrates the degree of poly-
merization for the structure model shown in the inset of this image. Using a finite volume approach, Salajeghe et al. [599] investigated 
the different parameters affecting the sedimentation, a potential threat in VAM (see Fig. 26 (d)). Later, exploiting a similar approach, 
they explored the effects of cure-induced heat generation on the sedimentation of the printed part, and explained that the thermal 
gradients during the photopolymerization process can mitigate the sedimentation [600]. 

3.2. Simulation of metallic additive manufacturing processes 

Powder bed fusion (PBF) and directed energy deposition (DED) are the two most widely-used metal additive manufacturing (MAM) 
processes [601] and as a result, the majority of the research works, including both numerical and experimental studies, are related to 
these two processes. Therefore, we will cover the state-of-the-art literature mainly for these two MAM processes and go through their 
relevant physics and modelling frameworks. MAM processes started from arc welding of primitive multi-layer structures in the 1930 s 
[602] and evolved into welding based additive manufacturing in the 1960 s and 1970 s [603]. Two separate patents were published in 
1981 and 1982, detailing the concept of PBF-based [604] and DED (wire-based) [605] MAM processes, respectively. Whereas the 
concept of DED at present is more or less the same as documented by [605], current modern PBF machines are based on a later patent 

Fig. 26. A & b- principle of vam [595]- c- degree of polymerization in the domain for a semi-3D simulation of the three-beam holographic method 
to obtain the structure shown in the inset [598]. d- simulation of printed part sedimentation in VAM [599]. 
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written in the late 1990 s by [606]. 
A schematic view of the PBF and DED processes are shown in Fig. 27 (a) and (b), respectively. In the PBF process, initially the 

powder table moves a certain distance vertically upwards and at the same time the build table moves almost the same distance and in 
the opposite direction. Then in the third step, the coating tool shown in Fig. 27 (a) translates the powder layer lying on the powder 
table horizontally and onto the build table. After this, the energy source starts heating specific coordinates which are constantly being 
provided by the PBF machine computer and based on the G-code generated by the machine’s software. In both electron beam PBF (EB- 
PBF) and laser PBF (L-PBF), the input power must be sufficient to heat up the powder particles above their melting point. After the first 
layer of the part is solidified and manufactured, a few seconds of cooling time is allocated allowing for the overall temperature of the 
component to decrease and therefore to reduce the residual heat effect. 

As opposed to the step-wise PBF processes, in DED, material deposition and melting occur at the same time, meaning that the 
energy source heats up the feedstock material while it is being delivered to the deposition zone. Similar to PBF, there are several types 
of input energy sources ranging from a massively-used laser beam (L-DED) [607,608], to electron beam (EB-DED) which requires a 
vacuum build chamber in the same way as the EB-PBF process and plasma arcs [609]. Another way of sub-categorizing DED is based on 
the type of feedstock. The feeding material could be in the form of powder, wire or combination of powder and wire, see Fig. 27 (b). 

During the material deposition in MAM, several physical phenomena occur simultaneously and within very short time-scales. 
Melting and solidification, evaporation, ablation, thermo-capillarity, surface tension, laser-material interaction, turbulent flow, 
laser attenuation, grain growth and nucleation are just some of these taking place while the material is being deposited in MAM. 
Furthermore, these phenomena have direct impact on both the involved fluid dynamics as well as heat transfer within the liquid melt 
pool during the process and thus they can affect the final mechanical, microstructural and surface properties to a large extent. 

The coexistent of these physical phenomena, makes MAM a very complex and delicate process to control and therefore even any 
slight lack of balance between these physics, which in essence originates from an improper selection of the input process parameters, 
could lead to a highly unstable process which is virtually impossible to control. An unstable process could potentially result in un-
wanted defects that disqualify a component for its final use, defects such as cracks, surface irregularities, porosities, overheating, 
anisotropic microstructural and mechanical properties, inclusions and deformations see Fig. 28. 

These potential defects obviously link closely to the long list of input process parameters available for MAM processes [610] and it 
is in general possible to optimize the quality of the manufactured components and mitigate most forms of possible defects. Going one 
step further, it is possible to make use of these input parameters as a means to tightly control the deposition process and therefore pave 
the way for achieving a part with site-specific tailored properties (density, bulk morphology, microstructure, etc.). 

It is currently very well established in literature that advanced numerical simulations are very useful for predicting the final 
properties of a component made by MAM [611], as opposed to the time- and material-consuming trial-and-error qualifications [45] 
which is currently well accepted in industry. Thus, advanced high-fidelity numerical simulations play a pivotal role in the overall 
picture of the holistic computational design of AM components and these process models can be used to manipulate the process in such 
a way that a part with targeted location-specific properties can be manufactured. An example of the application of high-fidelity 
simulations of the L-PBF process is given in Fig. 29 where it is shown that MAM simulations can predict important phenomena 
such as microstructures, material morphology and porosities, surface conditions, powder denudation, overhang defects, etc. 

However, despite the massive increase in the computational power over the past decade, it is still not feasible to carry out a so- 
called full-scale, full-physics simulation of MAM, meaning a simulation that at the same time can capture all the physics and at all 
scales, and this is due to the highly inhibitive computational requirements that such a hypothetical simulation still would pose. This is 
why goal-oriented numerical simulations are typically used to study and investigate a certain aspect of a given MAM process. These 

Fig. 27. (a) A schematic of PBF and (b) DED processes. Note that in (b), the feedstock is both in the forma of powder and wire.  
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goal-oriented models are typically categorized based on different criteria; length-scale, physics, type of coupling, type of framework, 
etc. 

In this section we will go through the most important models presented in literature for simulating MAM processes and we will 
divide them into two sub-sections, namely micro-scale models and deposition-scale models, where during the former we will go 
through the state-of-the-art and numerical approaches used for predicting grains and dendrites formation along with their evolution, 
while in the latter, we will cover deposition-scale models, which simulate the manufacturing conditions and their associated physics 
within the area-of-influence of the heat source and the melt pool. 

3.2.1. Micro-scale modelling of MAM processes 
The microstructure of materials has a pivotal role in the final quality of additively manufactured products, defining their properties 

and performance. Furthermore, MAM offers unique opportunities for design of advanced materials in terms of alloy composition, 
morphology, and texture to produce parts having site-specific microstructures and enhanced properties, challenging or even not 
accessible for conventional manufacturing. In this context, modeling and simulations enable us to deepen our fundamental under-
standing of the relations between the process parameters and microstructures and facilitate time-efficient and sustainable material 
design and development. 

An accurate prediction of additively manufactured microstructures aiming at materials engineering represents a grand challenge 
within MAM. It requires multiscale simulation tools to be developed and coupled with materials characterization for calibration and 
validation of models. The articles focused on the development of microstructure models for MAM began to appear in the literature 
around 2016, mainly in a 2D setting [612–614]. However, some earlier studies presented macroscale models of the evolution of 
material’s internal structure during MAM estimating phase distribution, average grain size and/or the type of grain morphology 
[615–617]. While these characteristics could be instrumental in our general understanding of material microstructure and could serve 
as input to mechanical calculations yielding the homogenized response, macroscale models are beyond the scope of this section and are 
discussed in section 4. Their review in application to MAM might be found in [618]. 

The numerical methods currently available for description of the microstructure evolution during MAM (see Fig. 29) represent the 
result of tremendous progress made in microstructure modeling in directional solidification and welding [619–621]. Moreover, 

Fig. 28. An overview of a number of most important defects in PBF-made metallic parts; (a) internal porosities, (b) surface defects, open porosities 
and track nonuniformities, (c) side-wall defects and surface unevenness, (e) dross formation due to localized heating in internal channels (taken and 
adapted from [43] from DTU - Denmark), (f) dross formation at overhang surfaces and (g) crack, delamination and distortion in a full-size part made 
of copper. 

M. Bayat et al.                                                                                                                                                                                                         



Progress in Materials Science 138 (2023) 101129

37

microstructure modeling for MAM is rapidly developing field, which is supported by the fast growing number of research articles and 
reviews in this area. For example, the recent review on modeling of microstructure formation in MAM by Gunasegaram and Steinbach 
presents a general overview of the field, discussing some recent studies in the field as well as outlining research gaps [622]. This work, 
however, does not consider the numerical methods applied for prediction of additively manufactured microstructures. Li et al. [38] 
discussed the progress made in the field of microstructure simulations for MAM but limited their review to the Ti-6Al-4 V alloy. 
Reviews by Körner et al. [623] and Tan et al. [624] published in 2020 and 2019, respectively, comprehensively summarized 
microstructural models along with thermal ones reported for MAM simulations but were limited to solidification only. Hence the 
present section focuses on the numerical approaches enabling prediction of MAM microstructures at the grain and substructure scales 
and summarizes the recent progress in the field not just limited to solidification. The methods discussed include cellular automata 

Fig. 29. An overview of the simulations of MAM (here as an example, PBF). Deposition-scale models are shown with dark red color and micro-scale 
models with blue borders. The figure shows how deposition-scale models could be implemented for simulating melt pool conditions as well as defect 
formations at various locations belonging to a metallic component. 

Fig. 30. Pie chart showing the number of articles from the Web of Science Core Collection mentioning ‘additive manufacturing’ and ‘micro-
structure’ together with each of microstructure simulation approaches. Proceeding papers are not taken into account. For CA both terms ‘cellular 
automata’ and ‘cellular automaton’ were used. 
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(CA), the kinetic Monte Carlo (kMC) method, and the phase field (PF) approach, which are considered as the most widely used methods 
for this purpose [625]. Fig. 30 outlines the search results in the Web of Science database for articles from the Web of Science Core 
Collection mentioning ‘additive manufacturing’ and ‘microstructure’ together with the aforementioned methods. While this section 
addresses microstructure simulation models for MAM at the microscale, the interested reader could find a more general discussion of 
space scales and approaches in materials modeling in the seminal work of Raabe [626]. 

Note that we consider the approaches describing the microstructure evolution during the MAM process and accounting for physical 
processes involved. Another category of methods, which is not discussed in this section but is used in microstructure-based mechanical 
simulations of additively manufactured materials[627,628], enables fast generation of synthetic microstructures similar to those 
produced by MAM by grain morphology (e.g., Voronoi tessellation [629], or the method of step-by-step packing [630]). The methods 
from both categories applied to additively manufactured grain structures are discussed in [631]. 

3.2.1.1. Experimental backgrounds. Metal additive manufacturing implies the simultaneous production of a part and a material in a 
single print, involving many heating and cooling cycles characterized by rapid and localized melting, remelting, high cooling rates, and 

Fig. 31. Hierarchical microstructure of a LPBF AlSi10Mg alloy [628]: (a) a forward scattered electron (FSE) image showing a fish-scale structure, 
(b) an orientation map demonstrating a grain structure, (c) a cellular-dendritic substructure [636], and (d) an energy dispersive spectroscopy (EDS) 
map illustrating Si distribution in a melt pool. BD stand for the build direction.. 

Fig. 32. Two length scales of microstructure considered in this section: the grain scale structure where white dashed lines mark grain boundaries 
and the cellular dendritic substructure of LPBF 316L steel as an example [58]. Different morphology of cells reflects their orientation relative to the 
considered cross section. The substructure elements within one grain are usually characterized by semi-identical orientations. 
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steep temperature gradients. Complex thermodynamics of the MAM process results in unique microstructures, significantly different 
from those observed in parts produced using subtractive techniques. MAM microstructures exhibit a pronounced hierarchy, which may 
span up to six orders of magnitude [632], from nanoscale impurities and precipitates (<1 nm and 10–150 nm, respectively, for 316L 
steel as an example [632]) through micron sized cellular structures (<1 µm for 316L steel [632]) up to millimetric grains (up to 0.2 mm 
for 316L steel [632]) that may be even larger in DED processes [633,634]. Researchers also distinguish a melt pool pattern (Fig. 31) 
referred to as a fish-scale structure [634,635] as a separate microstructural element due its contribution into the mechanical behavior 
of a part [628]. Fig. 31 illustrates the microstructural hierarchy of an LPBF fabricated AlSi10Mg alloy. This section considers two 
length scales of microstructure: grain level structure shown in Fig. 31 b and intra-granular substructure illustrated in Fig. 31 c and 
Fig. 32. 

Typically, MAM microstructures consist of large columnar grains grown epitaxially from a base plate and, in case of PBF, from 
powder through many layers in the build direction (BD). They predominantly have close crystallographic orientations. Therefore, 
MAM parts are often characterized by a process-induced morphological and crystallographic texture resulting in a pronounced 
anisotropy of their mechanical properties [618,619,633,637–641]. Fig. 33 illustrates the examples of ‘classic’ MAM microstructures. 
Some combinations of MAM process parameters may lead to the formation of certain grain patterns. For instance, a number of re-
searchers analyzing LPBF produced cubic materials observed bimodal grain structures consisting of 〈110〉‖ BD coarse columnar grains 
separated by 〈100〉‖ BD narrow columnar grains with a period of one hatch distance, see Fig. 34. These microstructures were char-
acterized by a bicomponent crystallographic texture with a pronounced {011}〈100〉 Goss component and a weak {001}〈100〉 cube 
component, which was reported for 316L austenitic stainless steel [642–644], nickel-based alloys [645–647], and copper-based alloys 
[648] printed with different parameters but a bidirectional (or alternating) scanning strategy. Overall, both spatial grain arrangement 
and crystallographic texture of an as-built part are determined by the local thermal conditions which, in turn, depend on process 
parameters. Process-microstructure relations define the idea of microstructure tailoring described earlier in the section; and modeling 
methods enabling the microstructure prediction in MAM, which are discussed in this section, are the key tools to support 
manufacturing in microstructure tailoring in parts to be produced, minimizing the currently exploited time- and recourse-consuming 
trial-and-error approach. 

Previous research on microstructure development during MAM has identified epitaxial solidification and competitive grain growth 
as the main mechanisms yielding a highly textured columnar grain structure in MAM produced alloys without noticeable nucleation in 
front of the solid–liquid interface [628,633,634,636,642–648]. Epitaxial solidification (epitaxial nucleation or growth are two other 
terms for this process) implies extending existing grains of a partially melted material being in contact with a molten material through 
addition of atoms from the melt. In case of MAM, a base plate, powder particles, and already solidified layers might be identified as a 
partially melted material. An important condition of epitaxial solidification is a similar composition of molten and base materials, 
which enables complete interaction of a nucleus of atomistic dimensions with the base material, minimizing nucleation barrier, i.e., the 
critical nucleation undercooling ΔTn ≈ 0◦ . The newly formed crystals inheriting the crystallographic orientations of their ‘parent’ 
grains grow along their preferred growth directions: 〈100〉 for cubic materials, 〈1010〉 and 〈1120〉 for those with hexagonal symmetry 

Fig. 33. Examples of ‘classic’ MAM-produced columnar grain structures: L-PBF produced high-silicon (6.9%wt. Si) steel – (a) orientation maps and 
(b) inverse pole figures [638]; (c, f) EB-PBF fabricated IN718 [639,641] and (d) Haynes 282 nickel based superalloys [640]; (e) direct current pulsed 
GTAW AM Ti6Al4V alloy [633]. 
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[650]. The closer their preferred growth directions are aligned with the local maximum temperature gradient, the more likely the 
grains will ‘survive’ in the final microstructure, outgrowing those that are not so favorably oriented. In such a way, the growth is 
competitive, with favorably oriented crystals growing at the expense of their misoriented neighbors. Seminal works [621,651] provide 
more detailed description of these phenomena. 

Growth competition of grains defines the effects a melt pool shape has on a microstructure. Their early analysis might be found in 
the seminal welding research [621,652]. A moving melt pool leads to a constantly changing direction of the local temperature 
gradient. As the average growth direction is roughly perpendicular to the solid–liquid interface, a growing crystal does not remain 
favorably oriented during the entire solidification, experiencing different degrees of ease or difficulty of growth. A number of growing 
grains that were misoriented with respect to the temperature gradient at the beginning might become more favorably oriented and 
survive in the final microstructure. However, the fact that MAM represents kilometers of a heat source path and implies multiple 
remelting in a single build makes the understanding of microstructure formation in MAM even more challenging. 

For instance, in the earlier described case of the bicomponent Goss and cube texture in LPBF produced cubic materials, narrow 〈
100〉‖ BD grains tend to grow vertically, along the centerline of a melt pool, passing through its deepest region Fig. 34 (c), which is 
explained by the co-directionality of their preferred growth directions with the local steepest temperature gradient (see, e.g., 
[642–646]). Large 〈110〉‖ BD grains form at the side boundaries of melt pools and their overlaps, occupying a part of two adjacent melt 
pools. These grains first grow to one side, following the temperature gradient induced by a moving heat source. With the next hatch, 
when a laser beam moves in the opposite direction, they grow to another side, thus changing the growth direction by ∼ 90◦ [642,653]. 
Due to the symmetry of the cubic crystal lattice, there is no change in crystal orientation. The material microstructure is hypothesized 
to solidify by epitaxial growth of primary dendrite arms in the current layer on secondary dendrite arms formed in the previously 
solidified layer and serving as a growth front [654]. While the preferred growth directions of 〈110〉‖ BD grains are not always 
perpendicular to the liquidus line, 〈100〉 growth at ∼ ±45◦ to BD seems the most energetically efficient [655]. 

Nucleation is another crucial aspect to consider when analyzing microstructure formation. Two types of nucleation are considered 
in theory, homogenous and heterogenous, with epitaxial nucleation being a special case of the latter, with no barrier to nucleation. 

Fig. 34. Bimodal grain structures of (a) LPBF 316L steel [649], (b) IN718 [645], and (c) Ni-25 at.% alloy [644] printed with the bidirectional 
scanning strategy. Subfigure (c) also schematically illustrates alternating 〈110〉‖ BD and 〈100〉‖ BD columnar grains as opposed to the melt 
pool pattern. 
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While epitaxial solidification occurs on a fusion line, grains can also nucleate in front of a solid–liquid interface, in an undercooled 
melt. Overall, nucleation ahead of an advancing solidification front in MAM remains a black box, and its description in microstructure 
modeling is the subject of considerable discussion and debate. 

On the one hand, Tan and colleagues in their review on microstructure modeling for MAM [624] argue that lack of nucleation 
ahead of a solidification front ‘leads to inaccurate grain structure’ that might differ from the experimental results. On the other hand, a 
number of experimental and numerical studies indicate small probability of nucleation in front of a solid–liquid interface happening 
during MAM [612,613,641,643,645,647,653,656–661]. 

Steep temperature gradients and high cooling rates inherent in MAM are known to favour the formation of cellular-dendritic 
columnar microstructures by creating a very narrow mushy zone [653,659,662], which minimizes the possibility of the formation 
of new, equiaxed grains within the fusion zone by mechanisms, specific to weld pool solidification. Among them are dendrite frag-
mentation and grain detachment, both presuming the presence of respective microstructure elements in the fusion zone serving as sites 
for heterogeneous nucleation [621]. Secondly, in several alloys, common for MAM, the main alloying elements have a high solubility 
in the base metal, which is reflected in high partition coefficients (k ≈ 1) [653,659,663,664]. This leads to a low growth restriction 
factor, Q = mLC0(k − 1) and, thus, to the slow buildup of constitutional undercooling in front of an advancing solid–liquid interface 
[663]. Here mL is the liquidus slope, and C0 is the solute concentration. The slower the development rate of a zone of constitutional 
undercooling, the later nucleation ahead of a solidification front can potentially occur. Even if some new equiaxed grains appear in the 
later stage of melt pool solidification, which is supposed to be sometimes observed in single tracks [660,665] and is related to 
decreasing temperature gradients and cooling rates, they are subsequently remelted and resolidified as columnar crystals. 

Considering nucleation in front of a solid–liquid interface in their cellular-automata finite-volume simulations of LPBF single 
tracks, Panwisawas et al. [666] concluded on the difficulty of new crystal formation within a melt pool. The results of numerical studies 
performed for additively manufactured Ti-6Al-4 V titanium alloy [664,667–670], 316L steel [643,653,656] IN718 [613,641,647,658] 
and CMSX-4 [657] nickel-based superalloys and validated by experimental data support the suggestion of Koepf et al. [657] on the 
reasonable robustness of a microstructure printed virtually with no nucleation ahead of a solidification front taken into account. 
Considering only epitaxial growth from a base plate and powder, Zinovieva et al. [653] simulated 3D LPBF microstructures containing 
fine grains of random crystallographic orientations within the main columnar grain pattern Fig. 35. As highlighted in [653,671], it is 
necessary to interpret 2D experimental cross sections with caution, since the appearance of columnar grains (or cellular dendrites if 
considering a substructure) growing out of plane can be easily confused with equiaxed grains (or equiaxed cells). This is well illustrated 
in [672]. 

In some cases, however, not considering nucleation ahead of a solid–liquid interface will result in an inaccurate microstructure 
prediction. For instance, Al-Si-(Mg) alloys or high-temperature precipitation strengthened alloys such as Al-Mg alloys modified with Sc 

Fig. 35. (a) Model predicted grain structure of LPBF 316L steel and (b-d) orientation maps in the BD-SD cross sections showing that no nucleation 
ahead of a solidification front might be required to obtain fine grains in additively manufactured microstructures [653]. The calculations in [653] 
have been performed using a cellular-automata finite-difference model. 
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(Scalmalloy© [673]) or Zr (Addmalloy© [674]) are characterized by a bimodal ‘fan-shell’ grain structure consisting of fine equiaxed 
grains in the vicinity of melt pool boundaries and columnar grains forming a radial pattern in the central region of the melt pools 
Fig. 31. In the follow-up sections we go through the three microstructural modeling approaches of MAM processes. 

3.2.1.2. Cellular automata simulations. CA treat an object as a set of interacting elements, with their dynamics in time and space 
defined by a set of transition rules. The concept was introduced in 1940 s by von Neumann and Ulam [675–677] and approximately 50 
years later it was adopted to simulate microstructure evolution in recrystallization [678] and solidification of metallic materials [651]. 
Over the past two decades, CA have been widely employed in simulations of the microstructure evolution during various 
manufacturing processes, such as casting [679,680], welding [681], and hot working [682]. To the extent of our knowledge, the first 
studies applying cellular automata to MAM emerged in the past seven years [612,613]. Fig. 36 demonstrates some examples of model 
predicted grain structures using CA as compared to experimental observations. 

CA are defined by four main elements. First, the computational domain is discretized by a mesh (usually regular) with cells of 
certain geometry. Secondly, each cell (automaton) has a predefined neighborhood, over which the cell has a direct influence. In the 
case of a 2D square mesh, the neighborhood typically consists of four or eight adjacent cells and is referred to as cubic von Neumann or 
cubic Moore neighborhood of first order, respectively, Fig. 37 (a), (b). Different neighborhood orders are considered as well [678,683]. 
For instance, Fig. 37 (c) illustrates the Moore third order neighborhood. The neighborhood definition might be changed by introducing 
weights affecting the neighbor influence [684]. Thirdly, a number of states are identified and attributed to each cell. In solidification 
modeling, the state is related to that of the matter, namely ‘liquid’ (occupied by the melt), ‘solid’, or ‘growing’/‘interface’ (lies at the 
solid–liquid interface or is occupied by an evolving mushy zone). In addition, the ‘gas’ state is introduced in some CA simulations for 
MAM [685] or similar manufacturing processes [686] where the consideration of a gas-metal interface is important, for instance, to 
take the formation of gas trapped pores into account. Some intermediate states might be considered as well [667,684]. In addition, 
each cell is characterized by field variables (e.g., temperature) impacting the system evolution. Fourthly, the model evolves by 
applying the set of rules, which needs to be defined. Table 5 represents an example of the transition rules for the ith automaton for CA 
modeling of the grain structure evolution during LPBF. 

Generally, the microstructure evolution comprises nucleation and growth of grains or substructure elements (e.g., dendrites). 
Within the CA approach, nucleation in the bulk of the melt is often simulated with the use of a continuous nucleation model assuming a 
continuous dependency of the number of grains per unit volume, N (m− 3), on temperature T (K). The continuous nucleation model 
correlates nucleation velocity with undercooling ΔT (K), cooling rate, or temperature. The first model of this kind suggesting the power 
law relationship, 

N = μ1(ΔT)nor
dN
dt

= − nNμ1(ΔT)n− 1dT
dt

(16)  

in a differential form, was offered by Oldfield in 1966 [687], where μ1 and nN are fitting parameters defined based on an experimental 
N-ΔT dependency. The parameter n is between 1 and 2; μ1 varies with an alloy [625]. Based on Oldfield’s pragmatic approach [687], 

Fig. 36. Examples of CA simulations of AM microstructures in comparison with the experimental data. Subfigures a-f are related to LPBF 316L 
stainless steel [642,643]; subfigures g-h, to EPBF Inconel 718 [641]. (a) Schematics of the calculation domain and scan strategy applied; (b, c) 
experimental [642] (left column) and model predicted (001) pole figures [643] (right column) taken close to 50th and 1st layers; (d, e) model 
predicted orientation maps [643] and (f) experimental orientation map of LPBF 316L steel [642]; (g) simulated and (h) experimental orientation 
maps for EPBF Inconel 718 [641]. 
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Thévoz [688] later offered a Gaussian distribution 

dN
d(ΔT)

=
Nmax

ΔTσ
̅̅̅̅̅
2π

√ exp
[

−
1
2

(
ΔT − ΔTN

ΔTσ

)]

(17) 

to relate the density of grains to undercooling they were formed at. The temperature distribution of nuclei yields the number of 
potential nucleation sites per unit volume activated between certain undercooling values. Thévoz’s continuous nucleation model 
employs standard distribution parameters, namely the mean undercooling, ΔTN (K), corresponding to the maximum of the distribu-
tion, standard deviation ΔTσ (K), and the maximum density of nuclei, Nmax (m− 3). These parameters are derived from differential 
thermal analysis experiments measuring the density of grains (grain size in other words) and corresponding maximum undercooling at 
recalescence under various cooling conditions [689,690]. In a 2D setting, the maximum nucleation density is defined as 

Nmax =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
π
6
[
N*

max

]3
√

(18) 

Here N*
max (m

− 2) denotes the sought-for nucleation density value in the 2D case. 
The continuous nucleation model, Eq. (17), was spearheaded by Rappaz and his colleagues [651,681,690] and is often used in CA 

simulations for MAM [612,666,685,691–695] and similar processes such as multipass arc welding [686]. Some authors employed this 
model to describe nucleation both within the melt pool in an additively manufactured material and when generating the base plate 
[666,685,691]; others considered nucleation in the base plate only [612,686,694]. Other nucleation approaches adopted in CA 
simulations of the microstructure evolution during MAM comprise the aforementioned Oldfield’s model [687], Eq. (16), modified so as 
to take into account the fraction of solid as suggested by Nastac [696] (see [697–699]), or simple approximations where nucleation 
proceeds at a constant rate [700] or seeds are placed in the computational domain simultaneously with their number estimated from 
experiments [613,643,653,658,664]. For more information on heterogeneous nucleation models, see the seminal book by Stefanescu 
[625]. 

There exist different approaches to virtually ‘nucleate’ the number of grains calculated with the chosen model. Often nucleation 
cells are randomly distributed within a computational domain, although some studies limited the possibility of nucleation in MAM 
materials to a fusion line [695]. Once the local temperature of a potential seed cell which is still in a liquid state becomes lower than the 
critical nucleation temperature derived from the chosen nucleation model, a new grain forms [692,694]. A number of authors 
[612,685,691,693,698,700] introduced an additional stochastic condition as a trigger for the nucleation event in the cell under 
consideration. 

Once a new crystal is nucleated in a CA cell either epitaxially or ahead of an advancing solid–liquid interface, the cell becomes 
‘growing’ with its index changed accordingly and is assigned a crystallographic orientation. While in epitaxial solidification a new 

Fig. 37. (a) Cubic Moore and (b) von Neumann neighborhoods of the first order and Moore third order neighborhood.  

Table 5 
Set of rules for the ith CA cell. adopted from [653]  

Transition rule for State before 
transition 

Transition rule State after 
transition 

Melting Not liquid Ti ≥ T Liquid 
Nucleation (base plate, powder) Liquid A crystal is nucleated in the ith cell. Growing 
Capture Liquid The ith cell is captured by a neighboring growing cell. Growing 
Cessation of the ith cell growth Growing There are no liquid cells in the neighborhood of the ith 

cell. 
Solid 

Becoming partially melted during LPBF due to 
remelting 

Solid The ith cell has a liquid cell in the neighborhood. Growing  
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grain inherits the orientation of its parent grain, in the case of nucleation within the melt the orientation is usually set in a random way, 
with several approaches offered for this purpose in a 3D setting [653,664,693]. 

If the grain scale is considered, the approximative concept of a dendrite envelope [651] is employed. The envelope represents a 
surface that separates the inner space of a dendrite, including the solid and intra-dendritic liquid, from the exterior (Fig. 38). For 
materials with a cubic crystal lattice, the dendrite envelope is a square in 2D or an octahedron in 3D, with its half diagonals corre-
sponding to the preferred growth directions of the grain. Approaches of this kind are also referred to as volume averaged models [625]. 

The evolution of the envelope is governed by the growth rate of the dendrite tip, v, that is computed based on the growth kinetics 
model. The latter considers a simplified isolated dendrite tip that is described by a hemisphere [701,702] or a paraboloid of revolution 
[703] and grows with a constant rate v defined as a function of a local undercooling, ΔT, that reflects the behavior of the tip region. 
During the dendrite growth in alloys, heat and solute are rejected in the melt changing the temperature of the solid–liquid interface, 
which is reflected in thermal ΔTt (K) and solutal ΔTc (K) undercooling terms in Eq. (19). Furthermore, in a general case, the tem-
perature difference caused by the tip curvature, ΔTr, and by atom attachment, ΔTk (K) should be taken into account. The two latter 
contributions are referred to as the curvature undercooling and kinetic undercooling, respectively. 

ΔT = ΔTt +ΔTc +ΔTr +ΔTk (19) 

When defining the growth kinetics model, one defines the undercooling terms and/or omits some of them from consideration based 
on some assumptions. Among the dendrite tip growth models most widely adopted in CA simulations of the grain structure evolution in 
MAM are those offered by Kurz et al. [704] and Lipton et al. [705] abbreviated as KGT and LGK models, respectively. As a rule, their 
solutions are fitted by simple polynomial functions to minimize computational cost of CA calculations. Examples of fitting functions 
employed in CA simulations for MAM include vk = BΔTb [613,641,656–658,664,685,695,706], vk = a2ΔT2 ± a3ΔT3 

[643,653,666,670,692,694,707], vk = − a0 +a1ΔT+a2ΔT2 − a3ΔT3 [693], vk = − a1ΔT+a2ΔT2 [691]. Here ak, B, and b stand for 
fitting coefficients. Some researchers introduce more complex approximations [612,697,698,700], e.g. 

vk =
Dl

5.51π2( − mL(1 − k) )1.5Γ

(
ΔT2.5

C1.5
0

)

(20) 

Here Dl (m2/s) is the solute diffusion coefficient in the liquid and Γ (K⋅m) is the Gibbs-Thomson coefficient. Aiming to add more 
physics-based fidelity in microstructure simulations, Liu and Shin [667] calculated the growth rate for their CA model using a phase 
field method. 

The growth rate function vk(ΔT) (m/s) defines the position of apices of the dendrite envelope sometimes referred to as growth 
vectors [612,680], which correspond to the dendrite tips (Fig. 38). Once the square/octahedron is large enough, it captures the 
neighboring liquid cell. The following evolution is defined according to the transition rules (e.g., Table 5). 

Another key point worth mentioning about cellular automata is the artificial anisotropy induced by a regular mesh. The mesh 
anisotropy results in the artificial texture formation where the simulated dendrites are aligned with the global coordinate system and 
are characterized by the same orientation (Fig. 39). Alternatively, the grain shape may vary depending on the grain orientation 
(Fig. 40). A 3D decentred octahedron (or 2D decentred square) algorithm proposed by Gandin and Rappaz [708] along with its 

Fig. 38. Schematic representation of a 2D computational domain [612]: (a) the growth of a dendrite in the melt and (b) its representation with CA 
following the concept of a dendrite envelope. 
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modification [709] are often applied in CA simulations of the grain structure evolution in MAM [643,653,664,694,700]. 
As might be seen in Fig. 39, cellular automata can also be applied at the substructure scale, enabling the prediction of the complex 

substructure morphology and chemical microsegregation. In this case, the evolution of concentration fields should be calculated in 
addition to the evolution of temperature fields. For this purpose, the solute diffusion equation should be used 

∂C
∂t

= D∇2C (21)  

supplemented by the boundary conditions at the interface, including solute conservation 

(Cl − Cs)vn = Dl∇C|liquid ⋅ n→− Ds∇C|solid ⋅ n→ (22)  

and solute partitioning between liquid and solid phases 

Cs = kCl (23) 

The solute diffusion equation is formulated for solid and liquid and derived from conservation of species assuming the partition 
coefficient k < 1, no source term, constant density and diffusivity, and the velocity vector v→= 0 for solute transport. Here C (wt%) 
stands for the solute concentration, D (m2/s) is the solute diffusion coefficient, the subscripts l and s represent the values of respective 
variables and coefficients in the liquid or solid, respectively, n→ is the normal unit vector to the interface oriented from solid to liquid, 
and vn (m/s) denotes the normal interface velocity. The interface is also assumed to be in a local equilibrium with liquid and solid 
phases, with the equilibrium temperature defined taking into account undercooling contributions discussed above in Eq. (4). Particular 
attention is paid to the interface curvature calculation, where different approaches are considered [625,684,711]. 

While CA substructure models are widely used in microstructure modeling for conventional manufacturing processes such as 
casting or welding [625,684,711,712], few published studies employed them in MAM simulations [699]. For example, instead of using 
an analytical growth kinetic function Rolchigo et al. [713,714] assumed that local interface kinetics dominates the driving force for 
free energy and considered the proportionality between the driving free energy and an interfacial velocity. The local solute concen-
tration in [713,714] was calculated using the Lattice Boltzmann (LB) method. Models of this type are of relatively high computational 
cost and are thus applied to small volumes (Fig. 41). 

Note that despite being less efficient than grain scale CA models, substructure-scale CA models are more cost effective than PF 
models discussed as will we discussed in its pertinent sub-section. Aiming at combining advantages of both methods, Liu and Shin 
[667] developed a 2D CA substructure model where a 1D PF component was integrated to predict the growth kinetics law depending 
on the local solidification conditions. They reported that the 2D CAPF model improved the computational efficiency by more than 5 
orders of magnitude in comparison with a pure PF model. Later the 2D CAPF model was extended to 3D [670]. 

Table 6 summarizes some of the major contributions within CA models for MAM, along with their highlights. 

3.2.1.3. Kinetic Monte Carlo simulations. Being employed in engineering since the 1950 s [715], the Monte Carlo method has been 
adopted for simulations of the microstructure evolution since the 1980 s [716–720]. For this purpose, the Monte Carlo approach was 
formulated for the multistate kinetic Potts model [721], with the applications devoted to normal and abnormal grain growth 
[716,719,720,722,723], nucleation and static primary recrystallization [724,725], dynamic recrystallization [726,727], etc. In MAM, 
the kMC Potts model is applied to describe solidification [728–733], solid state transformation [730] and solid state grain growth due 
to heat exposure [732–734]. Some examples of model predicted grain structures using the kMC Potts approach along with 

Fig. 39. CA model predicted (left [684]) and experimental (right [710]) substructures of CBr4 − 8 mol%C2Cl6 alloy.  
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experimental grain structures are illustrated in Fig. 42. 
The concept of the kMC approach is based on the minimization of the excess energy of grains in a polycrystalline material. The 

latter is considered as a spectrum of states or spins s (sometimes referred to as grain indices or orientations), where the regions of 
identical state represent grains with the grain boundary lying between sites of unlike states (Fig. 43). The grain boundary energy is 
determined by specifying an interaction between neighboring elements of the spectrum using the Hamiltonian, which can take 
different forms depending on the problem under consideration and thus define many systems. In the general case, the total energy of 
the polycrystalline system to be minimized sums all interfacial and volumetric contributions and reads [735] 

E =
∑K

i=1

[
∑Λ

j=1
Egg
(
si, sj

)
+F(si)

]

(24) 

Here E represents the energy of a boundary unit between sites with spins si and sj, i ∕= j, F stands for the volumetric energy of a site 
with a spin si, Λ is the number of neighbors at each site (Λ = 26 in 3D or 8 in 2D, respectively [728]), and K represents all sites 
considered. 

For instance, the Hamiltonian defined for simulating recrystallization and curvature driven grain growth accounts for the grain 
boundary energy (interfacial term) and stored elastic energy due to stored dislocations in the system (volumetric term) [725,736]. The 
ratio between these terms determines the balance between the two simulated phenomena: curvature driven grain coarsening and 

Fig. 40. Single grain growth simulated using cellular automata without corrections for mesh anisotropy [683]. The easy growth direction makes an 
angle of (a–c) 0◦, (d–f) 30◦ and (g–i) 45◦ to the horizontal axis. 

Fig. 41. (a) Thermal simulation results under conditions representative of the Laser Engineered Net Shaping (LENS) process with the domains 
chosen for microstructure simulations, (b) and (c) solute concentration profile in the domains of Ti-W alloy single track denoted by red and blue in 
subfigure (a). In subfigures (b) and (c) arrows show fluid velocity for non-solidified cells and the color bar represents the concentration of W in 
wt pct. 
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recrystallization, respectively [725,735,736]. 
In microstructure simulations for MAM, the kMC Potts model takes into account boundary energy terms only (F = 0 in Eq. (9), 

reproducing curvature driven grain growth 

E =
∑K

i=1

∑Λ

j=1

γ
2
[
1 − δ

(
si, sj

) ]
(25) 

Here γ* (J/m2) represents the specific grain boundary energy per unit length, which is often taken to be 1 [728,729,734], and δ 

Table 6 
A brief overview of CA modeling of the microstructure evolution during MAM.  

Topic and highlights Coupling Scale Volume simulated Ref. 

Scan pattern effects on the grain structure and elastic 
properties of LPBF 316L stainless steel in a 3D 
setting 

FD pure thermal model; the local 
steady-state temperature field 
translates through the domain; in- 
house code 

grains 2.198 × 2.198 × 4.53 mm3; 2.7⋅109 

CA cells; multiple passes in each 
powder layer, multiple layers 

[643] 

3D model of an LPBF single track for 316L steel FE pure thermal model; the Cast3M 
software 

grains 2.5 × 0.25 × 0.12 mm3; 7.5⋅107 CA 
cells; single track 

[656] 

3D model of EPBF IN 718 superalloy analytical solution; only the 
remelted zone at the top of the 
sample is considered 

grains 2.4 × 2.4 × 10 mm3; ~5.8⋅107 CA 
cells; multiple passes in each powder 
layer, multiple layers 

[641] 

Scan speed and line offset effects on the grain structure 
of EPBF IN 718 superalloy in a 2D setting 

LB multi-physics CFD model; in- 
house code 

grains 4 × 2.5 × 10 mm3 (maximum); 
multiple passes in each powder layer, 
multiple layers 

[658] 

3D model of LPBF Ti-6Al-4 V alloy (βgrains) FV multi-physics CFD model; 
OpenFOAM 

grains single track [666] 

2D CAPF microstructural model of DED Ti-6Al-4 V 
alloy compared with a grain scale 3D CA and 2D 
PF models (β grains) 

FV multi-physics CFD model; in- 
house code 

dendrites, 
grains 

0.548 × 1.508 mm3; ~2.1⋅107 CA cells 
(CAPF); 3 × 0.6 × 1.7 mm3, 2.45⋅107 

CA cells; 3 tracks in one layer 
(maximum) 

[667] 

Effects of layer thickness, laser power, inter-layer 
time, and the preheating temperature of the 
substrate on the grain structure of Ti-6Al-4 V alloy 
produced with wire laser additive manufacturing 
(WLAM) in a 3D setting (β grains) 

FV pure thermal model, in-house 
code 

grains single track [668] 

Effects of laser beam shape on the grain structure of 
LPBF 316L steel in a 3D setting 

multi-physics CFD model; in-house 
ALE3D code based on hybrid FE and 
FV methods 

grains 0.86 × 0.3 × 0.3 mm3; 9.7⋅106 CA 
cells; single track 

[685] 

Effects of thermal gradient, solidification rate, solute 
concentration, alloying addition, and nucleation 
parameters on the grain structure of binary β-Ti 
alloy systems under conditions similar to LENS  

grains 0.4 × 0.4 × 0.625 mm3; 108 CA cells [693] 

2D model of IN 718 superalloy under conditions 
similar to laser cladding 

FE pure thermal model dendrites 0.8 × 0.8 µm2;  

3D model of LPBF 316L stainless steel + scan pattern 
effects on the grain structure 

analytical, series solution; the local 
steady-state temperature field 
translates through the domain 

grains 0.75 mm × 0.75 mm × 0.5625 mm; 
multiple passes in each powder layer, 
multiple layers 

[700]  

Fig. 42. Examples of kMC simulations of AM microstructures in comparison with the experimental data. Subfigures a-d are related to DED produced 
Ti-6Al-4 V titanium alloy [730]; subfigure e, to LENS fabricated 304L stainless steel [728]. 
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stands for the Kronecker delta with δ
(
si = sj

)
= 1 and δ

(
si ∕= sj

)
= 0. 

The grain structure evolution is simulated by choosing a site and selecting its new state s from the possible states of the system 
(referred to as site flips [736]), both at random, which results in a change in the overall system energy calculated using Eq. (10). The 
new state assignment is accepted or rejected based on the Metropolis algorithm [715] where a random number r ∈ [0; 1] is compared to 
the transition probability defined as 

P =

⎧
⎪⎨

⎪⎩

M(T)exp
(

−
ΔE

kBTMC

)

if ΔE > 0

M(T)if ΔE ≤ 0
(26) 

Here ΔE stands for the change in the system energy caused by the state change of the site under consideration and calculated with 
Eq. (10). The function M(T) denotes the temperature-dependent mobility and kB (m2 kg s− 2 K− 1) is the Boltzmann constant. The 
product kBTMC defines the thermal fluctuations of the simulation and TMC represents the so-called ‘simulation’ (or ‘absolute’) tem-
perature, which is not related to a real physical temperature in contrast to T. For example, Rodgers et al. [734] set TMC = 0.66, 
following [737], while researchers [728,729] suggest that the product kBTMC can be set to 0. The transition probability might be 
defined in a different way [735]. 

In some works [716,730], the temperature-dependent mobility M(T) is set to 1. In general, the mobility function might be 
introduced in the kMC Potts model to yield different rates of grain growth in calculations. Apparently, if this case considers the zero 
limit of the simulation temperature, all state assignments that decrease or do not change energy are accepted whereas those resulting in 
the energy increase get declined and the previous state configuration is kept. 

In their kMC simulations for PBF, Rodgers et al. [728] integrated the mobility function to differentiate the microstructure evolution 
in the melt and heat-affected zone. They assigned spins at random to sites located in the melt and suggested that the grain boundary 
mobility follows an Arrhenius relationship with temperature in the heat affected zone 

M(T) = M0exp
(

−
Q

RT

)

(27) 

Here Q (J/mol) represents the activation energy that was assumed constant in [728], R (J/K mol− 1) denotes the gas constant, and 
M0 stands for a material-specific Arrhenius prefactor that is often set constant [728,731,734] or can be defined as M0 = d4vD

kBTMC 
[732]. 

Here d represents the interatomic spacing and vD is the Debye frequency. However, Ge et al. [732] did not integrate the mobility into 
the transition probability but used it to determine the interface moving velocity. In [647], the mobility was suggested to be a function 
of the smallest available misorientation angle θ between any 〈001〉 axis of the site-candidate for switching the state and the solidi-
fication direction 

M(θ) = c0 + c1cos(c2θ) (28) 

Simulation time in kMC modeling is quantified by Monte Carlo steps (MCS) 

tMC = n/K (29)  

where K is the number of sites in the computational domain considered, and n stands for the number of trial switches. In other words, 1 
MCS corresponds to K reorientation attempts. Note that ΔtMC has the unit of MCS. 

Among the advantages of the kMC Potts model are its flexibility, computational simplicity, and relatively short calculation times. 
The absence of spatial and kinetic scaling along with the challenge of accounting for the crystallographic orientations of grains 
represent the weaknesses of the approach. 

The integration of an adequate physics-based model of the described situation into Monte Carlo simulations is required to introduce 
scaling. For example, describing recrystallization and curvature driven grain growth, Raabe [736] offered to scale the model using the 
phenomenological rate theory of grain boundary motion [738] mapped on a simulation mesh (often referred to as a lattice in numerical 
studies applying the Monte Carlo Potts approach). He stated the equivalence of spin flips in the kMC Potts model and real grain 
boundary motion, which yielded the following expression for the real time during many MCS 

Fig. 43. A grain structure defined on a 2D triangular mesh also referred to as lattice [735].  
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treal =
λP

tMCMp
=

λP

tMCM0(pc + ps)
exp
(

Q
kBTMC

)

(30) 

Here λP (m) represents the jump width or lattice parameter of the Potts model, p stands for the driving force, where subscripts c and 
s denote configurational contributions (for instance, through grain boundary curvature) and scalar contributions to the driving force 
(for example, through the elastic energy related to stored dislocations). M0 is the pre-exponential factor defined in [736] as M0 =

vDbΩ
kBTMC

exp
(

ΔSf+ΔSm
kB

)
following [738], where b represents the magnitude of the Burgers vector, Ω denotes the atomic volume, ΔSf and ΔSm 

are the entropy of formation and of motion, respectively. treal has the unit of [s/MCS]. 
Some authors [739,740] assume that an MCS is linearly proportional to the real time 

tMC = Ctreal (31)  

and the fitting parameter C can be determined by comparing simulation results with experimental data. In his study [736], Raabe also 
discussed previous scaling approaches to relate an MCS ΔtMC to the real time step Δtreal suggested in [741,742]. 

MCS are considered in some kMC simulations for MAM [647,728,729] without being related to the real time. Simulating the grain 
structure evolution in Ti-6Al-4 V alloy during DED in a 2D setting, Zhang et al. [730] suggested the following relationship between the 
MCS and real time 

tMC
(n′+1)n1 =

(
d0

K1λ

)n′+1

+
(n′ + 1)αmcsCn′

1

(K1λ)n′+1

∑nt

i=1

[

expn
(

−
Q

RTi

)

treal,i

]

(32) 

Here d0 stands for the initial grain size, K1 and n1 represent two simulation constants calculated with regression analysis, αmcs and n′ 

denote the scale factors. The offered dependence (32) follows the experimental data based model proposed in [743] and was adopted 
to determine the relationship between the phase transformation time and real time. A similar time model was adopted in [734]: 

treal =
dx2KMC

K0
exp
(

Q
RT

)

ΔtMC (33)  

where dx (m) is the mesh element size (also referred to as lattice spacing) and K0 and KMC are the simulation parameters. The latter 
parameter is calculated by fitting the equation defining the mean grain size, dMC, with respect to Monte Carlo time 

d2
MC = KMCtMC (34) 

This equation defines grain growth in isothermal kMC simulations. The model (33) comes from the assumption on the linearly 
proportional simulation length scale to the experimental scale 

d = dx⋅dMC (35)  

substituted to grain growth kinetics 

dn = K0exp
(

−
Q

RT

)

t (36) 

Here the parameters n and K0 and the activation energy Q are determined by fitting to the data of isothermal grain growth ex-
periments [734,743]. For this purpose, the average grain size is measured at multiple times in a sample held at a constant temperature. 

The numerical studies considered demonstrate that the kMC Potts approach can efficiently describe the grain structure evolution in 
a multitrack and multilayer component. However, some researchers remain rather skeptical about the capabilities of the kMC Potts 
model for microstructure prediction. According to Rollett and Manohar [744], the kMC method should be applied to ‘gain insight into a 
physical system’ rather than ‘interpreting the results as being directly representative of a particular material’. Rodgers et al. [734] 
point out the absence of a rigorous quantitative kinetic relationship between the kMC Potts model and physical parameters and the 
trial-and-error calibration of simulation kinetics with materials and manufacturing process. Furthermore, the kMC simulation results 
significantly depend on the size of a simulation domain and of temperature zones (melt pool and region around it referred to as a heat 
affected zone [728]) and laser scanning parameters [731]. Sunny et al. [731] summarized six limitations of the kMC Potts model 
applied to describe the grain structure evolution during MAM. Körner et al. [623] highlight that the current kMC approach ‘is not able 
to predict grain structure evolution’ due to the failure of the underlying mechanism (curvature driven grain growth) to represent the 
real one (competitive grain growth) and do not recommend to use the kMC Potts model to simulate the microstructure evolution during 
MAM. 

3.2.1.4. Phase field simulations. The origins of the PF approach are summarised in the seminal work of Karma and Rappel [745], 
referring to studies published in the 1980 s [746–748]. This method belongs to a larger class of approaches considering a micro-
scopically sharp interface as a diffuse region of finite thickness evolving in the simulation domain. For this purpose, a variable φ is 
introduced as a function of time and spatial coordinates. The variable φ smoothly varies between two integer values over the 
continuous transition region and could also describe the distribution of interfacial forces in this region. In the PF approach, φ is referred 
to as the PF variable and describes the state of the matter, liquid or solid. Similar to other microstructure modeling approaches 
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discussed above, the PF method has been applied to describe solidification, solid state transformation, recrystallization, solid state 
grain growth [749], and even the evolution of defects to describe the dynamics of fracture [750]. 

Similar to many physical processes, the driving force for microstructure evolution is the opportunity to reduce the free energy of a 
system. The development of a typical PF model begins with the definition of the free energy F that is formulated as a functional of the 
set of PF variables φ and their gradients. The functional might include different energy contributions, e.g. bulk free energy, interfacial 
energy, elastic energy, and energy terms related to magnetic, electrostatic or electrochemical interactions [751–753]. The bulk free 
energy, also referred to as the chemical free energy [753], describes the compositions and volume fractions of the equilibrium phases 
[751]. The interfacial and strain energy contributions influence the equilibrium compositions and phase volume fractions and 
determine the morphology and mutual arrangement of the phase locations. The formulation of a particular free energy functional 
depends on a specific problem. For example, when temperature, pressure and molar volume are assumed constant and the problem 
does not consider elastic, magnetic or electric fields, the total free energy of the system, 

F(φ, ηk) =

∫

V
f (φ, ηk,∇φ,∇ηk) =

∫

V

[

f0(φ, ηk)+
∊
2
(∇φ)2

+
∑

k

κk

2
(∇ηk)

2

]

dr (37)  

is defined by a concentration field φ and an array of order parameter fields ηk, k = 1⋯p [751]. Here f0(φ, ηk) (J/m3) represents the 
classical thermodynamic free energy density of a homogeneous system described by the local values of PF variables and refers to the 
bulk equilibrium conditions of the coexisting regions. The local free energy density of a heterogeneous system characterized by diffuse 
interfaces is defined by f(φ, ηk,∇φ,∇ηk). The second and third terms on the right hand side of Eq. (22) define the diffuse behavior of the 
interfaces, ∊ and κk are the gradient energy coefficients related to the interfacial energy and thickness. 

The PF method describes the evolution of a PF variable with two parabolic partial differential equations, the PF evolution equation 
and either solute or heat conservation equation, depending on the process controlling solidification. These equations are derived from 
thermodynamics under the assumption of an expression for the entropy distribution in the system and of positive generation of entropy 
[625]. 

In front-tracking approaches to solve the full time-dependent free-boundary problem [754–757], interfacial boundary conditions 
should be applied to define the match between individual solutions of transport equations at the interface between the bulk phases. As 
opposed to front-tracking approaches, the PF model avoids explicit tracking of an interface whose location is a part of the solution 
searched for (Stefan problem). Interfacial boundary conditions are not required in the PF method, which is considered its main 
advantage [758,759]. While other diffuse interface approaches (e.g., the level set method [760]) still require accurate calculation of 
interface normals and curvatures [758], the PF approach defines the interface evolution by solving the PF equation. 

As highlighted by Boettinger et al. [761], PF models can be subdivided into several classes, including models involving a single 
scalar order parameter and those considering multiple order parameters, models derived from a thermodynamic formulation and those 
built based on geometrical arguments. Some formulations are better suited for large deviations from the local equilibrium; others are 
not. Some PF models reflect physics, while others should be considered as merely a calculation technique. A summary of PF modeling 
might be found in seminal works [749,751,758,759,761]. 

As shown in Fig. 30, the PF method is the most widely mentioned in conjunction with ‘additive manufacturing’ and ‘micro-
structure’. The MAM community uses a number of different PF models: some of them employ complex thermodynamics-based for-
mulations [614,753,762,763] limiting the computational possibilities due to high cost, while others try to adapt the mathematics so as 
to consider several layers at least in a 2D setting [764,765]. Some of them consider the microstructure evolution only during solid-
ification [614,753,762,764], while others incorporate solid state phase transformations [766] or solid state grain coarsening [765] as 
well. Both grain scale [764,765] and substructure scale modelling [614,762,763] for MAM is conducted using the PF approach. 

Grain scale PF methods typically consider two kinds of non-conservative PF variables to define the state of the matter and grains. 
The latter are defined through a set of order parameter fields. For example, in their PF formulation, Lu et al. [764] considered the phase 
field φk to identify the state of the matter (where k might be l, s, v, b that stand for liquid, solid, gas, and base metal, respectively) and 
the grain field φsi to define grains with different crystallographic orientations (i = 1, 2,⋯,NG, where NG is the number of crystal-
lographic orientations considered in the simulation). A similar approach was adopted in [765] but only liquid and solid states were 
considered. 

Instead of adopting a thermodynamics-based expression, Lu et al. [764] adopted a simple interpolation to define free energy to deal 
with the solid–liquid transformation. The evolution of the composition field was omitted from consideration in [765], in the 
assumption that the composition distribution would not significantly affect grain growth. These simplifications enabled simulations of 
the grain structure evolution in multiple layers of LPBF fabricated Ti-6Al-4 V alloys in 2D [764] and in three-layer three-track LPBF of 
316L steel [765]. Furthermore, while Lu and colleagues [764] considered 20 different crystallographic orientations in the PF 
formulation, neither grains of different orientations were observed in their study, nor the texture analysis of virtually printed Ti-6Al-4 
V samples was conducted. 

Other researchers [614,762,763] integrated the composition field in their PF models by means of the solute concentration c (wt. %) 
described with a generalized supersaturation field U (-) to simulate the complex solidification substructure and resolve concentration 
distribution. Such formulations are limited by high computational costs and allow only small regions containing a few dendrites (e.g., 
small selected areas in the melt pool) to be considered, which is not representative of the MAM process. In single scale approaches, 
therefore, substructure simulations should be treated as tools enabling the microstructure prediction in conditions similar to MAM 
ones. However, substructure models enable the evolution of complex microsegregation patterns to be analyzed. This is vital, e.g., to 
study precipitation [766] playing a key role in the mechanical response of a MAM produced material. Furthermore, the substructure 

M. Bayat et al.                                                                                                                                                                                                         



Progress in Materials Science 138 (2023) 101129

51

Table 7 
A brief overview of PF modeling of the microstructure evolution during MAM.  

Topic, highlights and reference PF model 

Effects of scanning speed and laser power on the grain 
structure and porosity of LPBF Ti-6Al-4 V titanium 
alloy using a 2D grain-scale model. Multilayer 
simulations.[764] 

Free energy functional:F =
∫

V

{
fphase +(φs)

2 ⋅ fgrain +(1 − φs)
2∑NG

i=1
(
φsi)2 +fgrad

}
dV. (1)fphase is the free 

energy density for phase transformation without taking the grain structure into account;fgrain is the free 
energy density for grain evolution;fgrad is the gradient energy density (contributions of phase-phase 
boundaries and grain-grain boundaries);φk is the phase field, where k might be l, s, v, b that stand for 
liquid, solid, gas, and base metal, respectivelyφsi is the grain field, each superscript i stands for a 
crystallographic orientation;NG is the number of crystallographic orientations considered in the 

simulation;fphase = ρ2 ( φb − 1
)2
[
(φs − 1)2 ⋅ Φ(τ)+

(
φl − 1

)2 ⋅ {1 − Φ(τ) }
]
+

(
ρ − φsρs − φlρl − φbρb)2

(φv − 1)2
+ ω ⋅

∑
i∕=j
(
φiφj)2. (24)τ = T/TL; TL is the liquidus 

temperature;Φ(τ) is the interpolation function; Φ(τ)→1 when τ < 1; Φ(τ)→0 when τ ≥ 1.fgrain =

1
4
∑NG

i=1

[(
φsi)2

− 1
]2

+
3
4
∑NG− 1

i<1

(
φsiφsj)2 −

NG − 1
4

. (2)fgrad = −
∑4

i<jkij∇φi∇φj −
∑NG

i<j kg∇φsi∇φsj. 

(3)kij and kg are the gradient energy coefficients for phase and grain boundaries, respectively;Governing 

(kinetic) equations (time-dependent Ginzburg-Landau equations):
∂ρ
∂t

= ∇M
(
φk,T

)
∇

δF
δρ, (4)

∂φk

∂t
=

− L
(
φj,T

)
⋅

δF
δφk, (5)

∂φsi

∂t
= − Li

g
(
φj,T

)
⋅

δF
δφsi. (6)M, L, and Li

g are the temperature-dependent kinetic 

coefficients;M = M0exp[ − QM/RT], L = L0exp[ − QL/RT], Li
g = Li

g0exp
[
− Qg/RT

]
. M0, L0, Li

g0 are constant 
pre-exponential coefficients; QM, QL, Qg are the activation energies. 

3D grain-scale model, incorporating grain nucleation 
and growth during solidification and solid state 
grain coarsening, for three-layer three-track LPBF 
simulation of 316L steel[765] 

Free energy functional:F =
∫

V

{
fphase +fgrain +fgrad

}
dV, (7)fphase = mp

{
(1 − φ)2

× Φ(τ)+φ2[1 − Φ(τ) ]
}

. 

(8)φ is the phase field; φ = 0 in the liquid phase and 1 in the solid phase.mp =
3
4

σp
(

Δfp

)
lp 

is the pre- 

coefficient, where σp denotes the solid liquid interfacial energy assumed isotropic and constant, and lp is 

the solid liquid interfacial width (adjustable variable).Φ(τ) =
1
2
{1 − tanh[ϑ × (τ − 1) ] }, ϑ is the constant 

assigned to ensure that Φ(τ) tends to be 0 when τ > 1 and 1 when τ < 1. Thus, Φ(τ) = 0 in the liquid 
phase and 1 in the solid phase. This allows to consider the temperature field influence on liquid to solid 

transformation.fgrain = mg

[
∑NG

i=1

((
φsi)4

4
−

(
φsi)2

2

)

+γ
∑NG

i=1
∑

j∕=i
(
φsi)2 ( φsj)2

+
1
4
+(1 − φ)2∑NG

i=1
(
φsi)2

]

. 

(9)mg =
3
4

σg0(
Δfg

)
lg 

is the pre-coefficient, where σg0 is the constant, lg denotes the grain boundary width 

set as lg = lp, Δfp and Δfg are the maximum height of the barrier in the free energy density between two 
minima;γ is the model parameter, its value is determined by grain boundary energy and width.fgrad =

κp

2
(∇φ)2

+
κg

2
(
∇φsi)2. (10)κp =

3
4

σplp and κg = akσglg are the gradient term coefficients for solid liquid 

interface and grain boundary, respectively.σg = σg0

{
1+∊′

(
cos4θinc + sin4θinc

) }
is the grain boundary 

energy, ∊′ is the phenomenological parameter that controls the anisotropy strength, θinc is the 
inclination angle, which is the minimum angle between the normal direction of the grain boundary and 

the 〈001〉 orientation.Governing equations (time-dependent Ginzburg-Landau equations):
∂φ(r, t)

∂t
=

− Lp
δF
(
φ,φsi,T

)

δφ(r, t)
, (11)

∂φsi(r, t)
∂t

= − Lg
δF
(
φ,φsi,T

)

δφsi(r, t)
. (12)t is time;r is the coordinate vector;Lp and Lg 

denote the temperature-dependent kinetic coefficients related to mobility of the solid liquid interface 

and grain boundary;Lg =
Dg

aklg
, where Dg = D0exp

(
−

Qg

RT

)

is the grain boundary mobility; D0 is the 

constant pre-exponential coefficient. 
2D substructure-scale model deiscribing the evolution 

of Ti-6Al-4 V titanium alloy in conditions similar to 
EPBF[762] 

Total free energy density:f(c,φ) = h(φ)fs(cs) + {1 − h(φ) }f l(cl) + ω ⋅ g(φ), (13)c = h(φ)cs +

{1 − h(φ) }cl, (14)μs(cs) = μl(cl), (15)h(φ) = φ3 ( 6φ2 − 15φ+10
)
; g(φ) = φ2(1 − φ)2; c is the solute 

concentration. The chemical potentials μl and μs of liquid and solid phases, respectively, can be found 
from the respective free energy densities f l and fs. As in the previous row, the phase field φ = 0 in the 

liquid phase and 1 in the solid phase.Governing equations (PF and diffusion equations):
∂φ
∂t

=

M
[
ε2∇2φ − h′(φ)

{
f s − f l

}
− ω ⋅ g′(φ)

]
, (16)

∂c
∂t

= ∇ ⋅
[ D(φ)
∂2f/∂c2

∇
∂f
∂c

]

. (17)M is the PF parameter;D is the 

solute diffusion coefficient;ε is the gradient energy coefficient;ω is the height of double potential. 
2D substructure-scale model describing the evolution of 

IN718 nickel-based superalloy in conditions similar 
to EPBF[763] 

Governing equations for PF and concentration variables[759]:τ0a(n̂)
[
1 − (1 − k)

z − Vpt
lT

]
∂φ
∂t

=

∇ ⋅
[
W(n̂)2

∇φ
]
+ φ − φ3 − λg(φ)

[
U+

z − Vpt
lT

]

, (18)
( 1 + k

2
−

1 − k
2

φ
)

∂U
∂t

=

∇ ⋅
[
DLq(φ)∇U+a(n̂)W{1 + (1 − k)U }

∂φ
∂t

∇φ
|∇φ|

]

+
1
2
[1+(1 − k)U ]

∂φ
∂t

. (19)The solute concentration c 

is described with a generalized supersaturation fieldU =
1

1 − k

(
2kc/c∞

1 + k − (1 − k)φ
− 1
)

. 

(continued on next page) 

M. Bayat et al.                                                                                                                                                                                                         



Progress in Materials Science 138 (2023) 101129

52

scale modeling is helpful for the identification of dendrite tip growth rate, which might be integrated into grain scale front tracking 
approaches. 

As mentioned above, the PF approach is very flexible depending on the modelling intent and is mathematically rigorous, which 
requires profound expertise in the area. Table 7 serves for illustrative purposes to demonstrate a wide variety of the PF mathematical 
formulations available in the MAM space, both for the grain and substructure scales. As might be seen from Table 7, PF models require 
a number of different material and model parameters, which induces uncertainty related to the choice/identification of each 
parameter, in particular considering that the material parameters might be unknown (e.g., temperature-dependent mobility co-
efficients [623]). On the other hand, atomistic simulations help obtain material parameters (e.g., kinetic coefficients) [767], which 
highlights the need for multiscale modeling for MAM. Fig. 44 shows some examples of model predicted microstructures using the grain 
scale and substructure scale PF models. 

In summary, the PF approach has a profound physics-based fidelity in describing microstructure features and the composition 
evolution but requires an accurate consideration due to uncertainty related to a variety of necessary material and model parameters, 
the very mathematics and the required profound expertise in the area. Körner et al. [623] highlight the importance of the PF method in 
bridging between atomistic and grain scale approaches to simulate microstructure evolution. However, as compared to CA and kMC 
Potts methods, the PF approach still requires considerable computational time. Even at the grain scale, it is capable to simulate few 
tracks and few layers in a 3D setting, and a search of the literature revealed very few studies capable of such simulations. 

3.2.1.5. Challenges and future directions. Due to extreme process conditions, additively manufactured metals and alloys considerably 
differ in their microstructure from those fabricated by casting, mechanical working and subtractive machining techniques. Back in 

Table 7 (continued ) 

Topic, highlights and reference PF model 

(20)a(n̂) ≡ a(θ) = 1+∊′cos4θ is the fourfold surface energy anisotropy function for cubic crystals, with 
the inclination angle θ = arctan(∂zφ/∂xφ); c∞ is the average solute concentration far from the 
solid–liquid interface.The phase field φ = − 1 in the liquid phase and 1 in the solid phase.k is the 
partition coefficient;g(φ) =

(
1 − φ2)2 is the double-well function that stabilizes the two phases φ 

ensuring that g( − 1) = g(1) = 0; q(φ) = (1 − φ)/2 ensures zero solute diffusivity in solid;DL is the solute 
diffusivity in the liquid;lT = |mL|c∞(1 − k)/k/G is the thermal length; mL is the liquidus 
slope;W = doλ/a1 is the interface width (length scale); a1 and λ are constants; do = Γ/|mL|(1 − k)cl is the 
capillary length; Γ is the Gibbs-Thomson coefficient; cl = c∞/k is the concentration in the liquid at the 
interface.τ0 = a2λW2/DL is the relaxation time; a2 is the constant.The model considers the ‘frozen 
temperature approximation’, which translates the temperature gradient G along the vertical z axis 
following T = T0 + G

(
z − Vpt

)
; T0(z = 0, t = 0) is a reference temperature.The main variables φ and U 

are related to the temperature T through the term 
(
z − Vpt

)/
lT in Eq. (21) where Vp can be found from 

the melt pool solid liquid interface determined from thermal simulations. 
2D substructure scale non-equilibrium model 

describing the rapid solidification microstructure of 
Ni–Nb alloy in conditions similar to LPBF[753] 

Free energy functional:F =
∫

V

{
fint f +fchem

}
dV, (22)fint f =

4σαβ

η

{

−
η2

π2 ∇φα ⋅ ∇φβ +φαφβ

}
, (23)fchem =

φαfα(cα) + φβfβ
(
cβ
)
+ λ
{

c −
(
φαcα + φβcβ

) }
. (24)σαβ is the interfacial energy between α and β phases;η 

is the interface width;φα/β is the phase fraction of a corresponding phase, φα + φβ = 1; cα/β is the 

concentration of a corresponding phase;c is the overall concentration;fα/β is the free energy density of a 
corresponding phase derived within the CALPHAD formalism [768]λ is the Lagrange multiplier needed 
to ensure the solute conservation constraint c = φαcα + φβcβ.At the alloy composition calloy = 3.2 (at% 

Nb), two phases (liquid and γ) readfαVm = cαG0
Nb + (1 − cα)G0

Ni + RT{cαln(cα)+(1 − cα)ln(1 − cα) } +

cα(1 − cα)
∑n

i=1Gi(2cα − 1)i, (25)Vm is the molar volume;G0
Nb and G0

Ni are the reference states of 
constituent elements;Gi are coefficients that contribute to excess Gibbs energy.Governing equations for 
the phase concentrations (obtained using variational principles):φα ċα = ∇(φαDα∇cα) +

Pint fφαφβ

(∂fβ

∂cβ
−

∂fα
∂cα

)

− φαφ̇α
(
cβ − cα

)
, (26)φβ ċβ = ∇

(
φβDβ∇cβ

)
+ Pint f φαφβ

(∂fα
∂cα

−
∂fβ

∂cβ

)

− φβφ̇β
(
cα − cβ

)
, 

(27)Dα/β is the chemical diffusivity in the respective phase;Pint f = 8M/aη is the interface permeability; 

M is the atomic mobility; a is the lattice constant.Governing equations for the phase fractions (obtained 

using variational principles):φ̇α = K
{

σαβ

[
∇2φα +

( π
η

)2 (
φα −

1
2

)]

−
π2

8η Δgφ
αβ

}

, (28)K =

8Pint fηMαβ

8Pint f η + Mαβπ2
(
cα − cβ

)2, (29)Δgφ
αβ = fα − fβ +

(
φα

∂fα
cα

− φβ
∂fβ

cβ

)
(
cβ − cα

)
, (30)Mαβ is the interfacial 

mobility;Δφ
αβ is the chemical driving force.K is the kinetic coefficient showing the effect of finite 

diffusion and redistribution at the interface.The governing equiation for φβ can be derived from φβ =

1 − φα. For the solid–liquid interface characterised by fourfold anisotropy, he interfacial energy and 

interface mobility are approximated asσαβ(n) = σ0
αβ

(
1 − ∊

[
3 − 4

(
n4

x + n4
y

) ])
, (31)Mαβ(n) =

M0
αβ

(
1 − ∊

[
3 − 4

(
n4

x + n4
y

) ])
, (32)σ0

αβ is the interfacial energy coefficient; ∊ is the anisotropy 

coefficient; M0
αβ is the interface mobility coefficient; n =

(
nx; ny

)
is the interface normal vector defined 

as n = |∇φα|/∇φα.α represents a solid phase.  
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2017, Francois and colleagues in their seminal perspective paper [769] highlighted that AM microstructures provide ‘a rich avenue’ for 
research into ‘into the long-standing endeavor of understanding and quantifying the process-to-performance linkage for material 
response’. This remains particularly relevant now. 

New microstructure modeling approaches and further development of the existing ones remain an important priority for better 
process and performance representation and optimization. We outline some of the challenges below. 

The continuous nucleation models employed to describe the generation of new crystals in front of a solid–liquid interface are 
empirical in essence and thus rely heavily on experimental data. These models use parameters that are supposed to be derived from 
experiments, as it was done for microstructure simulations of casting [651,770,771]. To our knowledge, however, currently param-
eters are either some random parameters, in particular where a model is presented without validation or phenomenon analysis, or are 
based on some earlier published literature where they are adjusted to obtain final microstructures similar to those observed experi-
mentally in another manufacturing process [667,691,707,772] and sometimes they are chosen mistakenly. Admittedly, Boettinger 
[773] emphasized the difficulty of estimating the nucleation temperature because of poorly known materials parameters and potency 
of catalytic nucleation sites. In many processes, including MAM, very little is known about the temperature distribution of nuclei 
dN/d(ΔT). That is why sometimes researchers tend to use even simpler functions than Eq. (17) to describe nucleation. 

Overall, research applying physics-based nucleation models supported by experiments will be helpful, in particular in computa-
tional materials design for MAM and in the prediction of AM microstructures of metallic materials with pronounced nucleation ten-
dency (e.g., aluminum alloys [628,774]). While the research community is still on the way to the former direction, microstructures of 
AM materials with pronounced nucleation tendency are currently simulated either with artificial generation methods [628] or based 
on calibration [706]. We believe that the solution of this challenge might be found in applying multiscale microstructure modeling 
approaches. 

Furthermore, it is common practice for many microstructural models to approximate complex multi-component alloys as binary 
ones (e.g. [641,643,653,657,775]) to decrease the model complexity and computational cost. This approach is rational; however, it 
involves a number of assumptions that might not accurately approximate the reality and thus bring inaccuracy and uncertainty in 
microstructure simulations. In the future, this issue should be carefully analyzed. 

3.2.2. Deposition-scale MAM models (heat transfer, CFD, spatter, stresses, etc.) 
In this sub-section and as mentioned in the prelude to section 3.2 on modelling of MAM processes, simulation platforms that model 

the melt pool and/or its surrounding’s conditions will be covered. The current sub-section is sub-divided into three different modelling 
groups of; I) powder-gas dynamics models, II) melt pool evolution models and finally, III) fully coupled powder-gas–melt pool sim-
ulations. The first group of deposition-scale models, simulates the aerodynamic conditions evolving around the deposition zone and 
capture the powder-gas interaction in both L-PBF and DED processes and does not take the melt pool’s internal fluid dynamics into 
consideration. The second group, the melt pool evolution models, simulate the melt pool’s evolving temperature field, velocity field 
and ultimately, the hydrodynamic conditions of the surface of the melt pool in MAM processes. The last group, the fully coupled 
models, simulate the entire powder-gas and melt pool conditions at the same time and thus the mutual impact of the surrounding gas 
dynamics and the adjacent moving powder particles on the melt pool’s internal heat and fluid flow. Especially contributions in the 
second group are more frequent in literature and this will to some extent also be reflected in our presentation, whereas the scarcity of 
the latter group of deposition-scale models means that we will treat the relatively few available models more in depth. 

3.2.2.1. Powder-gas dynamics simulations. As per their name, powder-gas models are used to predict the aerodynamics conditions of 
surrounding or shield gas near the melt pool borders. Depending on their complexity, these models can simulate the powder particles’ 
trajectory, their motion dynamics as well as their temperature and fusion conditions, see Fig. 29. 

In the L-PBF process, these models (see Fig. 45) can be used for simulating the cold spatter phenomenon i.e. the dislocation and 

Fig. 44. Examples of PF simulations of AM microstructures: subfigures a-e are related to the PBF fabricated Ti-6Al-4 V [764]; subfigures f-g to LENS 
fabricated 304L stainless steel [728]. 
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ejection of nearby solid-state powder particles close to the melt pool location (there has also been some attempts to model hot spatter 
[776] by [777]). When the amount of input energy delivered to the scanning area is sufficiently high, evaporation of the metallic phase 
initiates and this leads to the ejection of vaporized metal where an upwards jet stream forms and this jet tends to create a local low- 
pressure zone that drags the adjacent powder particles in and then carries them almost vertically up into the chamber [778,779]. 

Early examples of such simulations are the works by Masmoudi, Bolot and Caddet [780] and Bidare et al. [781] where in the 
former, the vapor plume forming in L-PBF of 316-L is simply modelled via adding a mass source into the mass balance equation, and in 
the latter, the Knudsen layer’s assumption [782,783] is used to obtain the temperature-dependent vapor jet’s velocity. Furthermore, in 
both of these works [780,781] the concentration of the evaporated metal in the surrounding is also calculated as a separate field 
variable. Bidare et al. [781] specifically reported a plume velocity of 800 m.s− 1 based on their 2D finite element simulation. In both 
simulations [780,781], the powder layer is modelled as a continuum domain with effective properties. Therefore, a major drawback of 
this type of continuum-based powder layer assumption is that the explicit powder-powder as well as the powder-gas interaction is not 
simulated and these models can only model the plume formation in the presence of a resting surrounding gas. In a recent publication 
from the same group, Bitharas et al. [784] extended their previous 2D model to a 3D to study the influence of cross flow in LPBF of 316- 
L steel, still assuming a continuum domain for powder particles. However, still the major drawback of this model is its inability to 
explicitly track the powder particles’ motion as well as their flying distance and relocation on the powder bed. 

Li and Tan [785] developed a 2D computational fluid dynamics (CFD) simulation coupled with a Lagrangian particle tracking (LPT) 
solver to simulate the interacting powder-gas conditions in the L-PBF process of Ti6Al4V. The vapor plume was explicitly modelled by 
adding a jet-like boundary condition with an experimentally-found [20] inlet velocity of 500 m.s− 1 with a width of 200 μm [785]. 
Furthermore, the pressure- and velocity-related forces from the CFD simulation of the hosting fluid were calculated and then mapped 
to the Lagrangian points of the powder particles to find their linear as well as angular velocities. In [786] a 3D coupled finite volume 
(FVM) discrete element method (DEM) model was developed to simulate cold spatter during L-PBF of 316-L stainless steel. In a similar 
manner to [785], in [786] a localized moving jet boundary condition with prescribed velocity of 150 m.s− 1 and temperature of 3080 K 
was added to account for the plume’s thermo-aerodynamics impacts on the powder particles. Very recently, a somewhat similar 
methodology was applied in [787] where the focus is more on how different jet angles could lead to the denudation. In [788] a 2D axis- 
symmetric model of the vapor plume formation as well as the subsequent spatter was developed using a particle-based gas kinetic 
direct simulation Monte Carlo method. Like the previous works by [785,786], in [788] the plume was simplified by simulating it with 
an inlet boundary condition with prescribed temperature. This assumption would give satisfactory results while predicting the powder 
particles’ motion, but it lacks the ability of taking the unsteady and highly transient behavior of the vapor plume, as triggered by melt 
pool’s instability, into account. 

In contrast to the very recent L-PBF models discussed above, powder-gas simulations of powder DED processes have been under 
constant development well over 20 years, therefore they are more matured. Powder-gas simulations of powder DED are made mainly 
numerically and to a lesser extent and mostly in the 2000′s, analytically, with the primary goal of predicting the powder particles’ 
concentration at different cross-sections of the powder stream and along the injection direction. In another analytical model in [789] it 
was assumed that the powder concentration is inversely related to the width of the powder streams during powder DED. In another 
analytical model presented in [790] it was shown that the powder concentration profile transforms from an annular shape to a nearly 
Gaussian shape at the convergence point of the streams. Furthermore, they simulated the attenuation of the laser beam based on the 
Beer-Lambert law while using the analytically-derived powder particles’ concentration profile mentioned earlier. In a later work, an 
analytical model was used to predict the powder particles’ temperature while accounting for laser attenuation [791]. In their thermal 
model, they assumed that laser attenuation is proportional to the total area occupied or shadowed by the powder particles and they 
finally reported a laser attenuation of 7%, 28% and 39% at the focal point of powder streams, − 1.00 mm and − 2.00 mm below this 

Fig. 45. Two snapshots of an powder-gas dynamics simulations of the spatter phenomenon from: (a) top view and (b) side view. The plume’s 
motion dynamics is explicitly modelled via adding a momentum source with prescribed temperature and velocity magnitude (see (b)). Spatter 
simulations developed based on FVM-DEM at DTU. 
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plane, respectively. Finally in the analytical work [792], the influence of the angle between the powder jet and the laser beam in 
powder DED on the temperature of the powder cloud was studied and it was reported that the maximal attenuation is achieved under 
the perfect alignment, as expected. 

Although analytical models of powder DED give a quick and approximate estimate of the powder-gas conditions along with the 
particles’ evolving temperature, they have limited applications as they neglect important physical phenomena such as turbulence, 
stochastic motion of powder particles and their shadowing effects. Therefore, analytical models could be considered as a simple 
estimation tool that could replace advanced and time-consuming numerical simulations for industrial purposes and mainly for 
parameter adaptation. 

Due to the mentioned limitations of analytical models, the focus of the more recent research works within the field has shifted 
towards numerical simulations, especially since they better resemble the real manufacturing conditions and have fewer fundamental 
assumptions. One of the earliest CFD simulations with an isothermal assumption was done by Lin [793] in 2000 and in this model, the 
powder-gas mixture was treated as a separate phase with its dispersion in the primary phase, i.e. the ambient gas being simulated with 
the dispersed phase method (DPM). Furthermore, Lin [793] accounted for turbulent flow and as a result solved the conservation of 
turbulent kinetic energy and its dissipation rate along with the continuity and linear momentum balance partial differential equations 
(PDEs). Table 8 lists the most important PDEs that describe this class of numerical simulations for powder DED as well as L-PBF 
processes. Note that the turbulence terms typically apply to powder DED simulations only. 

In this type of powder-gas dynamics simulations, the Reynolds averaged Navier-Stokes (RANS) equations are solved in a Eulerian 
framework, while the DPM equation is solved via a force balance for the individual particles and on a Lagrangian framework. Flow 
compressibility, mutual powder-gas momentum coupling and finally turbulence are the three major physical phenomena in powder- 
gas aerodynamics models of powder DED processes and the complexity and accuracy of such models will be distinctly different 
depending on the inclusion or exclusion of these three types of physics. For instance, Zekovic et al. [797] developed an FVM-based 3D 
isothermal incompressible turbulent CFD model to simulate the aerodynamics conditions of powder streams during co-axial powder 
DED of H-13 tool steel. In their work, they considered the mutual momentum impact between powder particles and the carrying gas 
flow via introducing the ΦP-F,i (N.m− 3) term in the RANS momentum equation (see Table 8), whereas in the earlier work of Lin [793] 
only the drag force from the host fluid on the powder particles was considered and as a result, the ΦP-F,i (N.m− 3) term was set to zero. 
Moreover, Zekovic et al. [797] predicted the transformation in the shape of the powder concentration profile and subsequently 
identified the location of maximum powder concentration. In another work, Zhang et al. [798] developed a 2D axis-symmetric 
isothermal turbulent FVM-based CFD simulation with one-way coupling between the powder particles and carrier flow gas in the 
commercial software package ANSYS Fluent and reported that the powder concentration profile closely follows a Gaussian distribution 
near the focal plan where the powder streams converge and this is in agreement with widely-observed experimental investigations as 
well. In [799] a 2D thermo-aerodynamics compressible CFD simulation of powder DED with laminar flow assumption was developed 
and similarly to [793], DPM was used to calculate the powder particles’ motion in [799]. As an entirely new feature as compared to 
[793], in [799], the temperature of the powder particles was determined based on a lumped thermal capacity analysis while ac-
counting for laser absorption, radiative and convective heat transfer to the ambient as well as the particles’ latent heat of fusion. 
Furthermore in [799] it was noticed that even though the Mach number is below 0.1 in all the simulations, the compressibility 
assumption is still valid since the gas density could change due to temperature changes during the laser heating step. This conclusion 
underlines the fact that the isothermal flow assumption could lead to inaccurate results, especially since the temperature rise due to 
laser heating is so significant that assuming incompressible flow is not valid. 

Similar models but with the inclusion of turbulence were made in [800–802] where their salient features were including the shape- 
dependent drag coefficient in [800] (see Fig. 46 (b)), the particles’ restitution coefficient in [801] and finally the laser attenuation 
effect in [803]. According to [801] a lower restitution coefficient of 0.91 leads to a more focused and less dispersed powder stream, 
compared to the case with 0.99 restitution coefficient. 

Tabernero et al. [802] simulated the powder concentration profile at different lengths along the deposition direction and they 
noticed that the maximum powder concentration level gradually drops due to damping of the streams into the resting host fluid. In 
their later model [803], they also accounted for laser attenuation and assumed that this only occurs after the focal plane [805], while 

Table 8 
List of PDEs describing powder-gas dynamics simulations of MAM processes [794–796]. Superscript ()F denotes fluid. ρ (kg.m− 3) is the density of the 
fluid.  
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the laser attenuation is proportional to the projected area of powder particles. A more advanced thermal model that included both 
laser’s initial and its subsequent back-reflection from the base plate impact on the powder particles, in addition to the initial laser 
irradiation by the laser for particles’ temperature calculation was developed in [806] using the CFD-ACE + software package. It should 
be noted, however, that the fluid flow of the gaseous phase in [806] was considered to be laminar, as opposed to the earlier mentioned 
works accounting for turbulence. The laser beam attenuation was modelled in [807] and was set proportional to the total number of 
powder particles overshadowing the laser beam column. One of the most recent and most advanced aerodynamics simulations is 
presented in [804] which entails a two-way coupled turbulent flow CFD simulation of powder DED, see Fig. 46 (a). As was the case in 
[793] dated back from 2000, DPM was also used to model the powder particles’ motion dynamics in [804]. Moreover, as a completely 
new feature, an advanced laser model was added where the transport of the Gaussian laser as well as its attenuation was modelled by 
introducing a PDE in the convective-diffusive form. 

It is worth mentioning that the extent to which the major physical phenomena of turbulence, compressibility, base plate reflection 
and powder-gas momentum coupling, affect the powder-gas thermo-aerodynamics conditions is not clear, and literature lacks a 
dedicated work on how these influence the accuracy of powder-gas dynamics models of MAM. 

The powder-gas dynamics models are well-suited for obtaining the location of impact of injected powder particles especially during 
the powder DED process in which its heat source has a small effective diameter. In this situation, it would be very cumbersome to 
establish the exact location of impact of the incoming powder particles experimentally, and hence powder-gas dynamics models could 
be implemented to pre-check how different nozzle designs and input parameters affect the dispersion of powder streams thus acting as 
a tool to tweak the process parameters to result in the highest powder catchment efficiency possible. However, it must be emphasized 
that standalone powder-gas simulations of powder DED processes are not able to give any indication of melt pool morphology and as 
such they are only used for the external flow analysis outside the melt pool. Hence, in order to model the entire process more real-
istically, they must be augmented by including melt pool simulation as well resulting in fully coupled powder-gas–melt pool models. 

As regards the powder-gas models of the L-PBF process, such as the works by Chen and Yan [786] and Li and Tan [785], even 
though they do not simulate the melt pool evolution and the resultant transient behavior of the plume, these models are still very useful 
for predicting the denudation that could potentially lead to big surface defects when printing multiple tracks and layers. Further works 
are required to study how chambers with low pressure (near to vacuum) and at high Knudsen numbers could change the resulting 
denudation pattern. 

3.2.2.2. Melt pool evolution simulations. Melt pool models constitute the largest part of the available simulations related to MAM and as 
their name also suggests, this type of models are used for predicting the transient evolution of different field variables related to the 
melt pool, and depending on the type of model, these variable could be liquid metal velocity, pressure, surface deformation, stresses, 
phase fraction, temperature, etc., see Fig. 29. Melt pool simulations of MAM processes in the broadest form could be divided into the 
two primary groups of conduction-based and transport-based simulations. The main distinction between these two types of simulations 
is whether they account for the fluid flow inside the melt pool. In this respect, conduction-based models only solve the PDE for energy 

Fig. 46. (a) Simulated trajectory of ejected powder particles during powder DED of stellite 6 using the DPM method colored with calculated 
temperature [804]. (b) Predicted laser heat flux along the irradiation axis [800]. Note that in the latter, the laser heat flux attenuation is triggered by 
the beam’s defocusing with 3.7◦ divergence angle. 
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balance with an assumed velocity of zero, while transport-based models apart from solving the energy balance also obtain the velocity 
and pressure fields from solving the coupled continuity and linear momentum balance together. 

Although a significant amount of work has been done on numerical modelling of MAM processes, many research groups have also 
attempted to obtain the evolving temperature fields in these processes via various analytical models. This was for instance shown in the 
work of Kar and Mazumder [808] who solved the 1D transient temperature field during DED via a multi-region analytical model 
inspired by the classical textbook by Carslaw and Jaeger [809]. Bontha et al. [810] used the 2D version of the Rosenthal’s solution to 
obtain the temperature field around the melt pool in MAM of Ti6Al4V. They subsequently compared their calculated solidification 
parameters with the ones determined by an FEM thermal simulation and they could observe a very good agreement. Later on, Bontha 
et al. [811] extended their model to 3D and simulated the temperature field over an entire part during MAM. Other than Rosenthal’s 
solution, there are also different types of analytical models, like the Eager-Tsai [812] distributed heat source model, which is primarily 
developed for welding applications but are also applicable to MAM processes. El Cheikh et al. [813] (see Fig. 47 (a)) and Lalas et al. 
[814] made analytical-geometrical models to predict the shape of the tracks during DED and in the former, they described the shape of 
DED tracks with a semi-circular cross-section with radius and distance from the base plate defined as inputs. In [815] and [816] a 
closed-form mathematical formulation for predicting the evolution of temperature around the melt pool during MAM of 316-L steel 
and In625 was presented (see Fig. 47 (c)). Important solidification parameters such as cooling rate and temperature gradients were 
then determined in [815] by simply extracting spatial and temporal derivatives from the model. 

However, similar to the shortcomings of the analytical powder-gas dynamic models, analytical melt pool models have fairly little 
application as they ignore a long list of important physics such as melting, fluid flow, surface deformation, thermo-capillarity, etc. 
These major assumptions render such easy-to-use models inadequate when it comes to understanding sophisticated mechanisms 
behind defect formation. Therefore, numerical simulations are comparatively a much better platform for involving the interacting 
physics occurring during MAM processes. 

3.2.2.3. Conduction-based models. A large portion of thermal models of MAM processes in literature are conduction-based FEM 
simulations. In these, the transient temperature as well as the liquid fraction, are the two most important field variables which are 
obtained by solving the energy balance PDE which is coupled with a melting model that defines the change of liquid fraction with 
temperature, see Table 9. Except from perhaps a few 2D thermal simulations of MAM processes, e.g. [817], the majority of conduction- 
based models are 3D FEM-based simulations [818–821]. One could also point out to the works by Hoadley and Rappaz [822] and 
Kumar and Roy [823] who modelled the thermal conditions of DED while considering its longitudinal cross-section using the FEM and 
FVM, respectively, and the work by Ya, Pathiraj and Liu [824] (see Fig. 48 (a)), who simulated the temperature field at the frontal 
cross-section of DED while using an adaptive re-meshing technique for the material addition. 

The FEM-based thermal model of the L-PBF process of In625 of Criales, Arisol and Özel [825] is another rare example of a 2D 
simulation of MAM processes (see Fig. 48 (b)). Such 2D simulations are of limited use when it comes to modelling sophisticated 
scanning patterns or complex geometries and due to this, such models are now considered obsolete. 

Fig. 49 (a) shows a 3D view of a typical conduction-based thermal model of the PBF process. As observed in Fig. 49 (a), the 
computational domain is divided into two continuum regions with the upper thinner domain representing the powder layer while the 
bigger underlying domain is the already-manufactured or so-called bulk region. In almost all of the conduction-based models of the 
PBF processes, a volume-averaging or mass-averaging is carried out to obtain the effective thermo-physical properties such as thermal 
conductivity, density, specific heat capacity and effective surface emissivity. As earlier mentioned, such purely conduction-based 
models assume the velocity field and hence the convective terms in the PDE for energy conservation to be zero. 

The assumption of using a continuum domain with effective properties is mainly due to the fact that explicit representation or 
modelling of individual powder particles in conduction-based simulations makes fairly little sense, especially because the powder 
particles cannot flow even after melting and therefore their non-ideal point-contacts (see Fig. 49 (b)) would make the conduction heat 
transfer extremely difficult and as a result, the temperature field could be highly overestimated. 

There is a wide range of empirical equations which express average thermal properties based on porosity and the powder bed 
properties, see Table 10. In [818] as an example, the thermal conductivity of the powder layer was approximated based on a power-law 
given in Table 10 while also incorporating two material phase changes into the FEM model; an irreversible phase change for simulating 
the powder-to-bulk transition and a reversible phase change model for simulating the solid-to-liquid transition. 

Fig. 47. (a) Schematic of the analytical-geometrical model developed in [813] and (b) the resulting predicted cross-sections. (c) Front view of the 
temperature field within the melt pool calculated with the analytical formulation derived in [815]. 
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Table 9 
PDE of energy balance in its general form in addition to a set of boundary conditions typically used for melt pool 
evolution models.  

Energy conservation ∂
∂t
(ρh) +

∂
∂xj

(
ρujh

)
=

∂
∂xk

(

k
∂T
∂xk

)

+
∑

q̇″′
∀

Exposed surface boundary condition 
− k

∂T
∂xn

⃒
⃒
⃒
⃒
Ω

= ∊ϛ
[
T4 − T4

surr
]
+ hconv[T − Tsurr ] +

∑
q̇″

Ω 

Enthalpy definition 
h(T) = href +

∫T

Tref

ρcp(T)dT + fl(T) ⋅ ΔHsl  

Fig. 48. (a) The 2D profile model with re-meshing of DED [824] (b) The 2D conduction-based model for the L-PBF process of In625 [825].  

Fig. 49. (a) Predicted temperature of the L-PBF process using a conduction-based FEM model developed in COMSOL Multiphysics, where the 
powder domain is simulated with a mass-averaging method. (b) Predicted temperature contours from a conduction-based FVM thermal model 
(developed in Flow-3D) in which the powder particles are resolved explicitly. Since there are small point contact areas in between particles, 
temperatures are overestimated as heat cannot be dissipated properly by conduction only. Both of the figures are produced internally at the 
Technical University of Denmark, DTU. 
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As also given in Table 9 and shown in Fig. 49 (a), the thermal impact of the laser in the L-PBF process is typically simulated via a 
moving Gaussian heat flux. [836,837] used this type of thermal boundary condition to simulate the melt pool evolution during L-PBF of 
AlSi10Mg and commercially pure titanium and they studied the change in instantaneous cooling rate during the process. While most of 
the conduction-based thermal models use a fixed domain size, [838,839] took the layer height reduction into consideration in their 
FEM models. 

Conduction-based thermal simulations of L-PBF have been mainly used for identifying the best set of process parameters for 
achieving a sound and smooth track or bulk morphology [830,832] and this was mainly before 2017 from when the transport-based 
melt pool models gradually started to replace conduction-based models for PBF simulations in literature. Furthermore, conduction- 
based simulations are not well-suited candidates for predicting the track quality, as these models do not account for the two impor-
tant physical phenomena of surface tension and overall fluid dynamics that eventually decide the final shape of a track. 

Aside from single-track defects, the gradual temperature increase of the part due to heat accumulation is another phenomenon 
occurring in almost any MAM process [478,840–842] potentially changing the metallurgical phase of the already-printed layers. 
Roberts et al. [843] did one of the earliest studies related to this heat accumulation and simulated the temperature field during the 
printing of 5 layers of Ti6Al4V with L-PBF and they noted that the temperature at the already-manufactured layers continues to grow 
due to the subsequent thermal loads while new layers are being printed. Along the same line, Liu, Zhang and Pang [844] simulated the 
temperature field during L-PBF of 3 single tracks of 316-L, which were directly made on top of each other, and they observed that the 
melt pool size grows monotonically at later layers and they mainly ascribed this to the gradual heat accumulation. 

Compared with PBF processes, the heat accumulation effect is substantially more pronounced in DED processes. Based on the 
process specifications given in Table 11 and by doing a rule-of-thumb calculation, the linear energy density (LED) for a typical DED 
process is at least 1 [852] and normally between 2 and 3 orders of magnitude larger than the LED typically used in a PBF process. 
Manvatkar et al. [853] for instance developed an FEM-based thermal model and predicted both the melt pool growth and solidification 
cooling rates during DED of 316-L stainless steel and they noticed a continuous melt pool growth while printing subsequent layers. 

One of the main advantages of conduction-based MAM simulations is their lower computational requirements when compared to 
simulations with higher fidelities such as transport-based models. This advantage of shorter runtimes consequently makes it easier to 
couple thermal models to any possible subsequent solver, such as a metallurgical, kinetic or mechanical model. For instance, Costa 
et al. [854] presented an FEM-based conduction model coupled to a kinetic model to predict spatial phase transformation during 
powder DED of AISI 420. They found that two distinct regions, one predominantly martensitic on the upper half and the other, mainly 
tempered martensite and on the lower half, form during the process. In their thermal model they assumed that an element or a block of 
deposited material is activated at an initial temperature equal to the liquidus temperature mainly inspired by the work by Neto and 
Villar [855]. Suarez et al. [856] and Lakhkar et al. [857] developed relatively similar thermo-kinetic models where in the former, 
Suarez et al. [856] implemented the Johnson-Mehl-Avrami equation to predict the phase fraction transformations during DED of 
Ti6Al4V. As an example within PBF processes, Raghavan et al. [858] made a thermo-metallurgical model of the EB-PBF process of 
IN718 and they ultimately predicted the impact of four main input process parameters on important solidification parameters such as 
the morphology factor and the solidification cooling rate. Yin et al. [859] studied the change in dendrites growth direction during 
multi-layer L-PBF of Ti6Al4V with their thermo-metallurgical model where they finally reported the growth direction converges to a 

Table 10 
Selected effective thermo-physical properties of the powder bed for PBF simulations.  
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certain value after printing a couple of layers. Zhang et al. [860] made an attempt to couple their FEM-based thermal model to a 
subsequent CA-based microstructural simulation for the DED process of Ti6Al4V. 

As also given in Table 9, there are at least two possibilities of including the thermal effects of heat sources in MAM into the energy 
balance equation, one via modelling the laser as a moving heat flux (

∑
q̇″
∀ (W.m− 2)) and hence imposing it as a surface boundary 

condition and another by including it as a source term on the right hand side of the energy balance PDE (
∑

q̇″′
∀ (W.m− 3)). According to 

literature, the laser in L-PBF is mostly simulated as a heat flux on the top exposed boundary of the computational domain whereas for 
the EB-PBF process, the electron beam’s thermal impact is directly modelled as a volumetric heat source. This could most certainly be 
argued from a physical point since the laser’s energy gets absorbed at the surface under irradiation while for EB-PBF, the kinetic energy 
of electrons is transformed into internal energy of the material within the irradiated zone [861,862]. 

Although the majority of the L-PBF thermal models represent the laser with a surface heat flux, a few contributions can actually be 
found in which the authors simulate the laser/material interaction via a volumetric heat source. [863] and [864] for instance modelled 
the thermal influence with volumetric heat sources. In the former, [863], they expressed the laser’s thermal impact with a Gaussio- 
cylindrical heat source in which its depth, more specifically the optical penetration depth, needed to be calibrated against experi-
ments. In the latter, [864] used a rather sophisticated approach and instead of applying a pre-determined vertical distribution function, 
they ran an a-priori Monte-Carlo-based ray-tracing simulation [865] to find the correct vertical distribution. 

For DED processes, the heating step could be simulated with either an initial elevated temperature assumption for activated cells, 
heat sources and heat fluxes, or a combination of both initial liquid temperature and heat sources. [866] modelled the temperature 
field while activating the newly-deposited regions at the liquidus temperature during DED of 316-L while [867] and [868] used a 
moving heat flux to simulate the heating process during DED. 

In these works [866–868] the track profile is rectangular Fig. 50 (a) which is far from the actual smooth surface of a DED track. Such 
an assumption could lead to errors in the predicted temperature, mainly because the heat flux is distributed over a flat surface and this 
results in a more uniform temperature field, as compared to the case with a curved surface. Another approach would be to approximate 
the actual shape of the experimentally-observed track profile based on predefined functions Fig. 50 (b) and (c). [869] for instance 
represented the track shape of H-13 DED tracks via a semi-cylinder for simplicity. [870] approximated the track shapes from prior 
experiments via an arced surface and then subjected their activated cells to a moving spherical heat source. A similar approach was 
adopted by [871] who developed an FE-based thermal model with an arced free surface. In a more recent work by [872], the free 
surface of the DED track is predicted by a transport-based model and then the information regarding the position of this free surface is 
fed to a subsequent conduction-based thermo-mechanical model. 

Conduction-based thermal models have been extensively used for predicting the evolving transient temperature field required for 
thermo-mechanical analysis in MAM processes. The main PDEs for thermo-mechanical models of MAM processes are given in Table 12. 

According to Table 12 and based on the standard linear strain decomposition rule, the total incremental strain tensor is defined as 
the sum of elastic, plastic, thermal and metallurgical incremental strain tensors [875]. Nevertheless, since a full thermo-metallurgical- 

Table 11 
A short list of typical input process parameters used for MAM processes.  

Input parameter Process  

PBF DED 

Input power < 500 W < 3000 W 
Scanning velocity < 2700 mm.s− 1 < 20 mm.s− 1 

Beam size < 100 µm < 5000 µm 
Powder size < 60 µm < 150 µm 
references [619,845–849] [850,851] 
Build size 300 by 350 by 300 mm3 3200 by 3670 by 300 mm3 

reference [1]  

Fig. 50. (a) Predicted longitudinal residual stresses for multi-layer DED of In625 with flat surface assumption [873] (b) and (c) show calculated 
longitudinal stress as well as temperature development during powder DED of stainless steel 316 – L with curved free surface. (b) and (c) are based 
on in-house FEM models where the free surface is taken from optical microscopy [874]. 
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mechanical analysis for MAM processes is relatively computationally heavy, most of the stress analyses given in literature are thermo- 
mechanical simulations without any metallurgical analysis. Labudovic and Kovacevic [876] for instance predicted the temperature 
field during powder DED of Monel 400 on AISI 1006 and they noticed increasing residual stresses along the height of the build. 
Kamara, Marimuthu and Li [877] made a thermo-mechanical model of the powder DED process of Waspaloy on IN718 with 6 tracks 
and 20 layers and they used a uniform moving heat flux to model the laser heating. Farahmand and Kovacevic [878] developed a 
thermo-mechanical model based on FEM for powder DED of AISI H13 on ASTM A36. In their simulation, they represented the track 
cross-sectional profile with a curved surface and they furthermore reported that the residual stress magnitude decreases at lower 
scanning speeds. One of the major issues which has not been investigated sufficiently in the literature is the impact of the choice of 
material model on the final stress results. The power-law and bilinear material models shown in Fig. 51 (a) and (b), respectively, are 
the two most employed stress–strain relationships used in thermo-mechanical models of MAM. 

Johnson Cook’s material model given in Table 13 is a closed form stress–strain relationship that expresses stress as a function of 
plastic strain, plastic strain rate and temperature. 

Yang et al. [879] simulated the progressive stress formation during manufacturing of a thin-walled component made of Ti6Al4V 
and with a rectangular cross-section. In their work, the transformation or metallurgical strain was entirely ignored, therefore the 
residual stresses were found via a pure thermo-mechanical analysis. Although the impact of metallurgical phase transitions is often 
ignored in research works related to thermo-mechanical modelling of MAM, the inclusion of phase transformation-induced strains in 
mechanical simulations of MAM is actually very important for Ti6Al4V. Also for other alloys it is very well proven in literature that 
neglecting these strains could lead to sever underestimation of residual stresses in H-13 and AISI 410 [880,881]. 

Heigel, Michaleris and Reutzel [882] developed a somewhat similar thermo-mechanical model of powder DED of Ti6Al4V to that of 
Yang et al. [879] and simulated the evolution of residual stresses as well as the temperature field during manufacturing of single and 
double walls. They furthermore accounted for the stress relaxation and hence set all the remaining process-induced strains to zero, for 
those elements whose temperature went above 640 ◦C. In a later work and from the same research team, Denlinger and Michaleris 
[873] made a thermo-mechanical model of powder DED of the two alloys In625 and Ti6Al4V. In this work, the stress relaxation was 
modelled by setting the remaining plastic strain to zero to model the erasing of the crystals’ dislocations above 640 ◦C, see Fig. 50 (a). 
They ultimately showed that ignoring stress relaxation causes minimal changes in the final stress magnitudes for In625, whereas for 
Ti6Al4V on the other hand, ignoring this phenomenon leads to an overestimation of residual stress seven times the experimentally- 
observed values. In a more recent work from the same team, Li et al. [883] added a new re-meshing feature, denoted octree mesh- 
coarsening, to the model. This re-meshing technique logically refines the mesh near the deposition zone which is exposed to high 
temperature gradients. 

Similar to DED, deposition-scale thermo-mechanical simulations have been used to predict the formation of residual stresses during 
the L-PBF process. There is a significant resemblance between the setup of thermo-mechanical models for DED and L-PBF processes. 
The main differences that distinguish the two are first, the huge ratio between the overall size of the sample and the melt pool in PBF 
and second, its sophisticated and sometimes layer-wise altering scanning strategies. These two factors along with relatively fine mesh 
requirement for resolving the melt pool geometry, make deposition-scale PBF models solely applicable to computational domains 
which are confined to a few tracks and layers [884,885]. 

Representative examples are the thermo-mechanical models of L-PBF of AlSi10Mg and stainless steel 316-L by Wu, Wang and An 
[886] and Hussein et al. [887]. In the work by Cheng, Shrestha and Chou [888], an FEM-based thermo-mechanical model was 
developed and used for studying the role of scanning patterns on the maximum residual stress levels during three layers L-PBF of In718, 
and it was concluded that the out-in pattern causes the highest residual stresses. In another work, Parry, Ashcroft and Wildman [889] 
simulated the evolution of residual stresses forming during a multi-track L-PBF process of Ti6Al4V using an FEM-based model. They 
ultimately reported that there is a direct correlation between the residual stress level and the scan length and they furthermore 
underlined that lower temperature gradients potentially lead to lower stress level, which is in agreement with the TGM theory [31]. In 
a more recent work, Chen et al. [890] have investigated how the overlap ratio between neighboring tracks would affect stresses in L- 
PBF of Ti6Al4V. They came up with the final conclusion that higher overlap ratios lead to larger normal stresses parallel to the scan 
pattern while lower overlap ratios gives rise to larger normal stresses perpendicular to the scan path. It must be noted that none of the 
above mentioned thermo-mechanical models of L-PBF considered the contribution of the phase transformation-induced strains on the 
mechanical conditions. Tan et al. [891] on the other hand developed a fully coupled thermo-metallurgical-mechanical model for multi- 
track-layer L-PBF of Ti6Al4V and they calculated residual stresses in two different scenarios, one with and one without accounting for 
solid state phase transformation. They found that compared to the case ignoring solid state phase transformation, the magnitude of 

Table 12 
The main governing equations used for thermo-mechanical simulation of MAM processes.  
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compressive stresses was higher in the case including of phase transformation. 
It is virtually impossible to model the entire stress evolution during L-PBF of a whole part with such detailed deposition-scale 

models that eventually also resolve the melt pool geometry. This is the reason why process multi-scaling techniques are typically 
used for modelling the part-scale conditions and these methods will be covered in section 4.2.1. However, in DED, the ratio of the 
component size to the melt pool size is much bigger than that of L-PBF and hence, deposition-scale models of DED can reliably predict 
the thermal and mechanical conditions of a complete component within a feasible computational time. But as will be shown in section 
4.2.1, detailed deposition-scale models of PBF processes, are very useful for calibrating part-scale simulations that use for example 
inherent strain as the multi-scaling technique. The main drawback of conduction-based models is on the other hand, their inability to 
capture the melt pool temperature and this is because the fluid flow motion and convection are ignored. This typically leads to 
overestimation of peak temperatures. There have been some works to circumvent this by applying updated [892], non-isotropic 
thermal conductivity [893–895] or by doing inverse analysis [896] to find effective thermal conductivity values. But these method-
ologies are mainly applicable when the melt pool is in a stable regime. 

3.2.2.4. Transport-based models. In transport-based melt pool models, as opposed to conduction-based models, the fluid dynamics 
inside the melt pool during the deposition and melting processes is simulated, thus accounting for the other major heat transfer 
mechanism, namely, the advection, which was neglected in conduction-based models. The main governing PDEs for transport-based 
melt pool evolution simulation of MAM processes are listed in Table 14 where the velocity and pressure fields are determined from 
solving the coupled PDEs for continuity and linear momentum balance or in other words the Navier-Stokes equations. Consequently, 
the temperature field obtained from the energy balance PDE given in Table 9 will be highly dependent on the velocity field from the 
fluid dynamics analysis. In this case, heat transfer takes place due to conduction as well as transport/advection. 

The majority of transport-based melt pool evolution simulations are assuming incompressibility, in which case, the source term in 
the continuity equation would become zero in Table 14. One of the few exceptions is the work by Bellet’s group at MINES ParisTech 
who used a compressible flow assumption in their simulation [897] and mainly because they modelled the powder layer using 
averaging methods similar to the ones discussed in the section for conduction-based simulations, and hence it was required to consider 

compressibility to allow for the powder layer’s shrinkage after melting. Ṡ″′
mass (kg.m− 3.s− 1) and Ṡ″′

mom,i (N.m− 3) in the PDEs expressed in 

Fig. 51. Stress–strain curves for stainless steel 316-L; (a) power-law model and (b) bi-linear model.  

Table 13 
Expressions for stress-stress relationships.  
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Table 14 are mass and momentum sources terms respectively, which represent the impact of external forces or internal agents. An 
example of a transport-based melt pool evolution simulation of the L-PBF process is shown in Fig. 52. Physical phenomena such as 
wetting, solidification and surface hydrodynamics within the melt pool are considered in this model. These phenomena are typically 
modelled via adding certain equations to the two source terms (i.e. in mass and momentum PDEs), depending on the type of the 
transport-based model. In this respect, these two terms will be expanded in the upcoming sections while describing different classes of 
transport-based MAM models. 

The Marangoni effect (mostly the thermo-capillarity effect) is one of the main drivers of the fluid flow inside the melt pool in MAM 
processes. For most metals and alloys employed in MAM processes, the Marangoni effect leads to flow of the liquid metal from the 
hotspot with lower surface tension to the cooler rims of the melt pool where surface tension is higher [898,899]. In some rare cases, for 
instance when a surface active element is added to the metal, the flow direction is inverted and this leads to a situation called the 
inverse Marangoni effect [900,901]. Two of the most widely used surface tension expressions in MAM transport simulations are given 
in Table 15. 

The first expression in Table 15 is used for sulfur-iron systems [902] and with some modification, it could also be applied to silver 
and nickel [903,904]. The second expression [905] in this table is a simplified representation of the non-linear expression given in the 
first row and it needs updating of the differential term depending on the sulfur content, while the first equation in Table 15, already 
contains a term that accounts for the sulfur impact. The derivative is in essence the main factor deciding the direction as well as the 
magnitude of the Marangoni effect, where a positive value for dγ/dT|ref (N.m− 1.K− 1) leads to a melt pool with a radially inward flow 
(see Fig. 53 (c)) denoted inverse Marangoni, while a negative sign results in a flow with the opposite direction, known as normal 
Marangoni [906] (see Fig. 53 (b)). It must, however, be mentioned that for most metals and alloys, dγ/dT|ref (N.m− 1.K− 1) is negative 
[907], which results in a normal Marangoni condition. 

In terms of complexity, transport-based melt pool simulations with flat surfaces are considered to be the simplest ones. Therefore, 
since there is no curvature involved in the calculations, only the Marangoni effect is taken into account whereas capillarity, which is 
entirely dependent on the surface curvature, is ignored. Table 16 gives an overview of the boundary conditions as well as the expanded 
form of the mass and linear moment source terms for flat surface models. 

According to Table 16, the source term in the continuity equation is set to zero and a drag-based function is used to simulate the 
fluid dynamics impact on melting and solidification [908,909]. The second source term for the Navier-stokes equation given in 
Table 16 expresses the buoyant forces based on the Boussinesq assumption [910,911]. It must be noted that, here, both the solidifi-
cation drag together with buoyancy are imposed over the entire computational domain, hence being added as global source terms to 
the model. 

In flat surface transport-based models of the L-PBF process, with no surface-tracking solver involved [912], the powder layer is 
modelled via averaging techniques [913] as listed earlier in Table 10. Mukherjee et al. [914–916] from Debroy’s group at Penn State 
University developed a series of CFD simulations of the L-PBF process while using the flat surface assumption. They modelled the heat, 
fluid flow and solidification conditions during L-PBF of different alloys using their in-house FVM-based solver. [917] and [918] 
developed similar CFD simulations of the L-PBF process using FVM and FEM, for inverse and normal Marangoni cases, respectively. 
[919] presented an FE-based CFD model and concluded that convective heat transfer is one order of magnitude stronger than con-
duction in L-PBF of In718. 

One of the main drawbacks of transport-based models with a flat surface is that they are in general unable to predict any type of 
porosity formation during the course of L-PBF, although Mukherjee et al. [916] considered the non-sintered regions of the domain as 
lack of fusion porosities. Such porosities in reality occur due to improper melting of the powder bed which eventually entraps air and 
ultimately results in some remnant voids [920]. Thus, these porosities, especially the keyhole pores, can only be properly and real-
istically tracked with a two-phase flow solver. Hence, ideally, flat surface models should be used for MAM processes with stable melt 
pools without any keyhole or surface instability formation. Other types of surface defects such as balling cannot be modelled with these 
models, although. 

The same issue also applies to flat surface transport-based models of DED processes, since these models are unable to predict any 
inter-track or inter-layer porosity formation when big hatch distances or high material flows are employed. Manvatkar, De and Debroy 
[921] predicted the melt pool’s temperature and its internal fluid dynamics via an FVM-based CFD model during powder DED of 
stainless steel 316-L. As they accounted for convection inside the melt pool, they reported more realistic solidification cooling rates 
about half the ones calculated with their conduction model. This model was later and with a number of minor modifications applied to 
simulate the thermal, fluid flow and metallurgical conditions of powder DED of In718 and SS 316-L [922,923]. In transport-based 
models with flat surfaces, it is assumed that the melt pool forms within the most recently-activated block in which its height in 

Table 14 
List of main PDEs for transport-based melt pool evolution simulations of MAM processes. F stands for 
fluid.  

Continuity ∂ρuF
i

∂xi
=
∑

Ṡ″′
mass 

Linear momentum balance ρ
[ ∂
∂t

uF
i +

∂
∂xj

(uF
j uF

i
)

]

= −
∂p
∂xi

+ ρgi +
∂

∂xj

(
τij
)
+
∑

Ṡ″′
mom,i 

Stokes stresses 
τij = μf

(
∂uF

i
∂xj

+
∂uF

j

∂xi

)
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most cases is predetermined (based on ex-situ experiments or nominal input values) and then fed as an input to the model. In reality, 
and especially for DED processes with higher heat-to-mass ratio, the melt pool gets well-distributed over the previously-fabricated 
track and its size could highly deviate from the nominal input values. Despite all these limitations, flat surface transport-based melt 
pool models are still applicable for understanding how input parameters could alter the thermal and metallurgical conditions during 
powder DED and an example of this is the recent work by Singh et al. [924] who made an FVM-based model for powder DED of Al- 
0.5Sc-0.5Si, see Fig. 54 (a). Although in all these CFD simulations, element-activation is made to account for the material deposition, 
Jiang et al. [925] did the simulation without such an element-activation and instead, used a continuum powder bed averaging 
approach to model the melt pool. 

In a relatively similar manner to conduction-based melt pool simulations, there is also a branch of transport-based models which 

Fig. 52. Predicted temperature contour and melt pool’s surface hydrodynamics in L-PBF. The arrows show the local wetting near the solid particles 
alongside with the progressive solidification front. Snapshot taken for the FVM model made at DTU. 

Table 15 
Two of the most widely-used surface tension expressions used for MAM transport simulations.  

Sahoo-Debroy-McNallan expression 
γ(T) = γref +

dγ
dT

⃒
⃒
⃒
⃒
ref

(
T − Tref

)
− RTΓsln

(
1+A ⋅ wsulfurexp(ΔH0/RT)

)

Linearized form 
γ(T) = γref +

dγ
dT

⃒
⃒
⃒
⃒
ref

(
T − Tref

)

Fig. 53. Contours of (a) temperature, and velocity magnitude of (b) normal and (c) inverse Marangoni predicted by FEM-based transport model of 
L-PBF developed at the Technical University of Denmark – DTU. 
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use a pre-determined curved surface for representing the track profile in DED processes. Here, the same governing equations as earlier 
mentioned in Table 16 are applied, therefore, despite a curved surface is considered, the surface tension is not taken into account. 
Knapp et al. [926] modelled the front section of the track as a 3D ellipsoid (see Fig. 54) and the rest of the bead by an extruded ellipse, 
inspired by the work [927]. In [926] it was required to obtain the geometrical constraints describing the ellipsoid by fulfilling the mass 
balance arising from the deposition. Wei et al. [733] further employed this model for modelling the heat and fluid flow together with 
the microstructural conditions of DED of In718, where a combined CFD and Monte-Carlo grain growth model was used. A comparison 
between flat and curved surface assumptions was carried out in [926] and it was shown that the solidification cooling rates are not 
significantly affected by the shape of the track profile. And in agreement with the second comparison between a conduction-based and 
a transport-based model in [926], it was demonstrated that the inclusion of the fluid flow has a significant impact on the solidification 
cooling rates. In a recent work [928] and from the same research group, a version of this transport-based model is coupled to a 
Johnson-Mehl-Avrami kinetic model [929,930] to predict the spatio-temporal variations of different field variables including the 
martensitic phase fraction as well as hardness for powder DED-processed H13 tool steel. 

According to the previous section, the inclusion of the fluid flow in the melt pool is a major factor that highly influences the so-
lidification cooling rate, whereas, under the assumption of a fixed surface, does not have a significant impact on the solidification 
cooling rates. However, for microstructural simulations, the curvature of the melt pool affects both the grain growth as well as the 
solidification pattern [931], and therefore it is generally highly recommended to include the real shape of the track into the models. 

In relatively more advanced transport-based models, and especially for DED processes, the free surface of the deposition is tracked 
via mathematical expressions which are primarily based on either a force balance or mass conservation within the tracks. [932] 
predicted the evolving free surface of the deposited track using an arbitrary Lagrangian-Eulerian (ALE)-based remeshing technique for 
DED of a cobalt-based alloy on steel. The growth of free surface of the deposit in [932] is in general attributed to two velocity 
components at the liquid–gas interface; i.e. the liquid velocity at the free surface calculated from the CFD analysis and the prescribed 
Gaussian velocity due to the addition of powder particles, see Table 17. 

[934] employed also ALE-based remeshing and applied it to DED of Co-Cr-W powder on 38MnVS baseplate with 0.04 wt% of sulfur. 
It was found that at higher mass flow rates of 6 g/min, the sulfur concentration drops to 0.005 wt% from 0.035 wt% at 0.1 g/min and 
mainly due to dilution. This in turn led to a change in the direction of the melt pool flow from an inward flow to a normal outward flow. 
Similarly to [934,935] used a similar ALE-based remeshing technique and modelled powder DED with both Gaussian and super 
Gaussian laser profiles. 

It is also possible to model the free surface of a track in DED by fulfilling the balance of all active forces on the L/G interface [937]. 
[938] simulated the growing free surface of multiple powder DED-made tracks being deposited on top of each other also via mini-
mizing the total energy of the liquid–gas interface of the melt pool. They observed grain-coarsening in the subsequent tracks of the 
multi-layer samples and this was caused by the residual heat effect discussed earlier. Finally, [939] applied a procedure in which they 

Table 16 
Fluid dynamics boundary condition and the expanded form of source terms 
for the mass and linear momentum balance equations used for transport- 
based MAM simulations with fixed surfaces.  

Boundary condition at top dγ
dT

[∇Ti − ni(∇Tknk)]

∑
Ṡ″′

mass 
0 

∑
Ṡ″′

mom,i Kc

(
1 − fliq

)2

Ck + f3
liq

uF
i + ρgiβΔT   

Fig. 54. Examples of fixed surface powder DED simulations with (a) flat surface [924] and (b) predetermined curved surface [926].  
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minimized the sum of gravitational potential energy and surface energy, while fulfilling the mass conservation constraint and assuming 
a uniform profile over the length of the track, see Table 18. 

According to Table 18, the integral equation is a simplified form of the total energy function given in the first row and ψ (m) is the 
height function that due to the uniform track deposition along the deposition axis ×, will only be dependent on a single variable, y (m). 
In the next step, the Navier-Stokes and energy conservation were solved using the variational multi-scale formulation [939]. The 
surface energy minimization approach was used in [936] as well (see Fig. 55), where the track shape, size and dilution were simulated 
for 60 different tracks with several combinations of different input variables for powder DED on In718. [936] showed that the dilution 
percentage increases with increasing the energy per unit mass while the dendritic arm spacing becomes lower. It was also shown that 
the impact of nickel concentration on the final microhardness is significantly higher than that of the solidification cooling rate. This 
well-tested surface-tracking method has also been recently applied to wire DED in [940] as well. One major issue associated with 
surface energy minimization-based methods is that they are not able to predict porosity formation and are therefore only applicable to 
stable melt pool conditions. 

The majority of transport-based melt pool simulations use an independent PDE for resolving the dynamic growth of the free surface. 
The level set (LS) [941] and volume of fluid [942] (VOF) methods are the two main surface-tracking methods used for predicting the 
surface hydrodynamics of melt pools during MAM processes. The full form for both of these two surface-tracking algorithms is given in 
Table 19. 

This class of transport-based models is sometimes referred to as multiphysics simulations in literature as well, mainly because they 
entail a long list of physical phenomena. One of the earliest multiphysics simulations of MAM was made by [943] who modelled the 
heat and fluid flow as well as the surface hydrodynamics of DED of the stellite 6 alloy. The free surface conditions of the melt pool were 
modelled by solving an advection-like PDE of a flag variable that tracked the free surface hydrodynamics whilst the melt pool was 
moving. [944] and [945] used a combination of CFD and the LS method to predict the melt pool’s thermo-fluid-hydrodynamic 
conditions during single track powder DED of H-13. One of the unique features of the former work is the implementation of a 
lever-rule liquid fraction function, as opposed to the bulk of literature in modelling MAM which assumes a linear correlation between 
the liquid fraction function and temperature for simplicity. An updated FVM-based version of this model with a modified mesh was 
used by [946], for modelling double-track DED. [947] also used LS to predict the hydrodynamics and surface conditions of single- 
tracks made with DED where TiC reinforcing particles were embedded in a 316-L stainless steel matrix and the concentration of 
the reinforcing particles was modelled with a passive scalar field. 

As compared to what is the case for DED as outlined above, the LS method has been used considerably less for surface-tracking 
during PBF processes. [948] is an example which in a similar manner to [897] uses averaged powder layer properties, and thus in-
dividual particles are not explicitly resolved, see Fig. 56 (a). Furthermore, to account for the layer height reduction due to melting, a 
compressible flow assumption was used. The LS method has also been used in transport simulations of higher heat inputs that lead to 
keyhole and keyhole induced porosities. One of these simulations is given in [949] which was based on Tan et al.’s earlier transport- 
based welding simulations [950–952]. Here the sharp interface method was applied when imposing the triple interface boundary 
conditions, namely surface tension, the Marangoni effect and the recoil pressure see Fig. 56 (b), as opposed to the alternative con-
tinuum surface force (CSF) model. 

The majority of transport-based melt pool simulations use VOF to track the melt pool’s surface conditions. One of the big ad-
vantages of VOF and LS is that, with some modifications, the field output from these techniques (the flag variables φ (-) and F (-), for LS 
and VOF, respectively) could be used as a tool to find the thermo-physical properties at the liquid–gas interface, see Table 20 and 
Fig. 57. 

According to Table 20, in the LS method, the Heaviside function of the distance flag variable φ (m) is used to interpolate the 
material properties over the interface region which has a thickness of 2∊ (m). Whereas in VOF, the material properties are linearly 
dependent on the flag variable F (-), see Fig. 57. 

In transport-based melt pool simulations, surface boundary conditions are typically transformed into volumetric forces or source 
terms via the continuum surface force method i.e. CSF [954]. The CSF technique transforms a two-dimensional surface force or surface 
heat flux into a corresponding volumetric force or heat source, respectively, see Table 21. In the VOF method, the gradient operator of 
the flag variable acts like a pulse function which is only active over the interface region and is then zero over the rest of the gaseous or 
metallic domain, as there is no gradient of the flag variable outside the interface region. In this way it is guaranteed that the force or the 
heat flux is only imposed on a very specific and limited interface region. 

The transformation of 2D boundary conditions into volumetric source terms via the CSF method for LS and VOF are elucidated in 
Table 21. The sum of all thermal as well as fluid dynamics source terms will be inserted into the right hand side of the energy and linear 

momentum balance PDEs (q̇″′
Laser (W.m− 3) and Ṡ″′

mom,i (N.m− 3)) as given in Table 9 and Table 14, respectively. In Table 21 and Fig. 57 it 

is observed that there are three interfacial boundary forces active at the exposed surface of the melt pool. Ḟ″Cap (N.m− 2) is due to the 
capillary forces and these forces act perpendicularly to the free surface of the melt. The third interfacial boundary force is due to the 

Table 17 
The liquid/gas velocity calculation used for the prediction of the deposition shape in [932] and [933].  

The liquid–gas interface velocity uLG = uF
i ni + Vp

i ni 

Prescribed velocity due to mass addition 
Vp

i (x,y) =
2mf ηm
ρpπr2

p
exp

(

−
2r2

r2
p

)

Xi, i = 3   
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evaporation of the metallic phase which leads to a normal pressure that in a similar way to the capillary forces, acts perpendicularly to 
the free surface of the melt pool. Furthermore and as seen in Table 21, in the CSF method for both LS and VOF, there is a stabilizing 
multiplier. These stabilizers, as per their name, are supposed to smoothen the transition of the volumetric forces over the interface 
region to avoid severe numerical instabilities [954,955]. Furthermore, the stabilizing term used for the heat sources are also supposed 
to add a larger weight on the metallic phase and therefore they involve additional parameters. 

Even though the majority of both transport- and conduction-based models use a Gaussian heat flux to simulate the laser heating 
process, there is currently no consensus about the choice of q̇″′

∀ (W.m− 3) and this is especially the case in DED simulations. In powder or 
wire DED processes, the energy is delivered to the sample in a direct way, where the laser irradiates the surface of the sample and at the 

Table 18 
The total energy function in its general and subsequently in its simplified integral form as well as the mass 
conservation constraint used in [939] for predicting the free surface of DED tracks.  

Total energy function Etotal =
∫

ΓL− g
γdΓ +

∫

Ωtrack
ρgzdΩ 

Integral form of the total energy function 
Etotal(ψ) =

∫+l/2
− l/2

(
γ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + ψ2

,y

√
+

1
2

ρgψ2
)

dy 

The mass conservation constraint ρmvscan
∫+l/2
− l/2 ψdy = mf ηm  

Fig. 55. Predicted track shapes along with calculated temperature and velocity of the melt pool during (a) low and (b) high material deposition 
rates from [936]. The shape of the deposits in [936] are modelled via surface energy minimization. 

Table 19 
PDEs expressing the LS and VOF methods along with the definition of their associated flag variables.  

LS ∂ϕ
∂t

+
∂

∂xj
(uL/G

j ϕ) =
∑

Ṡ″′
LS,i 

ϕ < 0 : solid ϕ > 0 : void ϕ = 0 : iterface 
VOF ∂F

∂t
+

∂
∂xj

(uF
j F) =

∑
Ṡ″′

VOF,i 

F = 1 : solid F = 0 : void 0 < F < 1 : interface  

Fig. 56. Two examples of transport-based L-PBF simulations of (a) stable melt pool [948] and (b) keyhole melt pool [949] conditions with LS as the 
surface-tracking algorithm. 

M. Bayat et al.                                                                                                                                                                                                         



Progress in Materials Science 138 (2023) 101129

68

same time in an indirect way, in which, the energy is transported by molten powder particles or the feeding wire. Therefore, there are 
several ways to model the energy delivery in DED processes and Table 22 lists a number of such expressions together with their 
corresponding mass source terms. 

According to Table 22, Gan et al. [932] used a streamlined way of modelling the heating process during DED and assumed a 
Gaussian heat flux for the laser beam, whereas Singh et al. [924] used a somewhat more advanced heat flux with a Gaussian distri-
bution and included the bulk energy delivery from the powder particles as well as the surface heating due to direct laser irradiation. 
[923], however, divided the heat flux used by Singh et al. [924] by the nominal track height t (m) and derived a volumetric heat source 
instead. Knapp et al. [926] simulated the heating process with a combination of heat source and heat flux, where the former repre-
sented the indirect heating due to powder particles collision with the melt pool, and the latter represented the direct attenuated laser 

Table 20 
Interpolation functions and derivative forms of flag variables for the LS and VOF methods [686,953].  

Property LS VOF 

Flag scalar ϕ(m) F ( − )

Interpolation function 

H(ϕ) =

⎧
⎪⎪⎨

⎪⎪⎩

1
1
1
1 

0 ϕ < − ∊ F ( − )

1
2

[

1+
ϕ
∊
+

1
π sin

(
ϕπ
∊

)]
|ϕ|〈∊ 

1 ϕ > ∊ 
Material property χ* (-) over interfaces χ*(H) =

∑
Hkχ*

k χ*(F) =
∑

Fkχ*
k 

Derivative form 
δ(ϕ) =

∂H
∂ϕ

=

⎧
⎨

⎩

1
1
1 

1
2∊

[

cos
(

ϕπ
∊

)]
|ϕ| ≤ ∊ ∇F 

0 |ϕ|〉∊  

Fig. 57. Schematic figure of the melt pool from front view to show the difference between VOF and LS at the metal-gas interface.  

Table 21 
Transformation of 2D fluxes and forces into corresponding volumetric forms via the CSF method for LS and VOF.   

The original 2D form Volumetric term via the CSF method Stabilizer term 

Flux / force Definition LS VOF  

q̇″
Laser(W.m− 2) 2ηLPL

πr2
b

exp

(

−
2r2

r2
b

)
q̇″

Laser ⋅ δ(H) q̇″
Laser ⋅ ∇F 2ρcp

⃒
⃒

ρcp
⃒
⃒
metal + ρcp

⃒
⃒
air 

q̇″
evap(W.m− 2)

(1 − βr)

̅̅̅̅̅̅̅̅̅̅̅̅
M

2πRT

√

p0 exp
(ΔHlvM

RTvap

(
T − Tvap

T
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q̇″

evap ⋅ δ(H) q̇″
Evap ⋅ ∇F 

Ḟ″Cap(N.m− 2) κσni Ḟ″Cap ⋅ δ(ϕ) Ḟ″Cap ⋅ ∇F 2ρ|
ρ|metal + ρ|air Ḟ″Mar(N.m− 2) dγ

dT
[∇Ti − ni(∇Tknk)]

Ḟ″Mar ⋅ δ(ϕ) Ḟ″Mar ⋅ ∇F 
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Ḟ″Rec ⋅ δ(ϕ) Ḟ″Rec ⋅ ∇F  
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irradiation. 
ηliq (-) in Table 22 is the laser absorption coefficient for liquid metal. The expanded form of a number of laser absorption coefficients 

used for melt pool simulations of MAM are given in Table 23. 
Based on Table 23, Bramson’s model is a function of the wavelength of the laser whereas the Hagen-Rubens expression is suited 

near infrared laser absorptions [938]. 
Furthermore, it is noted in Table 22 that the mass source term in [924,923] and [926] are set to zero and this is because all these 

models have fixed surfaces and therefore their surface shape is prescribed a-priori, as opposed to more advanced simulations with 
surface-tracking modules [956]. Similar transport-based models have also been used to a large extent to simulate the thermal and fluid 
dynamics conditions during PBF processes. [959] and [960] developed FVM-based CFD simulations of the L-PBF process of AlSi10Mg 
and In718, respectively, and used the VOF method to model the surface hydrodynamics. They moreover assumed a very primitive 
powder layer configuration, which only involved a single layer of powder particles. Furthermore, they assumed a uniform size dis-
tribution for the powder particles. In their later work, [961] added the recoil pressure contribution in addition to the Marangoni effect 
and capillarity and they reported a higher level of surface porosity at a scanning speed of 500 mm.s− 1, in contrast to almost no surface 
porosity observed at a lower speed of 200 mm.s− 1. 

Transport-based simulations with surface-tracking algorithms are ideal for predicting defect formation during the course of the 
process. The two most widely-observed defects in MAM processes are surface irregularities and porosities. In a recent study, it was 
clearly shown by means of an FVM-based multiphysics simulation that depending on the scanning speed, a track with uniform 
morphology, necking defects or apparent balling defects could form [962]. Similar FVM-based models were developed to predict the 
depression zone using VOF as the surface-tracking method [963–965]. There is a possibility of lack-of-fusion porosity formation during 
PBF processes which operate under low linear energy densities or bigger hatch spacing [966]. [967] simulated the formation of inter- 
layer and inter-track lack-of-fusion porosity formation during L-PBF of In718 with an FVM-based CFD model, see Fig. 58 (c). However, 
the computational domain included only three layers without accounting for the intra-track cooling time which is the time that takes 
for the laser to reach the start of the second track after scanning the part of the first track which is outside the model domain. On the 
other hand, under higher laser power-to-speed ratios, there is a likelihood of porosity formation due to a deep keyhole formation [968]. 
Prediction this requires a more advanced heat source model involving multiple reflections and ray-tracing. Although [969,970] 
managed to successfully simulate the keyhole porosity via using a complex moving volumetric heat source, it is currently well- 
established in literature that keyhole undulations are predominantly caused by multiple reflections and instantaneous entrapment 
of laser rays inside the cavity of the depression zone [971] (see Fig. 58 (d)). The ray-tracing method has been used in [972,973] for 
investigating different types of keyholes as well as the effect of the previous tracks’ morphology on the porosity formation of the most 
recent track, respectively. 

Similar models were adopted for investigating how the balling effect could form during EB-PBF. In [974] a CFD model of the EB- 
PBF of Ti6Al4V with a physically-informed heat source model was used to find the most influential parameters that cause balling (see 
Fig. 58 (a)). It was reported that a higher power along with lower layer thicknesses result in least balling. In a follow-up work [978], 

Table 22 
Different types of mass and energy heat sources used in transport-based DED models.   
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Table 23 
Bramson and Hagen-Rubens relationships for calculating the liquid metal absorptivity for laser heating.  

Bramson’s model [853] 
ηliq = 0.365

( R(T)
λ

)0.5
− 0.067

( R(T)
λ

)

+ 0.006
( R(T)

λ

)1.5 

Hagen-Rubens model [957] ηliq = (8ε0ωR(T) )0.5 

Electrical resistivity for Ni-based alloys [958] R(T) = 1.251 + 1.346× 10− 4T  
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different scanning patterns were examined in order to find the best scanning strategy resulting in the lowest lack-of-fusion porosity 
possible. Overhang defects formation for downfacing surfaces were studied and modelled in [977] in which an FVM-based model was 
used to analyze the seldomly dross defect during L-PBF (see Fig. 58 (g)). In this work it was revealed that the melt pool depression turns 
into a drilling mode when it enters the powder domain at the end of the track and this leads to dripping-like defects denoted dross. In 
[979] different scanning directions on the edge of overhangs were tested but the melt pool regime was only in the conduction regime 
without any depression formation. The mechanism behind the formation of bulges at the beginnings of tracks, the so-called humping 
effect, was elaborated with a CFD model and it was concluded that at fixed linear energy densities, bigger humps form at higher 
scanning speed as more material will be re-distributed at the tail of the melt pool since bigger channels form [976], see Fig. 58 (g). 

Such CFD simulations were also employed for more fundamental studies in [980–982]. Bayat et al. [980] investigated the role of 
positive and negative thermo-capillarity during the L-PBF process and concluded that regardless of the direction of the Marangoni 
effect, the melt pool temperature becomes lower and gets distributed more uniformly as the magnitude of this effect increases. In the 
work by Wu et al. [982] the impact of evaporation as well as the evaporation pressure on the melt pool was studied using an FVM-based 
model. Similar FVM-based transport models with minor modifications [983–988] have been developed mainly for understanding how 
changes in different input process parameters affect the defect formation as well as the melt pool dynamics. 

Apart from the bulk of the melt pool simulations which are carried out with the FVM method, there are also some contributions 
based on the Lattice-Boltzmann (LB) method which predicts the fluid dynamics condition of a fluid, based on collision and streaming. 
Several works from Körner’s group at FAU Erlangen are based on the LB method and mainly developed for the EB-PBF process of 
Ti6Al4V both in 2D [989,990] and 3D [991]. [975,992] also based their CFD model on the LB method and modelled single track 
continuous and pulsed L-PBF processes with this procedure. In a recent work from Körner’s group [993], a 2D transport-based model of 
the PBF process of a bi-material alloy is developed using LB, where important material properties get actively updated based on the 
information from the phase diagram. The composition functionally graded materials (FGM) are receiving increasing attention in 
academia and the abovementioned CFD models are useful for identifying the distribution of an alloy over the other alloy. Depending on 
the shape of the compositional gradient, whether the transition occurs over two layers or 10 layers, there is a risk of micro-crack 
formation in locations with sharp compositional transitions, see Fig. 59 (a). In [994] the melt pool dynamics during L-PBF of 
In718/Cu10Sn was modelled using FVM model and it was observed that the melt pool size is significantly smaller over regions which 
were rich in Cu10Sn. Similar observations were reported in [995] and the reduced melting detected in the simulation results was 
ascribed to regions with higher Cu10Sn content which had higher thermal conductivity. In a more recent work [996], the L-PBF 
process of In718 powder on 316-L stainless steel was analyzed and it was noted that the interface between these two alloys, under some 
specific process parameters, resembles fish-scale morphologies, see Fig. 59 (b). That being said, it is important to emphasize that 
[994–996] simulated the second material phase fraction with a passive scalar field, rather than modelling it as an active variable from 
which the material properties of the entire FGM material could be updated and changed, as done in [993]. 

The Arbitrary Lagrangian Eulerian (ALE) method is another approach to model the fluid dynamics of the melt pool and it has been 

Fig. 58. Transport-based simulation of PBF processes showing (a) lack of sintering, (b) balling effect [974], (c) lack of fusion porosity [967], (d) 
keyhole formation and keyhole-induced porosity [971], (e) necking [975], (f) humping [976] and (g) dross formation [977]. Note that (a) and (b) 
are EB-PBF and the rest belong to the L-PBF process. 
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successfully employed by the simulation research team at the Lawrence Livermore National Laboratory (LLNL) for the purpose of 
modelling PBF processes. The ALE-based numerical code at LLNL is ALE3D that uses a hybrid FEM and FVM formulation and the 
domain discretization is carried out on unstructured grid [997,998]. ALE3D has so far been used for modelling the melt pool conditions 
[999,1000] and in one case the spatter formation [777] during L-PBF. In more recent works from the MAM simulation group at LLNL, 
the impact of beam shaping, on the melt pool as well as the microstructure was modelled [685] see Fig. 60 (a). Moreover, Roehling 
et al. [1001] used this code in a recent study to model the large-area L-PBF process of 316-L stainless steel with a pulsed laser beam, see 
Fig. 60 (b). 

Despite the different frameworks applied to the modelling of PBF processes, i.e. LB, FEM, FVM, ALE, or smoothed particle hy-
drodynamics [1002,1003] (SPH), most of the transport-based DED models are based on the FVM method and this is mainly due to the 
fact that the robust VOF surface-tracking algorithm is a perfect together with the FVM. This combination of VOF and FVM has also been 
applied to powder DED processes of In718 [956], In625 [1004], iron-sulfur compounds [1005], 316-L stainless steel [1006], 1045 steel 
[1007,1008], etc. In most of these simulations, the focus is on how the change in the mass or energy per unit length could alter the 
dilution rate or potential inter-track porosity formation (Fig. 61). 

One major drawback of such DED models which do not explicitly model the powder injection step, is that they entirely ignore the 
momentum effect of the high-velocity powder particles that impact the melt pool. In a recent study by Bayat et al. [1010] it is 
demonstrated how the collision of the powder particles with the melt pool, inverts the fluid direction from outwards to inwards. The 
significance of the particles’ linear momentum and thermal condition could be better understood when looking at the powder-gas 
dynamics models mentioned earlier in this section, where it was shown these particles could obtain high temperatures as well as 
very high momentums depending on the input process parameters. Therefore, it is ideal to couple a powder-gas dynamics or aero-
dynamics model to a subsequent transport-based model, in order to capture the thermo-fluid effect of incoming particles on the melt 
pool. Despite requiring extra computational resources, such works give better predictions of the temperature and hydrodynamics 

Fig. 59. Compositional FGM material simulation for (a) EB-PBF process of hypothetical materials A and B [993] and (b) L-PBF process of In718 on 
stainless steel 316-L base [996]. 

Fig. 60. Predicted melt pool shape using ALE3D for (a) single track L-PBF with transverse elliptical and longitudinal elliptical beam shapes [685] 
and for (b) large area pulsed L-PBF [1001]. 
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conditions of the melt pool. These two-way coupled or fully coupled models will be discussed shortly after this section. 
One-way coupled melt pool models have been widely applied to wire DED processes due to their less complexity as compared to 

powder DED processes. The relevant source terms added to the linear momentum PDE for wire or wire arc DED processes are given in 
Table 24. 

In contrast to powder DED where powder particles collide with the melt pool at a very high speed and thus to a large extent affect 
the internal fluid flow, the melt pool and the entire deposition process is more stable in wire DED as the material gets continuously fed 
into the melt pool at a controlled and relatively slow speed. A multiphysics simulation of wire DED of Ti6Al4V was developed in [1013] 
and a significant growth of the melt pool length from about 10 mm to 16 mm was noticed after printing 21 layers on the top of each 
other. Moreover, similar to L-PBF, depression zones form at the front part of the melt pool and this is caused by the arc pressure and the 
overall impact of the electromagnetic forces, see Table 24. In a more advanced model, the impact of liquid metal droplet due to feeding 
and on the melt pool’s dynamics is also captured [1014]. Larger printing volumes consisting of multiple layers and with more 
complicated helical scanning paths was modelled in [1015] In a more recent work, the impact of ultrasonic vibrations on the melt 
pool’s shape during wire DED of 1045 steel was investigated in [1016] and it was shown that the melt pool’s width-to-depth ratio 
increases in the case of vibrations. 

3.2.2.5. Fully coupled powder-gas–melt pool simulations. Fully-coupled powder-gas–melt pool simulations are in essence a combination 
of the powder-gas dynamics models and melt pool evolution models discussed earlier. In contrast to the previously presented powder 

Fig. 61. (a) 3 different views of the calculated track shape for powder DED of In718 where intra-track pores are formed between the two tracks 
[956]. (b) Predicted shape of the surface of a track for wire DED process where observable humps and discontinuities are shown [1009]. 

Table 24 
2D and 3D forces in wire DED simulations. Note that for the 2D forces, the CSF/VOF method is used to convert them to volumetric forces. The last 
three lines relate to the electro-magnetic, solidification drag and buoyancy forces which are all global, in contrast to the first four forces which are 
applied to the melt pool interface [1009,1011,1012].   

The original 2D form Volumetric term via the CSF method in VOF  
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gas dynamics simulations, which only simulate the interaction between the powder particles’ motion and the jet plume in L-PBF or the 
shielding gas in powder DED, the fully coupled MAM simulations take into account the impact of the melt pool on the departing 
particles in L-PBF. Likewise the thermal and momentum impact of the incoming particles on the melt pool dynamics in powder DED are 
captured by such fully coupled models. However, the mutual impact between the melt pool condition and powder particle conditions 
differ in terms of main direction in these two MAM processes. More specifically, in L-PBF, the powder particle motion is triggered by 
the evaporation-induced vapor plume that originates from the melt pool, and hence the main direction of influence goes from the melt 
pool to the powder particles. However, in powder DED, it is the collision between the incoming powder particles and their subsequent 
effect the on melt pool condition which is main direction of influence. 

In [1017] the LS was implemented to identify the interface between the condensed (C) (metallic) and the gaseous phase (G) and, the 
ghost fluid method used to split these two regions into a C-mesh and a G-mesh region, respectively - see Fig. 62 (a). The fluid flow 
variables are solved with CFD assuming incompressibility inside the C-mesh region within the so-called real C-mesh and the interface 
cells in the C-mesh are designated ghost cells, while the rest of the cells are deactivated. The flow conditions of the gas phase are 
determined assuming high-speed compressible flow as well as an ideal gas and including the surface tension forces, the Marangoni 
effect as well as the laser heating via ray-tracing in the gas-condensed (G/C) interface cells. Finally, in order to calculate the motion 
dynamics of the powder particles, gas-induced forces from the CFD simulation calculated on the gaseous phase are then interpolated on 
Lagrangian points of powder particles and subsequently the motion of every individual powder particles is simulated based on 
Lagrangian particle tracking (LPT). At least four modes of powder-gas conditions could be identified, i.e. the recoil mode, the 
entrainment mode, the elevation mode and finally the expulsion mode. 

Jakumeit et al. [1018] developed a fully coupled powder-gas–melt pool simulation of the L-PBF process of In718 and Ti6Al4V and 
solved the gas and metallic phases’ fluid dynamics conditions with an FVM-based Eulerian multiphase approach and like [1017] used 
the ideal gas model to predict the gaseous phase’s variables. The LPT method was used to predict the trajectory and position of the 
particles. Volume-averaged drag forces were calculated by Schiller-Neumann’s drag coefficient expressions thereby obtaining the net 
force and ultimately the acceleration of powder particles and it was reported that the calculated particles’ acceleration for various 
powder sizes, matches the theoretical values. 

As for the powder DED process, the main coupling is the other way around, hence powder particles carried with the shielding gas 
that impact the melt pool dynamics. Wen and Shin [1019] coupled their previous powder-gas dynamics model with a transport-based 

Fig. 62. Two-way coupled simulation of (a) the L-PBF process [1017] and (b) and (c) powder DED [1010].  
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melt pool for powder DED with a co-axial nozzle and used the LS method to capture the free surface of the melt pool. In [1020], the 
same authors applied this methodology to high powder diode laser off-axis powder DED and modelled both the particles trajectory and 
the evolving melt pool dynamics. This procedure was questioned by Ibarra-medina, Vogel and Pinkerton [1021] who believed that the 
coupling strategy was not clearly defined in the work by Wen and Shin. 

A sophisticated and multi-step modelling strategy was proposed in [1022,1023] where different physics were sequentially coupled 
with each other. In these two works, separate models for gas dynamics, particle movement and finally the free surface evolution were 
developed and linked together. In [1024] and [1025] fully integrated modelling frameworks were developed to simulate both the 
powder particles’ movement and their subsequent impact on the melt pool dynamics for powder DED of maraging steel MS-01 and 
In718, and see Fig. 62 (b) and (c). The thermal and momentum impact of injected particles on the melt pool was established by 
inserting the volumetric heat and source terms given in Table 25 into the linear momentum and energy balance PDEs listed in Table 9 
and Table 14, respectively. 

In Fig. 62 (c) one can see that due to collision of high-velocity powder particles with the melt pool, an inward fluid flow is formed. 
In Fig. 62 (c) it is further noticed that by increasing the overall particles’ temperature, the fluid again reverts to a radially outward flow 
where the Marangoni effect dominates the particles’ impact. 

A simpler modelling approach was introduced in [1026,1027] where instead of calculating the particles’ temperature as well as 
their motion dynamics during the ejection process, liquefied particles with initial melt temperatures were directedly inserted into the 
melt pool. This method could represent a much cheaper, but also less accurate alternative as compared to the works [1024] and 
[1025], since there is no need to calculate the laser-particle interaction. This simplification was tested in earlier works in the 2000′s in 
2D melt pool simulations [1028]. Finally, the most complex and advanced model of the powder DED process has been given in [1029] 
where a DEM model for simulating the particles’ conditions is coupled with a CFD model for predicting the melt pool dynamics. It was 
specifically shown in [1029] that the influence of the particles momentum on the melt pool dynamics is far larger than the Marangoni 
effect inside the melt pool. 

4. Multi-scaling and reduction techniques 

As discussed earlier, the properties of an AM component, observed at the macroscale, are dictated by processes and structural 
features at much smaller scales such as meso- and micro-scale. Hence, a holistic optimized design approach for AM requires a fine 
control over all different length scales involved both in the design of a component and in the manufacturing process. This section 
reviews the most important research efforts towards including all relevant interdependencies across scales in a computationally 
feasible manner. 

4.1. Structural and material multi-scaling 

Depending on the scale and the physics under consideration, relevant multi-scaling techniques can be divided into three categories:  

• Homogenization and de-homogenization methods which deal with architected materials that are characterized by geometrical 
features defined at meso-scale.  

• Integrated computational material engineering (ICME) dealing primarily with the material microstructure at the micro-scale level 
[1030].  

• Process multi-scaling methods which also aim at the micro-scale level but deal specifically with the solidification and subsequent 
thermal cycles occurring during the AM process. These models are in essence reduced-order models of the advanced process 
simulations discussed in section 3 and are therefore ideal for being involved in the physics-based TO methods introduced in section 
2.2. 

Fig. 63 presents an overview of the various mechanical aspects that can be involved in a multi-scale analysis and optimization of an 
AM component. The figure also clarifies the terminology regarding the macro-, meso- and micro-scale, used in the following discussion 
of multi-scaling techniques. Moreover, it exemplifies the use of ICME and homogenization. 

4.1.1. Homogenization 
Homogenization methods constitute the core of multi-scaling. Based either on a periodic unit-cell or a so-called representative 

volume element (RVE), homogenization methods extract constitutive laws or parameters for a homogeneous material 

Table 25 
The volumetric force and heat generation source terms expressing the momentum and thermal impact of the powder particles on 
the melt pool.  

F″′
particles(N.m− 3)

[
3μCDragRe

4ρpD2
p

(up − uF)

]
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which represents a real material with an underlying heterogeneous structure. Applying homogenization to a unit-cell for an archi-
tected material, as e.g. the meso-scale lattice of Fig. 63 (b), can provide elasticity and plastic yield parameters as a function of the lattice 
volume fraction (cf. Fig. 63 (e)). Such functions are in turn essential for optimizing the lattice volume fraction distribution over the 
component domain (cf. Fig. 63 (a)). The main difference between unit-cells and RVEs, is that the latter only statistically represent the 
real materials, in contrast to unit-cells which are one-to-one representations of perfectly periodic structures. RVEs typically represent a 
statistically sufficient portion of the polycrystal micro-structure of metals, see Fig. 63 (c). They are used in ICME for predicting the 
material behavior as a function of the material microstructure, even accounting for anisotropies (Fig. 63 (d)). 

Fig. 63. Overview of mechanical multi-scaling methods. (a) 3D printed hip implant with functionally graded lattice [1031], (b) meso-scale 
architected structure, (c) material microstructure (d) homogenized elastoplastic behavior of a solid AM material depending on the actual micro-
structure and including anisotropy, (e) homogenized elastoplastic behavior of an architected AM structure as a function of the material volume 
fraction ρ (for ρ = 1 the solid material case is recovered). 

Table 26 
Overview of homogenization literature and terminology relevant for upscaling micro- and meso-scale features at various levels of fidelity. FE2 is 
denoted finite element squared.  

Homogenization methods asymptotic/linear nonlinear, FE2, etc. 

1st order / separation of scales [1032,1033] [1034–1037] 
higher order / nonlocal / size effects [1038,1039] [1040–1042]  

Table 27 
Fundamental equations for 1st order homogenization ().  

Equation Description 

P =
1

|RVE|

∫

RVE

PdV Averaging of micro-scale (or meso-scale) 1st PK stress tensor P to the homogenized tensor P 

F =

1
|RVE|

∫

RVE

FdV 

Averaging of the micro-scale (or meso-scale) deformation gradient F to the homogenized tensor F 

δP = C : δF Homogenized tangent (fourth-order) stiffness tensor C 

adapted from [1046] 
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The term “homogenization” is often considered equivalent to first order asymptotic homogenization, which is used for example to 
extract linearized elasticity parameters, i.e. Youngs modulus and Poisson’s ratio, for a heterogeneous or porous material. However, 
higher order and nonlinear methods are also important and useful for multi-scaling in the AM context. Table 26 shows an overview of 
the different types of homogenizations available in the literature based on the two categorizations. 

For the classical first-order homogenization theory, [1032], to be applicable, one must ensure a sufficient separation of scales. Unit- 
cell parameters and orientation are assumed to change slowly, and macroscale stress gradients are assumed to be small enough for 
changes at the unit-cell scale to be insignificant [1038,1043]. The classical FE2 method is a numerical solution to this problem for a 
micro- structure with a general nonlinear behavior [1044]. When separation of scales between the unit-cell scale and the component 
scale is not granted, more specialized methods are necessary such as multiscale FEM [1045] and higher order homogenization ap-
proaches [1038,1040,1043]. In addition, Table 26 distinguishes between asymptotic homogenization applied for linear problems, and 
nonlinear homogenization [1034], for unit-cells or representative volume elements involving material and kinematic nonlinearities. 
The latter is for example relevant for obtaining stress strain curve as those shown in Fig. 63 (d). Table 27 shows the most fundamental 
equation for 1st order nonlinear homogenization of an RVE. 

4.1.2. Integrated computational material engineering (ICME) 
At length scales similar or lower than the AM process resolution, AM materials are heterogeneous. Material mechanics at these 

scales and homogenization, are therefore essential for a series of macroscopic mechanical properties. Elastic and plastic anisotropy, 
yield and ultimate tensile strength, as well as toughness are the most important ones, studied in the literature. 

In the context of a holistic computational design approach for AM, linking the material micro-structure (or meso-structure) to 
macroscopic properties is not only essential for assessing the performance of a given component but also for tailoring its material 
micro-structure (or meso-structure) towards a specific application. In that sense, the material microstructure is not necessarily treated 
as a given condition but it can also be subject to optimization. This possibility is addressed in the research field of ICME [1030]. ICME is 
typically applied to metals, but it can also be applied to polymer AM [1047]. Fig. 64 demonstrates how an ICME model can reflect the 
actual interdependencies between process, microstructure and material properties in a computational environment. 

Multiphysics simulations at deposition-scale, such as the ones discussed in section 3.2.2 coupled with the microstructural simu-
lations i.e. CA, MC and PF described earlier in section 3.2.1 can be used in order to obtain essential microstructural data such as grain 
morphology and texture. This kind of data, which are necessary for creating a statistically representative volume for the material of 
interest, were traditionally obtained experimentally requiring considerably larger effort as compared to computationally generated 
RVEs. Process simulations can also provide essential information about the morphology of porosities, which is highly relevant for parts 
made through MEX processes, discussed in section 3.1.1. Such RVE models are the most fundamental tool within ICME for bridging the 
micro-scale with the continuum scale. For computational reasons they represent a small volume of the material in question, sufficiently 
large though to statistically represent the actual microstructure in terms of grain morphology, properties and orientation [1049,1050] 
(cf. Fig. 64 (d)). The most simple form of upscaling from the RVE scale to the meso- or macro-scale is based on asymptotic homog-
enization [1032]. RVE models for metals typically involve rather complex elasto-plastic anisotropic constitutive laws within each grain 
of the RVE [1051], or they can be created based on a rectilinear grid mesh, simulated either with FE or spectral solvers [1052], or they 
can be based on grain conforming meshes and simulated with FE solvers [1053]. Publicly available software (open source) such as 
DREAM3D [1054] and Neper [1053] are extremely valuable tools used in a large portion of the available AM literature for the creation 

Fig. 64. Demonstration of the ICME concept for AM Ti6Al4V. Like the real AM process (a) leads to a characteristic martensitic microstructure (c) 
[1048], a cellular automata simulation of the solidification process (b) can provide grain structure and texture information for the creation of an 
equivalent RVE (d)[1048]. The RVE model is verified when it can reproduce the experimentally observed mechanical behavior through an 
equivalent virtual experiment (e)[1048]. The verified ICME model can then be used to study the effect of process parameters on the mechanical 
behavior of the printed material numerically. 
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and analysis of RVEs. The RVE creation in such software is a first step based on statistical input (expected value and variance) regarding 
the grain size and aspect ratio. A second essential step consists in assigning a crystallographic orientation to each grain that is in 
accordance with texture measurement or process simulation. The last important step is to assign crystal plasticity parameters to each 
type of crystal in the RVE. The main crystal plasticity equations used in the modelling of individual RVE grains are summarized in 
Table 28, along with necessary crystal plasticity parameters. 

In connection to AM, the vast majority of RVE models for ICME deal with two metals of interest, Titanium alloys and steel. An 
excellent demonstration of RVE modelling for accurately reproducing the experimentally observed anisotropic hardening of AM of 
high manganese steel, has been provided by Motaman et al. [1055]. Similar numerical investigations were made for AM stainless steel 
316L by Charmi et al. [1056] and for Ti-6Al-4 V by Riyad et al. [1057], and by Somlo et al. [1048]. All these works rely to some degree 
on experimental data, used either for model calibration or validation. They all recognize the strong impact of crystallographic texture 
on the macroscopically observed anisotropic yielding behavior. In that sense, such RVE models can contribute to a holistic compu-
tational design by providing e.g. anisotropic yield surfaces for any crystallographic texture obtained by AM process simulations 
(Fig. 63 (d) and Fig. 64 (e)). 

Pressure-independent anisotropic yield surfaces [1058–1060], generated from RVE models, can adequately describe the yield limit 
of the represented material microstructure. In this context, the process for extracting macroscopic yield surfaces from RVE models is 
referred to as virtual testing [1061–1063]. This homogenization approach has been successfully applied to AM metals e.g. in [1064] 
and [1065]. The latter work demonstrates also that apart from the anisotropy it may also be necessary to consider non-quadratic yield 
surfaces [1066], to accurately represent the yield limit of the RVE under general loadings. Although virtual testing is extremely 
valuable for substituting tedious and expensive, or impractical experimental tests, a certain amount of experimental testing is still 
necessary for calibrating the numerical RVE models used in the virtual testing. Typical examples of such fundamental experimental 
testing of AM metals can be found in [1067–1071]. Some of these experimental works include also important discussions about the 
possible links between the printing process as well as subsequent heat treatment, and the obtained microstructure. 

One area where AM related ICME literature is rather scarce, concerns the role of micro-residual stresses on the macroscopically 
observed behavior of 3D printed metals. Micro-residual stresses occur at the grain level during solidification and thermal cycling 
during printing and have a large impact on the yielding and fracture resistance behavior of the produced metal. Some preliminary 
works in this area can be found in [1072,1073]. AM-process induced residual stresses at the component level are easier to address than 
micro-residual stresses, and they are therefore much more studied in the available literature [1074,1075]. 

4.1.3. Architected materials 
One of the main strengths of AM is its freedom of producing complex geometries with a very fine spatial resolution. Architected 

materials exploit this freedom for achieving tailored mechanical properties by means of a complex porous geometry at the mesoscale 
[1076–1080], with a characteristic dimension comparable to the spatial resolution of the AM method in use. The fine spatial resolution 
of modern AM, makes the use of multi-scaling methods imperative in order to avoid a prohibitive computational load and still harvest 
the full potential of architected materials within an optimization based holistic design approach. 

There are two general approaches for the use of architected materials in the design of AM components. The first approach concerns 
components consisting of a constant periodic lattice structure over their entire volume or over an interior infill volume (cf. Fig. 65 (a)). 
The second approach deals with components made of spatially varying lattice structures, where the mesoscale architecture is tailored 
to the specific loading conditions at each individual point over the component geometry [1081] (cf. Fig. 63 (a) and (b) and Fig. 65 (b)). 
Such functionally graded material designs can be obtained by simply varying the material volume fraction of the lattice over space, or 
even by adapting the lattice orientation locally in order to exploit its anisotropy. 

Periodic architected materials have been studied and optimized with regard to stiffness [1082], buckling resistance [343], dynamic 
properties [1083,1084] and energy absorption [1085]. Normally, a compromise is necessary between buckling strength and stiffness, 
because these two properties are inherently in competition, although considerable buckling strength improvement at little decrease in 
stiffness can be achieved by introducing hierarchy [345] (see section 2.1.2). Independent of whether a periodic material architecture is 
optimized or not, the process of upscaling from the mesoscale to the component scale is based on the mathematical theory of ho-
mogenization [1032,1046] as earlier discussed. Analytical or computational homogenization, applied to the unit-cell of an architected 
material, is employed for obtaining macroscopic properties such as stiffness, plastic yield, and buckling limit. 

For components made of spatially constant periodic lattices, homogenized mechanical properties of the lattice are used directly, as 
constitutive properties of an equivalent solid material, in the analysis and optimization of a component [1086]. For functionally graded 
components, the volume fraction and the orientation of the architected material unit-cell, varies spatially [1087,1088]. Hence, the 
architected material homogenized properties, typically the stiffness tensor, need to be obtained as a function of the material volume 

Table 28 
Crystal plasticity equations used in a classical ICME model.  

F = I + ∇u = FeFp Deformation gradient for the displacements field u and its decomposition into an elastic and a plastic part 
S = C : (Fe

TFe − I)/2 Commonly used constitutive law providing the second Piola-Kirchhoff stress (valid for large rotations and small elastic strains) 
Ḟp =

∑
i γ̇isi ⊗ niFp Temporal rate of the plastic part of the deformation tensor as a function of the slip rates γ̇i of all slip systems i characterized by a slip direction 

si and a slip plane normal ni 

γ̇i =
γ̇ref

τn
i,crit

|τi|
n− 1τi  

Slip rate for slip system i as a function of the resolved shear stress τi (written in a form free of the nondifferentiable sign function). γ̇ref and 
τi,crit are crystal specific parameters.  
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fraction and the orientation. This approach was in fact the foundation of the original homogenization based topology optimization 
method [1088], discussed in section 2.1. 

Architected materials are inherently anisotropic. Nevertheless, they can be designed so that they have an initially isotropic elastic 
response at small deformations [1089,1090]. Elastically isotropic lattice structures, although in general not stiffness optimal, are yet of 
great interest in the context of AM design, because of their very simple representation at the macroscale, based on only two funda-
mental elasticity parameters, i.e. bulk and shear moduli, or Young’s modulus and Poisson ratio. In the general case, homogenization of 
periodic architected materials or materials with a heterogenous micro-structure requires an anisotropic and possibly nonlinear 
description of their elastic response [1034], as well as anisotropic yield surfaces with regard to plasticity. It is important to note that 
classical pressure-independent yield surfaces [1058–1060] are not suitable for highly porous architected materials. Instead, pressure 
dependent anisotropic yield surfaces need to be employed [1091,1092]. Once such anisotropic yield surfaces are obtained, for certain 
lattice structures of interest, as a function of the volume fraction [1093,1094], (cf. right hand side diagram in Fig. 63 (e)), they can in 
principle be used in stress constrained optimization, as it is currently done for isotropic materials [1095]. This is an open research area, 
where currently available literature is rather scarce. 

Apart from using homogenization to create a link between the architected lattice scale, i.e. the meso-scale, and the component scale, 
it is also possible to create designs with multiscale geometry, purely based on geometrically constraining the design space of the 
optimization procedure. The purely geometric approach has been successfully applied for generating structures with bone-like infill, 
even in 3D, [1096]. As another alternative to homogenization, the multi-scale finite element method can be used for resolving the 
mechanics in both small and large scales simultaneously. This approach has so far been demonstrated for 2D design problems 
[1097,1098]. Another alternative to physics-based homogenization is to apply data driven homogenization as in [1099]. 

Another means of obtaining multiscale geometry is de-homogenization, introduced earlier in section 2.1. Dehomogenization 
methods aim at reconstructing the fine structure at the mesoscale, based on optimization results obtained in a homogenized model at 
the component level. Typically these results include volume fraction and unit-cell orientation distributions over the entire component 
volume. So far, de-homogenization methods have been developed and have been successfully applied for compliance minimization 
problems and simple lattice structures in 2D and 3D [214]. Extension to more complex unit-cells and consideration of lattice yielding 
and buckling aspects are emerging research fields of high interest. 

4.2. Multi-scaling and reduced order modelling for process simulations 

As noticed in section 3, multiphysics simulations of AM processes at micro- or deposition-scale are typically carried out over limited 
computational domains that in most cases do not exceed a handful of tracks and layers. For instance, the deposition-scale model 
developed in [967] involved four tracks and three layers and the overall size of the domain was 1.50 mm by 1.0 mm by 1.0 mm. 
However, in reality, the size of a typical sample made by PBF processes could be around a few up to 10 or 15 cm. Moreover, the 
multiphysics models discussed in section 3 require very fine mesh and cell sizes in order to fully resolve the melt pool or strand shape in 
metal and non-metal AM processes, respectively. Typical element or cell sizes employed in multiphysics simulations are about 5 μm 
[1100] and a rule of thumb calculation shows that to mesh a cubic component with a characteristic length of 1.0 cm would need 8 ×
109 cells in order to properly capture and resolve the laser and melt pool which are in the order of order (10) – order (100) μm for PBF 
processes. Therefore, carrying out such multiphysics simulations on real-size parts is in general unfeasible due to huge computational 
requirements. Thus model reduction techniques are increasingly being applied to AM process simulations as well. 

In the following sub-sections, the multi-scaling approach is addressed first, followed by an introduction to machine learning 
techniques and their application for AM process model reduction. 

4.2.1. Process multi-scaling methods 
Process multi-scaling is a solution to the large computation requirements of AM process models since such methods allow for 

modelling a certain condition or variable (for instance temperature or stress) during the course of AM processes over an entire part 
within an acceptable time. Process multi-scaling methods aim at the micro-scale level but they deal specifically with the solidification 
and subsequent thermal cycles occurring during the AM process. These models are in essence reduced-order models of the advanced 
process simulations discussed in section 3 and are therefore ideal for being involved in physics-based TO methods introduced in section 

Fig. 65. Metallic AM components with infill lattice of (a) constant and (b) variable volume fraction (reproduced from [460]).  
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2.2. There are few number of process multi-scaling techniques and they are mostly devised for PBF processes where the ratio between 
the sample and the melt pool size is quite substantial, hence, process multi-scaling is crucial. 

One of these methods is the adaptive mesh refinement (AMR) technique in which the mesh around regions experiencing bigger 
gradients of a certain variable is refined [1101]. Denlinger et al. [1102] adopted an element-coarsening method in their thermal 
simulation of the L-PBF process where they ultimately managed to model the temperature field during the manufacturing of 38 layers 
comprising 3400 laser tracks. Olleak and Xi [1103] used a scan-wise AMR method in which refined the mesh along the scan path of the 
laser over a certain length variable, denoted the refinement length, while elements outside this zone retained their size and shape. Li 
et al. [883] developed an AMR using an Octree mesh for their transient thermo-mechanical analysis of metal AM of Ti6Al4V and In625. 
They carried out two levels of Octree mesh coarsening using hex8 hexahedral elements. With more levels of mesh coarsening, the 
regions farther from the laser irradiation have increasingly coarser meshes. Finally, they reported that two levels of mesh coarsening 
shortened the calculation time compared to a static mesh by about 66%. [1104,1105] approximated the temperature field to be 
composed of an analytical solution and a subsequent correcting numerical FEM solution and by applying AMR, they managed to 
simulate the transient temperature field of 1313 layers in half of the actual printing time of the same sample in reality. A novel hybrid 
methodology was introduced in [1106] and [1107] for modeling the temperature field via analytical point and line heat sources, 
respectively, in combination with a numerical correction field to simulate the in a computationally efficient manner. This approach 
gave a unique way to account for the laser scanning patterns in an explicit manner in a part-scale model. In [1108], a semi-analytical 
thermal method was coupled to an elasto-plastic mechanical boundary value problem that computes the thermal stresses and dis-
tortions for WAAM and the model has been validated by comparing the predictions with experimental measurements and simulation 
results obtained by a non-linear transient model from the literature. 

Flash heating (FH) is another process multi-scaling method that is typically used for metal AM processes. In this method, first, the 
part is sliced into a number of meta-layers, which are in essence multiple actual layers merged into a single layer. Then the overall input 
energy from the heat source required for printing a layer is calculated and subsequently released within each of these meta-layers and 
over a certain time period, called activation or on-time. According to [1109], the final temperature of a meta-layer could drastically be 
affected by this parameter. For instance, [1110] and [1111] applied this method with very short activation times and this led to a peak 
temperature over the melting point. In contrary, [1112] employed extended on-time periods, namely the gradual heating method, that 
eventually resulted in peak temperatures in the order of few hundred degrees Celsius. [1113] released the heat source in multiple shots 
in a so-called multi-shot method. Fig. 66 (a) gives an overview of the three different temporal distributions for flash heating, multi-shot 
heating and gradual heating. [1114] came up with a more advanced way of activating the meta-layers and instead of simply activating 

Fig. 66. An overview of two process multi-scaling techniques, (a) and (b) flash heating and its variants and (c) the inherent strain method. (a) 
Shows the temporal distribution of the heat sources for flash heating, multi-shot flash heating [1113] and gradual heating [1115]. Δton (s) is the 
activation or on-time period of the heat source and the multiplication of the heat source and Δton must be the same for flash and gradual heating. (b) 
is a snapshot of the temperature contour for sequential flash heating [1116] and (C) is the inherent strain method where the inherent strain 
components are found in the deposition-scale thermo-mechanical model on the left and then these components are mapped to the meta-layers in the 
quasi-static mechanical model at part-scale on the right [1117]. 
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the energy within a whole meta-layer, they adopted sequential activation (so-called sequential flash heating) which is in a much better 
agreement with reality both in terms of respecting the actual scan pattern as well as the current laser beam location, see Fig. 66 (b). The 
FH method represents one of the best options for doing physics-based TO at part-scale and the simulations carried out by Ranjan et al. 
[478] described in section 2.2.2 are all based on or inspired by this process multi-scaling method. And as earlier pointed out, it would 
have been virtually impossible to couple multiphysics deposition-scale models to physics-based TO due to the computational re-
quirements and this once more underlines the importance of process multi-scaling for achieving reduced-order and fast-responding 
models. 

FH being a thermal model at part-scale, is very suitable for providing input to a subsequent mechanical analysis also at part-scale, 
consequently resulting a thermo-mechanical analysis which was done e.g. by [1116], one can also model the thermo-mechanical 
conditions. Another relevant process multi-scaling technique which has undergone continuous progress since the 1970′s in the 
welding literature [1118,1119] is the inherent strain (IS) method. Unlike FH which typically is a single-scale fully or sequentially- 
coupled thermo-mechanical model, the IS method is rather a hierarchical multi-step method which normally is composed of a 
deposition-scale thermo-mechanical model (similar to the ones described in section 3.2.2) and a subsequent part-scale mechanical 
model. The averaged process-induced strains are first calculated via the deposition-scale model and then these strains are fed and 
applied to meta-layers in a quasi-static mechanical model at part-scale, see Fig. 66 (c). [1120] applied this methodology and obtained 
the inherent strains numerically and then fed them to their part-scale mechanical models where they validated the model against 
multiple benchmark artifacts. [1121–1124] also did a series of relatively similar hierarchical simulations and coupled three different 
length-scales together. 

The IS method in its original form had a number of drawbacks (including inaccurate residual stress prediction) when applied to 
metal AM processes and it has ever since gone through multiple improvements to improve its stress prediction accuracy. 
[1117,1120,1125] came up with a more advanced version of this approach, i.e. the modified IS (MIS) method, which yields more 
accurate results when it comes to prediction of the final deformation of an AM part. One major disadvantage of the original MIS 
method is, nevertheless, that its part-scale module is an isothermal solid mechanical model, meaning that it is unable to capture the 
impact of significant temperature gradients as well as material’s softening due to melting on the stress evolution, as opposed to the 
thermo-mechanical FH method that automatically accounts for these thermal effects. In an attempt to mitigate the isothermal con-
dition of the original MIS method, Dong et al. [1126] performed a two-equilibrium procedure and applied the inherent strains at two 
consecutive static steps, the first one at intermediate temperature (elevated temperature resembling melting) and the second one at the 
steady state or room temperature, respectively. This method is shown to be superior to the original MIS method in predicting the 
residual stresses [1126], even though both have satisfactory distortion predictions. In a very recent work, [1127] (see Fig. 67) came up 
with an even more advanced hybrid version of the MIS method, where the inherent strains are temperature-dependent. This platform 
consists of three steps, 1) initially the detailed deposition-scale model is run at a range of interpass temperatures imposed as previous 
blocks’ temperatures, 2) a part-scale FH model is done to find interpass temperatures to determine temperature-dependent inherent 
strains and 3) the same two-equilibrium part-scale mechanical simulation (as in [1126]) is done. The temperature-dependent inherent 
strain method is believed to be more accurate for high through-put DED-based processes where heat accumulation is substantial. 

When looking at time-efficiency for mechanical simulations, MIS-based models (the part-scale modules) are quite faster than FH- 
based thermo-mechanical models, mainly because the former is a static mechanical model with constant material properties and this 
makes far less convergence issues hence less iterations, as compared to the FH method that requires very fine timesteps to converge at 
high temperature gradients. As an example, the runtime for the part-scale module of the most advanced IS-based model, i.e. tem-
perature dependent inherent strain proposed in [1127], takes roughly 30 min for simulating stresses in a metallic sample with 250 mm 
length and 27 mm size height manufactured with wire-based DED. Whereas, according to [1128] performing a thermo-mechanical 
analysis for DED using FH takes between 8 h up to 100 h of runtime, depending on the scaling factor. On top of this, although 

Fig. 67. The workflow of the temperature-dependent MIS method proposed in [1127]. According to the figure, first a detailed deposition-scale 
model is run to determine inherent strains at various imposed interpass temperatures. Then a part-scale thermal model based on the FH method 
is run to find Tinterpass for the entire part geometry. Then based on the calculated Tinterpass from step 2, corresponding inherent strains saved from step 
1 are imposed on the final part based on the two-equilibrium strategy introduced in [1126] to find residual stresses. 
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compared to detailed deposition-scale process models, FH and IS multi-scaling techniques obviously boost the simulation speeds 
substantially, they suffer from inherent inaccuracies mainly stemming from the concept of meta-layers and layer lumping. This was for 
instance shown in [1114] where the FH method on its own significantly overestimated the final deformation due to the very coarse 
layer lumping carried out while the modified version, the sequential FH method, had a much better distortion accuracy but at the 
expense of much longer runtimes (9 h for basic FH and 65 h for sequetial FH). That is therefore the reason why IS-based multi-scaling is 
preferred for doing structural physics-based TO [488,494,495] and thermal-only FH is an appropriate choice when performing thermal 
physics-based TO [480] and thermo-mechanical FH methods are not suited for physics-based TO including process constrains. The FH 
method with prolonged heat source activation times a.k.a. gradual heating, might also be suitable for finding necessary temperature 
gradients due to geometrical changes needed for physics-based TO with thermal process restrictions as discussed in section 2.2.2, 
thermal restrictions. 

4.2.2. Machine learning based process model reduction 
The growing number of contributions in recent years on modelling additive manufacturing processes is also reflected in the large 

number of studies focussed on application of machine learning (ML) techniques, which have become the single largest category of 
reduced order modelling techniques for AM. The remainder of this sub-section delves into the machine learning based methods applied 
to additive manufacturing, and discusses the different approaches adopted as well as the highlights the successes and challenges of 
these techniques. There have been over 600 publications in this field over the last decades (2004–2021), with the major findings 
summarized across at least 12 review articles within the period 2020–2021. Therefore, the section progresses by quickly summarizing 
these reviews, and then focuses on over 40 selected studies (out of 65 relevant studies) already documented over 2022, producing a 
detailed picture of the state-of-the-art within this field. 

Machine learning is an umbrella term for a set of algorithms that primarily identify and quantify patterns across a given dataset. 
Depending upon how the initial data set is handled, the ML algorithms fall under four sub-categories.  

• Supervised ML algorithms: The datasets are cleaned and accurately (and often painstakingly) labelled, and the algorithms are used 
to learn the relationship between the input and the output subsets i.e. a mapping of input data to output data is performed iter-
atively until the desired level of accuracy is attained. Typical applications include creation of regression models for prediction of 
trends as well as generation of classification models to identify and sort/categorize future data.  

• Unsupervised ML algorithms: The datasets are unlabelled and the algorithms are used to identify underlying patterns, trends and 
groupings within and across the different data subsets. The goal is typically to identify relationship between different data points 
(as opposed to input to output mapping), understand the underlying structure of the data, and thereby formulate rules for auto-
matic segmentation/clustering of the data into categories. Additional goals pertain to generation of data visualization models that 
provide insight into the achieved clustering via two/three dimensional plots, and to reduction of dimensionality e.g. by identifying, 
ranking and selecting the principal components (i.e. a mathematical combination of current data dimensions/variables) which 
govern the relationship across the data points.  

• Semi-supervised ML algorithms: These algorithms combine aspects of both supervised an unsupervised ML techniques, wherein the 
dataset consists of both clean/labelled and raw/unlabelled data. The models are trained on the labelled subset of data (i.e. learn 
classification rules), and then used to label the remaining data (i.e. apply clustering based on learned rules).  

• Reinforcement ML algorithms: Reinforcement ML uses supervised and/or unsupervised ML algorithms in an iterative manner on 
live datasets, whereby the models are continuously updated, created and/or discarded based on continuous feedback in terms of 
positive or negative rewards signals. The reward based reinforcement leads to dynamic models that make decisions/predictions 
based on the similarity of the current model inputs to the prior data, and thereafter update the criteria for assessing the similarity 
based on the now expanded prior dataset. These models are specifically applicable when decisions/predictions are to be made 
within scenarios that involve randomized incoming data and changing model environment. 

All four sub-categories of ML techniques have been applied to additive manufacturing in recent years. Both supervised and un-
supervised ML techniques have been applied at all process scales i.e. from microscale prediction of solidification [1129] and in-situ 
alloy formation [1130], to the deposition scale defect formation [1131] predictions based on thermal maps, melt pool dimensions 
and hot/cold spatter occurrence, to the mesoscale predictions of local residual strains and stresses [1132] and macro-scale predictions 
of the resultant final part shape deviations [1133]. The recent trends of developing physics-informed ML models [1134] at these 
different length scales, as opposed to traditional correlation based black-box models, has promoted their incorporation into both in-situ 
process control [1135–1137] investigations as well as Design for AM (DfAM) [1133,1138,1139] workflows. However, reinforcement 
ML techniques have found limited success as yet, owing to practical ML-specific challenges [1140] related to small available datasets, 
lack of proper data labeling, and insufficient application of feature engineering/selection, which continue to hinder the promulgation 
of these techniques at industrial production scales. In addition, other well-known challenges exist, related to overfitting/underfitting 
the models as well as the transfer of models developed on a specific machine-material-part design combination to other machines, 
materials and part designs. 

A broad review by Qin et al. [1133] highlighted ML applications in AM to cover multiple AM system categories i.e. PBF, DED, ME, 
VP and MJ. Focusing on key studies, the review categorized the applications into domains of ML for DfAM, ML for materials analytics, 
ML for defect detection, ML for process control and ML for AM sustainability. Classification using supervised learning algorithms were 
found to be prevalent in the design and materials selection fields while regression studies using supervised algorithms dominated the 
defect detection and process control domain. Unsupervised learning algorithms, on the other hand, were limitied to fields of defect 
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detection and process control, primarily aimed towards dimensionality reduction for in-situ decision making and control. A similar 
review by Nasiri et al. [1137] also included studies on SLA and BJ, but focused on the predictability of mechanical behaviour of AM 
parts i.e. shape deviation, geometric accuracy, and density prediction. Highlighting the potential usage of AM in producing func-
tionally graded materials, the review also identified current knowledge gaps for achieving accurate model-based AM of such com-
ponents. In a future-looking short review, Elambasseril et al. [1135] further highlighted the non-trivial aspects of the data flow for 
connecting these various domains, especially pointing at the convergent development required in the fields of AI, digital twins and data 
capture-n-storage to enable applications of ML models for closed-loop AM system and product development. 

As highlighted in a recent review by Durodola [1129] focusing on ML applications for alloy design, the ML models are developed on 
an assumption that observations × during any process can be related to the outputs y by some unknown function g such that y = g(x) 
represents the ground reality of the process. The ML algorithms approximate this ground reality by an initial arbitrary model F(x,w), 
wherein w corresponds to a set of adjustable variables and/or mathematical operators introduced such that F(x,w) ≈ g(x). The ML 
methods then define a minimization function, e.g. the Hankel norm or the L2 norm, with respect to the output y. The final ML model 
constitutes uniquely identified set of values of w and × that result in the lowest value for the defined minimization function. Supervised 
ML techniques are applied when the variables constituting × and y are known apriori, while unsupervised/semi-supervised ML 
techniques are used when the variables constituting y are either unknown or partially known respectively. Reinforcement ML tech-
niques become especially relevant when the variables constituting × and y are known to have associated uncertainties and/or sto-
chasticity xθ and yθ such that the ML model constitutes F(x,w, xθ) ≈ g(x, xθ)= (y, yθ). Typically, the selection of variables and 
operators in w is made such that the ML models can be computed significantly faster than any corresponding multiphysics model of the 
same process, while having similar or better accuracy than corresponding analytical models of the process. In order to ascertain the 
performance of the ML models, metrics such as mean absolute error (MAE), mean absolute percentage error (MAPE) or root mean 
squared error (RMSE) are typically utilized as show in equations (38)–(40) respectively, wherein the true value y for the error 

Fig. 68. Extended three step strategy for close loop ML algorithm for smart manufacturing based on review by Raza et al [1130]. Step 1(bottom) 
highlights how ML models are trained for real-time applications and for simulation-driven design applications. Step 2 (middle) shows the imple-
mentation in a real-time environment. Step 3 (top) shows application within component design workflow. 
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calculations are generated either by experiments, high-fidelity multiphysics simulations or low-fidelity analytical model evaluations. 

Meanabsoluteerror(MAE) =
1
n

∑n

i=1

⃒
⃒F(x,w)i − yi
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⃒ (38)  

Meanabsolutepercentageerror(MAPE) =
100%

n
∑n

i=1

⃒
⃒
⃒
⃒
F(x,w)i − yi

yi

⃒
⃒
⃒
⃒ (39)  

Rootmeansquarederror(RMSE) =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑n

i=1

(
F(x,w)i − yi

)2

n

√

(40) 

The recent review by Raza et al. [1130] provided an overview of the steps associated with achieving ML based model reduction, 
focusing on the importance of selection of appropriate ML algorithms based on the problem definition, and on the subsequent inte-
gration onto a real-time AM process control scenario (see Fig. 68). The advantages and limitations of choosing naive Bayes classifier 
(BC) models, k-nearest-neighbor (kNN) method, Decision trees (DT) approach, kernel methods such as support vector machine (SVM), 
and artificial neural networks (ANN) were discussed, as applicable to the problems of material discovery/selection, alloy development, 
in-situ process parameter control as well as parameter optimization. The review also highlighted the usage of deep learning techniques 
such as convolution neural networks (CNN) across the various areas of AM aimed at establishing the process-structure–property and 
composition-structure–property relationships. For the latter case, the review also highlighted the various material property databases 
available for ML investigations, e.g. AFLOW, Open Quantum materials Database, Polyinfo Polymer Database, Crystallography Open 
Database, etc., containing material data ranging from elastic, thermal, electro-chemical properties to DFT-based properties and crystal 
structure information. 

Similar prevelance of CNN based studies was also noted by Zhang et al [1141] for deposition-scale defect models, based on a review 
focused on combination of in-process monitoring techniques for LPBF and EBM with ML techniques. Fu et al. [1131] also reviewed 
application of ML algorithms for defect detection in laser-based metal AM processes, categorizing the individual investigations by the 
selected ML algorithm, the type of material, the types of defect, and the obtained prediction accuracy of the implementation. The 
defects were broadly classified into geometric and dimensional defects, cracks, and meltpool induced defects e.g. lack-of-fusion pores, 
keyholes pores, gas porosity, balling defects, track continuity defects, etc. The dataset for the supervised learning studies reviewed 
therein ranged from in-situ thermal images and pyrometry of the meltpool to layerwise optical and thermal imaging to acoustic 
spectroscopy during production, to post-process microscopy and metallographic images. Both LPF and DED processes were studied and 
the applied ML techniques involved logistic regression (LR), Gaussian process regression (GPR), SVM, naïve BC, kNN, random DT, 
ANN, CNN or long-term recurrent CNN (RNN). High prediction accuracy of > 90% was documented for most studies while nearly all 
reviewed investigations achieved > 75% accuracy. The unsupervised learning studies applied techniques of k-means clustering (KMC), 
deep belief network (DBN) or self-organized maps (SOM), while using the datasets containing powder bed images, X-ray CT based 
porosity maps, optical tomography images, acoustic emissions and/or near-infrared thermal images. The unsupervised learning studies 
reviewed could identify recoater hopping, recoater streaking, debris, and potential keyhole and/or lack-of-fusion defects with > 80% 
accuracy, while no accuracy values were reported for identification of cracks and drift phenomena during production. The stated 
accuracy values however were brought into question within the review paper, specifically pointing to the small databases typically 
available for creation and testing of these ML models in the reviewed studies. 

Sharma et al [1134] also pointed out the usage of ML techniques for meltpool dynamics prognosis for LPBF, as well as the growing 
development of Physics-informed ML models. The review also expanded upon the different modelling techniques available for the 
thermal modelling of PBF process, but fell short of identifying studies that could merge the two fields. Combining studies focused on in- 
process monitoring and defect detection with studies focused on process-thermal dynamics-structure–property relationships, Wang 
et al. [1132] highlighted the application of similar ML techniques and datasets across both domains of metal AM. The reviewed articles 
were categorized based on which part of the PTSP linkages were adressed (e.g. process-thermal, process-structure, process-property, 
thermal-structure, etc), and the corresponding model inputs and outputs for each category were highlighted. The studies were found to 
be primarily focused on more popular AM materials such as SS316L, Ti6Al4V, Inconel 718/625, SS 17-4PH and AlSi10Mg. Key 
questions related to designing ML models capable of handling both temporal thermal dynamics and spatial structural evolution in an 
effective and time-efficient manner were identified as existing knowledge gaps within the field of ML applied to process modelling. 

4.2.2.1. ML driven reduced order modelling at the deposition scale. A majority of the reduced order modelling (or surrogate modelling) 
investigations with ML techniques has focussed on the meso-scale aspects of the metal AM processes i.e. the dimensions of the meltpool, 
the local temperature fields and the consequent formation of porosities. The applicability of such models is dependent on the 
complexity of the multiphysics model that ML intends to replace, and is aligned with the necessary model-fidelity schema proposed by 
Yan et al. [1142] (wherein the suitability of applying semi-empircal techniques based on Rosenthal solution are compared against FE 
based thermal models and FV based CFD models for the different regions of a typical power vs scanning speed process map). For 
example, Ness et al.[1143] used Extremely Randomized Decision Trees upon datasets generated via FE thermal simulations of wire arc 
additive manufacturing of aluminum 2319 using ABAQUS. The study introduced a generic feature set aimed at capturing the thermal 
process across different geometries, deposition patterns, and power intensities. The feature set contained sample time, deposition time, 
euclidean distance between laser and sample node, boolean value corresponding to whether the adjacent pass or layer is printed, 
normalized time since adjacent node deposition, normalized time since depostion within heat influence zone, power influence factor, 
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volume ratio of air within the heat influence zone. An aggregate of 55 decision trees constituted the overall ML model, chosen based on 
trade-off between accuracy and processing time. The performance of the train set was assessed through the average of the 5-fold cross- 
validation results, an iterative procedure wherein the entire dataset was randomly partitioned into five disjoint subsets of approxi-
mately the same size, and for each set, the mean absolute error (MAE), the mean absolute percentage error (MAPE) and the root mean 
squared error (RMSE) were used as the test performance. The model showed an overall performance of MAPE of 0.8% − 2.5%, it could 
sufficiently capture the temperature trends and peak values, and thus could be used as a surrogate for the high-fidelity ABAQUS model 
to predict the temperature during the production of a single layer. 

Along similar routes, Liao et al. [1144]used physics-informed-neural-network models to predict the full temperature distribution 
within a part being produced using partial temperature data measured with an infrared camera during DED of IN718. The PINN was 
initially trained on FE simulation of a single pass, tested with resultant RMSE of < 4 ◦C and maximum error of < 100 ◦C, and sub-
sequently retrained with experimental data leading to a final model RMSE of < 48 ◦C. Instead of using physical laws to predict 
temperatures, Kozjek et al. [1145] applied RF techniques to combine high-resolution coaxial Planck thermometry melt pool tem-
perature measurements with a selected set of LPBF process parameters, in order to predict the melt pool temperatures within the next 
layer to be produced. In a more expansive investigation, Akbari et al. [1146] have investigated the feasibility of using processing 
parameters from four different metal AM methods (two PBF and two DED) across 30 materials in order to create a model capable of 
predicting the shape and dimensions of the resultant melt pool as well as classifying whether the resultant melt pool is within the 
keyhole, lack-of-fusion, balling or desirable region of the process window. A comparison of the suitability of different ML algorithms 
for deriving the desired meltpool model was also highlighted, as the applied techniques corresponded to Ridge linear regression, Lasso 
linear regression, Random Forest (RF), Gaussian process model, Support Vector Machine (SVM), classical Gradient Boost, XGBoost, 
Logistic regression (LR) and Artificial neural networks (ANN); with the neural networks, gradient boosting and radom forest models 
outperforming the other models. 

Estalaki et al. [1147] have used kNN, RF, DT, multi-layer perceptron (an ANN technique), LR and AdaBoost (a Gradient Boost 
technique) methods in order to create a model for microporosity prediction in LPBF SS304L based on in-situ thermographic sensor data 
and µ-CT reconstructions of porosity distributed in the experimental samples. The kNN and RF techniques were shown to consistently 
outperform other techniques for microporosity predictions across a series of statistically relevant validation tests, with the RF models 
showing > 90% Precision, Recall, Accuracy and F1 scores for 7% and 10% hold-out validation tests (the four scores of Accuracy, 
Precision, Recall and F1 as relate the number of on true/false positive/negative results with the ground truth corresponding to 100% 
on each score). Similar studies of relating meltpool information to the final local porosity in the part were performed by Gawade et al. 
[1148] (using XGBoost method on laser net shaping of Ti6Al4V) and Smoqi et al. [1149] (using kNN technique with LPBF of ATI 
718Plus alloy). Gawade et al. [1148] combined simulation data generated from high-fidelity thermal models in AUTODESK with 
empirical meltpool maps extracted from pyrometry data based on approximately similar time and part of the print. The simulated melt 
pools helped the supervised learning model learn better to predict porosity labels by providing physics-based features to the empirical 
melt pools. Functional principal component analysis was used to reduce the 63 features defining each meltpool shape to 8 factors 
covering 98% of the variation of the data. Following the train-test 80–20 data split, the training dataset could be recreated with 99% 
accuracy, 98% recall and 99% precision, while the test dataset had 99% accuracy, 86.67% recall and 100% precision. The model 
predicted 13 out of 15 porous melt pools and 296 out of 296 non-porous melt pools correctly within the test data. Smoqi et al. [1149] 
compared the performance of kNN based model with deep learning based CNN models and observed similar levels of predictability - 
with the additional feature extraction and feature engineering performed for the kNN implementation as well as the lack of sufficiently 
large datasets for the CNN model being attributed as reasons for the similar performance. 

Deep neural network methods, specifically convolutional neural networks (CNN), are the most adapted technique for models 
involving meltpool analysis/predicted due to their suitability to handle image based data, as well as the deep learning nature of the 
involved algorithms. Du et al. [1150] have used a combination of genetic algorithms and deep neural networks with a dataset con-
sisting of melt pool dimensions, volumeric energy density, Richardson number, Marangoni number, solidification time and surface 
tension force, in order to predict the balling susceptibility index of the process-material-parameter combination. The dataset spanned 
across multiple materials including AlSi10Mg, A357, Co-Cr alloys, SS 316L and corresponded to 166 experiments. Zhang et al. [1151] 
compared the performance of RF, XGBoost and LightGBM models for predicting microhardness based on the process parameters and 
the measured meltpool intesity data during LPBF. In contrast to the finding of Estalaki et al. [1147] on the suitability of the techniques, 
XGBoost was reported to have the best comparative performance. 

Pandiyan et al [1152] used long.short term memory CNN to handle combined signals from a heterogeneous time-synced sensing 
system (based on back reflection, visible image, IR image, and acoustic emissions) in order to classify melt pools during LPBF of 316L 
within the three regimes of lack-of-fusion, conduction mode and keyhole mode. A prediction accuracy of 98% was reported across the 
variable time scales, as well as the greater significance of back reflection and acoustic emission sensor data towards melt pool pre-
dictability. Huang et al [1153] instead used CNN to relate process parameters with the observed meltpool characteristics, while 
Lapointe et al [1154] further included the geometry of the part into the input features of their CNN models. Huang et al [1153] used 
combinations of high-fidelity FE simulations of EBAM of Ti6AL4V on ABAQUS along with low-fidelity Rosenthal-model based sim-
ulations to generate the training dataset, and applied Singular Value Decomposition based Kriging approach as well as a pointcloud 
CNN. Hemmasian et al [1155] used high-fidelity FLOW3D based simulations of single pass during LPBF to generate the training dataset 
for their CNN model, and achieved an RMSE of 2–3% for the predicted temperature field. Hosseini et al [1156] used a physics-informed 
neural network to predict the temperature and melt pool dimensions and benchmarked it against simulations in ABAQUS, and ach-
ieved MAE of < 4.5%. Ren et al [1157] used a recurrent neural network, a deep neural network and a CNN to make thermal prediction 
for any arbitrary geometry and scanning strategy during DED, and utilized a FE thermal analysis to create the training data for the ML 
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models. A combined RNN-DNN model was reported to have the best performance of 98.09% accuracy. 

4.2.2.2. ML driven reduced order modelling at the meso/macro scale. The recent works on ML driven reduced order modelling at the 
macro-scale have focused on predicting the overall part porosities coming out of the AM processes, the associated surface morpo-
hologies, the presence of near surface cracks and their impact of the strength and stiffness of the components. Ansari et al [1158] have 
used CNN to identify and classify porosity levels in a part based on a training dataset consisting of images taken after each layer was 
produced in the LPBF machine. Identified porosities in the layer images were labelled using either the original CAD file of the part or 
the X-CT scan data of the part, with CAD-based labelling resulting in 90% accuracy as opposed to X-CT based labelling leading to 97% 
accuracy. 

Li et al [1159] created a nonlinear regression model of the surface morphology, flatness and near-surface crack probablity as 
function of the process parameters using optical scanning data as well as SEM images. Phadke et al [1160] also created ML models 
relating the LPBF process parameters for AlSi10Mg to the roughness of a cylindrical component, but used ANN as the modelling 
technique and further considered the dimensional accuracy and the cylindricity as model outputs. Hu et al [1161] investigated the 

Fig. 69. Top: Test cases of the validation set. (a) A diamond lattice structure made from AlSi10Mg 5 using an EOS machine, (b) a benchmark with 
tiny needles, and (c) an AlSi10Mg tensile bar 6 printed using Renishaw. Bottom: Comparison of the predictions obtained using two different ma-
terials with varying strut 4 thicknesses. From Zhang et al. [1166]. 
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impact of surface defects on the stiffness and the flexural strength of thin structures and lattice structures. The training data set was 
generated by simulating the mechanical bevaiour of small trusses and beams with modified surfaces on the ANSYS WorkBench, 
corresponding to typically observed process defects. The gradient boost method with a five-fold cross-validation method was adopted 
for the main predictive model, while a Lasso polynomial regression model accounted for the interaction effects. 

Residual stress within LPBF components was the focus of the CNN model implemented by Dong et al [1162], wherein the training 
dataset was generated via FE simulation of the process. The CNN utilized combinations of three geometric features, namely circular 
struts, square struts and walls, as the inputs to define the different training geometries, and thus could predict residual stresses within 
any arbitrary part geometry within 14–25% error. CNNs were also used by Fang et al [1163] to create a predictive model for the 
mechanical properties (UTS, YS, EI and failure stress) of Inconel 718 walls built by DED, and used measured mechanical properties 
with simulated thermal data from correspoding components. Yang et al [1164] instead used extensive literature sources from the 
period of 2010–2019 to create a training dataset of tensile properties of HIP-ed Ti6Al4V parts made of LPBF, and applied ANN to create 
a predictive model with ~ 5% accuracy. 

Zhang et al [1165] have applied voxel-based CNN for predicting the occurrence of visual defects (e.g. distortions) during LPBF and 
compared their predictive model againt printability analysis within the Materialise software. In follow-up studies, Zhang et al [1166] 
have also demonstrated the increased performance of the CNN models in predicting the shape defects of complex geometries as 
compared to printability analysis on commercial software (see Fig. X3). The combination of such models of geometry-based print-
ability analysis with models for the meso-aspects (e.g. porosity) and macro-aspects (e.g. stresses and strength) of metal AM processes 
are likely to open new pathways for direct simulation-based design of optimized, printable components in the future (Fig. 69). 

4.3. Reduced order modeling and multi-scaling techniques in a holistic approach 

Although multi-scaling techniques are used as independent tools for understanding and improving AM process and components 
performance, the ultimate vision is to use these techniques as components of a holistic optimization approach for AM. This vision, 
addressed in general in the present review as illustrated in Fig. 63, has already been subject of several research and review 

Fig. 70. Flowchart for physics informed machine learning model implementation as suggested by Guo et al[13]. Note: The difference between 
PIMO, PIMC, PIMT, PIMA and PIMI are highlighted and the application scenario for each is specified. 
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publications. Francois et al. [1167] have provided a short overview of the different challenges in the modelling of process, micro-
structure and properties, as well as in the optimization of process and component topology. The paper also discussed the opportunities 
from combining these modelling and optimization components in a holistic manner. Yan et al. [1168] presented their implementation 
of a similar vision with some extra focus on data handling. In a recent comprehensive review paper [1169], Hashemi et al. have 
presented their vision about a computational linking of process–structure–property–performance models for AM and focused mainly 
on process optimization. 

The various multi-scaling and reduced order modelling techniques reviewed in this section can be implemented within process 
simulations during topology optimization, especially at the early stages of the optimization as well as towards the later stages. 
Naturally, for critical components, the closer one approaches to the final design, the greater the need for using accurate, fully-resolved 
multiphysics models. Fortunately, as pointed out by Nasiri et al [S14], a strong complementarity exists between the typical application 
scenarios of multiphysics numerical modelling and ML models; with the former models challenged by the randomness/uncertainity of 
inputs coupled to a well-established apriori model representation, while the latter models hindered by unknown model representation 
prior to training but subjected to well-known inputs. Physics informed ML (PIML) models, such as those reviewed by Guo et al [S13], 
aim to address the overlap between these two modelling approaches, suggesting paths for integrating both in order to realize very fact 
process optimization cycles. Guo et al [S13] distinguished between physics informed model input (PIMI), physics-informed model 
architecture (PIMA), physics- informed model training (PIMT), physics-informed model components (PIMC) and physics-informed 
model outputs (PIMO), and suggested a detailed framework for identifying the relevant application case for each of these while 
combining ML with simulations (see Fig. 70). PIMI constituted preprocessing of in-situ production data (e.g. transformation of tem-
perature data into time–frequency domain) and/or augmentation with production parameters and simulation data in order to better 
identify predictors of the final output variable. PIMT aimed to improve the obtained ML models by improving the weightage ascribed 
to the training data entities i.e. penalty factors were put on the specific training data instances if such values were deemed to be 
physically inconsistent/unlikely (in other words, PIMT aimed to supress outliers within output data to get improved models). PIMC 
were related to the phenomena governed by activation and initialization (e.g. nucleation during solidification and grain growth), and 
additionally focused on minimizing meaningless fitting parameters and increased usage of meaningful physical parameters (i.e. for any 
given model F(x,w), the number of entities in w was reduced in favor of the number of entities in x). PIMA built on the concepts of 
reinforcement ML and PIMI, and aimed to improve model performance by simultaneously learning appropriate input data trans-
formations as a part of the model optimization procedure. PIMO focused on ensuring the physical consistency of the ML prediction 
models, by quantifying how the input features numerically affected the model output rather than supressing the outputs for training (as 
in PIMT). While the PIMLs were identified to enhance model interpretability in all five modes, the overall applicability to metal AM 
was still found to be limited by challenges related to data availability, multiphysics model availability, data imbalance between 
compliant and non-compliant AM parts, data curation (cleaning, processing, alignment and fusion of data from different sources), and 
standardization of PIML implementation methods. 

These various physics informed machine learning models can be applied in a progressive manner for process simulations (i.e. 
computation of process physics induced restrictions) during topology optimization, following the strategies described in Section 2.2.2, 
and similar to those demonstrated in 2.2.2. 

5. Conclusion 

AM processes have proven their capabilities in realizing complex TO’ed geometries which would have been nearly impossible to 
produce with well-established conventional manufacturing techniques. TO has so far been successfully applied to various design 
problems entailing a wide range of multiphysics problems as well as material design. Looking from a manufacturing perspective, 
however, TO’ed features are potentially prone to defects and anomalies that could impair the part’s quality. This issue is mainly due to 
the fact that in TO, typically, process-related conditions are not accounted for, whereas in reality, any noticeable instability in the 
process conditions, could prohibit the manufacturing of the TO’ed geometry. On the other side, advanced AM process models have 
shown their capacities as a reliable and cheap prediction tool that can identify the best set of input process parameters needed to end up 
with a defect-free AM’ed component. To date, TO and process models have been implemented as two separate geometry and material 
design tools for AM. In this respect, process models have been used for optimizing the process conditions without optimizing the final 
performance of the component under manufacturing, while TO has been used to optimize the geometry to obtain the optimal per-
formance regardless of the AM process conditions. In this work, on the other hand, the primary goal is to conceive these two as an 
integrated holistic computational design tool that not only optimizes the function of a certain part but also guarantees its quality while 
it is being manufactured via AM. This link between the two modelling and designing paradigms is materialized by incorporation of 
process models in TO, simply known as TO with physics and AM process constraints. 

In the first part of the work in section 2.1, we reviewed the main building blocks and methods of TO, giving and overview of 
problems formulations, discretization and solution strategies. We then reviewed some tools, like filtering and projection methods, 
which were originally introduced for regularization of the TO problem, but also find wide application for implementing AM design 
rules. Then, we reviewed some specific, yet broadly studied TO physics applications which are particularly relevant for AM. Stress 
constraints due to process conditions, however, remain an inseparable part of the holistic computational design and are dealt with in 
physics-based TO techniques. 

The account for buckling criteria within the TO process is fundamental for the stability and performance of the built part. Also, 
buckling can be triggered by any AM-induced imperfection or defects. Finally, we gave an extensive review of TO for thermal and 
thermo-fluid applications, including heat sinks, heat exchangers, and devices for fluid control. Specifically, these TO’ed thermal 
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management devices pose a challenge while manufacturing, especially since delicate geometrical features typically constitute these 
thermally TO’ed designs for achieving improved heat transfer. 

Such TO’ed structures are prone to severe manufacturing defects to an extent that could disqualify the part for end-user appli-
cations. Therefore, TO methods that account for manufacturing restrictions are described and enumerated in section 2.2. Regarding the 
development of TO methods that incorporate AM aspects, most studies thus far have focused on introducing geometric AM design rules 
into TO. For feature size control and overhang angle control adequate solutions have been proposed and demonstrated on large-scale 
industry-relevant problems. Geometrical aspects where further development and investigations are expected include suppression of 
enclosed voids (especially in complex large-scale cases), build orientation and trajectory optimization, in combination with anisotropy. 
While AM design rules are widely used and relatively inexpensive computationally, it is clear that not every relevant effect can be 
captured reliably through geometric rules alone. 

Prevention of overheating, distortion, consideration of the effect of residual stresses after printing, and controlling local material 
properties through AM process parameters and geometric features require physics-based AM process simulations, discussed in section 
2.2.2. Integration of these into TO forms a major challenge due to both the added complexity in (sensitivity) analysis and the significant 
computational cost involved for simulations. Research aimed at finding and validating adequate model simplification approaches that 
provide sufficient physical insight at reduced computational cost is crucial in advancing TO for AM beyond direct geometric control. 
The first steps in this direction can already be recognized in recent literature, as discussed in this review. 

AM process models have proven to be ideal tools for rapid certification as a means of bypassing expensive experimentation. AM 
process models have shown their strength in predicting process conditions at unmatched spatio-temporal resolutions which are 
sometimes impossible or at least too expensive to reveal using in-situ monitoring devices. Such models are typically implemented for 
obtaining the best set of input process parameters (process window) for achieving a high-quality component. AM process models are 
applied to micro- and deposition-scales. The latter are applicable to both metal and non-metal AM processes as described in sections 
3.1 and 3.2.2. Depending on their fidelity and involved physics, metal AM process models are subdivided into powder-gas dynamics 
models, melt pool evolution models and finally, fully coupled powder-gas–melt pool models (see 3.2.2). Aerodynamics conditions of 
the chamber gas in L-PBF or dynamics of the shielding gas in powder DED processes are modelled with powder-gas dynamics models. 
Furthermore, such models can detect cold spatter that can lead to sever surface non-uniformities due to denudation of the powder 
particles. Melt pool evolution models, as per their name, are dedicated to simulation of various field variables evolving around the 
laser-material interaction regions. These models cover a wide range depending on the type of their thermal model, which could be 
either conduction-based or convection-based as well as depending on their coupling with a subsequent model, e.g. solid mechanics, 
metallurgical, etc. The most advanced melt pool evolution models at the current stage are able to predict surface or bulk porosities 
caused by improper selection of input process parameters. Finally, as the last and most advanced category of melt pool evolution 
models, fully coupled powder-gas–melt pool models obtain the entire gas- and melt pool-related field variables simultaneously. Such 
models, despite significant computational requirements, are conceived to be the most accurate models for temperature predictions 
during metal AM processes. These could provide useful input data to microstructural models for grain growth simulations. So far, the 
main bottleneck of these models is still the very long computational runtimes to an extent that render these models only applicable to 
very limited and confined domains significantly far from the actual component size. This is the main reason why shortcut process 
multi-scaling methods described in section 4.2 are needed, since otherwise it is impractical to incorporate these models into physics- 
based TO. 

Process models also entail microstructural simulations at micro-scale. Several modelling techniques for grain growth and nucle-
ation simulations exist at this scale, including CA, KMC and PF. As discussed in Section 3.2.1, nucleation remains a black box. Its 
accurate description in microstructure modeling would be a sound next step of the research community that could promote our un-
derstanding of MAM process-microstructure relationships and support materials design with MAM. Quantitative predictions of AM 
microstructures in large volumes in appropriate time will play a key role in yielding valuable insights for industrial applications. 
Further research should be undertaken aimed at the establishment of process-microstructure functions to minimize time and 
computational efforts in the virtual design of process-microstructure maps, with a global aim of reverse engineering. 

To circumvent the very long computational times as well as small domains sizes of advanced process models discussed in section 3, 
material and process multi-scaling are fantastic solutions (sections 4.1 and 4.2, respectively). Multi-scaling is a key player in estab-
lishing the holistic computational design tool. Integrated computational material engineering (ICME in 4.1.2) is a detour multi-scaling 
tool to make representative volume elements which reflect an actual part’s morphology at deposition- and micro-scale. ICME for-
mulations are a material multi-scaling tool and the key enabling element of process-structure–property relationships. Furthermore, 
ICME formulations allow for calculating averaged material properties for part-scale simulations at macro-scale. While process multi- 
scaling methods given in section 4.2 are used for reducing the order of advanced multiphysics models discussed in section 3. Such 
process multi-scaling techniques allow for prediction of a specific field variable over an entire part’s geometry and within affordable 
runtime. Thus, part-scale process models which are developed based on process multi-scaling can be readily incorporated in physics- 
based TO mentioned in. These part-scale models, on the other hand, lack the capability of describing the actual physics accurately and 
they are typically fed with ideal material properties. Hence, material multi-scaling methods could link the micro- and deposition scale 
models to a part-scale model where realistic and updated material properties can be derived based on ICME and then in turn fed to 
these part-scale models, and this can subsequently serve as an additional constraint in a more realistic, physics-based TO. 

AM technologies are constantly developing, and TO methods for AM must therefore focus on the state of the art to be relevant. Here 
the concept of ‘contactless supports’ is mentioned and that this significantly changes the cost and complexity related to the realization 
of overhanging regions. Furthermore, AM is increasingly combined with other manufacturing processes: hybrid manufacturing, post- 
processing steps, assembly etc. The first studies focusing on such combinations have been identified. Consideration of this 
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interdependent chain of processes forms a complex but important direction for future computational design methods within the DfM 
philosophy. 

Finally, both for the physics-based and geometry-based research directions, in order to ensure progress of the field the importance 
of proper validation and comparative studies is emphasized. To facilitate this, the research community is encouraged to share 
implementations of methods. Here also journal editors can contribute by stimulating reproducible research. 
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[145] Kočvara M. Topology optimization with displacement constraints: A bilevel programming approach. Struct Optim 1997. https://doi.org/10.1007/ 

BF01197948. 
[146] Herskovits J, Leontiev A, Dias G, Santos G. Contact shape optimization: A bilevel programming approach. Struct Multidiscip Optim 2000. https://doi.org/ 

10.1007/s001580050149. 
[147] Washizu K. Variational Methods in Elasticity and Plasticity, {S}econd. Pergamon Press; 1975. 
[148] Ciarlet P. The Finite Element Method for Elliptic Problems. Soc Ind Appl Math 2002. https://doi.org/10.1137/1.9780898719208. 
[149] Haftka RT, Gurdal Z. Elements of Structural Optimization. Netherlands: Springer; 2012. 
[150] Haftka RT. Simultaneous analysis and design. AIAA J 1985;23:1099–103. 
[151] Haftka RT, Kamat MP. Simultaneous nonlinear structural analysis and design. Comput Mech. 1989;4:409–16. https://doi.org/10.1007/BF00293046. 
[152] Shin YS, Haftka RT, Plaut RH. Simultaneous analysis and design for eigenvalue maximization. AIAA J 1988;26:738–44. 
[153] Maar B, Schulz V. Interior point multigrid methods for topology optimization. Struct Multidiscip Optim 2000;19:214–24. https://doi.org/10.1007/ 

s001580050104. 
[154] Dreyer T, Maar B, Schulz V. Multigrid optimization in applications. J Comput Appl Math. 2000;120:67–84. https://doi.org/10.1016/S0377-0427(00)00304-6. 
[155] Hoppe R, Petrova SI, Schulz V. Primal-Dual Newton-Type Interior-Point Method for Topology Optimization. J Optim Theory Appl. 2002;114. https://doi.org/ 

10.1023/a:1016070928600. 
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[825] Criales LE, Arısoy YM, Özel T. Sensitivity analysis of material and process parameters in finite element modeling of selective laser melting of Inconel 625. Int J 

Adv Manuf Technol 2016;86:2653–66. https://doi.org/10.1007/s00170-015-8329-y. 
[826] Dong L, Makradi A, Ahzi S, Remond Y. Three-dimensional transient finite element analysis of the selective laser sintering process. J Mater Process Technol. 

2009;209:700–6. https://doi.org/10.1016/j.jmatprotec.2008.02.040. 
[827] Rombouts M, Froyen L, Gusarov AV, Bentefour EH, Glorieux C. Photopyroelectric measurement of thermal conductivity of metallic powders. J Appl Phys. 

2005;97. https://doi.org/10.1063/1.1832740. 
[828] Shishkovsky IV. Thermoviscoplasticity of powder composition under selective laser sintering. Seventh Int Conf Laser Laser-Inform Technol 2002;4644:446. 

https://doi.org/10.1117/12.464180. 
[829] Zhang DQ, Cai QZ, Liu JH, Zhang L, Li RD. Select laser melting of W-Ni-Fe powders: Simulation and experimental study. Int J Adv Manuf Technol 2010;51: 

649–58. https://doi.org/10.1007/s00170-010-2641-3. 
[830] Shi Q, Gu D, Xia M, Cao S, Rong T. Effects of laser processing parameters on thermal behavior and melting/solidification mechanism during selective laser 

melting of TiC/Inconel 718 composites. Opt Laser Technol. 2016;84:9–22. https://doi.org/10.1016/j.optlastec.2016.04.009. 
[831] Sih SS, Barlow JW. The prediction of the thermal conductivity of powders. In: Proceedings of 6th Annual Solid Freeform Fabrication Symposium, The 

University of Texas at Austin; 1994: pp. 321–329. 
[832] Antony K, Arivazhagan N, Senthilkumaran K. Numerical and experimental investigations on laser melting of stainless steel 316L metal powders. J Manuf 

Process. 2014;16:345–55. https://doi.org/10.1016/j.jmapro.2014.04.001. 
[833] Bugeda G, Cervera M, Lombera G. Numerical prediction of temperature and density distributions in selective laser sintering processes. Rapid Prototyp J. 1999; 

5:21–6. https://doi.org/10.1108/13552549910251846. 
[834] Yadroitsev I, Gusarov A, Yadroitsava I, Smurov I. Single track formation in selective laser melting of metal powders. J Mater Process Technol. 2010;210: 

1624–31. https://doi.org/10.1016/j.jmatprotec.2010.05.010. 
[835] Zhang Y, Faghri A. Melting and resolidification of a subcooled mixed powder be with moving gaussian heat source. J Heat Transfer. 1998;120:883–91. https:// 

doi.org/10.1115/1.2825907. 
[836] Li Y, Gu D. Parametric analysis of thermal behavior during selective laser melting additive manufacturing of aluminum alloy powder. Mater Des. 2014;63: 

856–67. https://doi.org/10.1016/j.matdes.2014.07.006. 
[837] Li Y, Gu D. Thermal behavior during selective laser melting of commercially pure titanium powder: Numerical simulation and experimental study. Addit 

Manuf. 2014;1:99–109. https://doi.org/10.1016/j.addma.2014.09.001. 
[838] Li Y, Zhou K, Tor SB, Chua CK, Leong KF. Heat transfer and phase transition in the selective laser melting process. Int J Heat Mass Transf. 2017;108:2408–16. 

https://doi.org/10.1016/j.ijheatmasstransfer.2017.01.093. 
[839] Loh LE, Chua CK, Yeong WY, Song J, Mapar M, Sing SL, et al. Numerical investigation and an effective modelling on the Selective Laser Melting (SLM) process 

with aluminium alloy 6061. Int J Heat Mass Transf. 2015;80:288–300. https://doi.org/10.1016/j.ijheatmasstransfer.2014.09.014. 
[840] Yang D, Wang G, Zhang G. Thermal analysis for single-pass multi-layer GMAW based additive manufacturing using infrared thermography. J Mater Process 

Technol. 2017;244:215–24. https://doi.org/10.1016/j.jmatprotec.2017.01.024. 
[841] Wu B, Ding D, Pan Z, Cuiuri D, Li H, Han J, et al. Effects of heat accumulation on the arc characteristics and metal transfer behavior in Wire Arc Additive 

Manufacturing of Ti6Al4V. J Mater Process Technol. 2017;250:304–12. https://doi.org/10.1016/j.jmatprotec.2017.07.037. 
[842] Zhao Y, Koizumi Y, Aoyagi K, Yamanaka K, Chiba A. Manipulating local heat accumulation towards controlled quality and microstructure of a Co-Cr-Mo alloy 

in powder bed fusion with electron beam. Mater Lett. 2019;254:269–72. https://doi.org/10.1016/j.matlet.2019.07.078. 
[843] Roberts IA, Wang CJ, Esterlein R, Stanford M, Mynors DJ. A three-dimensional finite element analysis of the temperature field during laser melting of metal 

powders in additive layer manufacturing. Int J Mach Tools Manuf. 2009;49:916–23. https://doi.org/10.1016/j.ijmachtools.2009.07.004. 
[844] Liu Y, Zhang J, Pang Z. Numerical and experimental investigation into the subsequent thermal cycling during selective laser melting of multi-layer 316L 

stainless steel. Opt Laser Technol. 2018;98:23–32. https://doi.org/10.1016/j.optlastec.2017.07.034. 
[845] Imran MK, Masood SH, Brandt M, Bhattacharya S, Mazumder J. Direct metal deposition (DMD) of H13 tool steel on copper alloy substrate: Evaluation of 

mechanical properties. Mater Sci Eng A 2011;528:3342–9. https://doi.org/10.1016/j.msea.2010.12.099. 
[846] Keist JS, Palmer TA. Role of geometry on properties of additively manufactured Ti-6Al-4V structures fabricated using laser based directed energy deposition. 

Mater Des. 2016;106:482–94. https://doi.org/10.1016/j.matdes.2016.05.045. 
[847] Ma M, Wang Z, Zeng X. Effect of energy input on microstructural evolution of direct laser fabricated IN718 alloy. Mater Charact. 2015;106:420–7. https://doi. 

org/10.1016/j.matchar.2015.06.027. 

M. Bayat et al.                                                                                                                                                                                                         

https://doi.org/10.1016/j.phpro.2010.08.060
https://doi.org/10.1063/1.337895
https://doi.org/10.1063/1.337895
http://refhub.elsevier.com/S0079-6425(23)00061-0/h4045
https://doi.org/10.1016/j.jmatprotec.2006.03.155
https://doi.org/10.1016/j.msea.2009.02.019
http://refhub.elsevier.com/S0079-6425(23)00061-0/h4060
https://doi.org/10.1016/j.jmatprotec.2012.03.016
https://doi.org/10.1007/s00170-005-0318-0
https://doi.org/10.1007/s00170-005-0318-0
https://doi.org/10.1016/j.jmatprotec.2019.116286
https://doi.org/10.1016/j.optlastec.2018.08.015
https://doi.org/10.1016/j.ijmachtools.2006.09.025
https://doi.org/10.1016/j.commatsci.2011.09.012
https://doi.org/10.1080/13873954.2012.689769
https://doi.org/10.1016/j.jmatprotec.2010.11.002
https://doi.org/10.1108/13552540210451732
https://doi.org/10.1108/13552540210451732
https://doi.org/10.1007/BF02649723
https://doi.org/10.1016/j.commatsci.2007.05.002
http://refhub.elsevier.com/S0079-6425(23)00061-0/h4120
https://doi.org/10.1007/s00170-015-8329-y
https://doi.org/10.1016/j.jmatprotec.2008.02.040
https://doi.org/10.1063/1.1832740
https://doi.org/10.1117/12.464180
https://doi.org/10.1007/s00170-010-2641-3
https://doi.org/10.1016/j.optlastec.2016.04.009
https://doi.org/10.1016/j.jmapro.2014.04.001
https://doi.org/10.1108/13552549910251846
https://doi.org/10.1016/j.jmatprotec.2010.05.010
https://doi.org/10.1115/1.2825907
https://doi.org/10.1115/1.2825907
https://doi.org/10.1016/j.matdes.2014.07.006
https://doi.org/10.1016/j.addma.2014.09.001
https://doi.org/10.1016/j.ijheatmasstransfer.2017.04.055
https://doi.org/10.1016/j.ijheatmasstransfer.2014.09.014
https://doi.org/10.1016/j.jmatprotec.2017.01.024
https://doi.org/10.1016/j.jmatprotec.2017.07.037
https://doi.org/10.1016/j.matlet.2019.07.078
https://doi.org/10.1016/j.ijmachtools.2009.07.004
https://doi.org/10.1016/j.optlastec.2017.07.034
https://doi.org/10.1016/j.msea.2010.12.099
https://doi.org/10.1016/j.matdes.2016.05.045
https://doi.org/10.1016/j.matchar.2015.06.027
https://doi.org/10.1016/j.matchar.2015.06.027


Progress in Materials Science 138 (2023) 101129

109

[848] Malukhin K, Ehmann K. Material characterization of NiTi based memory alloys fabricated by the laser direct metal deposition process. J Manuf Sci E T ASME 
2006;128:691–6. https://doi.org/10.1115/1.2193553. 

[849] Riza SH, Masood SH, Wen C, Ruan D, Xu S. Dynamic behaviour of high strength steel parts developed through laser assisted direct metal deposition. Mater Des. 
2014;64:650–9. https://doi.org/10.1016/j.matdes.2014.08.026. 

[850] Mower TM, Long MJ. Mechanical behavior of additive manufactured, powder-bed laser-fused materials. Mater Sci Eng A 2016;651:198–213. https://doi.org/ 
10.1016/j.msea.2015.10.068. 

[851] Kamath C. Data mining and statistical inference in selective laser melting. Int J Adv Manuf Technol 2016;86:1659–77. https://doi.org/10.1007/s00170-015- 
8289-2. 

[852] Ma M, Wang Z, Zeng X. A comparison on metallurgical behaviors of 316L stainless steel by selective laser melting and laser cladding deposition. Mater Sci Eng 
A 2017;685:265–73. https://doi.org/10.1016/j.msea.2016.12.112. 

[853] Manvatkar VD, Gokhale AA, Jagan Reddy G, Venkataramana A, De A. Estimation of melt pool dimensions, thermal cycle, and hardness distribution in the laser- 
engineered net shaping process of austenitic stainless steel. Metall Mater Trans A Phys Metall Mater Sci. 2011;42:4080–7. https://doi.org/10.1007/s11661- 
011-0787-8. 

[854] Costa L, Vilar R, Reti T, Deus AM. Rapid tooling by laser powder deposition: Process simulation using finite element analysis. Acta Mater. 2005;53:3987–99. 
https://doi.org/10.1016/j.actamat.2005.05.003. 

[855] Neto D, Vilar R. Physical–computational model to describe the interaction between a laser beam and a powder jet in laser surface processing. J Laser Appl. 
2000;14:46–51. 
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[1071] Halama R, Kourousis K, Pagáč M, Paška Z. Cyclic plasticity of additively manufactured metals. In: Cyclic Plasticity of Metals: Modeling Fundamentals and 
Applications, 2021. https://doi.org/10.1016/B978-0-12-819293-1.00022-X. 

[1072] Chen W, Voisin T, Zhang Y, Florien JB, Spadaccini CM, McDowell DL, et al. Microscale residual stresses in additively manufactured stainless steel. Nat 
Commun. 2019;10. https://doi.org/10.1038/s41467-019-12265-8. 

[1073] Hu D, Grilli N, Wang L, Yang M, Yan W. Microscale residual stresses in additively manufactured stainless steel: Computational simulation. J Mech Phys Solids. 
2022;161. https://doi.org/10.1016/j.jmps.2022.104822. 

[1074] Mercelis P, Kruth JP. Residual stresses in selective laser sintering and selective laser melting. Rapid Prototyp J. 2006;12. https://doi.org/10.1108/ 
13552540610707013. 

[1075] Ali H, Ghadbeigi H, Mumtaz K. Effect of scanning strategies on residual stress and mechanical properties of Selective Laser Melted Ti6Al4V. Mater Sci Eng A 
2018;712. https://doi.org/10.1016/j.msea.2017.11.103. 

[1076] Gibson LJ, Ashby MF. Cellular solids: Structure and properties, second edition; 2014. https://doi.org/10.1017/CBO9781139878326. 
[1077] Schaedler TA, Carter WB. Architected Cellular Materials. Annu Rev Mater Res. 2016;46:187–210. https://doi.org/10.1146/annurev-matsci-070115-031624. 
[1078] Bonatti C, Mohr D. Mechanical performance of additively-manufactured anisotropic and isotropic smooth shell-lattice materials: Simulations & experiments. 

J Mech Phys Solids. 2019;122. https://doi.org/10.1016/j.jmps.2018.08.022. 
[1079] Fleck NA, Deshpande VS, Ashby MF. Micro-architectured materials: Past, present and future. In: Proceedings of the Royal Society A: Mathematical, Physical 

and Engineering Sciences; 2010. https://doi.org/10.1098/rspa.2010.0215. 
[1080] Chen LY, Liang SX, Liu Y, Zhang LC. Additive manufacturing of metallic lattice structures: Unconstrained design, accurate fabrication, fascinated 

performances, and challenges. Mater Sci Eng R Rep 2021;146. https://doi.org/10.1016/j.mser.2021.100648. 
[1081] Rys J, Steenhusen S, Schumacher C, Cronauer C, Daraio C. Locally addressable material properties in 3D micro-architectures. Extreme Mech Lett. 2019;28. 

https://doi.org/10.1016/j.eml.2019.02.001. 
[1082] Wang Y, Sigmund O. Quasiperiodic mechanical metamaterials with extreme isotropic stiffness. Extreme Mech Lett. 2020;34. https://doi.org/10.1016/j. 

eml.2019.100596. 
[1083] Phani AS, Woodhouse J, Fleck NA. Wave propagation in two-dimensional periodic lattices. J Acoust Soc Am. 2006;119. https://doi.org/10.1121/1.2179748. 
[1084] Andreassen E, Jensen JS. Topology optimization of periodic microstructures for enhanced dynamic properties of viscoelastic composite materials. Struct 

Multidiscip Optim 2014;49. https://doi.org/10.1007/s00158-013-1018-2. 
[1085] Schultz J, Griese D, Ju J, Shankar P, Summers JD, Thompson L. Design of honeycomb mesostructures for crushing energy absorption, Journal of Mechanical 

Design. Trans ASME. 2012;134. https://doi.org/10.1115/1.4006739. 
[1086] Robbins J, Owen SJ, Clark BW, Voth TE. An efficient and scalable approach for generating topologically optimized cellular structures for additive 

manufacturing. Addit Manuf. 2016;12. https://doi.org/10.1016/j.addma.2016.06.013. 
[1087] Niknam H, Akbarzadeh AH, Rodrigue D, Therriault D. Architected multi-directional functionally graded cellular plates. Mater Des. 2018;148. https://doi.org/ 

10.1016/j.matdes.2018.02.058. 

M. Bayat et al.                                                                                                                                                                                                         

https://doi.org/10.1016/j.mechmat.2021.104034
https://doi.org/10.1016/S0020-7683(03)00143-4
https://doi.org/10.1016/j.pmatsci.2018.02.003
https://doi.org/10.1016/0001-6160(83)90014-7
https://doi.org/10.1016/0001-6160(83)90014-7
https://doi.org/10.1016/j.commatsci.2018.04.030
https://doi.org/10.1016/j.commatsci.2018.04.030
https://doi.org/10.1016/j.cma.2011.01.002
https://doi.org/10.1186/2193-9772-3-5
https://doi.org/10.1016/j.actamat.2019.12.003
https://doi.org/10.1016/j.msea.2020.140154
https://doi.org/10.1016/j.actamat.2020.116502
https://doi.org/10.1016/j.actamat.2020.116502
https://doi.org/10.1098/rspa.1948.0045
https://doi.org/10.1016/j.ijplas.2004.06.004
https://doi.org/10.1016/j.ijplas.2004.06.004
https://doi.org/10.1016/0022-5096(93)90073-O
https://doi.org/10.1016/0022-5096(93)90073-O
https://doi.org/10.1016/j.ijplas.2016.01.002
https://doi.org/10.1016/j.commatsci.2009.03.025
https://doi.org/10.1016/j.ijplas.2019.01.008
https://doi.org/10.1016/j.msea.2018.09.077
https://doi.org/10.1016/j.euromechsol.2022.104506
https://doi.org/10.1115/1.3422732
https://doi.org/10.1007/s11837-015-1298-7
https://doi.org/10.1016/j.msea.2017.06.069
https://doi.org/10.3390/ma11010146
http://refhub.elsevier.com/S0079-6425(23)00061-0/h5350
http://refhub.elsevier.com/S0079-6425(23)00061-0/h5350
http://refhub.elsevier.com/S0079-6425(23)00061-0/h5350
https://doi.org/10.1038/s41467-019-12265-8
https://doi.org/10.1016/j.jmps.2022.104822
https://doi.org/10.1108/13552540610707013
https://doi.org/10.1108/13552540610707013
https://doi.org/10.1016/j.msea.2017.11.103
https://doi.org/10.1146/annurev-matsci-070115-031624
https://doi.org/10.1016/j.jmps.2018.08.022
https://doi.org/10.1016/j.mser.2021.100648
https://doi.org/10.1016/j.eml.2019.02.001
https://doi.org/10.1016/j.eml.2019.100596
https://doi.org/10.1016/j.eml.2019.100596
https://doi.org/10.1121/1.2179748
https://doi.org/10.1007/s00158-013-1018-2
https://doi.org/10.1115/1.4006739
https://doi.org/10.1016/j.addma.2016.06.013
https://doi.org/10.1016/j.matdes.2018.02.058
https://doi.org/10.1016/j.matdes.2018.02.058


Progress in Materials Science 138 (2023) 101129

115

[1088] Bendsøe MP, Kikuchi N. Generating optimal topologies in structural design using a homogenization method. Comput Methods Appl Mech Eng. 1988;71. 
https://doi.org/10.1016/0045-7825(88)90086-2. 

[1089] Tancogne-Dejean T, Mohr D. Elastically-isotropic truss lattice materials of reduced plastic anisotropy. Int J Solids Struct. 2018;138. https://doi.org/10.1016/ 
j.ijsolstr.2017.12.025. 

[1090] Ma Q, Zhang L, Ding J, Qu S, Fu J, Zhou M, et al. Elastically-isotropic open-cell minimal surface shell lattices with superior stiffness via variable thickness 
design. Addit Manuf. 2021;47. https://doi.org/10.1016/j.addma.2021.102293. 

[1091] Doyoyo M, Hu JW. Multi-axial failure of metallic strut-lattice materials composed of short and slender struts. Int J Solids Struct. 2006;43. https://doi.org/ 
10.1016/j.ijsolstr.2005.12.001. 

[1092] Smith J, Liu WK, Cao J. A general anisotropic yield criterion for pressure-dependent materials. Int J Plast. 2015;75. https://doi.org/10.1016/j. 
ijplas.2015.08.009. 

[1093] Deshpande VS, Fleck NA, Ashby MF. Effective properties of the octet-truss lattice material. J Mech Phys Solids. 2001;49. https://doi.org/10.1016/S0022- 
5096(01)00010-2. 

[1094] Eynbeygui M, Arghavani J, Akbarzadeh AH, Naghdabadi R. Anisotropic elastic-plastic behavior of architected pyramidal lattice materials. Acta Mater. 2020; 
183. https://doi.org/10.1016/j.actamat.2019.10.038. 

[1095] da Silva GA, Aage N, Beck AT, Sigmund O. Local versus global stress constraint strategies in topology optimization: A comparative study. Int J Numer 
Methods Eng. 2021;122. https://doi.org/10.1002/nme.6781. 

[1096] Wu J, Aage N, Westermann R, Sigmund O. Infill Optimization for Additive Manufacturing-Approaching Bone-Like Porous Structures. IEEE Trans Vis Comput 
Graph. 2018;24. https://doi.org/10.1109/TVCG.2017.2655523. 

[1097] Lazarov BS. Topology optimization using multiscale finite element method for high-contrast media. In: Lecture Notes in Computer Science (Including 
Subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics); 2014. https://doi.org/10.1007/978-3-662-43880-0_38. 

[1098] Alexandersen J, Lazarov BS. Topology optimisation of manufacturable microstructural details without length scale separation using a spectral coarse basis 
preconditioner. Comput Methods Appl Mech Eng. 2015;290. https://doi.org/10.1016/j.cma.2015.02.028. 

[1099] Gorguluarslan RM, Park SI, Rosen DW, Choi SK. A Multilevel Upscaling Method for Material Characterization of Additively Manufactured Part under 
Uncertainties, Journal of Mechanical Design. Trans ASME. 2015;137. https://doi.org/10.1115/1.4031012. 

[1100] Bayat M, de Baere D, Mohanty S, Hattel J. Multi-scale multiphysics simulation of metal L-PBF AM process and subsequent mechanical analysis. In: The 12th 
International Seminar “Numerical Analysis of Weldability, Graz, Austria., 2018. 

[1101] Zeng K, Pal D, Gong HJ, Patil N, Stucker B. Comparison of 3DSIM thermal modelling of selective laser melting using new dynamic meshing method to ANSYS. 
Mater Sci Technol (United Kingdom). 2015;31:945–56. https://doi.org/10.1179/1743284714Y.0000000703. 

[1102] Denlinger ER, Gouge M, Irwin J, Michaleris P. Thermomechanical model development and in situ experimental validation of the Laser Powder-Bed Fusion 
process. Addit Manuf. 2017;16:73–80. https://doi.org/10.1016/j.addma.2017.05.001. 

[1103] Olleak A, Xi Z. A scan-wise adaptive remeshing framework for thermal simulation of the selective laser melting process. Int J Adv Manuf Technol 2020;107: 
573–84. https://doi.org/10.1007/s00170-020-04995-7. 

[1104] Moran TP, Warner DH, Phan N. Scan-by-scan part-scale thermal modelling for defect prediction in metal additive manufacturing. Addit Manuf. 2021;37: 
101667. https://doi.org/10.1016/j.addma.2020.101667. 

[1105] Moran TP, Li P, Warner DH, Phan N. Utility of superposition-based finite element approach for part-scale thermal simulation in additive manufacturing. Addit 
Manuf. 2018;21:215–9. https://doi.org/10.1016/j.addma.2018.02.015. 

[1106] Yang Y, Knol MF, van Keulen F, Ayas C. A semi-analytical thermal modelling approach for selective laser melting. Addit Manuf. 2018;21:284–97. https://doi. 
org/10.1016/j.addma.2018.03.002. 

[1107] Yang Y, van Keulen F, Ayas C. A computationally efficient thermal model for selective laser melting. Addit Manuf. 2020;31:100955. https://doi.org/10.1016/ 
j.addma.2019.100955. 

[1108] Yang Y, Zhou X, Li Q, Ayas C. A computationally efficient thermo-mechanical model for wire arc additive manufacturing. Addit Manuf. 2021;46. https://doi. 
org/10.1016/j.addma.2021.102090. 

[1109] Zhang W, Tong M, Harrison NM. Resolution, energy and time dependency on layer scaling in finite element modelling of laser beam powder bed fusion 
additive manufacturing. Addit Manuf. 2019;28:610–20. https://doi.org/10.1016/j.addma.2019.05.002. 

[1110] Zaeh MF, Branner G. Investigations on residual stresses and deformations in selective laser melting. Prod Eng 2010;4:35–45. https://doi.org/10.1007/ 
s11740-009-0192-y. 

[1111] Prabhakar P, Sames WJ, Dehoff R, Babu SS. Computational modeling of residual stress formation during the electron beam melting process for Inconel 718. 
Addit Manuf. 2015;7:83–91. https://doi.org/10.1016/j.addma.2015.03.003. 

[1112] Chiumenti M, Neiva E, Salsi E, Cervera M, Badia S, Moya J, et al. Numerical modelling and experimental validation in Selective Laser Melting. Addit Manuf. 
2017;18:171–85. https://doi.org/10.1016/j.addma.2017.09.002. 

[1113] Zhang Y, Gandin CA, Bellet M. Finite Element Modeling of Powder Bed Fusion at Part Scale by a Super-Layer Deposition Method Based on Level Set and Mesh 
Adaptation, Journal of Manufacturing Science and Engineering. Trans ASME. 2022;144. https://doi.org/10.1115/1.4052386. 

[1114] Bayat M, Klingaa A, de Baere D, Thorborg J, Tiedje NS, Hattel JH. Part-scale thermo-mechanical modelling of distortions in L-PBF – Analysis of the sequential 
flash heating method with experimental validation., Addit Manuf. under revi (2020). 

[1115] Neiva E, Chiumenti M, Cervera M, Salsi E, Piscopo G, Badia S, et al. Numerical modelling of heat transfer and experimental validation in Powder-Bed Fusion 
with the Virtual Domain Approximation, (2018) 1–26. http://arxiv.org/abs/1811.12372. 

[1116] Bayat M, Klingaa CG, Mohanty S, de Baere D, Thorborg J, Tiedje NS, et al. Part-scale thermo-mechanical modelling of distortions in Laser Powder Bed Fusion 
– Analysis of the sequential flash heating method with experimental validation. Addit Manuf. 2020;36. https://doi.org/10.1016/j.addma.2020.101508. 

[1117] Chen Q, Liang X, Hayduke D, Liu J, Cheng L, Oskin J, et al. An inherent strain based multiscale modeling framework for simulating part-scale residual 
deformation for direct metal laser sintering. Addit Manuf. 2019;28:406–18. https://doi.org/10.1016/j.addma.2019.05.021. 

[1118] Ueda Y, Fukuda K, Tanigawa M. New Measuring Method of Three Dimensional Residual Stresses Based on Theory of Inherent Strain, Welding Mechanics, 
Strength & Design. (1979). 

[1119] Ueda Y, Fukuda K, Nakacho K, Endo S. A new measuring method of residual stresses with the aid of finite element method and reliability of estimated values. 
J Soc Naval Architects Japan 1975;138:499–507. 

[1120] Liang X, Cheng L, Chen Q, Yang Q, To AC. A modified method for estimating inherent strains from detailed process simulation for fast residual distortion 
prediction of single-walled structures fabricated by directed energy deposition. Addit Manuf. 2018;23:471–86. https://doi.org/10.1016/j. 
addma.2018.08.029. 

[1121] Li C, Guo Y, Fang X, Fang F. A scalable predictive model and validation for residual stress and distortion in selective laser melting. CIRP Ann 2018;67:249–52. 
https://doi.org/10.1016/j.cirp.2018.04.105. 

[1122] Li C, Liu JF, Guo YB. Prediction of Residual Stress and Part Distortion in Selective Laser Melting. Procedia CIRP. 2016;45:171–4. https://doi.org/10.1016/j. 
procir.2016.02.058. 

[1123] Li C, Liu JF, Fang XY, Guo YB. Efficient predictive model of part distortion and residual stress in selective laser melting. Addit Manuf. 2017;17:157–68. 
https://doi.org/10.1016/j.addma.2017.08.014. 

[1124] Gouge M, Denlinger E, Irwin J, Li C, Michaleris P. Experimental Validation of Thermo-mechanical Part-Scale Modeling for Laser Powder Bed Fusion 
Processes. Addit Manuf. 2019;29:100771. https://doi.org/10.1016/j.addma.2019.06.022. 

[1125] Liang X, Chen Q, Cheng L, Hayduke D, To AC. Modified inherent strain method for efficient prediction of residual deformation in direct metal laser sintered 
components. Comput Mech. 2019;64:1719–33. https://doi.org/10.1007/s00466-019-01748-6. 

[1126] Dong W, Liang X, Chen Q, Hinnebusch S, Zhou Z, To AC. A new procedure for implementing the modified inherent strain method with improved accuracy in 
predicting both residual stress and deformation for laser powder bed fusion. Addit Manuf. 2021;47. https://doi.org/10.1016/j.addma.2021.102345. 

M. Bayat et al.                                                                                                                                                                                                         

https://doi.org/10.1016/0045-7825(88)90086-2
https://doi.org/10.1016/j.ijsolstr.2017.12.025
https://doi.org/10.1016/j.ijsolstr.2017.12.025
https://doi.org/10.1016/j.addma.2021.102293
https://doi.org/10.1016/j.ijsolstr.2005.12.001
https://doi.org/10.1016/j.ijsolstr.2005.12.001
https://doi.org/10.1016/j.ijplas.2015.08.009
https://doi.org/10.1016/j.ijplas.2015.08.009
https://doi.org/10.1016/S0022-5096(01)00010-2
https://doi.org/10.1016/S0022-5096(01)00010-2
https://doi.org/10.1016/j.actamat.2019.10.038
https://doi.org/10.1002/nme.6781
https://doi.org/10.1109/TVCG.2017.2655523
https://doi.org/10.1016/j.cma.2015.02.028
https://doi.org/10.1115/1.4031012
https://doi.org/10.1179/1743284714Y.0000000703
https://doi.org/10.1016/j.addma.2017.05.001
https://doi.org/10.1007/s00170-020-04995-7
https://doi.org/10.1016/j.addma.2020.101667
https://doi.org/10.1016/j.addma.2018.02.015
https://doi.org/10.1016/j.addma.2018.03.002
https://doi.org/10.1016/j.addma.2018.03.002
https://doi.org/10.1016/j.addma.2019.100955
https://doi.org/10.1016/j.addma.2019.100955
https://doi.org/10.1016/j.addma.2021.102090
https://doi.org/10.1016/j.addma.2021.102090
https://doi.org/10.1016/j.addma.2019.05.002
https://doi.org/10.1007/s11740-009-0192-y
https://doi.org/10.1007/s11740-009-0192-y
https://doi.org/10.1016/j.addma.2015.03.003
https://doi.org/10.1016/j.addma.2017.09.002
https://doi.org/10.1115/1.4052386
https://doi.org/10.1016/j.addma.2020.101508
https://doi.org/10.1016/j.addma.2019.05.021
http://refhub.elsevier.com/S0079-6425(23)00061-0/h5595
http://refhub.elsevier.com/S0079-6425(23)00061-0/h5595
https://doi.org/10.1016/j.addma.2018.08.029
https://doi.org/10.1016/j.addma.2018.08.029
https://doi.org/10.1016/j.cirp.2018.04.105
https://doi.org/10.1016/j.procir.2016.02.058
https://doi.org/10.1016/j.procir.2016.02.058
https://doi.org/10.1016/j.addma.2017.08.014
https://doi.org/10.1016/j.addma.2019.06.022
https://doi.org/10.1007/s00466-019-01748-6
https://doi.org/10.1016/j.addma.2021.102345


Progress in Materials Science 138 (2023) 101129

116

[1127] Dong W, Jimenez XA, To AC. Temperature-dependent modified inherent strain method for predicting residual stress and distortion of Ti6Al4V walls 
manufactured by wire-arc directed energy deposition. Addit Manuf. 2023;62. https://doi.org/10.1016/j.addma.2022.103386. 

[1128] Wang J, Zhang J, Liang L, Huang A, Yang G, Pang S. A line-based flash heating method for numerical modeling and prediction of directed energy deposition 
manufacturing process. J Manuf Process. 2022;73:822–38. https://doi.org/10.1016/j.jmapro.2021.11.041. 

[1129] Durodola JF. Machine learning for design, phase transformation and mechanical properties of alloys. Prog Mater Sci. 2022;123. https://doi.org/10.1016/j. 
pmatsci.2021.100797. 

[1130] Raza A, Deen KM, Jaafreh R, Hamad K, Haider A, Haider W. Incorporation of machine learning in additive manufacturing: a review. Int J Adv Manuf Technol 
2022. https://doi.org/10.1007/s00170-022-09916-4. 

[1131] Fu Y, Downey ARJ, Yuan L, Zhang T, Pratt A, Balogun Y. Machine learning algorithms for defect detection in metal laser-based additive manufacturing: A 
review. J Manuf Process. 2022;75:693–710. https://doi.org/10.1016/j.jmapro.2021.12.061. 

[1132] Wang P, Yang Y, Moghaddam NS. Process modeling in laser powder bed fusion towards defect detection and quality control via machine learning: The state- 
of-the-art and research challenges. J Manuf Process. 2022;73:961–84. https://doi.org/10.1016/j.jmapro.2021.11.037. 

[1133] Qin J, Hu F, Liu Y, Witherell P, Wang CCL, Rosen DW, et al. Research and application of machine learning for additive manufacturing. Addit Manuf. 2022;52. 
https://doi.org/10.1016/j.addma.2022.102691. 

[1134] Sharma R, Guo YB. Chapter 8 computational modeling and physics-informed machine learning of metal additive manufacturing: state-of-the-art and future 
perspective; 2021. www.begellhouse.com. 

[1135] Elambasseril J, Brandt M. Artificial intelligence: way forward to empower metal additive manufacturing product development – an overview. Mater Today 
Proc. 2022;58:461–5. https://doi.org/10.1016/j.matpr.2022.02.485. 

[1136] Guo S, Agarwal M, Cooper C, Tian Q, Gao RX, Guo WG, et al. Machine learning for metal additive manufacturing: Towards a physics-informed data-driven 
paradigm. J Manuf Syst. 2022;62:145–63. https://doi.org/10.1016/j.jmsy.2021.11.003. 

[1137] Nasiri S, Khosravani MR. Machine learning in predicting mechanical behavior of additively manufactured parts. J Mater Res Technol 2021;14:1137–53. 
https://doi.org/10.1016/j.jmrt.2021.07.004. 

[1138] Johnson NS, Vulimiri PS, To AC, Zhang X, Brice CA, Kappes BB, et al. Invited review: Machine learning for materials developments in metals additive 
manufacturing. Addit Manuf. 2020;36. https://doi.org/10.1016/j.addma.2020.101641. 

[1139] Jin Z, Zhang Z, Demir K, Gu GX. Machine Learning for Advanced Additive Manufacturing. Matter. 2020;3:1541–56. https://doi.org/10.1016/j. 
matt.2020.08.023. 

[1140] Qi X, Chen G, Li Y, Cheng X, Li C. Applying Neural-Network-Based Machine Learning to Additive Manufacturing: Current Applications, Challenges, and 
Future Perspectives. Engineering 2019;5:721–9. https://doi.org/10.1016/j.eng.2019.04.012. 

[1141] Zhang Y, Yan W. Applications of machine learning in metal powder-bed fusion in-process monitoring and control: status and challenges. J Intell Manuf. 2022. 
https://doi.org/10.1007/s10845-022-01972-7. 

[1142] Yan W, Lu Y, Jones K, Yang Z, Fox J, Witherell P, et al. Data-driven characterization of thermal models for powder-bed-fusion additive manufacturing. Addit 
Manuf. 2020;36. https://doi.org/10.1016/j.addma.2020.101503. 

[1143] Ness KL, Paul A, Sun L, Zhang Z. Towards a generic physics-based machine learning model for geometry invariant thermal history prediction in additive 
manufacturing. J Mater Process Technol. 2022;302. https://doi.org/10.1016/j.jmatprotec.2021.117472. 

[1144] Liao S, Xue T, Jeong J, Webster S, Ehmann K, Cao J. Hybrid full-field thermal characterization of additive manufacturing processes using physics-informed 
neural networks with data; 2022. http://arxiv.org/abs/2206.07756. 

[1145] Kozjek D, Carter FM, Porter C, Mogonye JE, Ehmann K, Cao J. Data-driven prediction of next-layer melt pool temperatures in laser powder bed fusion based 
on co-axial high-resolution Planck thermometry measurements. J Manuf Process. 2022;79:81–90. https://doi.org/10.1016/j.jmapro.2022.04.033. 

[1146] Akbari P, Ogoke F, Kao NY, Meidani K, Yeh CY, Lee W, et al. MeltpoolNet: Melt pool characteristic prediction in Metal Additive Manufacturing using machine 
learning. Addit Manuf. 2022;55. https://doi.org/10.1016/j.addma.2022.102817. 

[1147] Estalaki SM, Lough CS, Landers RG, Kinzel EC, Luo T. Predicting Defects in Laser Powder Bed Fusion using in-situ Thermal Imaging Data and Machine 
Learning; n.d. 

[1148] Gawade V, Singh V, “Grace” Guo W. Leveraging simulated and empirical data-driven insight to supervised-learning for porosity prediction in laser metal 
deposition. J Manuf Syst. 2022;62:875–85. https://doi.org/10.1016/j.jmsy.2021.07.013. 

[1149] Smoqi Z, Gaikwad A, Bevans B, Kobir MH, Craig J, Abul-Haj A, et al. Monitoring and prediction of porosity in laser powder bed fusion using physics-informed 
meltpool signatures and machine learning. J Mater Process Technol. 2022;304. https://doi.org/10.1016/j.jmatprotec.2022.117550. 

[1150] Du Y, Mukherjee T, DebRoy T. Physics-informed machine learning and mechanistic modeling of additive manufacturing to reduce defects. Appl Mater Today. 
2021;24. https://doi.org/10.1016/j.apmt.2021.101123. 

[1151] Zhang T, Zhou X, Zhang P, Duan Y, Cheng X, Wang X, et al. Hardness Prediction of Laser Powder Bed Fusion Product Based on Melt Pool Radiation Intensity. 
Materials. 2022;15. https://doi.org/10.3390/ma15134674. 

[1152] Pandiyan V, Masinelli G, Claire N, Le-Quang T, Hamidi-Nasab M, de Formanoir C, et al. Deep learning-based monitoring of laser powder bed fusion process on 
variable time-scales using heterogeneous sensing and operando X-ray radiography guidance. Addit Manuf. 2022;58. https://doi.org/10.1016/j. 
addma.2022.103007. 

[1153] Huang X, Xie T, Wang Z, Chen L, Zhou Q, Hu Z. A Transfer Learning-Based Multi-Fidelity Point-Cloud Neural Network Approach for Melt Pool Modeling in 
Additive Manufacturing, ASCE-ASME Journal of Risk and Uncertainty in Engineering Systems. Part B: Mech Eng. 2022;8. https://doi.org/10.1115/ 
1.4051749. 

[1154] Lapointe S, Guss G, Reese Z, Strantza M, Matthews MJ, Druzgalski CL. Photodiode-based machine learning for optimization of laser powder bed fusion 
parameters in complex geometries. Addit Manuf. 2022;53. https://doi.org/10.1016/j.addma.2022.102687. 

[1155] Hemmasian A, Ogoke F, Akbari P, Malen J, Beuth J, Farimani AB. Surrogate Modeling of Melt Pool Thermal Field using Deep Learning; 2022. http://arxiv. 
org/abs/2207.12259. 

[1156] Hosseini E, Ghanbari PG, Müller O, Molinaro R, Mishra S. Physics Informed Neural Networks for Thermal Analysis of Laser Powder Bed Fusion Process; n.d. 
https://ssrn.com/abstract=4189609. 

[1157] Ren K, Chew Y, Zhang YF, Fuh JYH, Bi GJ. Thermal field prediction for laser scanning paths in laser aided additive manufacturing by physics-based machine 
learning. Comput Methods Appl Mech Eng. 2020;362. https://doi.org/10.1016/j.cma.2019.112734. 

[1158] Ansari MA, Crampton A, Garrard R, Cai B, Attallah M. A Convolutional Neural Network (CNN) classification to identify the presence of pores in powder bed 
fusion images. Int J Adv Manuf Technol 2022;120:5133–50. https://doi.org/10.1007/s00170-022-08995-7. 

[1159] Li S, Mo B, Wang K, Xiao G, Zhang P. Nonlinear prediction modeling of surface quality during laser powder bed fusion of mixed powder of diamond and Ni-Cr 
alloy based on residual analysis. Opt Laser Technol. 2022;151. https://doi.org/10.1016/j.optlastec.2022.107980. 

[1160] Phadke N, Raj R, Srivastava AK, Dwivedi S, Dixit AR. Modeling and parametric optimization of laser powder bed fusion 3D printing technique using artificial 
neural network for enhancing dimensional accuracy. Mater Today Proc. 2022. https://doi.org/10.1016/j.matpr.2022.02.523. 

[1161] Hu E, Seetoh IP, Lai CQ. Machine learning assisted investigation of defect influence on the mechanical properties of additively manufactured architected 
materials. Int J Mech Sci. 2022;221. https://doi.org/10.1016/j.ijmecsci.2022.107190. 

[1162] Dong G, Wong JC, Lestandi L, Mikula J, Vastola G, Jhon MH, et al. A part-scale, feature-based surrogate model for residual stresses in the laser powder bed 
fusion process. J Mater Process Technol. 2022;304. https://doi.org/10.1016/j.jmatprotec.2022.117541. 

[1163] Fang L, Cheng L, Glerum JA, Bennett J, Cao J, Wagner GJ. Data-driven analysis of process, structure, and properties of additively manufactured Inconel 718 
thin walls. NPJ Comput Mater. 2022;8. https://doi.org/10.1038/s41524-022-00808-5. 

[1164] Yang Z, Yang M, Sisson R, Li Y, Liang J. A machine-learning model to predict tensile properties of Ti6Al4V parts prepared by laser powder bed fusion with hot 
isostatic pressing. Mater Today Commun. 2022;33:104205. https://doi.org/10.1016/j.mtcomm.2022.104205. 

M. Bayat et al.                                                                                                                                                                                                         

https://doi.org/10.1016/j.addma.2022.103386
https://doi.org/10.1016/j.jmapro.2021.11.041
https://doi.org/10.1016/j.pmatsci.2021.100797
https://doi.org/10.1016/j.pmatsci.2021.100797
https://doi.org/10.1007/s00170-022-09916-4
https://doi.org/10.1016/j.jmapro.2021.12.061
https://doi.org/10.1016/j.jmapro.2021.11.037
https://doi.org/10.1016/j.addma.2022.102691
https://doi.org/10.1016/j.matpr.2022.02.485
https://doi.org/10.1016/j.jmsy.2021.11.003
https://doi.org/10.1016/j.jmrt.2021.07.004
https://doi.org/10.1016/j.addma.2020.101641
https://doi.org/10.1016/j.matt.2020.08.023
https://doi.org/10.1016/j.matt.2020.08.023
https://doi.org/10.1016/j.eng.2019.04.012
https://doi.org/10.1007/s10845-022-01972-7
https://doi.org/10.1016/j.addma.2020.101503
https://doi.org/10.1016/j.jmatprotec.2021.117472
https://doi.org/10.1016/j.jmapro.2022.04.033
https://doi.org/10.1016/j.addma.2022.102817
https://doi.org/10.1016/j.jmsy.2021.07.013
https://doi.org/10.1016/j.jmatprotec.2022.117550
https://doi.org/10.1016/j.apmt.2021.101123
https://doi.org/10.3390/ma15134674
https://doi.org/10.1016/j.addma.2022.103007
https://doi.org/10.1016/j.addma.2022.103007
https://doi.org/10.1115/1.4051749
https://doi.org/10.1115/1.4051749
https://doi.org/10.1016/j.addma.2022.102687
https://ssrn.com/abstract=4189609
https://doi.org/10.1016/j.cma.2019.112734
https://doi.org/10.1007/s00170-022-08995-7
https://doi.org/10.1016/j.optlastec.2022.107980
https://doi.org/10.1016/j.matpr.2022.02.523
https://doi.org/10.1016/j.ijmecsci.2022.107190
https://doi.org/10.1016/j.jmatprotec.2022.117541
https://doi.org/10.1038/s41524-022-00808-5
https://doi.org/10.1016/j.mtcomm.2022.104205


Progress in Materials Science 138 (2023) 101129

117

[1165] Zhang Y, Zhao YF. Hybrid sparse convolutional neural networks for predicting manufacturability of visual defects of laser powder bed fusion processes. 
J Manuf Syst. 2022;62:835–45. https://doi.org/10.1016/j.jmsy.2021.07.002. 

[1166] Zhang Y, Yang S, Dong G, Zhao F, Assessment FZPM, Zhao YF. Predictive Manufacturability Assessment System for Laser Powder Bed Fusion Based on a 
Hybrid Machine Learning Model Predictive Manufacturability Assessment System for Laser Powder Bed Fusion Based on a 1 Hybrid Machine Learning Model 
2, (n.d.). https://hal.archives-ouvertes.fr/hal-03628383. 

[1167] Francois MM, Sun A, King WE, Henson NJ, Tourret D, Bronkhorst CA, et al. Modeling of additive manufacturing processes for metals: Challenges and 
opportunities. Curr Opin Solid State Mater Sci. 2017;21. https://doi.org/10.1016/j.cossms.2016.12.001. 

[1168] Yan W, Lian Y, Yu C, Kafka OL, Liu Z, Liu WK, et al. An integrated process–structure–property modeling framework for additive manufacturing. Comput 
Methods Appl Mech Eng. 2018;339. https://doi.org/10.1016/j.cma.2018.05.004. 

[1169] Hashemi SM, Parvizi S, Baghbanijavid H, Tan ATL, Nematollahi M, Ramazani A, et al. Computational modelling of process–structure–property–performance 
relationships in metal additive manufacturing: a review. Int Mater Rev 2022;67. https://doi.org/10.1080/09506608.2020.1868889. 

M. Bayat et al.                                                                                                                                                                                                         

https://doi.org/10.1016/j.jmsy.2021.07.002
https://doi.org/10.1016/j.cossms.2016.12.001
https://doi.org/10.1016/j.cma.2018.05.004
https://doi.org/10.1080/09506608.2020.1868889

	Holistic computational design within additive manufacturing through topology optimization combined with multiphysics multi- ...
	1 Introduction
	2 Computational design
	2.1 Topology optimization – Component performance optimization
	2.1.1 Concepts and methods of topology optimization
	2.1.1.1 Design parametrization approaches
	2.1.1.2 Relaxation of the optimization problem and numerical treatment
	2.1.1.3 Homogenization and de-homogenization approaches to topology optimization
	2.1.1.4 Regularization strategies, length scale imposition and robust design

	2.1.2 Mechanisms design, stress constraints and non-linear response
	2.1.3 Introduction of buckling criteria
	2.1.4 Application to thermal and fluid problems

	2.2 Topology optimization – Process influence
	2.2.1 Design for additive manufacturing: Design rules
	2.2.1.1 Feature size restriction
	2.2.1.2 Overhang angle restriction
	2.2.1.3 Enclosed void restriction
	2.2.1.4 Process aspects: Support structures
	2.2.1.5 Process aspects: Orientation
	2.2.1.6 Hybrid manufacturing

	2.2.2 Beyond design rules: Process physics induced restrictions
	2.2.2.1 Thermal restrictions
	2.2.2.2 Mechanical restrictions
	2.2.2.3 Integrated part, process and property optimization



	3 Multi-physics modelling
	3.1 Simulation of non-metallic additive manufacturing processes
	3.1.1 Material extrusion AM at deposition-scale
	3.1.1.1 Material behavior inside the print head
	3.1.1.2 Material flow during deposition
	3.1.1.3 Thermoset and concrete MEX
	3.1.1.4 Fiber reinforced MEX

	3.1.2 Vat photopolymerization at the deposition-scale
	3.1.2.1 Photopolymerization
	3.1.2.2 Point-wise VPP
	3.1.2.3 Plane-wise VPP
	3.1.2.4 Volumetric VPP


	3.2 Simulation of metallic additive manufacturing processes
	3.2.1 Micro-scale modelling of MAM processes
	3.2.1.1 Experimental backgrounds
	3.2.1.2 Cellular automata simulations
	3.2.1.3 Kinetic Monte Carlo simulations
	3.2.1.4 Phase field simulations
	3.2.1.5 Challenges and future directions

	3.2.2 Deposition-scale MAM models (heat transfer, CFD, spatter, stresses, etc.)
	3.2.2.1 Powder-gas dynamics simulations
	3.2.2.2 Melt pool evolution simulations
	3.2.2.3 Conduction-based models
	3.2.2.4 Transport-based models
	3.2.2.5 Fully coupled powder-gas–melt pool simulations



	4 Multi-scaling and reduction techniques
	4.1 Structural and material multi-scaling
	4.1.1 Homogenization
	4.1.2 Integrated computational material engineering (ICME)
	4.1.3 Architected materials

	4.2 Multi-scaling and reduced order modelling for process simulations
	4.2.1 Process multi-scaling methods
	4.2.2 Machine learning based process model reduction
	4.2.2.1 ML driven reduced order modelling at the deposition scale
	4.2.2.2 ML driven reduced order modelling at the meso/macro scale


	4.3 Reduced order modeling and multi-scaling techniques in a holistic approach

	5 Conclusion
	Declaration of Competing Interest
	Data availability
	Acknowledgments
	References


