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1. Introduction

1.1. Introduction

The delta area in the south-western part of the Netherlands lies below or just above sea level (see figure 1.1). Therefore, special precautions have to be taken with respect to the dikes and the coast-line in general. After the disaster of February 1953, when during a period of severe storm conditions the dikes in this area broke and approximately 1800 people were drowned (see figure 1.2), the Dutch government

Figure 1.1: The area that would periodically be flooded if the Netherlands would not be protected by dikes.
Figure 1.2: The flooded area during the disaster of February 1953.

Figure 1.3: The Delta Plan.
decided to solve the problem of the long and vulnerable coast-line of the delta area and planned to close all the estuaries except the free waterway to Antwerp, the Western Scheldt. This massive construction program was called the Delta Plan (see figure 1.3).

Before the start of the project in 1958, little attention was given to the fact that important changes would occur in the estuaries. Since the closed estuaries would cease to be tidal and would be converted into fresh water lakes, the entire flora and fauna of the delta area would change. By 1974, the Delta Plan was nearly completed except for the closing of the largest estuary, the Eastern Scheldt. At that time, work was interrupted as a result of pressure exerted by ecologists and nature protectors, who wanted to preserve the tidal state of the Eastern Scheldt. The very special ecological characteristics of the Eastern Scheldt, such as the great variety of types of environment and the pure and relatively warm water, have brought about an exceptional abundance of flora and fauna (Sacijs 1982). Closure would threaten not only this rich and rare ecology but also the oyster and mussel industries located in the Eastern Scheldt. In 1976, the Dutch government altered the original Delta Plan and decided to insert a storm surge barrier containing many large gates that will be closed.

Figure 1.4: The storm surge barrier.
only in case of extreme high water (see figure 1.4 and photo 1.1). In normal weather conditions, the gates will be opened to allow a reduced tide to pass into the Eastern Scheldt.

When the building of the storm surge barrier is completed and the barrier is in operational service, the prediction of water-levels in the Eastern Scheldt will be of
great importance. Since the barrier will have to be closed a few hours before the expected occurrence of extreme high water, accurate predictions are required to ensure that the barrier will be closed in time.

Accurate predictions for the entire Dutch coast, approximately six hours ahead, are also necessary to decide what precautionary actions have to be taken to protect the dikes. Furthermore, with the increase in the size of ships using the Euro Channel and the Meuse Channel to Rotterdam harbour (see figure 1.5), this port has become inaccessible to many ships except during a short period at high water. Therefore, to allow safe passage, there is a demand for accurate tidal predictions.

Previously, tidal prediction methods have been either statistical or deterministic in nature. Applying statistical methods - i.e. simple empirical or black-box models derived from series of observations - it is possible to use on-line measurements of the water-level. This feature is very important considering the fact that the number of on-line measurement stations in the North Sea is increasing rapidly. Deterministic methods, including the analytical or numerical solutions to the hydrodynamic equations, do not have this possibility. However, they have a more physical basis and provide a more realistic description of the water movement. These facts suggest the use of a method that is a combination of the statistical and the deterministic approach in order to obtain the best features of both. Such a method is the Kalman filter. This stochastic filter is based on a deterministic model and has also the capability of correcting model predictions using on-line information.
In this investigation Kalman filters have been developed for the prediction of the water-level during stormy periods. In the remaining part of this introductory chapter we first summarize in Section 1.2 the tidal prediction methods used up to now. Section 1.3 describes the Kalman filter approach to the prediction of water-levels and finally Section 1.4 gives an exposition of the scope of the entire investigation.

1.2 Tidal prediction methods

1.2.1 Introduction

The astronomical tide of the oceans is created by forces from the sun and moon. The attraction of the moon is approximately twice as strong as that of the sun. Because of their greater distance or smaller size, other celestial bodies have a negligible effect on the tides. In the Atlantic Ocean tidal amplitude are rather small: less than 50 cm. In shallow waters, such as the North Sea, the tide generating force acting directly on the mass of water in these areas can be neglected. However, as the Atlantic tide progresses into the North Sea the tide is amplified and its amplitude can reach values of 1-2 meters along the Dutch coast. Furthermore, when the tide penetrates into shallow coastal waters or into an estuary its propagation is affected by the coast and by the frictional effects caused by the reduced depth.

A surge is defined as the meteorological effect on the tidal propagation. A surge that is generated by severe storms outside the North Sea area is called an external surge when it enters this area. This storm surge propagates through the North Sea approximately like the tide. In the southern part of the North Sea external surges usually have 50 cm or less amplitude. Internal surges are caused by meteorological phenomena inside the North Sea area. During north-westerly storms - owing to the funnel shape of the North Sea - these storm surges can reach values of more than 2 meters along the Dutch coast.

The meteorological effect is created by two physical phenomena. Firstly, the atmospheric pressure profile of a storm affects the water-level lying directly underneath. Secondly, wind blowing over water creates a frictional force on the surface of the water that sets up the water-level in the direction of the wind. In shallow waters, such as the North Sea, the wind effect is, in general, strongly predominant in relation to the pressure effect.

Most tidal prediction techniques are based on the simple superposition of the astronomical tide and the meteorological effect. Since the astronomical tide can be predicted relatively accurately, attention has been concentrated on the prediction of the meteorological effect. In this section we summarize the existing tidal prediction
methods. In Subsection 1.2.2 the culmination method, the harmonic method and the
response method for predicting the astronomical tide are briefly described. For a
thorough treatment of these methods, involving the description of the movements of
the earth, moon and sun, and the development of the tide generating potential, the
reader is referred to Hornman (1977) for the culmination method, to Dronkers
(1964, 1975) or Godin (1972) for the harmonic method, and to Munk and Cartwright
(1966) for the response method. Subsection 1.2.3 is devoted to the operational
methods used in the Netherlands for predicting the meteorological effect along the
Dutch coast. Finally, some recent results in the development of tidal prediction
methods are discussed in Subsection 1.2.4.

1.2.2 Prediction of the astronomical tide

In 1831 Lubbock published an analysis of the relationship between the tides and
the motion of the moon and sun in relation to the earth. It has been known for
centuries that, of all the factors that describe this motion, the time of culmination of
the moon* has the most important influence on the high and low water-levels in the
North Sea. To predict the times and heights of low and high water, Lubbock
empirically determined the relationship between these tidal data and the time of
culmination using observations gathered over a few years. Corrections were derived
to take into account some other characteristics of the motions of moon, sun and
earth. Lubbock's method was called the culmination method and proved to be quite
successful in those days.

Another approach to tidal prediction was developed by Kelvin and Darwin,
following the suggestion by Laplace that as a result of periodic variations in the force
exerted on the mass of water the water will move with the same periodicity. This
approach to the analysis of tides was called the harmonic method and treats the tidal
elevation at a single location as the summation of a large number of independent
sinusoidal motions:

\[
    h(t) = h_0 + \sum_{i=1}^{N} A_i \cos (2 \omega_i t + \phi_i)
\]

(1.1)

where:

- \( h(t) \) = water-level
- \( h_0 \) = mean sea level
- \( A_i \) = amplitude of the \( i \)-th harmonic constituent
- \( \phi_i \) = phase of the \( i \)-th constituent
- \( \omega_i \) = astronomical frequency of the \( i \)-th constituent.

* The time at which the path of the moon crosses the meridian of the observer.
In principle, the number of astronomical frequencies is infinite. Using the gravitational tidal potential due to the moon and sun, the most important harmonic constituents can be selected. However, if shallow water effects become significant, constituents that are not found or have been neglected in the original tidal potential can become very important. These frequencies have to be selected empirically for each location. Since the harmonic analysis is usually applied to time series no longer than one year, the estimated amplitude $A_i$ and phases $\phi_i$ depend on tidal motions with longer periods*. In order to take these effects into account, correction factors $f_i(t)$ and $u_i(t)$ are introduced by rewriting (1.1) as:

$$h(t) = h_0 + \sum_{i=1}^{N} f_i(t)A_i \cos (2 \omega_i t + \phi_i + u_i(t)) \quad (1.2)$$

where:

$f_i(t)$ = correction for the amplitude of the $i$-th constituent
$u_i(t)$ = correction for the phase of the $i$-th constituent.

The correction factors are computed using the tidal potential. The unknown amplitude $A_i$ and phase $\phi_i$ are determined by least squares estimation.

The harmonic method is usually applied using time series of approximately one year. Since the shallow water effects along the Dutch coast are very strong, many tidal constituents (100-150) are required to describe the tide. Most of these constituents have amplitude smaller than $3\text{ cm}$. To give an example the harmonic analysis has been applied to hourly observations of the water-level registered during 1983 at the measurement station OS IV, located in the mouth of the Eastern Scheldt. The analysis was carried out by Voogt (1984) using 107 constituents. The most important harmonic constituents are summarized in table 1.1.

<table>
<thead>
<tr>
<th>name</th>
<th>$\omega$ (degrees/hour)</th>
<th>$A$ (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td>0.0410</td>
<td>10.5</td>
</tr>
<tr>
<td>O1</td>
<td>13.9430</td>
<td>9.9</td>
</tr>
<tr>
<td>N2</td>
<td>28.4397</td>
<td>21.6</td>
</tr>
<tr>
<td>M2</td>
<td>28.9841</td>
<td>131.9</td>
</tr>
<tr>
<td>S2</td>
<td>30.0000</td>
<td>33.7</td>
</tr>
<tr>
<td>M4</td>
<td>57.9682</td>
<td>11.1</td>
</tr>
<tr>
<td>MS6</td>
<td>58.9841</td>
<td>7.5</td>
</tr>
<tr>
<td>M6</td>
<td>86.9523</td>
<td>6.0</td>
</tr>
<tr>
<td>2MS5</td>
<td>87.9682</td>
<td>5.8</td>
</tr>
</tbody>
</table>

Table 1.1: The most important harmonic constituents at the tide gauge OS IV.

* For a detailed discussion on the resolution of tidal constituents, involving both the record length as well as the underlying noise process, the reader is referred to Munk and Hasselmann (1964).
Another approach to tidal predictions was introduced by Munk and Cartwright (1966). Their response method is physically more realistic than the harmonic method and is based on the response of the sea surface to the tidal potential. The results have proved to be comparable with the harmonic analysis (Cartwright 1978). However, the response method requires approximately 19 years of observations to estimate the response weights. In most locations observations recorded during such a long period are not available and, moreover, at many locations the conditions do not remain constant over a period of 19 years owing to sedimentation, dock construction or changing salinity. Since in addition, harmonic analysis is easier to use and interpret, the response method has seldom been applied to predict the astronomical tide.

In the Netherlands, until 1986 the tide tables* were produced by means of a modified version of the culmination method using five years of observations. In this respect the Netherlands were fairly unique, since almost every other country used harmonic tide analysis. Furthermore, most textbooks on tides or tidal prediction only mention the culmination method as an historical curiosity or do not refer to it at all. Nevertheless, due to the very strong shallow water effects at most locations along the Dutch coast, the harmonic analysis is, surprisingly, not significantly more accurate than the culmination method. However, since the latter only predicts the times and heights of high and low water, it has been replaced by the harmonic analysis in 1986.

1.2.3 Operational methods used in the Netherlands

The operational tidal prediction techniques in the Netherlands are based on the superposition of the astronomical tide and the meteorological effect. While the astronomical tide can be determined by the culmination method or by harmonic analysis, the meteorological effect is predicted on an operational basis by using two approaches simultaneously.

In the first approach predictions are accomplished using a numerical model of the North Sea and parts of the adjoining waters. This model is based on the linearized shallow water equations* : 

\[ \frac{\partial u}{\partial t} + g \frac{\partial h}{\partial x} - f v + \frac{u}{D} - \frac{V^2 \cos \psi}{D} + \frac{1}{\rho_w} \frac{\partial p_w}{\partial x} = 0 \]  

(1.3)

* Tide tables consist of the predicted water-levels (times and heights of high and low water) over a period of one year. These tables are published every year.

** The description of the general non-linear shallow water equations as well as the linearization of these equations can be found in Chapter 2.
\[
\frac{\partial v}{\partial t} + g \frac{\partial h}{\partial y} + f u + \lambda \frac{v}{D} - \gamma \frac{v^2 \sin \psi}{D} + \frac{1}{\rho_w} \frac{\partial p_a}{\partial y} = 0 \tag{1.4}
\]

\[
\frac{\partial h}{\partial t} + \frac{\partial (Du)}{\partial x} + \frac{\partial (Dv)}{\partial y} = 0 \tag{1.5}
\]

where:

- \( h \) = water-level
- \( u, v \) = water velocities in respectively the x and y-directions
- \( D \) = depth of the water
- \( f \) = Coriolis parameter
- \( \lambda \) = linear bottom friction coefficient
- \( \gamma \) = wind friction coefficient
- \( V \) = wind speed
- \( \psi \) = wind direction
- \( \rho_w \) = density of water
- \( p_a \) = atmospheric pressure
- \( g \) = acceleration of gravity.

Equations (1.3)-(1.5) are discretised on a staggered grid using the Fischer scheme (Van der Houwen 1968). The mesh length in the southern part of the North Sea has been chosen at 42 km, while for reasons of stability in more remote parts of the North Sea and of the Channel it has been increased to 84 km in one of the directions. The time step has been chosen at 7.5 min. At the boundaries the meteorological effect is neglected and assumed to be zero.

Based on the work of Lauwerier and Damsté (1963) and of Van der Houwen (1966), the model was implemented by Timmerman on the computer at the K.N.M.I. (Royal Netherlands Meteorological Institute) and has been used since 1971. A detailed description of the model can be found in Timmerman (1975, 1977). The model provides predictions of the meteorological effect along the Dutch coast over a 24 hour period. Unfortunately, it takes approximately six hours to compute these predictions. This delay is mainly due to the time required to collect the meteorological data and to run the atmospheric model for predicting the meteorological conditions which are the inputs for the North Sea model.

The second approach to storm surge predictions has been developed particularly for predicting the meteorological effect at the time of the next high water. This is of great importance for taking precautionary actions to protect the dikes. The method is based on the early work of Schalkwijk (1947). On the basis of theoretical considerations, Schalkwijk assumed a quadratic relationship between the wind speed and the wind effect during stationary weather conditions. He divided the North Sea
and the Channel into three areas and used a stationary model to write the wind effect at Hook of Holland as the sum of the contributions of the districts North, South and Channel, assuming for each of these districts a homogeneous wind field to occur:

\[ s = a_n V_n^2 \cos(\psi_n - \chi_n) + a_s(\psi_s) V_s^2 + a_c V_c^2 \cos(\psi_c - \chi_c) \]  

where:
- \( s \) = wind effect or set up
- \( V_n, V_s, V_c \) = wind speed in the district North, South and Channel
- \( \chi_n, \chi_c \) = direction of the maximum wind effect in the districts North and Channel
- \( \psi_n, \psi_s, \psi_c \) = wind direction in the districts North, South and Channel
- \( a_n, a_c, a_s(\psi_s) \) = coefficients.

The coefficients \( a_n, a_c, a_s(\psi_s), \chi_n \) and \( \chi_c \) were computed with the aid of 14 storm surges that occurred in the period 1920-1940.

Weenink (1958) improved the method by subdividing the district South into three areas. Furthermore, to give the method a more physical basis he determined the wind effect of these three areas by solving the shallow water equations (1.3)-(1.5). Since Weenink in those days was obliged to use analytical solutions it was necessary to introduce simplifications and to consider the stationary equations. He compiled the results into tables of the wind effect for various wind speeds and directions. For the districts North and Channel Weenink accepted Schalkwijk's results. In 1971, Timmerman again improved the method by dividing the North Sea and the Channel into six areas. The stationary wind effect of each area was computed using the just described numerical model of the North Sea and the results were compiled into tables, like Weenink did.

The main advantage of using the tables instead of the North Sea model is that it takes less than three hours for the predictions to be available. The reason for this is due to the fact that the wind velocities, used as input for the tables, are predicted by the meteorologist and not by running the atmospheric model. It should be noted that when using the tables, the external surges and the internal pressure effect are not taken into account. The North Sea model only neglects surges generated outside the model.

1.2.4 Recent results in tidal prediction

Tidal prediction techniques can roughly be divided into deterministic methods which include the analytical or numerical solutions to the hydrodynamic equations.
and statistical methods which are based on empirical or black-box models. The parameters of these models are estimated by using long series of observations. As pointed out in Subsection 1.2.3, Schalkwijk used a statistical approach to predict the meteorological effect at Hook of Holland.

The most important characteristic of statistical methods is the possibility to make use of the on-line measurements of the water-level. Furthermore, these methods are very easy to employ and can be implemented on very small computers. Simple linear regression models (based on wind, pressure and water-level data) have been derived by Rossiter (1959) among others, to predict the meteorological effect at various locations along the eastern coast of England. Christianssen and Sieferd (1978) presented a similar approach to predict the meteorological effect at the German Bight. To predict the water height in inland waters such as Lake St. Clair, where the tide can be neglected, Budgell and El-Shaarawi (1978) applied a Box and Jenkins (1970) transfer function model using measurements of the water height, atmospheric pressure, wind and temperature. Unfortunately, the applications of the statistical methods just described were not always satisfactory. This is mainly caused by the fact that the parameters of the models were estimated by using long series of observations, assuming stationarity of the observed processes. During storm surge periods when conditions can change rapidly, this is not a very realistic assumption. Therefore, attention has been more and more concentrated on the deterministic methods which have a more physical basis.

The early deterministic methods were based on analytical solutions of the hydrodynamic equations. In order to obtain these solutions simplifications had to be imposed, e.g. a linear bottom friction term and a constant or linearly varying depth. As described in Subsection 1.2.3, this approach was used by Weenink to predict the meteorological effect along the Dutch coast. Other analytical methods for storm surge prediction are reviewed by Bretscheider (1966, 1967).

Within the last decennia, increasing computer capacity has permitted the computation of numerical solutions to the hydrodynamic equations. In the countries around the North Sea two-dimensional numerical models of the North Sea and adjacent waters have been developed. Linear models, neglecting the tide and only describing the meteorological effect, were implemented by Heaps (1969) and Timmerman (1975, 1977) among others. Non-linear tidal models were developed for example by Fletcher (1976) and recently by Voogt (1985). Unfortunately, non-linear models tend to be too large to be used on an operational basis. This is caused by the fact that at the open boundaries of the models the wind effect is not known and has to be neglected. This is only a reasonable assumption when these boundaries are located on the Atlantic Ocean. In addition, for a sufficient description of the tidal movement in the North Sea the grid size has to be rather small, yielding very large
models. Therefore, as described in Subsection 1.2.3, the operational model used in the Netherlands does not consider the tidal movement and describes the meteorological effect only. As a consequence, the grid size can be larger yielding a much smaller model. However, in this case the interaction between tide and meteorological effect is neglected.

In seeking prediction techniques that are not based on the simple superposition of the astronomical tide and meteorological effect, small non-linear models have been developed. To avoid that the model becomes too large, a rather coarse grid size has to be used. Since the tide cannot accurately be represented on this grid, the model is used to predict the meteorological effect by carrying out two computations, one for tide and surge together, the other with meteorological input removed and for the tide only. The difference of the two computations gives the required meteorological effect including the important non-linear interaction between tide and surge, assuming that the errors caused by the crude discretisation can be eliminated to a large extent in this way. In England (Flatcher and Proctor 1983), Germany (Soetje and Brockmann 1983) and Denmark (Duun-Christensen 1983), this approach has been in routine operation since the late seventies. In the Netherlands, plans have been made to replace the linear North Sea model described in Subsection 1.2.3 by a non-linear model within a year or two.

During the last few years, at a number of research institutes three-dimensional numerical models have been developed. Recently, Davies (of his numerous publications we mention Davies (1980)) has implemented a three-dimensional model of the North Sea. Although the results look very encouraging, especially in the case of storm surges, three-dimensional models are not likely to be used on an operational basis in the near future. These models are very large and, furthermore, the development of these models is far from complete.

1.3. Kalman filter approach to tidal prediction

As described in Subsection 1.2.4, tidal prediction techniques have been either statistical or deterministic in nature. Employing a statistical method it is possible to use on-line measurements of the water-level, while the deterministic approach provides a more realistic picture of the tidal dynamics. When a numerical tidal model is combined with a Kalman filter one obtains the best features of both the deterministic and the statistical methods. Furthermore, in modelling the water movement the various parameters that represent the influence of the physical phenomena on these movements, such as the bottom friction coefficient and wind friction coefficient, are inserted in deterministic models as constants. However, since the knowledge available about these phenomena is far from complete and they are modelled by empiri-
cal parametrizations, the parameters are sensitive to changing conditions. Employ-
ing a Kalman filter approach it is possible to correct the predictions of the water-level
and to adapt the model to changing physical circumstances using on-line informa-
tion. This property of the Kalman filter becomes increasingly important during
storm surge periods, when conditions usually change rapidly.

Considering the fact that the number of on-line measurement stations is increasing
rapidly and that in future it will be possible to obtain information of the water
movement in the North Sea by means of satellites, the Kalman filter approach
promises to become very important.

Since the original work of Kalman and Bucy (1960, 1961), Kalman filters have
been successfully used in numerous applications. Most of these filters were
developed for the determination of satellite orbits and for the navigation of sub-
marines, aircraft and spaceships. In the last decennium Kalman filter techniques
have also gained acceptance in meteorology (Ghil et al 1981), oceanography (Miller
1986) and in several areas of hydraulics and water resources (Chao-lin Chiu 1978).
Desalu, Gould and Schwepp (1974), Kod and Seinfeld (1978) and Fronza, Spirit0
and Tonielli (1979) have all developed Kalman filters for the prediction of air
pollution, while Chao-lin Chiu and Isu (1978) have employed a Kalman filter to
estimate the friction coefficient in the shallow water equations. However, these
techniques have seldom been applied to tidal prediction problems. Budgell and
Unny (1980, 1981) have developed a Kalman filter to predict tides in branched
estuaries. This filter is based on the one-dimensional shallow water equations and is
used to estimate and predict water-levels at spatially distributed measurement
locations as well as between these locations. Although this application is a valuable
contribution to the use of Kalman filters in tidal prediction problems, the practical
usefulness of the filter is limited because the time interval over which predictions are
produced, is only 30 minutes. Furthermore, the filter has only been employed during
a period when the meteorological effect was very small and could be neglected.
Therefore, the Kalman filter approach has yet to be applied to storm surge predic-
tion problems.

The combination of the Kalman filter with a non-linear tidal model of the entire
North Sea is, from a computational point of view, not (yet) feasible. Therefore, in
this investigation two different approaches have been developed. The first is based
on the approximation of the tidal movement in the Dutch coastal area by a one-
dimensional model. The two-dimensional effects due to the wind and the Coriolis
force are taken into account by introducing some additional, empirical, equations.
Water-levels and velocities as well as the parameters in the model are estimated
on-line by the Kalman filter. Since the model is continuously being adapted to the
changing conditions even this simple conceptual model gives satisfactory predictions
at a low computational cost. However, the time interval over which accurate predictions can be produced is limited because the one-dimensional approximation is only realistic for a small part of the southern North Sea.

To increase the prediction interval the second Kalman filter approach that is developed in this investigation is based on a two-dimensional model of the entire North Sea and the Channel. The extension of the one-dimensional filter to two space dimensions does not give rise to conceptual problems, but as noted before, impose an unacceptably greater computational burden. In order to obtain a computationally efficient Kalman filter, the filter is approximated by a time-invariant one. In this case the time-consuming filter equations do not have to be computed over again as new measurements become available, but need only be solved once. As a consequence, these computations can be carried out off-line on a large computer. Furthermore, for the computation of a time-invariant filter special algorithms have been developed to reduce the amount of computations drastically. Unfortunately, in the case of a time-invariant filter it is not possible to estimate the parameters in the model on-line. However, using a large two-dimensional model this feature is less important than in the one-dimensional approach. Moreover, the amount of data available for the North Sea is too small to produce reliable estimates of both the tidal movement and the large number of parameters.

Summarizing, the first Kalman filter approach is based on the simplification of the model while employing the second approach the filter equations are simplified to obtain a computationally efficient filter. By using a small conceptual model, it is possible to exploit all the capabilities of Kalman filtering, such as the possibility to estimate uncertain parameters in the model. However, by employing the second approach it becomes possible to use a detailed two-dimensional model.

Although in this investigation attention is concentrated on the application of Kalman filters to predict storm surges, these filters can also be used to design and optimize water-level monitoring networks. Since the filter provides estimates of water-levels and velocities based on the measured water-levels as well as the accuracy of these estimates, it is possible to optimize the location of the measurement stations.

Finally, Kalman filters can be used to improve empirical parametrizations in the mathematical model. Employing the filter based on the one-dimensional model, estimates of the uncertain parameters in the model are produced. Studying these estimates may increase the insight into the performance of the model and suggest improvements of the underlying deterministic model.
1.4 Scope of the investigation

As described in Section 1.3, in this investigation two Kalman filters have been developed to predict the water-level in the mouth of the Eastern Scheldt. First in Chapter 2 a short description of the shallow water equations is given. Chapter 3 contains an introduction to the theory of Kalman filters, linear and non-linear. In Chapter 4 we apply the theory to the linear one-dimensional shallow water equations to study some theoretical aspects of the filtering problem. Furthermore, we develop analytical methods to investigate the performance of the filter and to increase the insight into the complex filtering problem. Finally, in this chapter the numerical aspects of some Kalman filter algorithms are discussed. Chapter 5 deals with the one-dimensional approach to predict water-levels in the Eastern Scheldt. Attention is concentrated on the development of the model equations. To examine filter performance both simulated data and field data have been used. In Chapter 6, using the insight gained from the one-dimensional approach, the filter based on a two-dimensional model is developed. Again, this filter has been tested using simulated data and field data. The investigation is concluded in Chapter 7 with a discussion of the results and recommendations for further study.
2 The shallow water equations

2.1 Introduction

To make this study more self-contained, in this chapter a short description of the shallow water equations is given. We do not intend to present a detailed treatment, but describe some aspects of the shallow water equations that are relevant to the filtering problems dealt with in this study. For a more complete treatment the reader is referred to Abbott (1966, 1979) or Gerritsen (1982) among others.

In Section 2.2 the general non-linear two-dimensional equations are derived to recall the basic assumptions of the theory of long waves. Section 2.3 deals with the one-dimensional equations. For this case, the characteristic formulation of the equations is given. This formulation increases the insight into the wave motion and can be used to derive boundary conditions.

2.2 The two-dimensional equations

Consider an Eulerian system of coordinates x, y, z with the z-axis vertically upward. Neglecting effects of viscosity the general dynamic equations describing the motion of a fluid may be written:

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} + \frac{1}{\rho} \frac{\partial p}{\partial x} = F_x
\]

(2.1)

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z} + \frac{1}{\rho} \frac{\partial p}{\partial y} = F_y
\]

(2.2)

\[
\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} + w \frac{\partial w}{\partial z} + \frac{1}{\rho} \frac{\partial p}{\partial z} = -g + F_z
\]

(2.3)

where:
- \( u, v, w \) = velocities in respectively the x, y and z-directions
- \( \rho \) = density of the fluid
- \( p \) = pressure
- \( F_x, F_y, F_z \) = components of extraneous forces
- \( g \) = acceleration of gravity
The general equation of continuity for an incompressible fluid is:
\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0
\] (2.4)

The equations (2.1) - (2.3) describe the conservation of momentum, while equation (2.4) describes the conservation of mass. The derivation of these equations can be found in most textbooks on fluid dynamics (Batchelor 1970).

We now derive the shallow water equations describing the propagation of long water waves, i.e. waves with a length that is very great compared to the depth of the water. In the classical theory of long waves, the vertical accelerations are neglected in comparison with the acceleration of gravity. Furthermore, it is assumed that the external forces in the vertical direction can also be neglected with respect to gravity. Consequently, it follows from equation (2.3) that the pressure is assumed to be hydrostatic and is a linear function of the water-level:
\[
p(z) = \rho_w g (h - z) + p_a
\] (2.5)

where:
- \(h\) = water-level with respect to the undisturbed water surface
- \(p_a\) = atmospheric pressure
- \(\rho_w\) = density of water.

To obtain the equations for the depth averaged flow the vertically integrated velocity components are introduced according to:
\[
\bar{u} = \frac{h}{D + h} \int_{-D}^{h} u \, d\,z
\] (2.6)
\[
\bar{v} = \frac{h}{D + h} \int_{-D}^{h} v \, d\,z
\] (2.7)

where \(D\) is the distance between the undisturbed water surface and the bottom.

Substituting equation (2.5) into the equations (2.1) and (2.2) and integrating the resulting equations over the region \(z=-D\) to \(z=h\) yields:
\[
\frac{\partial \bar{u}}{\partial t} + \bar{u} \frac{\partial \bar{u}}{\partial x} + \bar{v} \frac{\partial \bar{u}}{\partial y} + g \frac{\partial h}{\partial x} = -\frac{1}{\rho_w} \frac{\partial p_a}{\partial x} + F_x
\] (2.8)
\[
\frac{\partial \bar{v}}{\partial t} + \bar{u} \frac{\partial \bar{v}}{\partial x} + \bar{v} \frac{\partial \bar{v}}{\partial y} + g \frac{\partial h}{\partial y} = -\frac{1}{\rho_w} \frac{\partial p_a}{\partial y} + F_y
\] (2.9)
Other terms introduced by the integration have been omitted. However, in this case it is necessary that the velocity distributions over the vertical are fairly constant (Dronkers 1964, 1975).

Including the effect of the earth's rotation and introducing empirical formulas describing the bottom friction and the wind stress into the equations (2.8) and (2.9) results in:

\[
\begin{align*}
\frac{\partial \bar{u}}{\partial t} + \bar{u} \frac{\partial \bar{u}}{\partial x} + \bar{v} \frac{\partial \bar{u}}{\partial y} + g \frac{\partial \bar{h}}{\partial x} &= f \bar{v} - \\
\mu \frac{\bar{u} \sqrt{\bar{u}^2 + \bar{v}^2}}{D + h} + \gamma \frac{V^2 \cos \psi}{D + h} - \frac{1}{\alpha} \frac{\partial p_a}{\partial x} \\
\frac{\partial \bar{v}}{\partial t} + \bar{u} \frac{\partial \bar{v}}{\partial x} + \bar{v} \frac{\partial \bar{v}}{\partial y} + g \frac{\partial \bar{h}}{\partial y} &= - f \bar{u} - \\
\mu \frac{\bar{v} \sqrt{\bar{u}^2 + \bar{v}^2}}{D + h} + \gamma \frac{V^2 \sin \psi}{D + h} - \frac{1}{\alpha} \frac{\partial p_a}{\partial y}
\end{align*}
\] (2.10) (2.11)

where:
- \( f \) = Coriolis parameter
- \( \mu \) = bottom friction coefficient
- \( \gamma \) = wind friction coefficient
- \( V \) = wind velocity
- \( \psi \) = direction of the wind with respect to the positive x-axis.

In a similar way the equation of continuity (2.4) can be integrated over the vertical. The boundary conditions required can easily be established. If the equation of a boundary surface is \( F(x,y,z,t)=0 \) then, since a particle that is on the surface will remain on it*, we have:

\[
\frac{dF}{dt} = \frac{\partial F}{\partial t} + u \frac{\partial F}{\partial x} + v \frac{\partial F}{\partial y} + w \frac{\partial F}{\partial z} = 0
\] (2.12)

At the free surface \( z=h \):

\[
w(h) = \frac{\partial h}{\partial t} + u \frac{\partial h}{\partial x} + v \frac{\partial h}{\partial y}
\] (2.13)

while at the bottom \( z=-D \):

\* This is a fundamental consequence of the continuum hypothesis (Batchelor 1970).
With these boundaries, integration of equation (2.4) over the region \( z = -D \) to \( z = h \) yields:

\[
\frac{\partial h}{\partial t} + \frac{\partial ((D + h) \bar{u})}{\partial x} + \frac{\partial ((D + h) \bar{v})}{\partial y} = 0
\]  

(2.15)

The momentum equations (2.10) and (2.11) and the continuity equation (2.15) are the basis for the study of the tides in shallow water such as the North Sea.

In practice the non-linear shallow water equations are often linearized, yielding the equation (1.3)-(1.5) that have been shown in Subsection 1.2.3. As described in this subsection, the complex astronomical tide can in this case be described separately by means of an harmonic analysis (Godin 1972). Consequently, a model based on the linearized equations needs only be used to describe the meteorological effects that are superimposed on the astronomical tide.

The wave motion is not completely described without boundary conditions. In general two types of boundary conditions are to be distinguished: closed and open ones. Closed boundaries are physical land-water boundaries, whereas open boundaries are artificial ones that have been chosen arbitrarily to restrict the domain of the problem. Using the characteristic formulation of the equations (2.10), (2.11) and (2.15) it is possible to determine the number of boundary conditions that is necessary for the problem to be well posed, i.e. the solution exists, is unique and depends continuously on initial and boundary conditions. At a closed boundary where the normal velocity is equal to zero, no additional condition is required. At an open boundary one condition is required in case of outflow and two conditions in case of inflow. Here, it is assumed that the flow is subcritical:

\[
\bar{u}^2 + \bar{v}^2 < g (D + h)
\]

For the linearized equations (1.3) - (1.5) only one condition is required at an open boundary. The derivation of the characteristic formulation of the two-dimensional shallow water equations can be found in Gerritsen (1982).

2.3. The one-dimensional equations

Along a coast or in a river the flow of the water is predominantly in one direction so that the water motion is considered to be one-dimensional. If the x-axis is chosen
along the flow direction, the velocity component $v$ perpendicular to the flow can be neglected. In this case the equations of motion (2.10) and (2.11) become (leaving the bars off again):

$$
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + g \frac{\partial u}{\partial x} = -\frac{u}{D + h} + \gamma \frac{V^2 \cos \psi}{D + h} - \frac{\partial p_a}{\partial x} \tag{2.16}
$$

$$
g \frac{\partial h}{\partial y} = -f u + \gamma \frac{V^2 \sin \psi}{D + h} - \frac{\partial p_a}{\partial y} \tag{2.17}
$$

and the continuity equation (2.15) becomes:

$$
\frac{\partial h}{\partial t} + \frac{\partial ((D + h) u)}{\partial x} = 0 \tag{2.18}
$$

If these equations are used to describe the flow in a channel with very small width, the Coriolis force and the meteorological effect across the width can be neglected and equation (2.17) can be left out of consideration.

We now give the characteristic formulation of the equations (2.16) and (2.18). This formulation is important to gain insight into the tidal motion and to determine whether the number of boundary conditions is correct and the problem is well posed. If the equations (2.16) and (2.18) are generalized by introducing the functions $E_1$ and $E_2$:

$$
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + g \frac{\partial h}{\partial x} = E_1 \tag{2.19}
$$

$$
\frac{\partial h}{\partial t} + \frac{\partial ((D + h) u)}{\partial x} = E_2 \tag{2.20}
$$

the characteristic form of these equations becomes:

$$
\left( \frac{\partial}{\partial t} + (u + \sqrt{g(D + h)}) \frac{\partial}{\partial x} \right) (u + 2 \sqrt{g(D + h)}) = E_1 + \sqrt{\frac{g}{D + h}} E_2 + g \frac{dD}{dx} \tag{2.21}
$$

$$
\left( \frac{\partial}{\partial t} + (u - \sqrt{g(D + h)}) \frac{\partial}{\partial x} \right) (u - 2 \sqrt{g(D + h)}) = E_1 - \sqrt{\frac{g}{D + h}} E_2 + g \frac{dD}{dx} \tag{2.22}
$$

These equations can be interpreted as equations that describe the propagation (left hand side terms) and the deformation (right hand side terms) of the (quasi) Riemann invariants.
Using this characteristic formulation, the number of boundary conditions required, i.e. the number of characteristic lines pointing outside the domain of the problem, can be established easily.

On the basis of the physical interpretation of the equations (2.21)-(2.24) it is easy to formulate boundary conditions that correspond with a physical configuration of the boundary. Neglecting frictional forces and meteorological effects, we consider the following boundary conditions:

- total reflection at closed boundaries:
  \[ u - 2 \sqrt{g(D + h)} = -(u + 2 \sqrt{g(D + h)}) \]
  or
  \[ u = 0 \]  \hspace{1cm} (2.25)

- free outflow:
  \[ u - 2 \sqrt{g(D + h)} \text{ is constant} \]
  or
  \[ u - 2 \sqrt{g(D + h)} + 2 \sqrt{gD} = 0 \]  \hspace{1cm} (2.26)

- partial reflection:
  \[ u - 2 \sqrt{g(D + h)} + 2 \sqrt{gD} = -\eta (u + 2 \sqrt{g(D + h)} - 2 \sqrt{gD}) \]  \hspace{1cm} (2.27)

where \( \eta \) is the reflection coefficient. Note that for \( \eta = 1 \) this boundary condition reduces to relation (2.25) while for \( \eta = 0 \) the condition (2.26) is obtained.

Here we assumed that the flow is subcritical \( (u^2 < g(D+h)) \) and consequently the (quasi) Riemann invariants propagate in opposite directions. Introducing friction and meteorological effects the boundary treatment becomes more complicated. The interested reader is referred to Verboom, Stelling and Officier (1982) or Ten Brummelhuis, De Jong and Heemink (1985).
3 Discrete filtering theory

3.1 Introduction

Since the original papers by Kalman and Bucy (1960, 1961) a considerable amount of literature has become available on the theory and applications of Kalman filters. In this chapter we give a short review of the filtering theory. We by no means attempt to give a complete treatment. We have concentrated our attention on the aspects of discrete filtering theory that are of major relevance to the problems dealt with in this study. Rather than strive for the mathematical precision of a theorem-proof structure, we merely recall the basic assumptions and characteristics of filtering theory. For a thorough treatment that is still accessible to most practical engineers, the reader is referred to the excellent textbooks of Jazwinski (1979), Maybeck (1979, 1982) or Anderson and Moore (1979).

In Section 3.2 we introduce the Kalman filter for linear discrete systems. Considerable attention is paid to the stability of the filter. Section 3.3 is devoted to some aspects of non-linear filtering theory. Some non-linear filters that have proved to be successful in practical applications are summarized. In this chapter we do not pay attention to the important numerical aspects of the filtering problem. These are discussed in detail in Chapter 4 in connection with the problems dealt with in this study.

3.2 Linear filtering theory

3.2.1 The Kalman filter

Assume that modelling techniques have produced an adequate description in the form of a linear stochastic system to describe the propagation in time of a state vector $X_{t_k}$:

$$X_{t_k} = \Phi(t_k, t_{k-1}) X_{t_{k-1}} + B(t_k) u_{t_k} + G(t_k) W_{t_k}, \quad k = 1, 2, \ldots$$

$$X_{t_0} = X_0$$

(3.1)

Here $X_{t_k}$ is an $n$-vector state process, $\Phi(t_k, t_{k-1})$ is the non-singular $n$-by-$n$ system dynamics matrix, $B(t_k)$ is an $n$-by-$r$ input matrix, $u_{t_k}$ is an $r$-vector deterministic
input, \( G(t_k) \) is an \( n \times p \) noise input matrix and \( W_{tk} \) is a \( p \)-vector white Gaussian noise process. The statistics of this noise process are assumed to be:

\[
E\{W_{tk}\} = 0
\]
\[
E\{W_{tk}W_{tk}^T\} = R(k), \quad k = l
\]
\[
0 \quad , \quad k \neq l
\]

with \( Q(k) \) being a \( p \)-by-\( p \) symmetric positive-semidefinite matrix. The system noise \( W_{tk} \) includes the effects of variability in the natural system as well as model structure errors. The initial condition \( X_0 \) is also assumed to be Gaussian with statistics:

\[
E(X_0) = \bar{X}_0
\]
\[
E[(X_0 - \bar{X}_0)[X_0 - \bar{X}_0]^T] = P_0
\]

where \( P_0 \) is an \( n \)-by-\( n \) symmetric positive-definite matrix.

Measurements are available at discrete time points \( t_1, t_2, ... \) and are modelled by the relation:

\[
Z_{tk} = M(t_k)X_{tk} + V_{tk}
\]  (3.4)

Here \( Z_{tk} \) is the \( m \)-vector measurement process, \( M(t_k) \) is the \( m \)-by-\( n \) measurement matrix and \( V_{tk} \) is an \( m \)-vector white Gaussian noise process with statistics:

\[
E\{V_{tk}V_{tk}^T\} = 0
\]
\[
E\{V_{tk}V_{tk}^T\} = R(k), \quad k = l
\]
\[
0 \quad , \quad k \neq l
\]

The measurement noise \( V_{tk} \) represents the uncertainty associated with the measurement process. It is further assumed that \( R(k) \) is a symmetric positive-definite matrix and that the initial state \( X_0 \), the system noise \( W_{tk} \) and the measurement noise \( V_{tk} \) are mutually independent.

It is desired to combine the measurements \( Z_{tk} \), taken from the actual system, with the information provided by the system model in order to obtain an estimate of the system state \( X_{tk} \). To solve this filtering problem we adopt the Bayesian approach and determine the conditional probability density of the state \( X_{tk} \), conditioned on the entire history of the measurements taken: \( Z_{t_1}, Z_{t_2}, ..., Z_{t_{lk}}, l \leq k \). Once this density is explicitly described an optimal estimate of the state \( X_{tk} \) can be defined.
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Under the assumptions of the model described above it can easily be proved that the conditional density is Gaussian. As a result it is completely characterized by its mean and covariance matrix. Therefore, the mean, mode, median or any other logical choice of estimate of $X_t$ based on the conditional density will result in the same estimated value $\hat{X}(k | l)$ and the same covariance matrix of the estimation error $P(k | l)$. Recursive filter equations to obtain these quantities can be summarized as follows. The optimal state estimate is propagated from measurement time $t_{k-1}$ to measurement time $t_k$ by the equations:

$$\hat{X}(k | k-1) = \Phi(t_k, t_{k-1}) \hat{X}(k-1 | k-1) + B(t_k) u_t$$  \hspace{1cm} (3.6)$$

$$P(k | k-1) = \Phi(t_k, t_{k-1}) P(k-1 | k-1) \Phi(t_k, t_{k-1})^T + G(t_k) Q(k) G(t_k)^T$$  \hspace{1cm} (3.7)$$

At measurement time $t_k$, the measurement $Z_t$ becomes available. The estimate is updated by the equations:

$$\hat{X}(k | k) = \hat{X}(k | k-1) + K(k) [Z_t - M(t_k) \hat{X}(k | k-1)]$$  \hspace{1cm} (3.8)$$

$$P(k | k) = P(k | k-1) - K(k) M(t_k) P(k | k-1)$$  \hspace{1cm} (3.9)$$

where:

$$K(k) = P(k | k-1) M(t_k)^T [M(t_k) P(k | k-1) M(t_k)^T + R(k)]^{-1}$$  \hspace{1cm} (3.10)$$

is the filter gain. The initial condition for the recursion is given by:

$$\hat{X}(0 | 0) = \hat{X}_0$$  \hspace{1cm} (3.11)$$

$$P(0 | 0) = P_0$$

The filter just described is the celebrated Kalman filter for a discrete problem formulation. The derivation of these filter equations can be found for instance in Maybeck's work (1979). Maybeck uses a probabilistic approach to the filtering problem: The state vector is considered to be a stochastic process evolving in time, whose probability law is to be determined by using observations of another, related stochastic process. Since any logical choice of estimate of the state $X_t$ will result in the same filter equations, the Kalman filter can also be derived using classical statistical methods such as maximum likelihood or least squares estimation (Jazwinski, 1970). However, these methods tend to mask the fundamental probabilistic structure of the filtering problem which is very important when dealing with non-linear problems.
The Kalman filter has a predictor-corrector structure. Based on all previous information, a prediction of the state vector at time \( t_k \) is made by means of the equations (3.6) and (3.7). Once this prediction is known it is possible to predict the next measurement by means of the equation (3.4). When this measurement has become available the difference between this measurement and its predicted value is used to update the prediction of the state vector by means of the equations (3.8)-(3.10). Figure 3.1 is a block diagram representation of the algorithm. Note that the filter gain \( K(k) \) does not depend on the measurements and therefore may be precomputed.

The performance of the filter can be judged by monitoring the residuals \( R_{t_k} \), defined as the difference between the measurements and the prediction of these measurements based on all previous information:

\[
R_{t_k} = Z_{t_k} - M(t_k)\hat{X}(k \mid k-1)
\]  \hspace{1cm} (3.12)

It is easy to verify that:

\[
E \{ R_{t_k} \} = 0
\]  \hspace{1cm} (3.13)

\[
E \{ R_{t_k}^T R_{t_k} \} = M(t_k)P(k \mid k-1)M(t_k)^T + R(k)
\]  \hspace{1cm} (3.14)
Since the theoretical statistics of the residuals $R_{t_k}$ are known, the actual residuals can be monitored and compared with this description. By checking whether the residuals indeed possess their theoretical statistical properties we are able to judge whether or not the mathematical model satisfactorily describes the real system behaviour.

The model described in this section is not the most general one. It is possible to allow both $P_0$ and $R(k)$ to be positive-semidefinite instead of positive-definite. Furthermore, the system and measurement noise may be correlated. However, these generalizations have been omitted here since they are not relevant to the problem considered in this study. The interested reader is referred to Jazwinski (1970) or Maybeck (1979).

Finally, we note that if the initial condition $X_0$, the system noise $W_{t_k}$ and the measurement noise $V_{t_k}$ are not assumed to be Gaussian but only described by their mean and covariance, the Kalman filter equations (3.6) - (3.10) are still optimal in least squares sense. However in this case, unlike the Gaussian one, knowledge of the mean $\bar{X}(k | k)$ and covariance $P(k | k)$ does not provide complete information about the probability density function of $\bar{X}_{t_k}$, conditioned on the measurement: $Z_{t_1}, Z_{t_2}, ..., Z_{t_k}$.

3.2.2 Stability

Optimality of the filter does not imply stability. In order to define the stability of the filter it is useful to rewrite the Kalman filter as:

$$\dot{X}(k | k) = \Psi(t_k, t_{k-1}) \dot{X}(k-1 | k-1) + B(t_k) u(t_k) + K(k) Z_{t_k}$$  (3.15)

where $K(k)$ is determined by the equations (3.7), (3.9) and (3.10) and

$$\Psi(t_k, t_{k-1}) = [I - K(k) M(t_k)] \Phi(t_k, t_{k-1})$$  (3.16)

is the state transition matrix of the filter. The filter just described is said to be stable if there exists a constant $c_1 > 0$ so that:

$$\| \Psi(t_k, t_0) \| < c_1, \text{ for all } t_k > t_0$$  (3.17)

Here $\| . \|$ denotes a matrix norm.

* This stability definition is not the only possible one. For the definitions of various types of stability the reader is referred to Hahn (1963) among others.
The filter is uniformly exponentially stable if there exist constants \( c_2 > 0 \) and \( c_3 > 0 \) so that:
\[
\| \Psi(t_k, t_0) \| < c_2 e^{-c_3 (t_k - t_0)}
\] (3.18)

Exponential stability of the filter implies that bounded inputs \( u_{t_k} \) and \( Z_{t_k} \) produce bounded outputs \( \hat{X}(k \mid k) \).

An immediate consequence of the exponential stability of a filter is that if \( P^1(k \mid k) \) and \( P^2(k \mid k) \) are two solutions to the filter equations for different initial conditions \( P^1_0 \) and \( P^2_0 \) respectively, then:
\[
\| P^1(k \mid k) - P^2(k \mid k) \| < c_2 e^{-c_3 (t_k - t_0)} \| P^1_0 - P^2_0 \|
\] (3.19)

This essentially means that the effect of the initial condition \( P_0 \) vanishes as more and more measurements are incorporated. This is important since \( P_0 \) is often poorly known. Furthermore, equation (3.19) also indicates that the computation of \( P(k \mid k) \) is stable and that numerical errors in \( P(k \mid k) \) similarly vanish. This is a very favourable property since in case the Kalman filter algorithm (3.6)-(3.10) is employed for ill-conditional problems, these numerical errors can become large. In Chapter 4 this problem is discussed in more detail.

In order to obtain stability results we introduce some system theoretical concepts. We begin by considering the controllability of the system model (3.1). Suppose that no measurements are available. The equations to obtain the covariance matrix reduce to:
\[
P(k \mid k) = \Phi(t_k, t_0) P_0 \Phi(t_k, t_0)^T + \sum_{i=1}^{k} \Phi(t_k, t_i) G(t_i) Q(t_i) G(t_i)^T \Phi(t_k, t_i)^T
\] (3.20)

Defining the controllability gramian as:
\[
C(k, k-N_1) = \sum_{i=k-N_1}^{k} \Phi(t_k, t_i) G(t_i) Q(t_i) G(t_i)^T \Phi(t_k, t_i)^T, \quad 0 \leq N_1 < k
\] (3.21)
equation (3.20) can be rewritten as:
\[
P(k \mid k) = \Phi(t_k, t_{k-N_1-1}) P(k-N_1-1 \mid k-N_1-1) \Phi(t_k, t_{k-N_1-1})^T + C(k, k-N_1)
\] (3.22)

The system model (3.1) is said to be uniformly completely controllable if there exist an \( N_1 \) and positive constants \( c_4 \) and \( c_5 \) so that:
\[
c_4 I < C(k, k-N_1) < c_5 I, \text{ for all } k > N_1
\] (3.23)
As can be seen from equation (3.22) this implies that the system noise sequence
\( W_{t_k-N_1}, W_{t_k-N_1+1}, \ldots, W_{t_k} \), affects all the components of the state \( X_{t_k} \). Furthermore, this effect is bounded from below as well as from above. Controllability prevents certain components of the state to be determined almost exactly in which case new observations would have very little effect on the estimates of these components and the estimates and measurements could easily diverge. This problem is known as filter divergence. If a filter is not controllable numerical difficulties also are very likely to occur. Since in case some state components (or linear combination of state components) can be estimated very accurately, some eigenvalues of the covariance matrix become almost zero. Due to the finite wordlength on the computer, these eigenvalues can easily become negative, a condition that is theoretically impossible and usually leads to a total failure of the recursion. This important aspect of Kalman filtering as well as the problem of filter divergence are discussed in Chapter 4.

A concept dual to that of controllability is observability. Suppose the system model (3.1) is noise-free, i.e. \( W_{t_k} = 0 \) for all \( k \). In that case, applying some clever matrix algebra (Maybeck 1979), the equations to obtain the covariance matrix can be rewritten as:

\[
P(k \mid k)^{-1} = \Phi(t_k, t_0)^{-T}P_0^{-1} \Phi(t_k, t_0)^{-1} + \\
\sum_{i=1}^{k} \Phi(t_k, t_i)^{-T}M(t_i)^{T}R(i)^{-1}M(t_i) \Phi(t_k, t_i)^{-1}
\]

(3.24)

Defining the observability gramian as:

\[
O(k, k-N_2) = \sum_{i=k-N_2}^{k} \Phi(t_k, t_i)^{-T}M(t_i)^{T}R(i)^{-1}M(t_i) \Phi(t_k, t_i)^{-1}, \quad 0 \leq N_2 < k
\]

(3.25)

equation (3.24) can be rewritten as:

\[
P(k \mid k)^{-1} = \Phi(t_k, t_{k-N_2-1})^{-T}P(k-N_2-1 \mid k-N_2-1)^{-1} \Phi(t_k, t_{k-N_2-1})^{-1} + O(k, k-N_2)
\]

(3.26)

The system model (3.1) and (3.4) is now said to be uniformly completely observable if there exist an \( N_2 \) and positive constants \( c_6 \) and \( c_7 \) so that:

\[
c_6 I < O(k, k-N_2) < c_7 I, \quad \text{for all } k > N_2
\]

(3.27)

As can easily be deduced from equation (3.26) this implies that incorporating the measurements \( Z_{t_k-N_2}, Z_{t_k-N_2+1}, \ldots, Z_{t_k} \) improve the estimates of all the components of the state \( X_{t_k} \). Furthermore, this improvement is bounded from below and from

* In fact this property is defined as reconstructibility (Kwakernaak and Sivan 1972). Observability is defined such that incorporating the measurements \( Z_{t_k-N_2}, Z_{t_k-N_2+1}, \ldots, Z_{t_k} \) improve the estimates of all the components of the state \( X_{t_k-N_2} \). However, for the problem described in Subsection 3.2.1 observability and reconstructibility are not significantly distinct issues.
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above. Observability guarantees that the entire state can be determined from the data and prevents that certain eigenvalues of the covariance matrix can grow without bounds. It also implies that the effects of changes in any component of the state can be observed in the measurements.

Having defined the concepts of observability and controllability, both introduced by Kalman, Lyapunov stability theory can be applied to establish exponentially stability results. Through the explicit generation of an appropriate Lyapunov function, it can be proved that if a system model is both uniformly completely observable and controllable, the Kalman filter is uniformly exponentially stable (Kalman 1963).

Another approach to the stability of the filter can be obtained from the filter equations (3.6)-(3.10). It is easy to show that for the model described in Subsection 3.2.1:

\[
\| [I - K(k)M(t_k)] \| \leq 1, \text{ for all } k \tag{3.28}
\]

so that:

\[
\| \Psi(t_k, t_0) \| \leq \| \Phi(t_k, t_0) \| \tag{3.29}
\]

This implies that if the original system (3.1) is (exponentially) stable the Kalman filter is also (exponentially) stable (Kwakernaak and Sivan 1972). From equation (3.29) it can be seen that the filter is always more stable than the original system. This stability improvement property of the filter is a very favourable property. Note that if the filter is uniformly completely observable and controllable the stability of the original system is not required for filter stability. A system model can be unstable while the Kalman filter is stable.

3.3 Non-linear filtering theory

3.3.1 Introduction

Using the probabilistic approach to non-linear filtering problems we seek, as in the linear case, the conditional probability density of the state conditioned on the measurements taken. This density is, unlike that of the linear case, usually non-Gaussian and, therefore, generally cannot be characterized completely by a finite set of parameters. Since propagating and updating an entire density (or an infinite number of describing parameters for this density) is not implementable, simplifying assumptions have to be imposed. In this section attention is concentrated on the parametrization of the conditional density via central moments, since the resulting
approximate non-linear filters – from the computational point of view – are very attractive and have proved to be successful in numerous applications.

As in linear filtering problems, the main interest is to compute the conditional mean and covariance matrix since the mean is always the minimum variance estimate and the covariance matrix measures the uncertainty in the estimate. Note that, unlike the linear case, the mode, median or another estimate of the state do not, in general, result in the same estimated value of the mean. Propagating and updating the conditional mean and the covariance matrix in non-linear problems usually requires all the central moments of the conditional probability density. By making certain assumptions about these moments approximate estimators can be generated. One might assume for instance that the conditional density is nearly symmetric, so that third and higher-order odd central moments are negligible, and that in addition it is concentrated near its mean, so that fourth and higher-order even central moments can be neglected as well. The resulting approximate filter is called the truncated second-order filter. In another approximation the fourth-order central moment is not neglected but, assuming that the conditional density is nearly Gaussian, expressed in terms of the covariance. This additional assumption gives rise to the so-called Gaussian second-order filter. Computational considerations lead to first-order filters, such as the celebrated extended Kalman filter.

In Subsection 3.3.2 we first derive the extended Kalman filter as a rather straightforward extension of the linear filter since the results from the linear theory can be exploited easily for this non-linear problem. Furthermore, this subsection can serve as an introduction to the more general non-linear filters. Subsection 3.3.3 is devoted to the non-linear filters described in this introduction and to some filters that are not based on the parametrization of the conditional probability density via central moments. Finally, in Subsection 3.3.4 the use of the non-linear filters to estimate uncertain parameters in a model is discussed.

3.3.2 Linearized and extended Kalman filters

Suppose that a linear model does not provide a valid description of the problem. Assume that the system state can be presented by the non-linear stochastic system:

\[ \mathbf{x}_t = \mathbf{\Phi}(\mathbf{x}_{t-1}, t_{k-1}, t_k) + \mathbf{B}(t_k) \mathbf{u}_t + \mathbf{G}(t_k) \mathbf{w}_t, \quad k=1, 2, 3\ldots \]

(3.30)

where \( \mathbf{\Phi}(\mathbf{x}_{t-1}, t_{k-1}, t_k) \) is an n-vector describing the system dynamics. Let the measurements be modelled by the non-linear equation:
\[ Z_{t_k} = m(X_{t_k}, t_k) + V_{t_k} \]  
\[ (3.31) \]

where \( m(X_{t_k}, t_k) \) is an m-vector describing the relation between the state and the measurements. The other model assumptions are completely similar to the linear case described in Subsection 3.2.1. Note that the system as well as the measurement noise are still assumed to enter in an additive fashion. Therefore the linear theory can be extended to the non-linear problem just described.

Suppose that it is possible to generate a discrete reference state trajectory \( \bar{x}_{t_k} \). The state equation (3.30) may be rewritten as:

\[
X_{t_k} = \Phi(X_{t_{k-1}}, t_{k-1}, t_k) - \Phi(\bar{x}_{t_{k-1}}, t_{k-1}, t_k) + \Phi(\bar{x}_{t_{k-1}}, t_{k-1}, t_k) + B(t_k)u_{t_k} + G(t_k)w_{t_k} 
\]

and the observation equation (3.31) as:

\[
Z_{t_k} = [m(X_{t_k}) - m(\bar{x}_{t_k}, t_k)] + m(\bar{x}_{t_k}, t_k) + V_{t_k} 
\]

If the deviation \( X_{t_k} - \bar{x}_{t_k} \) from the reference trajectory is small, a Taylor's series expansion yields:

\[
\Phi(X_{t_{k-1}}, t_{k-1}, t_k) - \Phi(\bar{x}_{t_{k-1}}, t_{k-1}, t_k) \approx \Phi(\bar{x}_{t_{k-1}}, t_{k-1}, t_k) (X_{t_{k-1}} - \bar{x}_{t_{k-1}}) 
\]

\[
m(X_{t_k}, t_k) - m(\bar{x}_{t_k}, t_k) \approx M(\bar{x}_{t_k}, t_k)(X_{t_k} - \bar{x}_{t_k}) 
\]

where:

\[
(\Phi(\bar{x}_{t_{k-1}}, t_{k-1}, t_k))_{ij} = \frac{\partial(\Phi(\bar{x}_{t_{k-1}}, t_{k-1}, t_k))}{\partial(\bar{x}_{t_{k-1}})} 
\]

\[
(M(\bar{x}_{t_k}, t_k))_{ij} = \frac{\partial(m(\bar{x}_{t_k}, t_k))}{\partial(\bar{x}_{t_k})} 
\]

are the matrices of partial derivatives along the reference trajectory. The equations (3.34) and (3.35) can be used to obtain the approximate linear system:

\[
X_{t_k} = \Phi(\bar{x}_{t_{k-1}}, t_{k-1}, t_k)X_{t_{k-1}} - \Phi(\bar{x}_{t_{k-1}}, t_{k-1}, t_k)\bar{x}_{t_{k-1}} + B(t_k)u_{t_k} + G(t_k)w_{t_k} 
\]

and the approximate linear observation equation:

\[
Z_{t_k} = M(\bar{x}_{t_k}, t_k)X_{t_k} - M(\bar{x}_{t_k}, t_k)\bar{x}_{t_k} + m(\bar{x}_{t_k}, t_k) + V_{t_k} 
\]
Given the linearized model described by the equations (3.38) and (3.39) the standard Kalman filter can be employed to obtain the estimate of the state \( X_{t_k} \) and its covariance matrix.

The remaining problem is the choice of the reference trajectory. An obvious choice is to take:

\[
\bar{x}_{t_0} = \bar{x}_0
\]

so that the reference trajectory is completely determined by the prior estimate of the state. This estimator is called the linearized Kalman filter.

The basic idea of the extended Kalman filter is to relinearize about each estimate \( \bar{x}(k \mid k) \):

\[
\bar{x}_{t_p} = \Phi(\bar{x}_{t_{p-1}}, t_{p-1}, t_p) + B(t_p) u_{t_p}, \quad p = k+1, k+2, \ldots \\
\bar{x}_{t_k} = \bar{x}(k \mid k)
\]  

As soon as a new measurement is available and a new state estimate has been obtained, a new and better reference trajectory is incorporated into the estimation process. With this choice of reference trajectory large initial estimation errors are not allowed to propagate through time and therefore, the linearity assumption is less likely to be violated. Note that the extended Kalman filter gain, unlike the linearized Kalman filter gain, depends on the measurements and therefore, cannot be precomputed.

### 3.3.3 Non-linear filters

Consider a model described by the non-linear stochastic system equation:

\[
X_{t_k} = \Phi(\bar{x}_{t_{k-1}, t_{k-1}, t_k}) + B(t_k) u_{t_k} + G(X_{t_k}, t_k) W_{t_k}, \quad k=1,2,3, \ldots \\
X_{t_0} = \bar{x}_0
\]

where \( G(X_{t_k}, t_k) \) is an \( n \)-by-\( p \) noise input matrix. The measurement relation is given by equation (3.31). The other assumptions are completely similar to the model described in Subsection 3.3.2. As we have done in the linear case we seek the conditional mean and covariance matrix. Propagating and updating these quantities
generally require the knowledge of the entire conditional density. Take for example the propagation of the conditional mean:

$$
\hat{X}(k | k-1) = E \{ X_k | Z_{t_1}, Z_{t_2}, \ldots, Z_{t_{k-1}} \} 
$$

(3.43)

$$
= \int_{-\infty}^{\infty} \Phi(x, t_{k-1}, t_k) P_{X_{t_{k-1}}} | Z_{t_1}, Z_{t_2}, \ldots, Z_{t_{k-1}}(x | Z_{t_1}, Z_{t_2}, \ldots, Z_{t_{k-1}}) \, dx
$$

where:

$$
P_{X_{t_{k-1}}} | Z_{t_1}, Z_{t_2}, \ldots, Z_{t_{k-1}}(x | Z_{t_1}, Z_{t_2}, \ldots, Z_{t_{k-1}})
$$

is the conditional probability density of the state $X_{t_{k-1}}$ based on the measurements $Z_{t_1}, Z_{t_2}, \ldots, Z_{t_{k-1}}$. In this subsection attention is concentrated on parametrization of this density via central moments.

We first consider the truncated second-order filter. In deriving this filter the third and higher-order central moments are neglected. This is appropriate if the conditional density is almost symmetric and concentrated near its mean. This filter has been derived by Henriksen (1980), correcting an error made in previous derivations and yielding the following filter equations:

$$
\hat{X}(k | k-1) = \Phi(\hat{X}(k-1 | k-1), t_{k-1}, t_k) + \\
\frac{1}{2} P(k-1 | k-1) \Phi_{xx}(\hat{X}(k-1 | k-1), t_{k-1}, t_k)
$$

(3.44)

with:

$$
(P(k-1 | k-1) \Phi_{xx}(\hat{X}(k-1 | k-1), t_{k-1}, t_k))_i = 
$$

$$
\sum_{j,l=1}^{n} (P(k-1 | k-1))_{il} \frac{\partial^2 (\Phi(\hat{X}(k-1 | k-1), t_{k-1}, t_k))_i}{\partial (\hat{X}(k-1 | k-1))_j \partial (\hat{X}(k-1 | k-1))_l}
$$

$$
P(k | k-1) = \Phi(\hat{X}(k-1 | k-1), t_{k-1}, t_k) P(k-1 | k-1) \Phi(\hat{X}(k-1 | k-1), t_{k-1}, t_k)^T + \\
G(\hat{X}(k-1 | k-1), t_{k-1}) Q(1) G(\hat{X}(k-1 | k-1), t_{k-1})^T + \\
P(k-1 | k-1) Q(1) G(\hat{X}(k-1 | k-1), t_{k-1})^T + \\
\frac{1}{2} P(k-1 | k-1) Q(1) \Phi_{xx}(\hat{X}(k-1 | k-1), t_{k-1}) G(\hat{X}(k-1 | k-1), t_{k-1}) + \\
\frac{1}{2} P(k-1 | k-1) Q(1) \Phi_{xx}(\hat{X}(k-1 | k-1), t_{k-1}) G(\hat{X}(k-1 | k-1), t_{k-1})^T
$$

(3.45)
Here \( \Phi(\hat{X}(k-1 | k-1), t_{k-1}, t_k) \) is defined by equation (3.36) and

\[
(P(k-1 | k-1) Q(k-1) G_x(\hat{X}(k-1 | k-1), t_{k-1}))_{ij} = \\
\sum_{j, l = 1}^{n} \sum_{s, t = 1}^{n} (P(k-1 | k-1))_{ji} (Q(k-1))_{li} \frac{\partial(G(\hat{X}(k-1 | k-1), t_{k-1})))_{ij}}{\partial(\hat{X}(k-1 | k-1))_{ij}}
\]

\[
\frac{\partial(G(\hat{X}(k-1 | k-1), t_{k-1})))_{ij}}{\partial(\hat{X}(k-1 | k-1))_{ij}}
\]

\[
(P(k-1 | k-1) Q(k-1) G_x(\hat{X}(k-1 | k-1), t_{k-1}) G(\hat{X}(k-1 | k-1), t_{k-1}))_{ij} = \\
\sum_{j, l = 1}^{n} \sum_{s, t = 1}^{n} (P(k-1 | k-1))_{ji} (Q(k-1))_{li} \frac{\partial^2(G(\hat{X}(k-1 | k-1), t_{k-1})))_{ij}}{\partial(\hat{X}(k-1 | k-1))_i \partial(\hat{X}(k-1 | k-1))_j}
\]

\[
(G(\hat{X}(k-1 | k-1), t_{k-1})))_{ij}
\]

\[
\hat{X}(k | k) = \hat{X}(k | k-1) + K(k) [Z_{t_k} - m(\hat{X}(k | k-1), t_k) - \\
\frac{1}{2} P(k | k-1) m_{xt}(\hat{X}(k | k-1), t_k)]
\]

\[
(3.46)
\]

with:

\[
(P(k | k-1) m_{xt}(\hat{X}(k | k-1), t_k)) = \sum_{j, l = 1}^{n} (P(k | k-1))_{ji} \frac{\partial^2(m(\hat{X}(k | k-1), t_k)))_{ij}}{\partial(\hat{X}(k | k-1))_i \partial(\hat{X}(k | k-1))_j}
\]

\[
K(k) = P(k | k-1) M(\hat{X}(k | k-1), t_k)^T [M(\hat{X}(k | k-1), t_k) P(k | k-1) - \\
M(\hat{X}(k | k-1), t_k)^T + R(k)]^{-1}
\]

\[
(3.47)
\]

Here \( M(\hat{X}(k | k-1), t_k) \) is defined by equation (3.37).

\[
P(k | k) = [I - K(k) M(\hat{X}(k | k-1), t_k)] P(k | k-1)
\]

\[
(3.48)
\]

The vectors

\[
b_\Phi(k-1) = \frac{1}{2} P(k-1 | k-1) \Phi_{xt}(\hat{X}(k-1 | k-1), t_{k-1}, t_k)
\]

\[
b_m(k) = \frac{1}{2} P(k | k) m_{xt}(\hat{X}(k | k-1), t_k)
\]

\[
(3.49)
\]

\[
(3.50)
\]
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respectively appearing in equation (3.44) and (3.46), are called the bias correction terms. Note that when using the second-order truncated filter just described the model is relinearized about each new estimate $\hat{X}(k | k)$ when it becomes available, as is the case with the extended Kalman filter.

Now consider the Gaussian second-order filter. Whereas the truncated second-order filter ignores all the central moments above second-order, the Gaussian second-order filter accounts for the fourth moment as well by assuming that the conditional density is nearly Gaussian and by expressing the fourth central moment in terms of the covariance. In addition, the third and fourth-order nonlinearities that in this case appear in the equations are also neglected in the Gaussian second-order filter approximation. The resulting equations of this filter may be found in Jazwinski (1970). Compared to the truncated second-order filter additional terms appear in the equations for the conditional covariance, while the equations for the conditional mean are exactly the same.

In cases where the dimension of the state is large, the calculation of the second-order filter equations to obtain the covariance matrix are very time-consuming. However, the primary benefit is usually due to the bias correction terms (3.49) and (3.50). Therefore, in deriving a first-order filter with bias correction terms, the second-order nonlinearities appearing in the equations for the covariance matrix are neglected. The equations for the conditional mean are identical to the second-order filter equations (3.44) and (3.46) including the bias correction terms. When these terms can be neglected too, the approximate filter is called a truncated first-order filter. Finally, if $G$ is only a function of $t_k$ and not of $X_{tk}$, the truncated first-order filter reduces to the extended Kalman filter which has been derived in Subsection 3.3.2.

The non-linear filters just described are all based on the parametrization of the conditional probability density via central moments. Representing the non-linear functions, $\Phi$, $G$ and $m$ by a Taylor series expanded about the state estimate and neglecting higher-order central moments and if necessary, higher-order model nonlinearities, approximate filters can be derived. These filters have been successfully applied to numerous non-linear filtering problems.

Filters that are not based on the parametrization of the conditional density and therefore, do not require a representation of the non-linear functions by Taylor series, have also been reported in literature. Among these the so-called assumed density filters assume the conditional probability density to be Gaussian with mean and covariance as computed within the algorithm itself (Maybeck 1982). Propagating and updating the conditional mean and covariance are generally carried out by numerical integration of these expectations. Take for example the equation (3.43)
describing the propagation of the conditional mean. Assuming

\[ P(x_{t_k-1} | z_{t_1}, z_{t_2}, \ldots, z_{t_{k-1}}) \]

to be Gaussian with mean \( \bar{x}(k-1 \mid k-1) \) and covariance matrix \( P(k-1 \mid k-1) \), equation (3.43) can be integrated numerically. Note that this assumption implies that these filters, unlike the other filters described in this section, do not neglect higher-order central moments.

For the special case that \( G \) is not a function of the state, a statistically linearized filter may be employed (Maybeck 1982). Structurally the filter equations are the same as those for the extended Kalman filter, but instead of neglecting second and higher-order non-linearities, the non-linear functions \( \Phi \) and \( m \) are approximated as follows:

\[
\Phi(X_{t_{k-1}}, t_{k-1}, t_k) = \Phi_0(t_{k-1}) + \Phi(t_{k-1})X_{t_{k-1}} + \epsilon_1
\]

\[
m(X_{t_k}, t_k) = m_0(t_k) + M(t_k)X_{t_k} + \epsilon_2
\]

where the vectors \( \Phi_0(t_{k-1}) \) and \( m_0(t_k) \) and the matrices \( \Phi(t_{k-1}) \) and \( M(t_k) \) are determined by the minimization of respectively \( \epsilon_1 \) and \( \epsilon_2 \) in (generalized) least squares sense. Similarly to the assumed density filters, the expectations involved are calculated by numerical integration, assuming the conditional densities to be Gaussian.

In some applications, assumed density filters (Maybeck 1982) and statistically linearized filters (Kikkawa and Iwase 1980) have shown to be more accurate than the extended Kalman filter. However, this advantage was gained at the expense of severely time-consuming computations. Therefore, when the dimension of the state is very large the use of these filters from a computational point of view is not attractive.

3.3.4 Parameter estimation

A particular application of non-linear filters is the estimation of an uncertain parameter \( P \) in the model (Eykhoff 1974). This parameter can be treated as additional state variable with system equation:

\[ P_{t_k} = P_{t_{k-1}} + W_{p_{t_k}} \]  

(3.53)

By adding the system noise \( W_{p_{t_k}} \) to this equation the random character of the parameter can be taken into account. Note that in general even a linear model in this
case becomes a highly non-linear one. By employing a non-linear filter to estimate both the state and the uncertain parameters, it is possible to adapt the model to changing physical conditions. Compared to other methods for combined state and parameter estimation this procedure is attractive from the computational point of view. However, it also has a shortcoming. Owing to the neglected higher-order non-linearities bias errors may appear in the parameter estimate. The more pronounced the non-linearities are, the more the filter performance is degraded by this effect. Therefore, in a given application the capability of the filter to estimate uncertain parameters has to be verified by employing the filter using simulated data. In this case the true value of the parameter is known and, consequently, the performance of the filter can be evaluated under a variety of circumstances.
4. Kalman filters for the linear one-dimensional shallow water equations

4.1 Introduction

In this chapter some aspects of Kalman filters for the shallow water equations are discussed. To gain insight into the filtering problem, filters are derived on the basis of the linear one-dimensional equations. Moreover, using these linear equations, it becomes possible to employ analytical methods to investigate the performance of the filters.

In Section 4.2 we recall some basic aspects of the numerical approximation of differential equations. Section 4.3 and 4.4 are respectively devoted to the discretisation of the shallow water equations and to the choice of the noise statistics. To gain insight into the complex filtering problem, a special problem is solved analytically in Section 4.5. For this case, the sensitivity of the filter performance is studied with respect to the choice of the finite difference scheme and modelling errors. In Section 4.6 the discrete system representation of the general model is derived. Observability of the filter is discussed in Section 4.7, while Section 4.8 deals with the numerical properties of various Kalman filter algorithms. Finally, Section 4.9 briefly discusses the distributed parameter filtering problem in a more general context.

4.2 Numerical approximation of differential equations

This section recalls in a tutorial way the basic aspects of the numerical approximation of differential equations, such as consistency, convergence and stability. The treatment is based on the linear homogeneous partial-differential equations. However, to illustrate the relevant concepts this is not a real limitation. For a thorough treatment the reader is referred to Van der Houwen (1968), among others.

The partial-differential equation is written as:

\[ Lf(x,t) = 0, \ x \in \Omega, \ t \in [t_0, T] \]  
(4.1)

with initial condition:

\[ f(x,t_0) = f_0(x), \ x \in \Omega \]  
(4.2)
and boundary condition:

\[ L_b f(x, t) = \phi_b(x, t), \ x \in \Gamma, \ t \in [t_0, T] \]  

(4.3)

where \( L \) and \( L_b \) are linear differential operators and \( \Gamma \) is the boundary of \( \Omega \).

The problem described above is assumed to be well posed so that it has a unique solution \( f(x, t) \). In order to approximate the differential equation a grid is defined: a set of points with coordinates \((iAx, kAt)\). It is assumed that:

\[ \Delta t = \Delta t(\Delta x), \]

\[ \lim_{\Delta x \to 0} \Delta t(\Delta x) = 0 \]

Denote by \( \Omega_\Delta \) the set of grid points that result when \( \Omega \) is covered with the grid and let \( \Gamma_\Delta \) denote the boundary of \( \Omega_\Delta \). Using a finite difference scheme equations (4.1) - (4.3) can be converted into a set of difference equations:

\[ L_\Delta f^k_1 = 0 \]  

(4.4)

\[ f^0_1 = f_0(iAx) \]  

(4.5)

\[ L_{b\Delta} f^k_1 = \phi_b(iAx, kAt) \]  

(4.6)

where \( f^k_1 \) is the approximation of \( f(iAx, kAt) \) and \( L_\Delta \) and \( L_{b\Delta} \) are the finite difference operators approximating \( L \) and \( L_b \) respectively.

The finite difference scheme (4.4) is a consistent approximation of order \( n \) of (4.1) if:

\[ \| L_\Delta f(iAx, kAt) \| \leq c_b(\Delta x)^n \]  

(4.7)

where \( c_b \) is a constant. Consistency of the approximation of the boundary condition can be defined in a similar way. The quantity under the norm here is called the truncation error and measures how accurately the solution of the original differential equation satisfies the finite difference equations.

To show the analogy with the discrete system theory described in Section 3.2, we define:

\[ x_{tk} = [ \ldots f^k_1 f^k_{i+1} \ldots]^T \]  

(4.8)
and write the difference equations (4.4) – (4.6) as:

\[ A x_{t+1} = B x_t + u_{t+1} \]  
\[ (4.9) \]

where \( A \) and \( B \) are coefficient matrices and \( u_t \) depends on the boundary condition. Symbolically we write:

\[ x_{t+1} = \Phi x_t + A^{-1} u_{t+1} \]  
\[ (4.10) \]

where \( \Phi = A^{-1} B \). Defining:

\[ x(k) = [ \ldots f(i \Delta x, k \Delta t) f((i+1) \Delta t, k \Delta t) \ldots ]^T \]  
\[ (4.11) \]

the finite difference scheme (4.10) is said to be convergent of order \( n \) if:

\[ \| x_t - x(k) \| \leq c_9 (\Delta x)^n \]  
\[ (4.12) \]

where \( c_9 \) is a constant. If a scheme is convergent the solution of the difference equations converges for \( \Delta x \to 0 \) and thereby \( \Delta t \to 0 \) to the solution of the original differential equation.

The finite difference scheme (4.10) is said to be stable if there exists a \( c_{10} > 0 \) such that:

\[ \| \Phi^k \| \leq c_{10}, \text{ } k = 1, 2, \ldots, T/\Delta t, \text{ for all } \Delta t \]  
\[ (4.13) \]

where \( c_{10} \) is a constant. Stability implies that numerical errors in \( f_i^k \) are bounded if \( \Delta x \to 0 \) and thereby \( \Delta t \to 0 \), with \( T \) constant. Note that stability is a property of the finite difference scheme and is not related to the original differential equations.

Direct proofs of convergence are often hard to give. However, for a consistent finite difference approximation to a linear problem, stability is a necessary and sufficient condition for convergence (Lax's equivalence theorem).

Another important aspect of the behaviour of finite difference schemes is O'Brien-Hyman-Kaplan stability, as treated by Van der Houwen (1968). The finite difference scheme (4.10) is said to be O'B-H-K stable if:

\[ \| \Phi^k \| \leq c_{11}, \text{ for all } k \]  
\[ (4.14) \]

* Not all approximation problems can be written in this form. However, as pointed out in Section 4.6, this is not a real limitation for the problems dealt with in this study.
where \( c_{11} \) is a constant. O'B-H-K stability implies that the numerical errors in \( f^k \) are bounded if \( T \to \infty \) with \( \Delta x \) and \( \Delta t \) constant. Note that for the same problem O'B-H-K stability is equivalent with the stability of a filter as defined in Subsection 3.2.2.

From a practical point of view it is convenient that a finite differential scheme is stable in the sense of both stability definitions described in this section (Stelling 1983).

4.3 Discretisation of the one-dimensional shallow water equations

The linear one-dimensional equations used throughout this chapter are (see Chapter 2):

\[
\frac{\partial f}{\partial t} + C_1 \frac{\partial f}{\partial x} + C_2 \frac{\partial f}{\partial x} = 0
\]

(4.15)

where:

\( f = [u \quad h]^T \)

\( C_1 = \begin{bmatrix} 0 & g \\ D & 0 \end{bmatrix} \)

\( C_2 = \begin{bmatrix} \kappa & 0 \\ 0 & 0 \end{bmatrix} \)

Here we recall that:

- \( h \) = water-level
- \( u \) = water velocity
- \( D \) = depth of the water
- \( g \) = acceleration of gravity
- \( \kappa \) = linear bottom friction coefficient (\( \kappa = \lambda/D \))

The water movement is completely described by these equations, provided that initial and boundary conditions are given.

To develop a discrete system representation for the description of the water movement, the equation (4.15) is discretised. Defining a grid (see figure 4.1), we consider two different finite difference schemes to accomplish this task. Firstly, we employ the implicit four-point Preissmann scheme (Liggett and Cunge 1975):
Figure 4.1: The grid.

\[
\frac{1}{\Delta t} (f_{i+1/2}^{k+1} - f_{i+1/2}^k) + \frac{1}{\Delta x} C_1 (f_{i+1}^{k+1} - f_{i}^{k+1}) + C_2 f_{i+1/2}^{k+1} = 0
\]

(4.16)

where \( f_i^k \) is the approximation of \( f(i \Delta x, k \Delta t) \) and

\[
f_{i+1/2}^{k+1} = \frac{1}{2} (f_{i+1}^{k+1} + f_i^k)
\]

\[
f_i^{k+\theta} = \theta f_{i+1}^{k+1} + (1-\theta) f_i^{k+1}
\]

and \( \theta \) is a weighting factor. For the special case \( \theta = 0 \) it is easy to show that the finite difference scheme (4.16) is a consistent approximation of second-order of the partial-differential equation:

\[
\frac{\partial f}{\partial t} + C_1 \frac{\partial f}{\partial x} - (\theta - 0.5) \Delta t C_2^2 \frac{\partial^2 f}{\partial x^2} = 0
\]

(4.17)

Comparing equation (4.17) with (4.15) we see that only for \( \theta = 0.5 \) the original equation (4.15) is solved with second-order accuracy. By choosing \( 0.5 < \theta \leq 1.0 \) one introduces numerical diffusion.

The second finite difference scheme that is considered is the well-known explicit Lax-Wendroff scheme (Richtmyer and Morton 1967):
The scheme is of second-order accuracy.

To analyse the stability and to gain insight into the dissipative properties of the schemes for initial value problems, a Von Neumann stability analysis can be employed. Consider the behaviour of the Fourier integral:

\[
\xi^k_{i+1} = \frac{1}{2Ax} \int_{-1/2Ax}^{1/2Ax} \xi^k(l) e^{i2 \pi i l Ax} dl
\]

under the operation given by equation (4.16). Here \( j \) is the imaginary unit, \( l \) is the wave number and \( 1/2Ax \) is the highest wave number that can be resolved. Substituting the Fourier integral (4.19) into the Preissmann scheme (4.16) yields:

\[
A(l) \xi^k_{i+1} (l) = B(l) \xi^k (l)
\]

where:

\[
A(l) = 1 + \gamma_2 \Delta t C_2 + 2 j \frac{\Delta t}{Ax} \tan (\pi l Ax) C_1
\]

\[
B(l) = 1 - \gamma_2 \Delta t C_2 - 2 j (1-\theta) \tan (\pi l Ax) C_1
\]

Equation (4.20) can be rewritten as:

\[
\xi^k_{i+1} (l) = G(l) \xi^k (l)
\]

where \( G(l) = A(l)^{-1}B(l) \) is the amplification matrix of the finite difference scheme. This matrix amplifies the value of \( \xi^k (l) \) over a time step \( \Delta t \). The eigenvalues of \( G(l) \) can be shown to be:

\[
g_{1,2} (l) = \frac{1 - \nu^2 \theta (1-\theta) \pm \sqrt{\nu^2 - \gamma_2 \Delta t \xi^2 + \gamma_2 \Delta t \xi \nu^2 ((1-\theta)^2 - \theta^2)^{1/2}}}{1 + \nu^2 \theta^2 + \gamma_2 \Delta t \xi}
\]

where:

\[
\nu = \sqrt{gD} \frac{\Delta t}{Ax} \tan (\pi l Ax) = Cr \tan (\pi l Ax)
\]
Figure 4.2: The modulus of the eigenvalues of the amplification matrix using the Preissmann scheme.

Figure 4.3: The celerity of the numerically computed wave using the Preissmann scheme.

with $C_r$ as the Courant number. In figures 4.2 and 4.3 respectively the modulus of the eigenvalues of the amplification matrix and the celerity of the numerically computed wave $C_\epsilon$ given by*:

$$C_\epsilon(l) = -\frac{1}{2\pi l \Delta t} \arctan \left[ \frac{\text{Im} (g_{1,2}(l))}{\text{Re} (g_{1,2}(l))} \right]$$  \hspace{1cm} (4.24)

* The derivation of the expression for the celerity can be found in Abbott (1979).
are shown for some values of $\kappa$ in case $Cr = 0.75$. Here, following Leendertse (1967), we introduce the number of grid points per wave length $N = \frac{1}{l} \Delta x$ as the independent variable. Furthermore we note that if:

$$v^2 - \frac{1}{4} \Delta t^2 \kappa^2 + \frac{1}{2} \Delta t \kappa v^2 ((1-\theta)^2 - \theta^2) > 0$$

(4.25)

or approximately if the wave length $1/l$ satisfies:

$$\frac{1}{l/l} < 2\pi \sqrt{\frac{gD}{\kappa}}$$

(4.26)

the eigenvalues $g_{1,2}(l)$ have imaginary parts and

$$|g_1(l)| = |g_2(l)|$$

(4.27)

However, for very long waves the eigenvalues of $G(l)$ are real and positive with different moduli and therefore these waves do not advance. This is a physical effect and is not caused by the finite difference approximation. For the very short waves a similar behaviour can be noticed. However, this effect is introduced by the discretisation.

The Von Neumann necessary condition for stability results from the fact that the matrix:

$$G(l)^k, k = 1, 2, ..., T/\Delta t$$

(4.28)

has to be uniformly bounded. Hence, we have the necessary condition:

$$g_n(l) \leq 1$$

(4.29)

where:

$$g_n(l) = \max_m \{ |g_m(l)| \}$$

(4.30)

is the amplification factor of the finite difference scheme. If the eigenvalues of $G(l)$ satisfy:

$$|g_m(l)| < 1$$

(4.31)

with the possible exception of one, the condition (4.29) is sufficient as well as necessary for stability. For the Preissmann scheme we have in case $\kappa = 0$ and $0 < \theta < 0.5$ that $g_n(l) > 1$ for some $l$ and consequently the scheme is unstable. In case

* This condition has to be generalized in case $g_n(l)$ is amplified by physical influences.
0.5 < \theta \leq 1 \text{ the amplification factor } g_n(l) < 1 \text{ and the scheme is unconditionally stable.}

Analogously the amplification matrix of the Lax-Wendroff scheme is given by:

\[ G(l) = I - j \frac{\Delta t}{\Delta x} C_1 \sin (2\pi l \Delta x) \]

\[ - \left( \frac{\Delta t}{\Delta x} C_1 \right)^2 (1 - \cos (2\pi l \Delta x)) - \Delta t C_2 \cos (2\pi l \Delta x) \]

yielding a sufficient condition for stability:

Figure 4.4: The modulus of the eigenvalues of the amplification matrix using the Lax-Wendroff scheme.

Figure 4.5: The celerity of the numerically computed wave using the Lax-Wendroff scheme.
\[ \sqrt{\frac{v}{2}} \Delta t < Cr < \sqrt{1 + \frac{v}{2}} \Delta t \]  

(4.33)

In figure 4.4 the modulus of the eigenvalues of the amplification matrix for the Lax-Wendroff scheme are shown for some values of \( \lambda \) in case \( Cr = 0.75 \). The celerity of the computed wave can be found in figure 4.5.

4.4 On the choice of the system noise

The tidal movement is not perfectly described by the finite difference equations. Therefore, we embed these equations into a stochastic environment by adding system noise. For the Preissmann scheme we obtain:

\[
\frac{1}{\Delta t} (F^{k+1}_{i+\frac{1}{2}} - F^{k+1}_{i-\frac{1}{2}}) + \frac{1}{\Delta x} C_i (E^{k+\theta}_{i+\frac{1}{2}} - E^{k+\theta}_{i-\frac{1}{2}}) + C_2 F^{k+\frac{1}{2}} + W^k_{i} = 0
\]  

(4.34)

where:

\[ W^k_{i} = [W_{mk}^k, W_{ck}^k]^T \]

is the system noise. \( W_{mk}^k \) and \( W_{ck}^k \) are the noise processes associated with the uncertainty of respectively the momentum equation and the continuity equation. The covariance of \( W^k_{i} \) is chosen to be:

\[
E\{W^k_{i_1} W^k_{i_2}\} = Q_{i_1,i_2}(k), \ k_1 = k_2
\]

\[
0, \ k_1 \neq k_2
\]

\( F^k_i \) is the stochastic generalization of the deterministic process \( f^k_i \). By introducing the system noise as just described, we associate this random process with the discretised momentum and continuity equations. However, when employing an implicit scheme it is also possible to introduce the system noise process after the finite difference equations have been solved and \( F^{k+1}_{i} \) is known explicitly. In this case the system noise process is associated with the uncertainty of the computed water-levels and velocities. From the physical point of view we prefer the first possibility since the errors concerned with the continuity equation are usually very small and assumed to be zero*. This assumption also guarantees that if the finite difference scheme conserves mass, the filter conserves mass too. A perfect con-

* Unfortunately, in some cases this approach introduces numerical difficulties (see Section 4.5).
tinuity equation can only be modelled by associating the system noise with the uncertainty of the equations and not with the uncertainty of the components of the state vector. Note that for most explicit schemes this discussion is not relevant.

For the Lax-Wendroff scheme we introduce the system noise as follows:

\[
F_i^{k+1} = F_i^k - \frac{\Delta t}{2\Delta x} C_1 (F_{i+1}^k - F_{i-1}^k) + \frac{\Delta t}{2} (\frac{\Delta t}{\Delta x} C_1)^2 (F_{i+1}^k - 2F_i^k + F_{i-1}^k) \\
- \frac{\Delta t}{2} C_2 (F_{i-1}^k + F_{i+1}^k) + \Delta t W_i^k
\]  

(4.35)

The system noise represents the errors of the corresponding deterministic model. It includes the variability in the natural system, e.g. due to turbulent effects and model structure errors such as neglected non-linearities or wrong parameter values, as well as errors caused by the discretisation of the partial-differential equations. Unfortunately, in practice very little is known about the statistics of the system noise. In some cases (Jazwinski 1970) it is possible to use a systematic approach to determine the covariance \(Q_{i_1,i_2}(k)\). However, usually it has to be established by means of "trial and error", i.e. the filter is employed for various values of \(Q_{i_1,i_2}(k)\), until one gets satisfactory filter performance. In fact, the determination of the covariance matrix of the system noise is the calibration of the filter.

In choosing a suitable value for \(Q_{i_1,i_2}(k)\), it has to be taken into account that finite difference schemes are not able to accurately represent short waves, i.e. waves with a wavelength of the order of \(2\Delta x\). Therefore, in order to obtain meaningful solutions when solving the time propagation of the covariance of the estimation error, the energy of these short noise waves should be limited.

Assuming the system noise is location invariant it can be described by the spatial covariance functions:

\[
\begin{align*}
E\{ W_{m_1}^k W_{m_2}^k \} &= Q_m(|i_1 - i_2|, k) \\
E\{ W_{c_1}^k W_{c_2}^k \} &= Q_c(|i_1 - i_2|, k)
\end{align*}
\]

(4.36)

(4.37)

where \(W_{m_1}^k\) and \(W_{c_1}^k\) are supposed to be mutually independent. Neglecting boundary effects the distribution of the system noise as function of the wave number \(l\) is given by:

\[
Sm(l, k) = \Delta x \sum_{i=-\infty}^{\infty} Q_m(|i|, k)e^{-j2\pi li\Delta x}
\]

(4.38)

\[
Sc(l, k) = \Delta x \sum_{i=-\infty}^{\infty} Q_c(|i|, k)e^{-j2\pi li\Delta x}
\]

(4.39)
Some spatial covariance functions and their spectra are given in figure 4.6 and 4.7 respectively. Here $\Delta x = 100$ km and consequently the highest wave number that can be resolved is $0.005$ km$^{-1}$.

As noted before, the energy of the short waves has to be limited. However, this energy is not allowed to be too small to avoid that the filtering problem is ill-conditioned and that numerical difficulties are likely to occur. A detailed discussion on this subject can be found in Section 4.8. Finally, we note that in practice the time-varying behaviour of the statistics of the noise processes is poorly known. Therefore, these processes are usually assumed to be stationary.

4.5 Kalman filtering in the wave number domain

As described in Section 4.2, a finite difference scheme can be transformed into the wave number domain by deriving the amplification matrix $G(1)$ of the scheme.
Although this procedure can only be employed for linear equations and does not include the influence of the boundary conditions, it increases the insight into the properties of a finite difference scheme. In some special cases, this approach can be generalized to study the properties of the Kalman filter.

Suppose the propagation in time of the process $F^k_t$ is described by equation (4.34) or (4.35), where the noise processes $W^k_t$ and $W^k_c$ are supposed to be location invariant, stationary and mutually independent (see Section 4.4). Observations of the water-level are assumed to be available in all the grid points:

$$Z^k_i = [0 \ 1]F^k_i + V^k_i \quad (4.40)$$

where $V^k_i$ is the measurement noise with covariance:

$$E \{ V^k_{i_1} V^k_{i_2} \} = r^2, \ k_1 = k_2, \ i_1 = i_2$$

$$0, \ k_1 \neq k_2$$

$$0, \ i_1 \neq i_2$$

Analogously to the approach described in Section 4.3 we consider the Fourier integrals:

$$F^k_i = \frac{1}{2\Delta x} \int_{-1/2\Delta x}^{1/2\Delta x} F^k(l) e^{i2\pi li\Delta x} dl \quad (4.41)$$

$$W^k_m_i = \frac{1}{2\Delta x} \int_{-1/2\Delta x}^{1/2\Delta x} W^k_m(l) e^{i2\pi li\Delta x} dl \quad (4.42)$$

$$W^k_c_i = \frac{1}{2\Delta x} \int_{-1/2\Delta x}^{1/2\Delta x} W^k_c(l) e^{i2\pi li\Delta x} dl \quad (4.43)$$

$$Z^k_i = \frac{1}{2\Delta x} \int_{-1/2\Delta x}^{1/2\Delta x} Z^k(l) e^{i2\pi li\Delta x} dl \quad (4.44)$$

$$V^k_i = \frac{1}{2\Delta x} \int_{-1/2\Delta x}^{1/2\Delta x} V^k(l) e^{i2\pi li\Delta x} dl \quad (4.45)$$

where $l$ is the wave number. Substituting these integrals into equation (4.34) or (4.35) and into equation (4.40) yields:
\[ F^{k+1}(l) = G(l) F^k(l) + A(l)^{-1} \begin{bmatrix} Wm^k(l) \\ We^k(l) \end{bmatrix} \]  \tag{4.46} \\
\[ Z^k(l) = [0 \quad 1] F^k(l) + V^k(l) \]  \tag{4.47}

where \( G(l) \) is the amplification matrix of the finite difference scheme and, for the Preissmann scheme, \( A(l) \) is defined by equation (4.20). For the Lax-Wendroff scheme we have \( A(l) = I \). The covariance of the system and measurement noise are respectively:

\[ Q(l) = \begin{bmatrix} Sm(l) & 0 \\ 0 & Sc(l) \end{bmatrix} \]  \tag{4.48} \\
\[ R(l) = Sr^{-} \]  \tag{4.49}

Here \( Sm(l,k) = Sm(l) \) and \( Sc(l,k) = Sc(l) \) are defined by respectively the equations (4.38) and (4.39).

In this section we first consider the Lax-Wendroff scheme and the Preissmann scheme in case the system noise is introduced after the implicit finite difference equations have been solved (see Section 4.4). In both cases the matrix \( A(l)^{-1} \) does not appear in equation (4.46). Given the model (4.46) - (4.49) and an initial condition, the original Kalman filter equations (3.6) - (3.10) can be employed to solve the filtering problem for each wave number separately. Of course the system is controllable if \( Sm(l) > 0 \) and \( Sc(l) > 0 \). It is easy to verify from the definitions shown in Subsection 3.2.2 that also for \( Sm(l) \neq 0 \) and \( G(l) \) not lower triangular the system is controllable. The system is observable if \( G(l) \) is not upper triangular. If the filter is both controllable and observable, the filter is exponentially stable (see Subsection 3.2.2). Since in addition the model (4.46) - (4.49) is time-invariant, the filter equations converge to a steady-state condition in which the covariance of the estimation error and the filter gain are time-invariant (Anderson and Moore 1979).

Employing the Preissmann scheme we have for waves with a length of \( 2\Delta x \)

\[ G(1/2\Delta x) = \begin{bmatrix} -\frac{1-\theta}{\theta} & 0 \\ 0 & -\frac{1-\theta}{\theta} \end{bmatrix} \]  \tag{4.50}

and as a consequence the water velocity is not observable. In this case the stability of the original system, introduced by choosing \( 1 \geq \theta > 0.5 \) has to guarantee the stability of the filter.
Analogously, employing the Lax-Wendroff scheme we have for waves with a wave length of $2\Delta x$:

$$G(1/2\Delta x) = \begin{bmatrix} 1-2Ct^2 + \Delta t & 0 \\ 0 & 1-2Ct^2 \end{bmatrix}$$ (4.51)

and again the velocity component is not observable. However, in this case the sufficient condition for stability (4.33) guarantees the stability of the filter. Finally, for both the Preissmann and the Lax-Wendroff schemes, the amplification matrix for very long waves approaches:

$$G(0) = \begin{bmatrix} 1-\Delta t & 0 \\ 0 & 1 \end{bmatrix}$$ (4.52)

Again, the velocity component is not observable. In this case bottom friction has to guarantee the stability of the filter.

To eliminate the effect of the initial condition we study the steady-state behaviour of the filter. We define:

$$P^+(l) = \begin{bmatrix} P_{u}^+(l) \\ P_{uh}^+(l) \end{bmatrix} P_{h}^+(l)$$ (4.53)

where $P_{u}^+(l)$ and $P_{uh}^+(l)$ are the steady-state distributions of the estimation error of respectively the water velocity and water-level just after a measurement has been incorporated. $P_{uh}^+(l)$ is the cross spectrum between these processes. Analogously we define:

$$P^-(l) = \begin{bmatrix} P_{u}^-(l) \\ P_{uh}^-(l) \end{bmatrix}$$ (4.54)

as the steady-state distribution of the prediction error just before a new measurement becomes available. The equations to obtain the steady-state solution can be derived easily:

$$P^-(l) = G(l)P^+(l)G(l)^T + Q(l)$$ (4.55)

$$P^+(l) = [I - K(l)\begin{bmatrix} 0 & 1 \end{bmatrix}]P^-(l)[I - K(l)\begin{bmatrix} 0 & 1 \end{bmatrix}]^T + K(l)SrK(l)^T$$ (4.56)

with:

$$K(l) = \frac{1}{P_h(l) + Sr} \begin{bmatrix} P_{uh}(l) & P_h(l) \end{bmatrix}^T$$ (4.57)
Figure 4.8: Steady-state filter performance using the Preissmann scheme with $\theta = 0.53$ and with a bottom friction coefficient $\bar{\lambda} = 0.25 \times 10^{-4}$. 
The equations (4.55) - (4.57) can be easily solved for various values of the wave number $k$. To gain insight into the stability of the filter we compute the state transition matrix of the steady-state filter (see Subsection 3.2.2):

$$
\Psi(l) = [I - K(l)] \begin{bmatrix} 0 & 1 \end{bmatrix} G(l)
$$

(4.58)

and its eigenvalues $h_{1,2}(l)$.

In figure 4.8 the steady-state distributions $P_{u}^+(l)$ and $P_{h}^+(l)$ are shown as a function of the number of grid points per wave length $N = 1/\Delta x$ if the Preissmann scheme is used. The system noise has been chosen to be uncorrelated in space, yielding $S_m(l) = S_m$ and $S_c(l) = S_c$. These values are also shown in figure 4.8. The depth was chosen to be 10 meters while the effects of bottom friction ($\kappa = 0.25 \times 10^{-6}$) and numerical viscosity ($\theta = 0.53$) were taken into account in order to obtain an exponentially stable filter. It can be seen from figure 4.8 that the uncertainty $P_{u}^+$ for the number of grid points per wave length $N = 2$ is rather large. As described above this is caused by the fact that this velocity component is not observable and $P_{h}^+$ for $N = 2$ is only bounded because of the numerical viscosity. The fact that $P_{h}^+$ for $N = 2$ is relatively small is caused by the same effect. Since the water velocity component does not affect the water-level, the appearance of the system noise $S_m$ for $N = 2$ does not increase the uncertainty $P_{h}^+$ of this water-level component. Similar effects occur for the very long wave lengths. In this case bottom friction has to guarantee that $P_{u}^+$ for large $N$ is bounded.

In figure 4.8 the modulus of the eigenvalues $g_{1,2}$ of the amplification matrix and $h_{1,2}$ of the state transition matrix are shown too. Studying the behaviour of $h_{1,2}$ is important regarding the stability of the filter. It can be seen from figure 4.8 that the filter is more stable than the original system. This stability improvement property of the filter has already been discussed in Subsection 3.2.2. Unfortunately, this stability improvement turns out to be the least for very short waves. In figure 4.8 we also compare the wave celerity of the wave motion described by the amplification matrix and the state transition matrix.

In figure 4.9 we increase the bottom friction coefficient ($\kappa = 1.0 \times 10^{-6}$) and the numerical viscosity ($\theta = 0.60$). As a consequence, $P_{u}^+$ is decreased both for the long wave lengths as for the very short waves. Decreasing the uncertainty for the very short waves is essential since finite difference schemes are not able to represent short waves accurately. The existence of these short waves can cause unsatisfactory filter performance or may, in the non-linear case, introduce instabilities. By choosing in figure 4.10 a system noise which is correlated in space, $P_{u}^+$ and $P_{h}^+$ for these short waves can be further reduced to an acceptable level (see Section 4.4).
Figure 4.9: Steady-state filter performance using the Proissmann scheme with $\theta = 0.60$ and with a bottom friction coefficient $\lambda = 1.0 \times 10^{-6}$.
Figure 4.10: Steady-state filter performance using the Preissmann scheme with $\theta = 0.60$, bottom friction coefficient $\lambda = 1.0 \times 10^{-4}$ and spatially correlated system noise.
Figure 4.11: Steady-state filter performance using the Preissmann scheme with $\theta = 0.60$, bottom friction coefficient $\lambda = 1.0 \times 10^{-6}$ and system noise introduced implicitly.
Figure 4.12: Steady-state filter performance using the Lax-Wendroff scheme with bottom friction coefficient \( \lambda = 1.0 \times 10^{-4} \).
In figure 4.11 we consider the Preissmann scheme in which the system noise is introduced implicitly as described by equation (4.46) and not, as in the case of figures 4.8-4.10, after the implicit finite difference equations have been solved. The system noise has been chosen to be uncorrelated in space. As can be seen from figure 4.11, \( P^+ \) and \( P^+ \) behave in a similar way as in figure 4.10 and in this case, it is not necessary to assume that the system noise is spatially correlated. However, the filter is not controllable for the very short waves. Despite the fact that \( Q \) is positive definite, all the elements of \( A^{-1} \) and consequently of the noise covariance \( A^{-1} QA^{-1} \) are zero for the short waves. Therefore, also the eigenvalues of \( P^+ \) for these waves become zero. In practical situations this may easily cause numerical difficulties. This aspect of Kalman filtering is discussed in detail in Section 4.8.

Finally, figure 4.12 demonstrates that similar results as in the case of figure 4.10 can be obtained by using the Lax-Wendroff scheme.

In applying the filter to the system (4.46)-(4.49) the bottom friction coefficient as well as the noise statistics must be specified. However, these parameters are not known exactly. That is, the system model used in constructing the filter differs from the real system that generates the observations. It is clear that an inexact filter model degrades the performance of the filter. For the special case described in this subsection, we study this effect quantitatively. Suppose that the real system is described by:

\[
F^{k+1}(l) = G_r(l) F^k(l) + A_r(l)^{-1} \begin{bmatrix} Wm^k(l) \\ Wc^k(l) \end{bmatrix}
\]

(4.59)

\[
Z^k(l) = [0 \ 1] F^k(l) + V^k(l)
\]

(4.60)

where the covariance of the system and measurement noise are:

\[
Q_r(l) = \begin{bmatrix} S_m(l) & 0 \\ 0 & S_c(l) \end{bmatrix}
\]

(4.61)

\[
R_r(l) = S_r
\]

(4.62)

A measure of filter performance is provided by the estimation error covariance. The best performance of the filter is obtained when we model the real system by the correct equations (4.59) - (4.62). Solving the filter equations results in the steady-state filter gain \( K_r(l) \) and estimation error:

\[
P_r^+(l) = \begin{bmatrix} P_{rr}(l) & P_{ur}(l) \\ P_{ur}(l) & P_{rr}(l) \end{bmatrix}
\]

(4.63)
However, in practice, we model the system by the equations (4.46) - (4.49) that differ from the real system described by the equations (4.59) - (4.62). Solving the filter equations (4.55) - (4.57) using this erroneous model yields the steady-state filter gain \( K(I) \) and estimation error \( P^+(I) \).

Now the computed covariance matrix \( P^+(I) \) is not the actual estimation error since the filter model differs from the real model. Neither does this filter produce the optimal estimation error \( P^r_+(I) \). The actual estimation error:

\[
P^+_a(I) = \begin{bmatrix} P^+_a(I) & P^+_{ah,a}(I) \\ P^+_{ah,a}(I) & P^+_{bh,a}(I) \end{bmatrix}
\]

can be obtained by solving the equations:

\[
P^-_a(I) = G_r(I) P^+_a(I) G_r(I)^T + A_r(I)^{-1} Q_r(I) A_r(I)^{-1} \tag{4.64}
\]

\[
P^+_a(I) = [I - K(I)[0 \quad 1]] P^-_a(I) [I - K(I)[0 \quad 1]]^T + K(I) S_r K(I)^T \tag{4.65}
\]

Of course, \( P^+_a(I) \) only exists if the filter is exponentially stable (see Subsection 3.2.2). However, this is the case in most practical applications, where the system (4.46) - (4.49) is a "reasonable" approximation of the real system (4.59) - (4.62). In fact, from the exponential stability condition it is possible to derive, for a given filter gain \( K(I) \), a set of real systems for which \( P^+_a(I) \) exists.

In figures 4.13 - 4.16 the solutions of the equations (4.64) and (4.65) are shown for some cases to study the effect of erroneous noise statistics. Here we employ the Lax-Wendroff scheme and assume that the real system behaviour is described by figure 4.12. The bottom friction coefficient \( K \) is again chosen to be \( 1.0 \times 10^{-6} \). The following situations are considered:

- (figure 4.13)
  \[
  S_m(I) = 0.1 S_{m,r}(I) \\
  S_c(I) = 0.1 S_{c,r}(I) \\
  S_r = S_{r,r}
  \]

- (figure 4.14)
  \[
  S_m(I) = 10 S_{m,r}(I) \\
  S_c(I) = 10 S_{c,r}(I) \\
  S_r = S_{r,r}
  \]
The main conclusions that can be drawn from these figures are:

- The effect of choosing a large incorrect system noise variance is small with respect to the large error that was introduced. This is of practical importance since the statistics of the system noise are often poorly known.
Figure 4.14: Steady-state filter performance in case of an erroneous system noise.

Figure 4.15: Steady-state filter performance in case of an erroneous system noise.
- Over-estimation of the system noise variance is less serious than under-estimation.
- If both the system noise and the measurement noise variance are over-estimated, the degradation of the filter performance is small. This is of practical importance since in situations when the actual system noise is very small, e.g. when the wind velocities are negligible, the measurements are in general very accurate. Here we note that if:

\[
\begin{align*}
  S_m(l) &= c_{12} S_m(l) \\
  S_c(l) &= c_{12} S_c(l) \\
  S_r &= c_{12} S_r
\end{align*}
\]

for some \( c_{12} > 0 \), the filter results are still optimal. This can easily be deduced from the filter equations.

In figure 4.17 we consider the case of choosing an erroneous bottom friction parameter:

\[ \lambda = 2\lambda_r = 2.0 \times 10^{-6} \]
where $\bar{\lambda}_r$ is the bottom friction in the real system. The noise statistics are assumed to be perfectly known. The results of this experiment shows that the influence of an erroneous bottom friction coefficient on the filter performance is very small in comparison with the effects caused by an incorrect noise variance. This is of practical use if the friction parameter is varying in time, e.g. due to non-linearities. In this case, the optimal time-varying filter can be approximated accurately by the steady-state filter that is obtained by setting the bottom friction coefficient to its mean value. Note that this does not imply that the time-varying property of this coefficient can be neglected in the original deterministic system (4.15), but only in the equation describing the propagation of the covariance matrix. This important aspect of the Kalman filter is discussed in more detail in Chapters 5 and 6.

Finally, we study the influence of the use of a finite difference scheme that possesses first-order accuracy. The scheme that is considered is the Lax scheme (Richtmyer and Morton 1967):

$$F_{i+1}^k = \frac{1}{2} (F_{i-1}^k + F_{i+1}^k) - \frac{\Delta t}{2\Delta x} C_i (F_{i+1}^k - F_{i-1}^k)$$

$$- \nu_2 \Delta t C_i (F_{i-1}^k + F_{i+1}^k)$$

(4.66)
with amplification matrix:

\[ G(l) = \cos(2\pi l\Delta x) I - j \frac{\Delta t}{\Delta x} C_1 \sin(2\pi l\Delta x) - \Delta t C_2 \cos(2\pi l\Delta x) \] (4.67)

Again we assume that the real system employs the Lax-Wendroff scheme with second-order accuracy and that it behaves as described in figure 4.12. Both the noise statistics as the bottom friction coefficient (\(\bar{\kappa} = 1.0 \times 10^{-6}\)) are assumed to be known perfectly. However, we model the system using the scheme of Lax. The results shown in figure 4.18 indicate that the influence of the second-order terms of the finite difference equations is except for very short waves small compared to the effect of the choice of an incorrect system noise.

In this section, the filtering problem has been solved analytically for a special case. The importance of such an exercise is that it increases the insight into the complex filtering problem. It becomes possible to study questions of observability, controllability and stability of the filter. This is especially of importance for the very short waves which, both in the deterministic model as in the Kalman filter approach, often cause numerical difficulties. Here we note that finite difference schemes cannot describe the propagation of the very short waves accurately and produce
results which mutually may differ very much. Therefore, filter performance is for these waves very sensitive with respect to the choice of finite difference scheme. The results described in this section also provide information about the effect of the noise statistics and the finite difference approximation on the distribution of the estimation error as a function of the wave length. To avoid unsatisfactory filter performance, the estimation error has to be small for the very short waves.

The idea of Kalman filtering in the wave number domain can also be employed to increase the insight into the degradation of the performance of the filter in case an erroneous filter model is used. In view of the results of the sensitivity analysis described in this section, we claim that in solving the second moment equations and computing the filter gain the poorly known noise statistics are, in general, the most important cause for a degradation of filter performance. The effects of an erroneous bottom friction coefficient and the influence of the finite difference scheme are relatively small.

Finally we note that in practical problems Kalman filtering is more complex. However, the main object of the analysis performed in this section is to expose the potential difficulties of the Kalman filter application. From the insights thus obtained one is able to compare different implementations with respect to the expected filter performance.

4.6 General discrete system representation

In Sections 4.3 - 4.5 we have discussed the filtering problem for initial value problems and have not considered boundary effects. However, in practice we have to restrict the domain of the problem. As a consequence, at the boundary of this domain additional relations must be prescribed in order to be able to solve the problem. As described in Section 4.2, a finite difference approximation to the continuous problem (4.15) including boundary conditions can be written as a discrete system:

\[ Ax_{t_{k+1}} = Bx_t + u_{t_{k+1}} \]

(4.68)

where the state vector is defined as:

\[ x_t = [\ldots u_i^k u_{i+1}^k \ldots h_{i+1}^k \ldots]^T \]

Symbolically we write:

\[ x_{t_{k+1}} = \Phi x_{t_k} + A^{-1} u_{t_{k+1}} \]

(4.69)
Here, the matrices \( \Phi = A^{-1}B \) and \( A^{-1} \) are neither computed or stored, they serve to represent a sequence of linear operations defined by the finite difference scheme. Introducing system noise yields (see Section 4.4):

\[
X_{t_{k+1}} = \Phi X_{t_k} + A^{-1} u_{t_{k+1}} + A^{-1} W_{t_{k+1}} \tag{4.70}
\]

or

\[
X_{t_{k+1}} = \Phi X_{t_k} + A^{-1} u_{t_{k+1}} + W_{t_{k+1}} \tag{4.71}
\]

where the covariance matrix \( Q(k) \) of \( W_{t_k} \) can be derived easily from equations (4.36) and (4.37). To model the uncertainty associated with the boundary conditions some additional assumptions have to be imposed depending on the particular physical configuration of the boundary.

Note that the discrete system (4.68) only represents two time level schemes. This restriction is imposed to ensure that \( X_{t_k} \) is a Markov process and that the discrete Kalman filter described in Chapter 3 can be employed. Although using three time level schemes this Markov property can be restored by augmenting the state vector, this possibility is not attractive from the computational point of view and therefore omitted.

By assuming that water-levels are available in some of the gridpoints at \( t = t_k, k = 1, 2, \ldots \), the observation equation becomes:

\[
Z_{t_k} = M X_{t_k} + V_{t_k} \tag{4.72}
\]

where \( Z_{t_k} \) is the m-vector measurement process, \( V_{t_k} \) is the measurement noise with covariance matrix \( R(k) \) and \( M \) is a sparse n-by-m matrix, containing at each row one non-zero element. In practice, measurements are not available exactly at gridpoints. Furthermore, in general, measurements are not taken at each time \( t_k \), but at each time \( l t_k \), where \( l \) is an integer constant. However, the model described in this section can easily be modified to account for these facts. In practice, we may assume that the measurement errors at different locations are independent and as a consequence \( R(k) \) is diagonal.

4.7 G-K-Observability

Resolving the question of the observability of a system is important in choosing measurement locations in the spatial domain and to get insight into the predictive capabilities of the Kalman filter. As was stated in Subsection 3.2.2 observability of a
filter is defined as the possibility of recovering the entire state $X_t$ using the measurements $Z_{t_k}$, $Z_{t_{k+1}}$, ..., $Z_{t_k+N}$, for some integer constant $N$. Solving equation (3.27) the question of the observability of the discrete system model described by equations (4.70) and (4.72) can be answered*. However, we adopt the definition of observability of a distributed parameter system proposed by Goodson and Klein (1970) who have investigated the observability from a continuum physics viewpoint. Their definition is based on the theory of the existence and uniqueness of a solution of a partial-differential equation.

Consider the continuous equation (4.15) and assume measurements to be available for all $t > t_0$ at some locations. This system is said to be G-K-observable in the domain $\Omega_o(x, t)$ if and only if a unique solution $u(x, t), h(x, t)$ in $\Omega_o(x, t)$ is established by the measurements taken and the boundary conditions. G-K-observability may be established by the measurements alone without knowledge of the boundary conditions. It can be shown that for linear ordinary differential equations G-K-observability reduces to observability as defined by Kalman (1960) (Goodson and Klein 1970).

* For some special cases, observability can be verified by analysing the behaviour of the filter for each wave number separately (see Section 4.5).
The prediction horizon of the filter establishes in each point of the spatial domain the period over which predictions are uniquely determined by the measurement taken up to time $t$ and, if known, the boundary conditions. In figure 4.19 an example of the G-K-observability domain $\Omega_o(x, t, t_p)$ and the prediction horizon $\Gamma_o(x, t_p)$ is given. Here we consider the model (4.15) without friction and prescribe at $x=x_0$ the water-level and at $x=x_L$ the condition $u=0$.

Now we consider again the system (4.15) without bottom friction and with boundary conditions as just described and we construct the set of characteristic lines that intersect the line $t=t_p$, $x \in [x_0, x_L]$. This domain can be considered as the memory of the filter (see figure 4.20). Since the water-levels and velocities outside the memory domain do not affect $u(x, t_p)$ and $h(x, t_p)$, $x \in [x_0, x_L]$, only measurements taken inside this domain may be useful to estimate $u(x, t_p)$ and $h(x, t_p)$, $x \in [x_0, x_L]$. From figure 4.20 it can be seen that only the most recent observations are used to determine these estimates.

Constructing the memory domain is important with respect to the problem of filter divergence. This problem is caused by the fact that the stochastic model that is used by the filter is never perfect. When the filter operates over a great amount of data, it may learn the state "too well". The error covariance as well as the filter gain become
very small and subsequent observations have little effect on the estimate. In essence, filter divergence is due to the fact that old observations are weighted too heavily, although when predicted over long periods of time through an erroneous model they can be valueless. Numerous ad hoc remedies to the problem of filter divergence have been developed (Jazwinski 1970). A well-known approach which has a sound theoretical basis is the limited memory filter. This filter produces estimates of the state $X_{t_k}$ only based on the most recent observations $Z_{t_{k-N}}, \ldots, Z_{t_k}$. $N$ should be chosen such that the model is an adequate approximation to the real system over the time interval $[t_{k-N}, t_k]$. By constructing the memory domain of the system (4.15) without bottom friction (see figure 4.20), it can be shown that the memory of this filter is limited in nature. Therefore, filter divergence is not likely to occur*. Furthermore, the limited memory also guarantees that the effect of the initial condition $P_0$ which is often poorly known, vanishes after a limited period of time. These important conclusions hold for a large class of problems of the hyperbolic type.

* Of course, filter divergence might still occur due to the numerical computation of the filter equations using finite wordlength. This problem is discussed in detail in Section 4.8.
The concept of the memory domain can also be employed to determine whether or not the application of the Kalman filter may be useful for a given prediction horizon \( t_p + T \), when measurements are available up to and including the present time \( t \). If the memory domain of the state \( u(x, t_p + T), h(x, t_p + T), x \in [x_0, x_L] \), does not contain any measurement, the prediction of this state computed at time \( t_p \) is completely established by the boundary conditions. As a consequence, this filter prediction is identical with the prediction produced by the underlying deterministic model without using the measurements available. Obviously, for such a prediction interval the use of a Kalman filter is meaningless.

### 4.8 Numerical properties of some Kalman filter algorithms

In Section 3.2 the conventional Kalman filter algorithm to solve the discrete filtering problem is given. However, in some applications this algorithm was shown to be prone to numerical difficulties (Bierman 1977). Although it is theoretically impossible for the covariance matrix to have negative eigenvalues this can happen due to numerical computation using finite wordlength. This condition can lead to filter divergence or a total failure of the recursion. To circumvent these numerical problems alternative recursion relationships have been developed. Although algebraically equivalent to the conventional Kalman filter these algorithms exhibit improved precision at the cost however of additional computations and memory storage requirements.

The basic idea of the square root and related filters is to factorize the covariance matrix \( P \) as:

\[
P = SS^T
\]

where \( S \) is chosen to be triangular or:

\[
P = UDU^T
\]

where \( U \) is triangular and unitary, and \( D \) is diagonal. Square root and related filters have been reviewed by Maybeck (1979). Van Dooren and Verhaegen (1983) propose an implementation of the square root filters that is based on the choice of an initial state transformation that condenses the model. This preliminary transformation can be done without loss of numerical precision and may lead to substantial savings in computing time.

* Since \( P \) is positive definite these factorizations exist.
The square root filter implementations as well as the approach suggested by Van Dooren and Verheagen have shown in many applications to be numerically robust. With respect to the original algorithm square root filters are less sensitive to ill-conditionality of a problem while using these filters the covariance matrix always remains positive-semidefinite. However, they are in our case not attractive from the computational point of view. This is due to the fact that the problem described in this study is characterized by a large dimension of the state vector and by matrices $A$ and $B$ that are very sparse. Using a square root filter implementation the sparseness of these matrices can be exploited only in a very limited way. It can be shown that by using these algorithms the number of computations to go from time $k$ to time $k+1$ is, in general, $O(n^3)$ ($n$ is the dimension of the state vector). Employing the conventional Kalman filter algorithm the special structure of the matrices $A$ and $B$ can be exploited more efficiently to reduce this number to $O(n^2)$. The square root algorithm of Van Dooren and Verheagen is more efficient than the other square root implementations. However, it is still not competitive with the conventional algorithm.

Since the system equations (4.70) and (4.72) are time-invariant and we are only interested in obtaining the steady-state filter, it is possible to use a discrete form of the Chandrasekhar-type algorithm. This algorithm was first proposed by Morf, Sidhu and Kailath (1974) and makes use of the fact that for certain initial conditions the incremental covariance has rank $p$ ($p$ is the dimension of the system noise process) and can be factorized as follows:

$$P(k|k) - P(k-1|k-1) = S(k) L(k) S(k)^T$$

(4.73)

where $S(k)$ is an $n$-by-$p$ matrix and $L(k)$ is a $p$-by-$p$ matrix. For the model (4.70) and (4.72) the equations to obtain the steady-state of an exponentially stable filter are:

$$Y(k+1) = \Phi S(k)$$

(4.74)

$$G(k+1) = G(k) + Y(k+1) L(k) Y(k+1)^T M^T$$

(4.75)

$$R^e(k) = R^e(k) + MY(k+1) L(k) Y(k+1)^T M^T$$

(4.76)

$$K(k+1) = G(k+1) R^e(k+1)^{-1}$$

(4.77)

$$S(k+1) = Y(k+1) - K(k+1) MY(k+1)$$

(4.78)

$$L(k+1) = L(k) + L(k) Y(k+1)^T M^T R^e(k)^{-1} MY(k+1) L(k)$$

(4.79)

where the initial condition for the recursion is given by:
\[ Y(1) = A^{-1} \]
\[ G(0) = 0 \]
\[ R(0) = R \]
\[ L(0) = Q \]

Note that since the filter is assumed to be exponentially stable it can be shown by using equations (4.74) and (4.78) that:

\[ \| S(k) \| \leq \| \Psi(k, 1) \| \| S(1) \| \leq c_2 e^{-c_3 (t_k - t_1)} \| S(1) \| \]

where \( c_2 \) and \( c_3 \) are positive constants (see Subsection 3.2.2). The number of computations to go from time \( k \) to time \( k + 1 \) can be seen to be \( O(np) \). There will be a computational advantage in comparison with the conventional algorithm if \( p << n \). The covariance matrix \( P(k \mid k) \) does not enter the equations (4.74) - (4.79). If desired it can be computed by means of:

\[ P(k \mid k) = \sum_{i=1}^{k} S(i) L(i) S(i)^T \]

However, this is not attractive since it requires a large additional computational effort.

With respect to both the conventional algorithm as the Chandrasekhar-type implementation we note that the equations have been written in a form in which it is clear that several combinations, like \( Y(k+1)^T M^T \) and \( L(k) Y(k+1)^T M^T \), will be computed first and then reused so as to reduce the number of operations. Furthermore, to reduce the storage requirements of the filter, the matrices \( A, B \) and \( M \) are not stored but only represent a sequence of linear operations. In this case the number of variables which has to be stored is approximately \( n^2 \) for the conventional algorithm and \( np + p^2 \) for the Chandrasekhar-type implementation. Finally, we note that to reduce the number of computations as well as to improve the numerical properties of the algorithms (see Van Dooren and Verheagen 1986) only the lower triangular form of the symmetric matrices are computed.

To gain insight into the numerical performance of the original Kalman filter equations and the Chandrasekhar-type implementation we analyse the effect of rounding errors. The analysis which is a modification of the very recent work of Van Dooren and Verheagen (1986), is split into two parts:

- The derivation of upper bounds for the errors performed in one iteration.
- The propagation and accumulation of these errors.
In deriving upper bounds for the errors performed in one time step Van Dooren and Verheagen assume that no serious errors occur in the products of matrices. They demonstrate that in this case for the original equations the condition number of the matrix $M P(k+1 | k) M^T + R$ plays an important role in the cause of numerical errors*. Clearly, this number is dependent on the choice of the system noise processes $W_m$ and $W_c$ (see Section 4.4) and on the resulting condition number of the noise covariance matrix $Q$. Using the Chandrasekhar-type equations similar results can be derived for the condition number of the matrix $R^*(k+1)$. If the system noise process is chosen carefully the condition numbers described above are rather small for the problems dealt with in this investigation. Therefore, in our case, unlike the cases discussed by Van Dooren and Verheagen, numerical errors are often mainly caused by the simple accumulation of rounding errors in computing the products of large matrices. In order to obtain upper bounds for the numerical errors performed in one iteration we neglect the errors caused by the above mentioned ill-conditionality of the problem. Since the matrices $A$, $B$ and $M$ are very sparse we in addition assume that no serious cancellations occur in the products involving these matrices.

Using the conventional implementation we can derive for the error $\delta P(k+1 | k+1)$ in $P(k+1 | k+1)$, assuming the computations up to iteration $k$ are exact:

$$\| \delta P (k+1 | k+1) \| \leq \varepsilon O(m^2) \| P(k+1 | k) \|^2 \| [M P(k+1 | k) M^T + R]^{-1} \|$$  \hspace{1cm} (4.83)

Here $\varepsilon$ is a constant close to machine precision.

Similar results can be obtained for the Chandrasekhar-type equations, assuming that the errors are $O(\Delta), \Delta^2<<\Delta$:

$$\| \delta G(k+1) \| \leq \varepsilon O(p^2) \| Y(k+1) \|^2 \| L(k) \|$$  \hspace{1cm} (4.84)

$$\| \delta R(k+1) \| \leq \varepsilon O(p^2) \| Y(k+1) \|^2 \| L(k) \|$$  \hspace{1cm} (4.85)

$$\| \delta S(k+1) \| \leq \varepsilon O(m^2) \| G(k+1) \| \| R^*(k+1)^{-1} \| \| Y(k+1) \|
+ \| \delta G(k+1) \| \| R^*(k+1)^{-1} \| \| Y(k+1) \|
+ \| G(k+1) \| \| R^*(k+1)^{-1} \| \| \delta R^*(k+1) \| \| R^*(k+1)^{-1} \| \| Y(k+1) \|
+ O(\Delta^2)$$  \hspace{1cm} (4.86)

* The condition number $K(M)$ of a matrix $M$ is defined as:

$$K(M) = \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}}$$

where $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$ are the maximum and minimum eigenvalues of $M^T M$ respectively.
\[ \| \delta L(k+1) \| \leq \varepsilon O(m^2p) \| Y(k+1) \| \| L(k) \| \| Y(k+1)L(k) \| \| R^*(k)^{-1} \| \] (4.87)

Here we have used the relation (Van Dooren and Verheagen 1986):

\[ \delta (M^{-1}) = M^{-1} \delta M M^{-1} + O(\Delta^2) \]

for a nonsingular matrix M and a \( \delta M \) satisfying:

\[ \frac{\| \delta M \|}{\| M \|} = O(\Delta), \ \Delta^2 << \Delta \]

The upper bounds just derived do not provide information about the relative errors in the matrices involved. These errors may be large if e.g. Q is ill-conditioned or if some eigenvalues of the matrix K(k)M are close to unity. In the last case equation (3.9) for the original algorithm and equation (4.78) for the Chandrasekhar-type implementation can involve the typical numerical problem of computing the small difference of large numbers. For the conventional implementation these numerical difficulties can become serious in the case of large eigenvalues of P and very accurate measurements.

The upper bounds are derived under the assumption that the computations up to step k are exact. However, if at step k the accumulated errors are \( O(\Delta) \), it can easily be shown that the upper bounds for the errors performed in step k is \( O(\Delta^2) \)-close to the bounds (4.84) - (4.87) (Van Dooren and Verheagen 1986). Furthermore, we note that the upper bounds just derived are very pessimistic and do not take into account the statistical distribution of rounding errors. However, as Wilkinson (1961) points out the main object of such an analysis is to expose the potential instabilities of the algorithms. From the insight thus obtained we are able to compare different implementations with respect to the expected numerical performance.

From the upper bounds just derived two important differences between the algorithms can be noted:

- While in general the upper bound (4.83) is of the same order of magnitude for each k, the upper bounds (4.84) - (4.87) as a consequence of relation (4.81) decrease exponentially with k.

- Upper bound (4.83) is \( O(m^2) \) while the upper bounds (4.84) - (4.87) are \( O(p^2) \) or \( O(m^2p) \). Since in general \( p >> m >> 1 \) we may expect that for small k, the errors performed in one iteration using the Chandrasekhar-type algorithm are an order of magnitude larger than in the case of the original algorithm.

Note that increasing the domain of our problem without changing the number of measurement locations does not cause - for the conventional algorithm - an increase
in the errors performed in one iteration. This is a very favourable property resulting in small errors even in the case of very large models*.

To study the propagation of errors for the conventional Kalman filter algorithm, let $\delta P(k \mid k)$ be the symmetric error in $P(k \mid k)$. Using equation (3.19) it is easy to show that, if the filter is exponentially stable, for all $l$:

$$
\| \delta P(k+1 \mid k+1) \| \leq c_2 e^{-2c_3 (t_{k+1} - t_k)} \| \delta P(k \mid k) \| \tag{4.88}
$$

This relation shows that numerical errors in $P(k \mid k)$ vanish as new measurements are incorporated and as a consequence we may expect the original algorithm to be stable.

To study the propagation of errors for the Chandrasekhar-type implementation we start with errors $\delta G(k)$, $\delta S(k)$, $\delta R^s(k)$ and $\delta L(k)$. Since it is assumed that no serious cancellations occur in the products involving the matrices $M$ and $\Phi$ we have $\delta R^s(k) = M \delta G(k)$ and $\delta Y(k+1) = \Phi \delta S(k)$. Using the equation (4.81) and assuming $G(k)$, $R^s(k)$ and $L(k)$ are bounded from above, one can derive:

$$
\delta G(k+1) = \delta G(k) + \Phi \delta S(k) L(k)^T S(k)^T \Phi^T M^T
$$

$$
+ \Phi S(k) L(k) S(k)^T \Phi^T M^T + \Phi S(k) L(k) \delta S(k)^T \Phi^T M^T + O(\Delta^2)
$$

$$
\leq \delta G(k) + c_{13} e^{-c_3 t_k} \delta S(k) + c_{13} e^{-c_3 t_k} \delta L(k) + O(\Delta^2) \tag{4.89}
$$

$$
\delta R^s(k+1) = M \delta G(k+1) \leq c_{13} \delta G(k+1) \tag{4.90}
$$

$$
\delta K(k+1) = \delta G(k+1) R^e (k+1)^{-1} - G(k+1) R^e (k+1)^{-1} \delta R^e (k+1) R^e (k+1)^{-1}
$$

$$
+ O(\Delta^2) \tag{4.91}
$$

$$
\leq c_{15} \delta G(k+1) + O(\Delta^2) \tag{4.92}
$$

$$
\delta S(k+1) = [I - K(k+1) M] \Phi \delta S(k) - \delta K(k+1) M S(k) + O(\Delta^2)
$$

$$
\leq \delta S(k) + c_{16} e^{-c_3 t_k} \delta G(k+1) + O(\Delta^2) \tag{4.93}
$$

* Most square root filters do not have this property and as a consequence using these filters the errors performed in one iteration may become significant in case of very large models.
\[
\delta L(k+1) = \delta L(k) + \delta L(k) S(k) T^T M^T R^T(k)^{-1} M \Phi S(k) L(k)
\]

\[
+ L(k) S(k)^T \Phi^T M^T R^T(k)^{-1} M \Phi S(k) \delta L(k)
\]

\[
+ L(k) \delta S(k)^T \Phi^T M^T R^T(k)^{-1} M \Phi S(k) L(k)
\]

\[
+ L(k) S(k)^T \Phi^T M^T R^T(k)^{-1} M \Phi S(k) L(k)
\]

\[
+ L(k) S(k)^T \Phi^T M^T R^T(k)^{-1} \delta R(k) R^T(k)^{-1} M \Phi S(k) L(k) + O(\Delta^2)
\]

\[
\leq (1 + c_{15} e^{-c_{15} t_k}) \delta L(k) + c_{18} e^{-c_{18} t_k} \delta Y(k) + c_{19} e^{-c_{19} t_k} \delta G(k) + O(\Delta^2)
\]  

(4.94)

Here \(c_1 > 0\) are constants. Defining:

\[
\pi(k+1) = \left[ \| G(k+1) \| \quad \| S(k+1) \| \quad \| L(k+1) \| \right]^T
\]  

(4.95)

it is easy to show that:

\[
\pi(k+1) \leq N(k+1, k) \pi(k) + O(\Delta^2)
\]  

(4.96)

where:

\[
N(k+1, k) = \begin{bmatrix}
1 & c_{20} e^{-c_{21} t_k} & c_{26} e^{-c_{26} t_k} \\
 c_{20} e^{-c_{21} t_k} & 1 & c_{26} e^{-c_{26} t_k} \\
 c_{20} e^{-c_{21} t_k} & c_{20} e^{-c_{21} t_k} & 1 + c_{20} e^{-c_{21} t_k}
\end{bmatrix}
\]

and the inequality is meant elementwise. Since \(N(k+1, k)\) is normal we have:

\[
\| N(k+1, k) \| = \max_m \{ \lambda_m(k+1, k) \}
\]  

(4.97)

where \(\lambda_m(k+1, k)\) are the eigenvalues of \(N(k+1, k)\).

Since (Gerschgorin's theorem):

\[
\max_m \{ \lambda_m(k+1) \} \leq 1 + 3c_{20} e^{-c_{21} t_k}
\]  

(4.98)

we have:

\[
\| \prod_{i=k}^{k+1} N(i+1, i) \| \leq \prod_{i=k}^{k+1} \| N(i+1, i) \|
\]

\[
= \prod_{i=k}^{k+1} (1 + 3c_{20} e^{-c_{21} t_i})
\]
\[
\begin{align*}
&\prod_{i=k}^{k+1} \ln (1 + 3c_{20}e^{-c_{21}t_i}) \\
&\leq e^{k+1} \\
&\prod_{i=k}^{k+\infty} 3c_{20}e^{-c_{21}t_i} \\
&\leq e^{k+\infty} \\
&\leq c_{22}
\end{align*}
\] (4.99)

Hence:

\[
\|n(k+1)\| \leq c_{22}\|n(k)\| + O(\Delta^2)
\] (4.100)

where \(c_{22}\) does not depend on \(I\). Equation (4.100) shows that numerical errors in \(G(k)\), \(S(k)\) and \(L(k)\) grow in time. However, the growth decreases in time and upper bounds of the errors can be obtained.

From the inequality (4.100) we see that, as for the conventional Kalman filter algorithm, we may expect that the accumulated numerical errors are bounded from above. However, the structure of the accumulation of errors is fundamentally different. For the conventional algorithm the numerical errors performed at each iteration are of the same order of magnitude and the stability of the algorithm is due to the fact that numerical errors vanish. For the Chandrasekhar-type equations numerical errors do not vanish and stability is due to the fact that the errors performed at the iterations decrease with the number of iterations. In Chapter 6 some numerical results of the error accumulation of the two algorithms are described in detail.

4.9 Distributed parameter filters

The shallow water equations are distributed in nature. In developing methods for the identification of the water-levels and velocities in this distributed parameter system, one is faced sooner or later with the necessity of approximating the solution to a set of algebraic equations. Thus, an important problem is to decide at what point in the solution procedure the approximation is introduced. In this study we first approximate the partial-differential equation by a discrete system after which the discrete filter theory can be employed. Another approach is to retain the distributed
nature of the equations as long as possible and to derive the continuous filter equations for the distributed parameter system. In order to obtain the solution, these equations have to be approximated numerically. Thus, the problem is whether the numerical approximation is carried out before or after the optimization. On this problem numerous discussions have appeared in literature (Polis and Goodson 1976, Chavant 1979, Polis 1982, among others). However, for the problems dealt with in this study this discussion is a rather academic one.

Consider for example, the noise-free distributed model (4.15). In this case the equations to describe the propagation in time of the covariance \( P(x_1, x_2, t) \) can be shown to be (Koda and Seinfeld 1978):

\[
\frac{\partial P}{\partial t} + C_1 \frac{\partial P}{\partial x_1} + C_2 P + \frac{\partial P}{\partial x_2} C_1^T + PC_2^T = 0
\]  

(4.101)

To obtain a solution, a first-order finite difference approximation can be employed.

However, if we first approximate the model (4.15) using a first-order finite difference scheme and then employ the discrete filter theory it can be shown that the filter gains resulting from the two different approaches are \( O(\Delta t) \)-close to each other. Of course, this is not very surprising. Since both approaches are different numerical approximations to the same problem, we may expect that for \( \Delta t \to 0 \) the results will become identical.

As is demonstrated in Section 4.5, solving the filter equations the influence of the finite difference approximation is, except for the very short waves, very small compared to the uncertainty associated with the system noise statistics. Therefore, we may expect that in general the results of the two different approaches do not differ significantly.

From the theoretical point of view we agree with Polis (1982) who prefers to approximate the continuous problem early. Of his arguments we recall that the discrete filter based on the discretised model involves no approximations other than those that are introduced to obtain the discrete model. The discretisation of a continuous filter is only an approximation to this optimal discrete filter.
5 A Kalman filter based on a one-dimensional model

5.1 Introduction

Using the insights gained in Chapter 4, a Kalman filter based on the non-linear one-dimensional shallow water equations is developed in this chapter. Attention is concentrated on the modelling of the water movement in the southern part of the North Sea by means of a relatively simple one-dimensional model. Of course, this conceptual model is not perfect. Consequently, it is essential in this approach that the uncertain parameters introduced into the model are estimated on-line by the Kalman filter to adapt the conceptual model to changing circumstances.

The model describing the water movement along the coasts of Belgium and the south-western part of the Netherlands is described in Section 5.2. Section 5.3 deals with the Kalman filter based on this model. The filter has been tested using simulated data in Section 5.4. To improve the filter and to be able to predict the water-level in the Eastern Scheldt, Ten Brummelhuis and De Jong have developed a Kalman filter based on a one-dimensional Eastern Scheldt model (Ten Brummelhuis, De Jong and Heemink 1984, 1985). This filter is described briefly in Section 5.5. After linking this filter to the filter describing the water movement along the coast, field data is used to examine the performance of the combined filter. The results of these tests are described in Section 5.6. This chapter concludes in Section 5.7 with a discussion of the results of the one-dimensional approach.

5.2 The deterministic model

5.2.1 Introduction

In this section the deterministic model for the description of the water movement in the southern part of the North Sea is developed. Based on this model the Kalman filter is derived in Section 5.3. Firstly, the main characteristics of the tidal movement and the meteorological effects in the southern part of the North Sea are qualitatively described in the Subsections 5.2.2 and 5.2.3 respectively. In Subsection 5.2.4 the conceptual model is derived taking into account most of these characteristics.
5.2.2 Tidal movement in the southern part of the North Sea

The Coriolis force, induced by the earth's rotation, greatly affects the tidal motion in seas and estuaries. It is responsible for the occurrence of the amphidromic points, where the water-level is constant while, in general, water velocities at these points are time-varying. In this subsection we employ the theory of Kelvin waves, i.e. the tidal waves subject to the Coriolis force, to obtain a general insight into the tidal motion in the southern part of the North Sea and to give an explanation of the location of the amphidromic point in this part of the North Sea.

The Kelvin wave is a particular analytical solution of the linear two-dimensional shallow water equations in the neighbourhood of a straight coastal line. It is assumed that the velocity component perpendicular to the coast can be neglected and that the depth is constant. Although a linear bottom friction term may be taken into account, it is omitted in this subsection since it complicates the formulas considerably and does not increase the general insight into the tidal motion. The interested reader is referred to Dronkers (1964, 1975). The assumptions just described yield the following equations for the Kelvin wave*:

\[
\begin{align*}
\frac{\partial u}{\partial t} + g \frac{\partial h}{\partial x} &= 0 \quad (5.1) \\
fu + g \frac{\partial h}{\partial y} &= 0 \quad (5.2) \\
D \frac{\partial u}{\partial x} + \frac{\partial h}{\partial t} &= 0 \quad (5.3)
\end{align*}
\]

where the x-axis coincide with the coastal line. Here we recall that:
- \( h \) = water-level
- \( u \) = water velocity
- \( g \) = acceleration of gravity
- \( f \) = Coriolis parameter
- \( D \) = water depth.

The equations (5.1) - (5.3) can be solved by the method of separation of variables. In the case of a tidal wave with frequency \( \omega \) the solution can be written as:

\[
h(x,y,t) = Ae^{-\frac{fy}{\sqrt{gD}}} \cos (\omega t - \frac{\omega}{\sqrt{gD}} x) \quad (5.4)
\]

\[
u(x,y,t) = \sqrt{\frac{g}{D}} h(x,y,t)
\]

* These equations can be derived easily from the equations (1.3)-(1.5).
where \( A \) and \( \phi \) are constants. From these equations it can be seen that the tidal amplitude decreases on the line perpendicular to the coastline which is to the left of the line of propagation of the Kelvin wave (see figure 5.1).

![Figure 5.1: Propagation of a Kelvin wave along a straight coastal line.](image)

We now consider the case of two Kelvin waves with the same frequency, propagating in opposite directions in a channel between two parallel coastal lines. In this case, amphidromic points occur in the channel. The locations of these points can be easily determined from the constants \( A \) and \( \phi \) of the two Kelvin waves. The phase of the waves varies around the amphidromic points and decreases in the clockwise sense* (see figure 5.2). Note that in essence this tidal motion is one-dimensional.

The concept of the Kelvin wave can be used to describe in a qualitative way the tidal propagation in the southern part of the North Sea, since even for this wide channel the velocity perpendicular to the coast is rather small and Kelvin waves are predominant with respect to the cross-sectional motions. In the North Sea the \( M_2 \) tide with a period of approximately 12.5 hours strongly predominates. From the

* This is only true in the northern hemisphere where \( f > 0 \). At the equator the Coriolis force does not occur \((f = 0)\), while in the southern hemisphere \( f < 0 \) and the phase of the waves varies around the amphidromic points decreasing in the counter-clockwise sense.
north, this tidal wave enters the southern part of the North Sea along the English coast. Since the Street of Dover is very narrow, much of the wave is reflected and propagates together with the $M_2$ tide entering the North Sea at Dover along the coasts of Belgium and the Netherlands toward the north. Therefore, the tidal motion in this part of the North Sea can be described by two Kelvin waves propagating in opposite directions (see figure 5.3). In this way, the presence of the amphidromic point can be explained.

External surges and surges created in the northern part of the North Sea propagate in the southern part of the North Sea approximately like Kelvin waves along with the tide. As a consequence, these surges often enter the Dutch coastal waters from the south.
5.2.3 Meteorological effects in the North Sea

The weather conditions have two different effects on the water movement in the North Sea. Firstly, the atmospheric pressure profile $p$ of a storm directly affects the water-level underneath.

Secondly, wind blowing over water creates a frictional force $F_w$ on the surface of the water. This force sets up the surface of the water in the direction of the wind until the surface gradient is sufficient to create a counteractive force equal to the frictional wind force on the surface and a steady-state condition is reached.

Figure 5.3: The $M_2$ tide in the southern North Sea.
Under stationary conditions an empirical relation has been developed (Bretsneider 1966, 1967)*:

\[
\frac{ds}{dy} = \gamma \frac{V^2}{g(D+s)}
\]  

(5.6)

where \( \gamma \) is the wind friction coefficient, \( V \) is the wind velocity and \( s \) is the set up. The \( y \)-axis is chosen parallel to the direction of the wind (see figure 5.4).

![Figure 5.4: Set up perpendicular to the coast.](image)

Note that when the steady-state condition is reached this does not mean that the water is calm. On the surface the wind blows the water in the direction of the wind while at the bottom a return flow occurs.

As can be seen from equation (5.6) the set up created by the wind depends (unlike the pressure force) on the water depth. As a consequence, this depth is important to determine whether or not the pressure term may be neglected with regards to the wind term. Following Timmerman (1977), we introduce figure 5.5, in which the relative importance of the wind effect to the pressure effect is shown as a function of the wind velocity and water depth.

Since in the southern part of the North Sea the depth is approximately 20-30 m, the pressure effect has been left out of consideration in the derivation of the conceptual model.

* Note that this empirical formula is also used to model the frictional wind force in the shallow water equations.
5.2.4 The mathematical model

In this subsection the conceptual model is derived, taking into account the main characteristics of the water movement in the southern North Sea that have been discussed in Subsections 5.2.2 and 5.2.3. At first, we adopt the concept of the Kelvin wave to describe the tidal motion along the coasts of Belgium and the south-western part of the Netherlands. In the neighbourhood of these coastal lines the velocity component $v$ perpendicular to the coastal line can be neglected. Furthermore, if we assume the depth to be independent of $y$, the coordinate perpendicular to the coast, the tidal movement becomes essentially one-dimensional and can be described by (see Section 2.3):

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + g \frac{\partial h}{\partial x} + \mu \frac{u |u|}{D+h} - \gamma \frac{V^2 \cos \psi}{D+h} = 0 \tag{5.7}
\]

\[
g \frac{\partial h}{\partial y} + f u - \gamma \frac{V^2 \sin \psi}{D+h} = 0 \tag{5.8}
\]

\[
\frac{\partial h}{\partial t} + \frac{\partial}{\partial x} (u(D+h)) = 0 \tag{5.9}
\]

where the x-axis is parallel to the coastal line.
Since we are only interested in the water-level along the coast, equations (5.7) and (5.9) are used to describe the water motion in a narrow strip parallel with the coast. In this case, equation (5.8) can be approximated by:

\[
h(y) \approx h(y_0) + \frac{1}{g} \left[ -fu(y_0) + \gamma \frac{V^2 \sin \psi}{D + h(y_0)} \right] (y-y_0)
\]

(5.10)

By means of this equation it is possible to describe the water-level variations perpendicular to the x-axis \((y=y_0)\). This possibility is important since the measurement stations available are generally not located exactly on this axis. As a consequence, the water-level observations taken at these stations have to be corrected to obtain information about the water-level along the x-axis. Along this axis the water-level can be computed by solving equations (5.7) and (5.9). Thus, the model becomes essentially one-dimensional.

As described in the Subsections 5.2.2 and 5.2.3 the tidal waves as well as the external surges mainly propagate from the south along the coast toward the north. Consequently, we propose to use as boundary condition at a Belgian measurement station \((x=x_0)\) a prescribed water-level and at the mouth of the Eastern Scheldt \((x=x_L)\) a free outflow condition (see Chapter 2).

The simple one-dimensional model just described can be used to predict water-levels in the Dutch coastal waters. Here it is essential that observations of the water-levels are used to adapt the conceptual model to changing conditions. By introducing uncertainty to the boundary condition at \(x=x_0\) the measurements at this location are used to correct the predictions if an external wave enters the model. Analogously, by associating uncertainty with the continuity equation the model is adapted if a wind effect perpendicular to the coast occurs. In this last case, however, only accurate estimates of this wind effect can be made. Predictions have to be computed assuming this effect will remain constant. To improve the model and to be able to predict variations of a wind effect perpendicular to the coast, we make use of the empirical relation (5.6) between the wind and the set-up along the coast. Defining \(s(t)\) as the set-up at the coast \((y=y_0)\) created by the component of the wind perpendicular to the coast, we follow Schalkwijk (1947) and propose the simple empirical relation:

\[
s(t) = a V(t-\tau)^2 \cos(\psi(t-\tau) - \chi_0)
\]

(5.11)
to predict the variations of the wind effect along the Dutch coast. Here \(a\) is a constant, \(\tau\) is a time delay, \(\psi\) is the direction of the wind and \(\chi_0\) is the direction of the maximum wind effect. The relation has been derived using equation (5.6).

Combining equations (5.11) with the model described by equations (5.7) and (5.9) yields:
while in this case, the relation:

$$h(y) = h(y_0) + \frac{1}{g} \left[ -hu'(y_0) + \gamma \frac{V^2 \sin \psi}{D+h(y_0)+s} \right] (y-y_0)$$

(5.14)

can be used to correct the water-level perpendicular to the x-axis. In the equations (5.12) - (5.14) h is considered to be the water-level with respect to the reference $D+s$.

Following the approach described in Chapter 4, equations (5.12) and (5.13) are discretised in order to obtain a system representation. As shown in this chapter the Lax-Wendroff scheme is a suitable finite difference method. Since we want the x-coordinate of the locations of the measurement stations to coincide with grid points, the grid is chosen to be non-equidistant*. If equations (5.12) and (5.13) are written in conservation-law form:

$$\frac{\partial f}{\partial t} + \frac{\partial F(f)}{\partial x} = G(f)$$

(5.15)

where:

$$f = \begin{bmatrix} u \\ h+s \end{bmatrix}$$

$$F(f) = \begin{bmatrix} F_1(u, h) \\ F_2(u, h) \end{bmatrix} = \begin{bmatrix} u^2/2+gh \\ u(D+h+s) \end{bmatrix}$$

$$G(f) = \begin{bmatrix} G_1(u, h) \\ G_2(u, h) \end{bmatrix} = \begin{bmatrix} -\mu \frac{u |u|}{D+h+s} + \gamma \frac{V^2 \cos \psi}{D+h+s} \\ 0 \end{bmatrix}$$

the finite difference equations can be written as:

$$f_{m+1}^k = f_m^k - \frac{\Delta t}{\Delta x_{m-1} + \Delta x_m} \left( F\left( f_{m+1}^k \right) - F\left( f_{m-1}^k \right) \right) +$$

$$\frac{2\Delta t^2}{\left( \Delta x_{m-1} + \Delta x_m \right)^2} \left[ A_{m+1}^k \left( f_{m+1}^k - f_m^k \right) - A_{m-1}^k \left( f_m^k - f_{m-1}^k \right) \right]$$

$$- \frac{\Delta t}{\Delta x_{m-1} + \Delta x_m} \left[ \Delta x_{m} G\left( f_{m+1}^k \right) + \Delta x_{m-1} G\left( f_{m-1}^k \right) \right]$$

(5.16)

* It is also possible to use an equidistant grid and to use interpolation to find the measurements of the water-level from the water-levels at the grid points.
where:

$$ (A(f))_{ij} = \left[ -\frac{\partial(F)_i}{\partial(f)_j} \right] $$

and

$$ A^k_{m-1/2} = A \left( \frac{1}{2} \left( f^k_m + f^k_{m-1} \right) \right) $$

$$ A^k_{m+1/2} = A \left( \frac{1}{2} \left( f^k_{m+1} + f^k_m \right) \right) $$

Furthermore, $x_m$, $m=0,1,...,L$ are the grid points and $\Delta x_m = x_{m+1} - x_m$ are the distance steps. In practice Richtmyer's modification of the Lax-Wendroff scheme is often used (Richtmyer and Morton 1967). This scheme is slightly simpler to implement since it does not require the matrix $A$ to be known explicitly. However, since the Kalman filter algorithm in any case requires this knowledge, in our approach we prefer to use the original Lax-Wendroff scheme.

Having defined the boundaries, the wave motion is, physically, completely described. However, the Lax-Wendroff scheme requires both $u$ and $h$ to be known at the boundaries. Therefore, using the characteristic formulation of the shallow water equations (see Chapter 2) we derive additional boundary equations. Consider the boundary at $x=x_0$ where the water-level is known. Along the characteristic $C^-$ (see figure 5.6) we have:

$$ \left[ u - 2\sqrt{g(D+h+s)} \right]_{x=x_0, t=t_{k+1}} = \left[ u - 2\sqrt{g(D+h+s)} \right] + $$

$$ \Delta t G_1(u,h) + \Delta t g \frac{dD}{dx} \right]_{x=x^-, t=t_k} $$

**Figure 5.6: Boundary treatment at $x = x_0$.**
where \( x^+ \) can be determined using the equation of \( C^- \):

\[
x^+ = x_0 + \Delta t \left[ u - \sqrt{g \left( D + h + s \right)} \right] \bigg|_{x=x_0, \ t=t_{k+1}} + O(\Delta t^2)
\]  

(5.20)

and \( u_x \) and \( h_x \) are computed by means of a second-order interpolation using the water velocities and water-levels at \( x_{0}, x_{1}, \) and \( x_{2} \). In order to determine \( u_{i+1} \) equations (5.19) and (5.20) have to be solved iteratively starting with \( u_{0} = u^\circ \). For second-order accuracy two iterations are required. The equations for the free outflow boundary at \( x=x_L \) can be derived similarly.

The difference equations can be rewritten as:

\[
x_{t_{k+1}} = \Phi(x_{t_{k}}) + u_{t_{k+1}}
\]  

(5.21)

where \( x_{t_{k+1}} \) consists of the water-levels and velocities in the grid points:

\[
x_{t_{k}} = [u_{0}^k \ u_{1}^k \ ... \ h_{1}^k \ h_{2}^k \ ... ]
\]  

(5.22)

and \( u_{t_{k}} \) represents the prescribed water-level at \( x=x_0 \).

The model (5.21) describes the water movement along the coasts of Belgium and the southern part of the Netherlands. Extending the model to the coast of France is not attractive since in the neighbourhood of the Street of Dover the tidal movement is very complex and we expect that it can only be described accurately by using a two-dimensional model.

In the model the depth \( D(x) \) has to be specified. Of course, we cannot use the measured depth along the \( x \)-axis. It has to be smoothed along the \( y \)-axis in order that \( D(x) \) is representative for the depth in the neighbourhood of the \( x \)-axis.

5.3 The Kalman filter

5.3.1 Introduction

In analogy with the approach presented in Chapter 4, in this section the Kalman filter based on the non-linear one-dimensional model described in Section 5.2 is derived. In Subsection 5.3.2 this discrete deterministic model is embedded in a stochastic environment which is a rather straightforward procedure. Before predictions of the state vector can be made the boundary conditions have to be predicted first. Subsection 5.3.3 is devoted to this problem.
5.3.2 The stochastic model

Based on the system representation (5.21) of the deterministic model derived in Subsection 5.2.4, the stochastic model to describe the propagation in time of the stochastic process $\mathbf{X}_{t_k}$ is:

$$\mathbf{X}_{t_{k+1}} = \Phi(\mathbf{X}_{t_k}) + \mathbf{u}_{t_{k+1}} + \mathbf{W}_{t_{k+1}} \quad (5.23)$$

where $\mathbf{W}_{t_k}$ is the system noise with statistics as described in Section 4.4. In deriving the measurement equation we need to consider that the measurement stations or tide gauges where the water-level is observed, are generally not located exactly on the x-axis. However, by means of equation (5.14) derived in Subsection 5.2.4, it is possible to correct the water-level perpendicular to the x-direction taking into account the effects of the wind in the y-direction and more important, the Coriolis force. Using this equation we can express the measured water-level as a function of the state $\mathbf{X}_{t_k}$, containing the water-levels and velocities at the grid points. Suppose $Z_{t_k}$ is a scalar measurement taken at $t_k$ on the line $x=x_m$ (see figure 5.7). In this case the measurement equation can be written as:

$$Z_{t_k} = m^i(\mathbf{X}_{t_k}) + \nu_{t_k} \quad (5.24)$$

where $\nu_{t_k}$ is the scalar measurement noise with covariance $\nu^2$ and:

$$m^i(\mathbf{X}_{t_k}) = (1+a_i)H(x_m, t_k) + \frac{\Delta y}{g} \left[ -f U(x_m, t_k) + \frac{V^2 \sin \psi}{D(x_m) + H(x_m, t_k) + s(t_k)} \right] \quad (5.25)$$

---

**MEASUREMENT STATION**

**GRID POINT**

![Figure 5.7: A measurement station not located on the x-axis.](image-url)
Here Δy is the distance between the measurement station and the x-axis (see figure 5.7). \(H\) and \(U\) are the stochastic water-level and velocity respectively. The parameter \(a_i \ll 1\) is introduced to account for local, slowly varying effects.

Generalizing the scalar case just described yields the observation equation:

\[
Z_{t_k} = m(X_{t_k}) + V_{t_k}
\]

where:

\[
m(X_{t_k}) = \begin{bmatrix} m^1(X_{t_k}) \\ m^m(X_{t_k}) \end{bmatrix}
\]

and \(m'(X_{t_k})\) is given by equation (5.25). The covariance matrix \(R(k)\) of the measurement noise \(V_{t_k}\) is diagonal with element \(r^2\) on the diagonal. The x-axis is chosen so that the measurement stations at \(x=x_0\) and \(x=x_L\) are located exactly on the x-axis:

\[
m^1(X_{t_k}) = H(x_0, t_k)
\]

\[
m^m(X_{t_k}) = H(x_L, t_k)
\]

The bottom friction parameter \(\mu\), the wind friction parameter \(\gamma\) and the parameters \(a_i\) in the model are not constant but are sensitive to changing conditions. Therefore, these parameters are estimated together with the water-levels and velocities by augmenting the state vector as described in Section 3.4. Based on the system representation of the model just described, the Kalman filter theory for non-linear systems can be employed to estimate the water-levels and velocities as well as the uncertain parameters in the model.

An important question with respect to the approach just described is which parameters are to be estimated by the filter. If the number of these parameters is small, then the filter may not be able to adapt the model to the changing circumstances. However, if this number is too large, filter divergence may occur. This is, e.g., the case if the same water-level variations can be described by different combinations of parameter values. In other words, the parameters cannot be determined uniquely from the data. Theoretically, it is very difficult to attack this problem, since the question is not only whether the parameters are observable, but also how observable they are. Therefore we have verified the capability of the filter to estimate the uncertain parameters using simulated data. In this case the true values of the parameters are known and consequently, the performance of the filter can be evaluated under a variety of circumstances. Some of these experiments are described in Section 5.4.
These kinds of tests have shown that the problem of filter divergence due to parameters that cannot be observed sufficiently accurately, is very likely to occur. Therefore, based on this experience the Kalman filter is only used to estimate the coefficients \( \mu, \gamma \) and \( a_i \). Since the parameters of the empirical relation (5.11) cannot be estimated sufficiently accurately using the measurements available, these parameters are chosen approximately as Schalkwijk (1947) did:

\[
\begin{align*}
\alpha &= 4.0 \times 10^{-3} \text{ s}^2/\text{m} \\
\chi_0 &= 340^\circ \text{ (North = 0°)} \\
\tau &= 2 \text{ hours}
\end{align*}
\]

Here we note that intuitively we may expect that if a parameter cannot be identified from the water-level data accurately, an erroneous value of this parameter usually does not degrade the performance of the filter very much.

5.3.3 The boundary treatment

If starting at \( t=t_k \) predictions of the water-levels and velocities are required, the non-linear system equation (5.21) has to be solved without system noise whereas initial condition the estimate of the state \( X_{t_k} \) is used. However, at \( x=x_0 \) the water-level \( h_0(t) \) is prescribed and, consequently, has to be predicted too. This can be established by a harmonic analysis of the water-level at this location as described in Section 1.2.2:

\[
N \sum_{i=1}^{N} f_i(t) A_i \cos (2 \omega_i t + \varphi_i + u_i(t))
\]

(5.29)

Here \( h_0^a(t) \) is the astronomical tide at \( x=x_0 \). If the water-level is considered to be the superposition of the astronomical tide \( h_0^a(t) \) and the internal wind effect \( s(t) \), the prediction of \( h_0(t) \), \( t \geq t_k \), is given by:

\[
\begin{align*}
\hat{h}_0(t) &= h_0^a(t) + s(t) \\
&= h_0(t_k) + h_0^a(t) - h_0^a(t_k) + s(t) - s(t_k) \\
&= h_0(t_k) + u_i
\end{align*}
\]

(5.30)

where \( u_i \) is defined by:

\[
u_i = h_0^a(t) - h_0^a(t_k) + s(t) - s(t_k)
\]

and \( s(t) \) is given by equation (5.11).

We now consider the water-level \( h_0(t) \) as an additional component of the state vector and introduce the system noise into the equation (5.30) by defining:
Here $Wb_k$ represents the uncertainty of the boundary condition (5.30). By introducing this uncertainty the filter is able to correct this boundary if an external surge enters the model. Of course, there are other ways to model an uncertain boundary condition. A general discussion on the stochastic boundary treatment which is much more important in the two-dimensional case, can be found in Chapter 6.

5.4 Experiments using simulated data

5.4.1 Introduction

Before the filter can be employed using field data, it is necessary to investigate its performance when the conditions are known. In Section 4.5 filter performance has been studied in detail for a special linear problem. The results have increased the insight into the influence of the noise statistics and the finite difference approximation on the filter performance. Moreover, we have been able to investigate the effects of modelling errors, such as incorrect noise statistics or an erroneous bottom friction parameter. However, the influence of non-linearities and the capability of the filter to estimate uncertain parameters cannot be studied analogously.

The approach followed here is to construct a set of data using a "truth-model". By means of a random generator it is possible to simulate the noise processes. Having generated the measurements, the filter is applied to study whether it is able to reconstruct the tidal motion and the values of the unknown parameters using the simulated data. Furthermore, if the "filter-model" is chosen different from the truth-model it is possible to investigate whether the filter is still performing satisfactorily. The importance of these numerical experiments is that the true water-levels, velocities and parameters are known and consequently, filter performance can be evaluated quantitatively under a variety of circumstances.

In two publications a large number of these experiments have been described (Heemink 1980, Ten Brummelhuis 1984). The extended Kalman filter is shown to be capable of compensating inaccuracies in the model by adjusting the uncertain parameters. In this way the predictions are adapted to changing circumstances.

In this section we concentrate on some experiments that have not been published previously. First, in Subsection 5.4.2 we study the performance of the extended Kalman filter in case the parameters of the model are assumed to be known. It is demonstrated that in this case the variation in time of the Kalman gain caused by the

$$H_0(t_{k+1}) = H_0(t_k) + u_{k+1} + Wb_{k+1}$$

(5.31)
linearization is very small and if necessary, can be neglected. Of course, this conclusion only holds when the non-linearities of the model are relatively small. This important observation is exploited in the two-dimensional case described in Chapter 6 to obtain a computationally efficient filter. In Section 5.4.3 we investigate the capability of the filter to estimate the uncertain parameters in the model.

We have also studied the numerical errors caused by the finite wordlength of the computer. As can be expected from the analysis in Section 4.8 of the conventional algorithm, we have found that if the noise processes are chosen carefully these errors are very small and close to machine precision. Here we note that the study of these numerical errors is much more important if we use large two-dimensional models and if the Chandrasekhar-type implementation is employed. This case is discussed in Chapter 6.

5.4.2 The constant gain extended Kalman filter

The linearized or extended Kalman filter can be summarized as follows (see Section 3.3.2):

\[ X(k \mid k-1) = \Phi (X(k-1 \mid k-1), t_{k-1}, t_k) + B (t_k) u t_k \]  

\[ X(k \mid k) = \overline{X}(k \mid k-1) + K(k)[Z_{t_k} - m(X(k \mid k-1), t_k)] \]

where the time-varying Kalman gain \( K(k) \) is determined by linearizing the vectors \( \Phi \) and \( m \) about a reference trajectory. If the parameters in the model are not considered to be components of the state vector, the time-variations of \( K(k) \) are only caused by the non-linearities of the model (5.21). However, in our application these non-linear terms are relatively small. As a consequence, the time-variations of \( K(k) \) are small with respect to \( K(k) \). Moreover, since deterministic tidal models usually give a reasonable description of the tidal movement, the correction produced by the Kalman filter to obtain the estimates is small in relation to the deterministic results. Therefore, a relatively small error in \( K(k) \) hardly affects these estimates and we may expect that a constant gain extended Kalman filter which is based on the linearization of \( \Phi \) and \( m \) about an equilibrium state, produces estimates that are nearly optimal. Here we note that optimality itself is questionable in a physical system, because the reality always deviates from the assumptions of the filter.

This suggestion has also been raised in Section 4.5, where we have showed that the influence of choosing an incorrect bottom friction coefficient on the filter performance is very small compared to the effects caused by specifying incorrect noise statistics. Therefore, we expect that if the bottom friction coefficient is time-varying, e.g. due to a non-linear bottom friction term, the optimal time-varying filter can be
approximated accurately by setting the bottom friction coefficient to its mean value. Here we refer to the work of Safonov and Athans (1978) who show that for many non-linear applications one can obtain satisfactory performance using a constant gain extended Kalman filter. Furthermore, they give sufficient conditions for the non-divergence of state estimates generated by such non-linear estimators. Unfortunately, in our case it turns out to be very difficult – if at all possible – to verify these conditions and therefore, this exercise has been omitted.

Finally, we emphasize that a time-invariant filter approximation can only be employed if the parameters in the model are constant. If these parameters are considered to be components of the state vector, a significant non-linearity which cannot be neglected, is introduced.

In the experiments 5.1 and 5.2 we illustrate the discussion just described.

**Experiment 5.1**

We consider the non-linear model (5.21) described in Subsection 5.2.4 with zero wind input and constant parameters:

\[
\begin{align*}
\mu &= 2.0 \times 10^{-3} \\
\gamma &= 3.0 \times 10^{-6} \\
a_1 &= -0.10 \\
a_2 &= -0.05 \\
a_3 &= 0.05 \\
a_4 &= -0.05 \\
a_5 &= 0.10 \\
a_6 &= -0.05
\end{align*}
\]

At \(x=x_0\) we prescribe an astronomical tide and add an external surge effect. The length of the channel considered is chosen to be 72 km, while the depth is assumed to be 10 m. Furthermore, \(\Delta x=8\) km and \(\Delta t=10\) min. By means of this truth-model measurements of the water-level are generated in some of the gridpoints with standard deviation \(r=0.1\) m (see figure 5.8).

Using the generated observations, the extended Kalman filter is employed to identify the water-levels and velocities. The statistics of the system noise processes are chosen to be (see Section 4.4):

\[
\begin{align*}
Q_m(\|i_1-i_2\|) &= 4.0 \times 10^{-4} e^{-0.9 \|i_1-i_2\|} \\
Q_c(\|i_1-i_2\|) &= 1.0 \times 10^{-4} e^{-0.9 \|i_1-i_2\|}
\end{align*}
\]

The system noise is introduced each time step.
At the boundary $x=x_0$ we prescribe in the filter model the astronomical tide and have neglected the external surge effect. However, by introducing a large uncertainty to the boundary equation at $x=x_o$, the effects of an erroneous boundary condition can be taken into account:

$$E\{Wb^2\} = 0.0025$$

In figure 5.9 the simulated and filtered velocity at $x=x_0+40$ km are shown. Also the deterministic prediction produced by the filter model without using the generated data can be found in this figure. Without using the generated data the predictions computed by the filter model are quite bad. However, by filtering this data, the water-level and velocity can be reconstructed accurately:

**Experiment 5.2**

In this experiment the measurements that have been generated to perform experiment 5.1, are filtered by employing a constant gain extended Kalman filter. Here, to compute the time-invariant filter gain, a linear model is employed. In figure 5.10 the simulated as well as the filtered velocity at $x=x_0+40$ km are presented, showing a remarkable resemblance with figure 5.9. The largest difference between the extended Kalman filter estimates and the results of the constant gain filter is in this case less than 0.01 m/s. Of course, these results depend very much on the non-linearities in the model. In case of very shallow water the non-linear effects may be too significant for the constant gain filter to be an accurate approximation of the extended Kalman filter.
Figure 5.9: Estimation of the water velocity using the extended Kalman filter.

Figure 5.10: Estimation of the water velocity using the constant gain extended Kalman filter.
5.4.3 Parameter estimation

Experiment 5.3

In this experiment we investigate the capability of the filter to estimate the bottom friction coefficient. Again, the generated data of experiment 5.1 are used by the filter to estimate the water-levels and velocities as well as the bottom friction coefficient. The initial estimation of this parameter is chosen to be:

\[ \hat{\mu}_0 = 0.0, \quad \mathbb{E}\{ (\mu_0 - \hat{\mu}_0)^2 \} = 4.0 \times 10^{-6} \]

In the figures 5.11 - 5.13 the parameter estimates produced by the filter are shown, respectively choosing the variance of the corresponding system noise component:

- (figure 5.11)
  \[ \mathbb{E}\{ W_1^2 \} = 10^{-6} \]

  ![Figure 5.11: Estimation of the bottom friction coefficient in case of a system noise variance of 1.0 \times 10^{-6}.](image)

- (figure 5.12)
  \[ \mathbb{E}\{ W_2^2 \} = 10^{-7} \]

  ![Figure 5.12: Estimation of the bottom friction coefficient in case of a system noise variance of 1.0 \times 10^{-7}.](image)
E (W^2) = 10^{-8}

Figure 5.13: Estimation of the bottom friction coefficient in case of a system noise variance of 1.0 \times 10^{-8}.

The system noise processes associated with the momentum and continuity equations are chosen as in experiment 5.1, independent of the other noise components.

The results show a satisfactory performance of the filter. Only in case of a system noise variance of 10^{-8} a small bias error in the parameter estimate can be noticed (figure 5.13).

Experiment 5.4

As was shown in experiment 5.2 the non-linearities of the model are relatively small and a constant gain filter is often an accurate approximation of the extended Kalman filter. Therefore, we may expect that the effect of the bias correction terms on the estimates of the water-level and velocity is usually very small. However, in case also the uncertain parameters in the model are estimated by the filter, significant non-linearities are introduced and consequently, the correction produced by these terms is more important.

To study the influence of the bias correction terms on the parameter estimates, in this experiment the filter is employed with and without these terms. The truth-model and the filter-model are both chosen as in experiment 5.3. The results are shown in, respectively, figures 5.14 and 5.15. To eliminate the effect of the random generator this experiment is also performed using measurements without generated measure-
ment noise. In the filter-model it is still assumed that r=0.1 m. In this case the results are not masked by the noise component of the observations and it becomes possible to notice some details. These results are shown in figures 5.16 and 5.17. It is clear from these figures that the effect of the bias correction terms is very small. However, a small improvement can be noticed. Here we note that this effect depends very much on the non-linearities in the model. In very shallow water the improvement is more important. Note from figures 5.16 and 5.17 the periodic behaviour of the parameter estimates. This is caused by the fact that the bottom friction can be identified more accurately during ebb and flood tides and less accurately during the turn of the tide.
Experiment 5.5

In order to verify that the filter is able to identify all the uncertain parameters simultaneously we employ the filter to estimate the water-level and velocities as well as the parameters $\mu$, $\gamma$, $a_1$, $a_2$, $a_3$, $a_4$, $a_5$ and $a_6$. As in experiment 5.1 we generate measurements with $\epsilon=0.1$ m. However, now we assume a constant wind of 15 m/s to occur along the x-axis. The initial estimation of the parameters are chosen to be:

$$\begin{align*}
\beta_0 &= 0.0, \quad \mathbb{E}\{(\beta_0 - \hat{\beta}_0)^2\} = 4.0 \times 10^{-6} \\
\gamma_0 &= 1.0 \times 10^{-6}, \quad \mathbb{E}\{(\gamma_0 - \hat{\gamma}_0)^2\} = 4.0 \times 10^{-12}
\end{align*}$$
\[ \hat{a}_{10} = 0.10 , \quad \mathbb{E} \{ (a_{10} - \hat{a}_{10})^2 \} = 0.04 \]
\[ \hat{a}_{20} = 0.15 , \quad \mathbb{E} \{ (a_{20} - \hat{a}_{20})^2 \} = 0.04 \]
\[ \hat{a}_{30} = -0.15 , \quad \mathbb{E} \{ (a_{30} - \hat{a}_{30})^2 \} = 0.04 \]
\[ \hat{a}_{40} = 0.15 , \quad \mathbb{E} \{ (a_{40} - \hat{a}_{40})^2 \} = 0.04 \]
\[ \hat{a}_{50} = -0.10 , \quad \mathbb{E} \{ (a_{50} - \hat{a}_{50})^2 \} = 0.04 \]
\[ \hat{a}_{60} = 0.15 , \quad \mathbb{E} \{ (a_{60} - \hat{a}_{60})^2 \} = 0.04 \]

The corresponding system noise components are assumed to be:

\[ \mathbb{E} \{ W_{\mu}^2 \} = 10^{-6} \]
\[ \mathbb{E} \{ W_{\gamma}^2 \} = 10^{-12} \]
\[ \mathbb{E} \{ W_{\alpha_1}^2 \} = 0.001 \]
\[ \mathbb{E} \{ W_{\alpha_2}^2 \} = 0.001 \]
\[ \mathbb{E} \{ W_{\alpha_3}^2 \} = 0.001 \]
\[ \mathbb{E} \{ W_{\alpha_4}^2 \} = 0.001 \]
\[ \mathbb{E} \{ W_{\alpha_5}^2 \} = 0.001 \]
\[ \mathbb{E} \{ W_{\alpha_6}^2 \} = 0.001 \]

The other noise processes are chosen as in experiment 5.3.

The results that are presented in Figures 5.18 and 5.19 indicate that the filter is able to identify all the parameters simultaneously. Here we note that since the length of the channel that has been considered is quite short, the wind effect is small compared to the measurement noise. As a consequence, the wind friction parameter cannot be identified very accurately. Of course, the observability of this parameter not only depends on the length of the channel but also very much on the wind velocity.

5.5 A Kalman filter based on an Eastern Scheldt model

The filter described in the Sections 5.2 and 5.3 has been applied to field data recorded during a stormy period (September 11-13, 1975). Predictions of the water-level at the mouth of the Eastern Scheldt are made 1.5 hours ahead. The results can be found in Heemink and de Jong (1982). The filter is shown to be capable of adapting the model to varying circumstances while the inaccuracies in the bottom geometry are easily compensated by adjusting the bottom friction coefficient and the parameters \( a_i \) introduced in the observation equation (5.26). However, at the mouth of the estuary systematic differences between measurements and predictions are observed. These errors are mainly due to the interaction of the tidal wave along the coast and the water movement in the Eastern Scheldt. To improve the filter Ten
Figure 5.18: Simultaneous estimation of the parameters.
Figure 5.19: Simultaneous estimation of the parameters.
Brummelhuis and de Jong have developed a Kalman filter based on an Eastern Scheldt model which has been linked to the filter described in the Sections 5.2 and 5.3 (Ten Brummelhuis, de Jong and Heemink 1984). The filter is derived and tested in a similar way as the filter based on the model along the coast (Ten Brummelhuis, 1984). However, a few important differences can be noted. In this section we briefly describe the filter of Ten Brummelhuis and de Jong and discuss the differences mentioned. A more thorough description can be found in Ten Brummelhuis, de Jong and Heemink (1984, 1985).

The basis of the model consists of the St. Venant equations describing the tidal motion in a channel with a specific geometrical configuration*:

\[
\begin{align*}
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + g \frac{\partial u}{\partial x} + \mu \frac{u|u|P}{A} - \gamma \frac{bV^2 \cos \psi}{A} &= 0 \\
\frac{\partial h}{\partial t} + \frac{1}{b} \frac{\partial (uA)}{\partial x} &= 0
\end{align*}
\]  
(5.34)  
(5.35)

where:

- \(A(x, h)\) = cross sectional area
- \(b(x, h)\) = width of the channel
- \(P(x, h)\) = wetted perimeter
- \(u(x, t)\) = velocity averaged over \(A(x, h)\)

In figure 5.20 the main stream sections in the Eastern Scheldt are shown.

* These equations can be derived similarly as the one-dimensional shallow water equations described in Chapter 2 (Cunge, Holly and Verwey 1978).
At a network junction the total inflow is constrained to equal the total outflow (see figure 5.21):

\[ \sum_{i=1}^{3} u_i A_i(x, h_i) = 0 \quad (5.36) \]

Figure 5.21: A network junction.

In addition, continuity of the quantity \( h + \alpha (u^2/2g)^* \) is assumed:

\[ h_1 + \alpha_1 \frac{u_1^2}{2g} = h_2 + \alpha_2 \frac{u_2^2}{2g} = h_3 + \alpha_3 \frac{u_3^2}{2g} \quad (5.37) \]

where \( \alpha_0 \leq \alpha_i \leq 1 \) have to be specified (Dronken 1964). At both closed ends of the estuary a boundary condition allowing for a certain amount of reflection is prescribed by the introduction of a reflection coefficient (see Chapter 2).

In estuarine problems implicit finite difference methods are recommended to discretise the partial-differential equations involved since these schemes are unconditionally (linearly) stable (Cunge, Holy and Verwey 1980). Therefore, the Preissmann four points scheme is chosen to approximate the equations (5.34) and (5.35). An additional advantage of this scheme is the relatively simple implementation of the boundary conditions and of the equations (5.36) and (5.37). Furthermore, using the Preissmann scheme it is very easy to deal with non-equidistant grids.

In a similar way as described in Sections 5.2 and 5.3 the Kalman filter is employed to produce estimates of the water-levels and velocities as well as the uncertain parameters in the model: bottom friction coefficients, the wind stress coefficient and the reflection coefficients. At the measurement stations OS X or West Kapelle the

* The factor \( \alpha \) is introduced to account for local effects. Note that for \( \alpha = 1 \) this quantity is the energy head.
model along the coast is linked to the model of the Eastern Scheldt (see figure 5.20). Here the estimates and predictions of the water-level together with their accuracy as predicted by the model along the coast serve as the boundary condition for the Eastern Scheldt model.

5.6 Experiments using field data

In this section we describe some experiments with the combined Kalman filter using data gathered in the southern part of the North Sea. During September 12-13, 1975, water-level measurements were taken at the locations indicated in figure 5.22. Observations of the wind were available from the station BG II (see figure 5.23). To get insight into the predictive capability of the filter, in figure 5.24 we construct the observability domain and the prediction horizon as described in Section 4.7. In predicting the water-levels and velocities the boundary at KNKPUNT I has to be extrapolated. In general, this extrapolation is relatively inaccurate. In this case the prediction horizon indicates the maximum length of the time interval during which the predictions are not affected by this extrapolated boundary condition.

The space steps $\Delta x_i$ are chosen so that the $x$-coordinate of the measurement stations coincide with grid points, yielding $8000 \leq \Delta x_i \leq 10,000$. In view of the relation (4.33) $\Delta t = 7.5 \text{ min.}$
Figure 5.23: Observations of the wind at the measurement station BG II during September 12, 1975, 00:00 – September 14, 1975, 00:00.

Figure 5.24: Observability domain and prediction horizon.
We choose the statistics of the system noise processes associated with the momentum and continuity equation to be:

\[ Qm( |x_{i1} - x_{i2}| ) = 4.0 \times 10^{-4} e^{-0.9 |(x_{i1} - x_{i2})/10000|} \]

\[ Qc( |x_{i1} - x_{i2}| ) = 4.0 \times 10^{-4} e^{-0.9 |(x_{i1} - x_{i2})/10000|} \]

The system noise is introduced each time step. The system noise components of the boundary condition at \( x = x_0 \) and of the parameters are assumed to be independent of the noise processes described above with statistics:

\[ E\{ W_{b}^2 \} = 0.0016 \]

\[ E\{ W_{u}^2 \} = 10^{-7} \]

\[ E\{ W_{v}^2 \} = 10^{-12} \]
Figure 5.26: Two hours ahead predictions at Zierikzee.

\[ E\{ W_{a_1}^2 \} = 0.001 \]
\[ E\{ W_{a_2}^2 \} = 0.001 \]
\[ E\{ W_{a_3}^2 \} = 0.001 \]
\[ E\{ W_{a_4}^2 \} = 0.001 \]
\[ E\{ W_{a_5}^2 \} = 0.001 \]
\[ E\{ W_{a_6}^2 \} = 0.001 \]

Finally the measurement noise is chosen to be:

\[ r = 0.03 \text{ m} \]
The specification of these noise statistics is established by a combination of "physical intuition" and "trial and error".

As described in Section 4.7 physically the choice of the initial value of the water-levels and velocities as well as their uncertainty is not relevant. However, since these uncertainties are very poorly known and in addition the difference between the first measurements available and the model predictions can be very large, numerical difficulties are likely to occur. Filtering the first observations often yield unrealistic estimates of water-levels and velocities and, as a consequence, can introduce instabilities. To avoid these problems the first tidal period is estimated without filtering the data available. After this period the initial uncertainties have vanished.
Furthermore, since deterministic models usually give a reasonable description of the tidal movement we may expect that the differences between the first measurements and the results of the model are now limited.

In the figures 5.25 - 5.27 representative examples are shown of the predictions of the water-level in some of the measurement locations.

---

**Figure 5.28:** Tide gauges available during January-February 1983.

---

**Figure 5.29** Observations of the wind at the measurement station BG II during January 18 1983, 00:00 - January 21 1983, 00:00.
Figure 5.30: Observations of the wind at the measurement station BG II during January 31, 1983, 00:00 - February 3, 1983, 00:00.

Figure 5.31: One and a half hours ahead predictions at OS IX.
During two very stormy periods, January 18-20, 1983 and January 31 - February 2, 1983, water-level measurements were available at the stations shown in figure 5.28. The wind velocities measured during these periods at BG II can be found in the figures 5.29 and 5.30. Constructing the observability domain and the prediction horizon yields similar results as shown in figure 5.24. However, using these observations the prediction horizon at the Eastern Scheldt is increased with half an hour. In the figures 5.31 - 5.38 the water-level predictions are shown. The results show that the filter is able to produce accurate predictions. However, in some cases significant errors can be noticed. These errors are mainly caused by:

- The meteorological input (or, which amounts to the same thing, by the simple empirical parametrizations describing the influence of the wind on the water movement).

During the periods that have been considered, wind data were available only from a single measurement station. These observations of the wind have to be
assumed to be valid for the entire domain of the model neglecting the spatial variability of the wind. Of course, this assumption is questionable. During September 12-13, 1975, the wind velocities were relatively small and therefore, the influence of the meteorological input is small too. As a consequence, during this period the water-level predictions are accurate. However, during the two very stormy periods the incorrect meteorological input introduces important errors (see figure 5.38 at $t = 22$ hours).

If the meteorological conditions strongly vary in space a two-dimensional model has to be employed. In this case it is possible to use the wind fields as computed by a numerical model of the atmosphere. A filter based on a two-dimensional model is described in Chapter 6.

- The free outflow condition at $x = x_L$ (BG II).
As described in the Subsection 5.2.2 the tidal waves and surges often propagate from the south, along the coast, toward the north. Therefore, a free outflow condition is prescribed at $x = x_L$. This procedure is of course not correct for all cases (see figure 5.31 at $t = 11$ hours).

- The relatively crude grid of the Eastern Scheldt model. This is due to storage restrictions occurring when using the programming language ALGOL on the UNIVAC 1100/60 of the Rijkswaterstaat.
In this chapter a Kalman filter based on a conceptual one-dimensional model has been developed and tested using simulated data as well as field data. After discussing the main characteristics of the tidal movement and the meteorological effects in the southern part of the North Sea qualitatively, a model describing the water movement along the coast is derived. Using the results of Chapter 4 the finite difference scheme and the system noise processes are chosen such that numerical difficulties are avoided. Experiments with the simulated data reveal that the filter is successful in

5.7 Discussion

Figure 5.35: One and a half hours ahead predictions at OS IX.
estimating uncertain parameters in the model. Here we note that both the number of parameters to be estimated as well as the statistics of the system noise components representing the uncertainty of these parameters, have to be chosen with care to avoid filter divergence.

To be able to predict the water-level in the Eastern Scheldt the filter is combined with a similar Kalman filter approach which has been developed by Ten Brummelhuis and de Jong to estimate water-levels, velocities and uncertain parameters in the model of this estuary.
The combined filter has been tested extensively using field data gathered during a number of stormy periods. The results show satisfactory filter performance, although in some cases significant errors have occurred. These errors are mainly caused by the simple modelling of the two-dimensional phenomena. Furthermore, the one-dimensional approximation of the tidal movement being only realistic for a small part of the southern North Sea, the time interval over which accurate predictions can be produced is limited. To overcome these difficulties we have developed a Kalman filter that is based on a two-dimensional model of the entire North Sea. This filter is described in Chapter 6.
Using the insight gained from the experiments with the one-dimensional approach, WAKFIL, a general software package for one-dimensional tidal filtering, has been developed in cooperation with the Hydraulics Laboratory. It is based on the IMPLIC system developed by Rijkswaterstaat for the deterministic description of the tidal movement in branched estuaries or rivers. Since IMPLIC uses the Preissmann scheme to discretise the St. Venant equations (Dronkers 1969), the filter also makes use of this finite difference scheme. With WAKFIL it becomes possible to combine the Kalman filter procedure with any existing IMPLIC model with approximately less than 150 sections.
Applying the WAKFIL system it is intended to improve the one-dimensional approach described in this chapter by using an existing more detailed deterministic model of the Eastern Scheldt. In Chapter 7 we briefly discuss another possible improvement of the approach by combining the one-dimensional Kalman filter with the filter based on a two-dimensional model described in Chapter 6. In this way the sensitivity with respect to the erroneous meteorological input and the incorrect free outflow condition can be reduced.

In one experiment we demonstrate that the results of the constant gain extended Kalman filter are often nearly optimal. Since the filter is used to estimate uncertain parameters in the model this observation cannot be exploited in the one-dimensional approach. Moreover, since the computational effort of this extended Kalman filter is limited it is not necessary to use a time-invariant approximation. Of course, in developing a two-dimensional non-linear filter it is inevitable to use a suboptimal filter.

Finally we note that in this study attention has been concentrated on the use of Kalman filters to predict water-levels. As described in Chapter 1 these filters can also be used for optimized water-level monitoring networks and for improving the empirical parametrization in the mathematical model. A detailed discussion of these applications, together with a number of experiments using field data, can be found in Ten Brummelhuis, de Jong and Heemink (1985).
6.1 Introduction

The extension of the one-dimensional Kalman filter described in Chapter 5 to two space dimensions does not give rise to conceptual problems, but would impose a much greater computational burden. In order to obtain a computationally efficient filter, simplifications have to be introduced. However, there are serious problems with the more obvious simplifications one may consider.

One possibility may be to divide the domain of interest into a number of sub-regions and apply the filter to each sub-region individually. The main difficulty associated with this approach is that only the measurement stations located inside a sub-region are used by the filter to correct the estimates in this sub-region. The information available in other sub-regions cannot be incorporated to improve these estimates. As a consequence, strong variations may result between the components corresponding to sub-region boundaries and components corresponding to grid points immediately outside. Hence at the boundaries of the sub-regions artificial, high gradients are likely to be introduced. Although this Kalman filter approach has been successfully applied to predict diffusion processes (Fronza, Spirito and Tonielli 1979) we may expect serious difficulties if it is employed to predict the tidal movement. Since the system of the shallow water equations describing this movement is hyperbolic, the distortions introduced by the partial filtering would propagate through the entire domain of the problem probably causing unsatisfactory filter performance or instabilities.

Another approach would be to calculate the covariance matrix on a coarser grid than that used for the computation of the estimates. As a consequence, the correction produced by the filter is also available on the coarser grid and has to be extended to the finer grid to obtain the estimates. In case of a complicated boundary, this procedure is very complex and prone to numerical difficulties. Moreover, a covariance matrix calculated on the basis of a coarser mesh would be the covariance matrix for a model with different geometry. As Miller (1986) pointed out: it would be the right solution to the wrong problem. Still, this approach is worth exploring.

Another possibility for simplification would be to make an assumption about the structure of the covariance matrix. If it is assumed that errors at large distant points are not correlated, the covariance matrix is banded down its diagonal.
ness of the covariance matrix can easily be exploited to reduce the computation time and the storage requirements. In our case however, the assumption just mentioned is not realistic since the errors are highly correlated in space.

Probably due to the difficulties described above, a realistic application of Kalman filtering to two-dimensional tidal prediction problems has not yet appeared in literature. Therefore, in this study we have developed a Kalman filter approach that can be combined with large deterministic tidal models.

The filter is based on a linear two-dimensional numerical model. The main advantage of using a linear model is that if the noise statistics are time-invariant the filter is time-invariant as well. Here we note that this assumption concerning the noise statistics is not very restrictive since very little is known (yet) about the time-varying behaviour of the noise processes and as a consequence, these processes are usually assumed to be stationary. In case the filter is time-invariant the time-consuming second moment calculations can be performed off-line on a large computer. Furthermore, by defining the system noise on a coarser grid than that used for the computation of the estimates, high dimensionality of the filter equations is avoided by using the Chandrasekhar-type algorithm.

In Section 6.2 the system representation of the model is derived. Based on this system the steady-state filter is developed in Section 6.3. Section 6.4 is devoted to an efficient implementation of the algorithm on a vector processor. To examine filter performance, it has been applied to simulated data as well as field data in Sections 6.5 and 6.6 respectively. Finally, the results are discussed in Section 6.7. Here, using the insights gained in Section 4.5 and 5.4, we propose to use a constant gain extended Kalman filter in the non-linear case.

6.2 The deterministic model

The model is based on the linearized shallow water equations (1.3) - (1.5). To obtain a discrete system representation of the model, the equations are discretised. Defining a space-staggered grid \( G_i \) (see figure 6.1) and using the scheme proposed by Sielecki (Van der Houwen 1968) the difference equations become:

\[
\begin{align*}
    u_{i,j}^{k+1} &= u_{i,j}^k - g \cdot \frac{\Delta t}{2\Delta x} (h_{i,j}^k - h_{i-1,j}^k) + \\
    \frac{f \cdot \Delta t}{4} (v_{i-1,j}^k + v_{i+1,j}^k + v_{i,j}^k + v_{i,j+1}^k) - 2\Delta t \frac{\lambda u_{i,j}^k - V^2 \cos \psi}{D_{i,j} + D_{i,j+1}}
\end{align*}
\]  

(6.1)
Here $\Delta x$ and $\Delta y$ are the distance steps, $\Delta t$ is the time step and $i, j, k$ are integer indices such that $u_{i,j}^k$, $v_{i,j}^k$ and $h_{i,j}^k$ are the finite difference approximations of $u((2i-1)\Delta x, 2j\Delta y, k\Delta t)$, $v((2i-1)\Delta x, 2j\Delta y, k\Delta t)$ and $h((2i-1)\Delta x, 2j\Delta y, k\Delta t)$ respectively, and $D_{i,j} = D ((2i-1)\Delta x, (2j-1)\Delta y)$. The wind speed and direction as a function of space and time are computed by means of a numerical model of the atmosphere. The grid of this model is much coarser than the grid $G_i$ and therefore, interpolation is necessary to obtain the wind speed and direction in the grid points of $G_i$.

The finite difference approximation possesses second-order accuracy in space and first-order accuracy in time. It is a modification of the well-known Fischer scheme.
(Van der Houwen 1968) that was used in developing the North Sea model described in Section 1.2.3. While the Fischer scheme is unstable for small bottom friction ($\lambda/D < f$), the scheme proposed by Sielecki does not have this shortcoming.

The amplification matrix of the Sielecki scheme can be shown to be (assuming the depth to be constant):

$$ G(l_1, l_2) = A(l_1, l_2)^{-1} B(l_1, l_2) $$

where:

$$ A(l_1, l_2) = \begin{bmatrix} 1 & 0 & 0 \\ \frac{f}{\Delta t} \cos(2\pi l_1 \Delta x) \cos(2\pi l_2 \Delta y) & 1 & 0 \\ D \frac{\Delta t}{\Delta x} \sin(2\pi l_1 \Delta x) & D \frac{\Delta t}{\Delta y} \sin(2\pi l_2 \Delta y) & 1 \end{bmatrix} $$

and

$$ B(l_1, l_2) = \begin{bmatrix} 1 - \frac{\lambda \Delta t}{D} & \frac{f}{\Delta t} \cos(2\pi l_1 \Delta x) \cos(2\pi l_2 \Delta y) & g \frac{\Delta t}{\Delta x} \sin(2\pi l_1 \Delta x) \\ 0 & 1 - \frac{\lambda \Delta t}{D} & g \frac{\Delta t}{\Delta y} \sin(2\pi l_2 \Delta y) \\ 0 & 0 & 1 \end{bmatrix} $$

Here $l_1$ and $l_2$ are the wave numbers in respectively the x and y-directions.

If $g_m(l_1, l_2), m = 1,2,3,$ are the eigenvalues of $G(l_1, l_2)$ it can be shown that for $\lambda << D/\Delta t$, $f << 1/\Delta t$ and

$$ \Delta t < \frac{2 \Delta x \Delta y}{\sqrt{gD(\Delta x^2 + \Delta y^2)}} $$

we have:

$$ |g_m(l_1, l_2)| < 1 \quad m = 1,2,3 $$

with the exception of one eigenvalue with modulus one in case $l_1 = 1/2\Delta x$ and $l_2 = 1/2\Delta y$. Consequently, the scheme is stable. If the bottom friction parameter $\lambda = 0$, relation (6.5) is only necessary for stability since in this case:

$$ |g_m(l_1, l_2)| = 1 \quad m = 1,2,3 $$
Equation (6.7) implies that without bottom friction the scheme is not dissipative. By analysing the wave-celerity as given by the amplification matrix it can be shown that for very short waves the computed wave-celerity is considerably less than the true wave-celerity (see Section 4.3).

If the difference scheme (6.1) - (6.3) is embedded in a Kalman filter, it is important that the very short waves are eliminated (see Section 4.5). Therefore, to improve stability we introduce a smoothing operator. At each time step the velocities are smoothed according to:

$$u_{i,j}^k = (1-(2+2(\frac{\Delta x}{\Delta y})^2)c)u_{i,j}^k + c((\frac{\Delta x}{\Delta y})^2u_{i,j-1}^k + u_{i-1,j}^k + u_{i+1,j}^k + (\frac{\Delta x}{\Delta y})^2u_{i,j+1}^k) \quad (6.8)$$

$$v_{i,j}^k = (1-(2+2(\frac{\Delta x}{\Delta y})^2)c)v_{i,j}^k + c((\frac{\Delta x}{\Delta y})^2v_{i,j-1}^k + v_{i-1,j}^k + v_{i+1,j}^k + (\frac{\Delta x}{\Delta y})^2v_{i,j+1}^k) \quad (6.9)$$

where $u_{i,j}^k$ and $v_{i,j}^k$ are the smoothed values of $u_{i,j}^k$ and $v_{i,j}^k$ respectively and $c < \frac{1}{\Delta y^2}(\frac{\Delta x^2 + \Delta y^2}{\Delta x^2 + \Delta y^2})$ is a positive constant that is chosen as small as possible to guarantee that the finite difference scheme is still an accurate approximation of the equations (1.3) - (1.5). By defining the equations (6.8) and (6.9) we introduce numerical viscosity. It is easy to show that the smoothing operators (6.8) and (6.9) are the second-order approximations of respectively the diffusion terms:

$$\frac{4c\Delta x^2}{\Delta t}(\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2}) \quad (6.10)$$

and

$$\frac{4c\Delta x^2}{\Delta t}(\frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2}) \quad (6.11)$$

The very short waves which cannot be represented by the finite difference approximations (6.1) - (6.3) in any case are now dissipated.

Wave motion is not completely described without boundary conditions. At a closed boundary where the velocity normal to the boundary is zero, no special boundary scheme is required. At an open boundary usually the water-level is prescribed:

$$h = f_H(t) \quad (6.12)$$
In addition it is assumed that along the open boundary the velocity parallel to the boundary is zero. This assumption is necessary only because of the discretised Coriolis terms.

From the numerical point of view, the boundary condition (6.12) is not very attractive since it is often prone to numerical reflections. A more stable condition would be obtained by prescribing a Riemann invariant at the open boundary (Stelling 1983):

\[ \mathbf{v}_\perp \pm \sqrt{\frac{g}{D}} h = f_R(t) \quad (6.13) \]

where \( \mathbf{v}_\perp \) denotes the velocity normal to the boundary. However, Riemann invariants are quantities that are not measured in nature. As a consequence, the condition (6.13) cannot be used in general. In case we may neglect the in-going waves, \( f_R(t) \) is approximately constant (see Chapter 2) and (6.13) reduces to the weakly reflective condition:

\[ \mathbf{v}_\perp \pm \sqrt{\frac{g}{D}} h = f_R(t_0) \quad (6.14) \]

or equivalently:

\[ \frac{d}{dt} \left( \mathbf{v}_\perp \pm \sqrt{\frac{g}{D}} h \right) = 0 \quad (6.15) \]

In order to profit from the stabilizing effect of Riemann invariants while water-levels are still prescribed as boundary conditions, Stelling (1983) proposed the following boundary condition:

\[ h \pm \beta \left[ \frac{d}{dt} \left( \mathbf{v}_\perp \pm \sqrt{\frac{g}{D}} h \right) \right] = f_R(t) \quad (6.16) \]

For sufficiently small values of \( \beta > 0 \) the condition (6.16) is an accurate approximation of (6.12) while for very short wave lengths (6.16) acts as a weakly reflective boundary condition (Verboom and Slob 1984). For very large values of \( \beta \) the boundary condition reduces to (6.15).

The discretised open boundary conditions (6.12), (6.13) and (6.16) are, respectively (see figure 6.2):

\[ h_{i,j}^{k+1} = f_{i,j}^{k+1}(t_{k+1}) \quad (6.17) \]

\[ \mathbf{v}_{i,j}^{k+1} \pm \sqrt{\frac{g}{D}} h_{i,j}^{k+1} = f_{i,j}^{k+1}(t_{k+1}) \quad (6.18) \]
Note that (6.18) and (6.19) are no second-order approximations.

The approach described above has been used to develop a numerical model describing the water movement in the entire North Sea and the Channel. In figure 6.3 the grid $G$, covering this area is shown. Here $\Delta x = 18.5$ km and $\Delta y = 19$ km and as a consequence of condition (6.5) $\Delta t = 10$ min. Furthermore, the parameters in the model are chosen to be: the linear bottom friction coefficient $\lambda = 2.4 \times 10^{-3}$, the Coriolis parameter $f = 1.25 \times 10^{-4}$ and the wind friction coefficient $\gamma = 3.2 \times 10^{-6}$. The smoothing operators (6.8) and (6.9) are not necessary for deterministic computations but are introduced if the model is embedded in a Kalman filter.

In this study we have chosen an explicit finite difference scheme since the restriction of the timestep given by equation (6.5) is for the model just described not a real limitation. Of course, if the approach should be applicable to a wide range of practical two-dimensional flow identification problems, implicit schemes are recommendable (Stelling 1983). Analogously to Stelling (1983) we use a space-staggered grid for the discretisation of the equations. Of his arguments we recall that this choice simplifies the implementation of the boundary conditions considerably.

As described in Chapter 4 the finite difference equations (6.1) - (6.3) and the smoothing operators (6.8) and (6.9) can be rewritten as:

$$A \Delta x t_{k+1} = B \Delta x t_k + u t_{k+1}$$  \hspace{1cm} (6.20)
Figure 6.3: The grid of the North Sea model.
or symbolically as:

$$\mathbf{x}_{t_{k+1}} = \Phi \mathbf{x}_t + \mathbf{A}^{-1} \mathbf{u}_t$$  \hspace{1cm} (6.21)

where $\mathbf{u}_t$ represents the boundary conditions and the meteorological input.

6.3 The Kalman filter

6.3.1 Introduction

In this section a Kalman filter based on the deterministic model (6.21) is described. Analogously to the one-dimensional case we first embed the model in a stochastic environment in Subsection 6.3.2. Subsection 6.3.3 is devoted to the boundary treatment. The important capability of the filter to correct an erroneous open boundary condition is shown. Finally, in Subsection 6.3.4 we derive the steady-state filter using the Chandrasekhar-type equations. Attention is concentrated on the numerical properties of the algorithm.

6.3.2 The stochastic model

The model (6.21) derived in Section 6.2 is not perfect. The most important errors are introduced by fluctuations in the meteorological input (or, which amounts to the same thing, by the poorly known influence of the wind on the water movement described by the wind friction coefficient) and by the open boundary conditions that have to be specified. To account for these errors we embed the discrete system in a stochastic environment by adding system noise.

Most errors not introduced by the poorly known open boundary are concerned with uncertainty in the momentum equations and are often caused by an erroneous wind input. Since in addition the water velocities created by the wind are inversely proportional to the depth of the water, we suppose that the quantities $u_D$ and $v_D$ are corrupted by the system noise processes $W_u$ and $W_v$ respectively. Generalizing the approach described in Section 4.4, these processes are assumed to be location invariant with statistics*:

$$E\{W_u(x,y)\} = 0 \hspace{1cm} (6.22)$$

$$E\{W_u(x_1,y_1)W_u(x_2,y_2)\} = \sigma^2 e^{-\alpha \sqrt{(x_1-x_2)^2 + (y_1-y_2)^2}} \hspace{1cm} (6.23)$$

* Note that we implicitly assume the medium to be isotropic.
\[ E \{ W_v(x, y) \} = 0 \]  
(6.24)

\[ E \{ W_v(x_1, y_1) W_v(x_2, y_2) \} = \sigma^2 e^{-\alpha \sqrt{(x_1-x_2)^2 + (y_1-y_2)^2}} \]  
(6.25)

\[ E \{ W_u(x_1, y_1) W_v(x_2, y_2) \} = 0 \]  
(6.26)

Here the parameters \( \sigma^2 \) and \( \alpha \) have to be specified. The covariances are parameterized rather simply. However, as long as our knowledge of the system noise processes is very poor, it is not useful to improve these parametrizations.

The noise processes \( W_u \) and \( W_v \) are introduced to model the uncertainty associated with the momentum equations. The continuity equation is assumed to be perfect.

The parameter \( \alpha \) in the equations (6.23) and (6.25) can be interpreted as a measure of the spatial variability of the errors concerned with the momentum equations. As with the one-dimensional approach (see Section 4.4) this parameter has to be chosen such that the energy of the short waves is limited so as to avoid numerical problems. When employing a Kalman filter based on a two-dimensional model these problems are much more likely to occur than in the one-dimensional case.

If the system noise is defined on a grid \( G_2 \) which need not be space-staggered, the system model can be described by:

\[ X_{t_{k+1}} = \Phi X_{t_k} + A^{-1} u_{t_{k+1}} + A^{-1} \Lambda W_{t_{k+1}} \]  
(6.27)

where \( W_{t_k} \) is a \( p \)-vector consisting of the noise components at the grid points of \( G_2 \) with covariance matrix \( Q \) that can be derived from the equations (6.22) - (6.26). The matrix \( \Lambda \) represents the sequence of linear operations required to interpolate the system noise at the grid points of \( G_1 \).

In deriving the formulas for the interpolation, we make use of the statistics (6.22) - (6.26) of the system noise. It is easy to show that (see figure 6.4):

\[ \hat{W_u}(x, y) = [W_u(x_1, y_1) W_u(x_2, y_2) W_u(x_3, y_3) W_u(x_4, y_4)]u \]  
(6.28)

where:

\[ u = C^{-1} d \]

\[ (C)_{ij} = E \{ W_u(x_i, y_j) W_u(x_j, y_j) \} \]
Figure 6.4: Interpolation at a grid point \((x, y)\) of \(G_1\) using four grid points of \(G_2\).

\[
\begin{align*}
(x_1, y_1) & \quad (x_2, y_2) \\
\circ & \quad \bullet \quad \bullet \\
(x, y) & \quad \circ \\
(x_3, y_3) & \quad (x_4, y_4)
\end{align*}
\]

is the least squares interpolation of \(W_u(x, y)\) given the system noise components at \((x_i, y_i), i = 1, 2, 3, 4\) (Schagen 1979). Of course, similar results can be obtained for \(W_v(x, y)\). If necessary, the formulas derived above can be generalized easily if more grid points of \(G_2\) are used for the interpolation. However, in our filter procedure we do not consider this case.

Since the most important model errors are caused by fluctuations in the meteorological input, \(G_2\) is chosen to coincide approximately with the grid of the atmospheric model, yielding \(p < n\). An important advantage of the fact that the grid \(G_2\) of the system noise is coarser than the grid \(G_1\) is that the energy of the short waves introduced on \(G_1\) by the filter, is limited. Moreover, in case the grid \(G_2\) is very coarse with respect to \(G_1\) and if in addition the bottom friction is sufficiently strong, the introduction of the numerical viscosity to eliminate the short waves may not be necessary.

Assuming that measurements of the water-level are available at \(m\) grid points of \(G_1\), the observation equation can be derived easily:

\[
\underline{Z_{t_k}} = M \underline{X_{t_k}} + \underline{V_{t_k}} \tag{6.29}
\]

where the \(m\)-vector \(\underline{Z_{t_k}}\) contains the measurements taken at time \(k\) and \(\underline{V_{t_k}}\) is the measurement noise with covariance matrix \(R\). If necessary, it is easy to modify equation (6.29) to account for the fact that not all measurements are available exactly at grid points.

The grid \(G_2\) and some measurement locations available in the North Sea are shown in figure 6.5.
Figure 6.5: The grid $G_2$ of the system noise and some measurement stations in the North Sea.
6.3.3 The boundary treatment

The uncertainty associated with the open boundary conditions in the model can be introduced in different ways. If the water-level (6.17) at the boundary is prescribed, we may assume (see figure 6.2):

\[ H_{i,j}^{k+1} = f_{h_{i,j}}^{k+1}(t_{k+1}) + W_{h_{i,j}}^{k+1}(t_{k+1}) \]  \hspace{1cm} (6.30)

or, analogously to the one-dimensional case described in Subsection 5.3.3:

\[ H_{i,j}^{k+1} = H_{i,j}^{k} + f_{h_{i,j}}^{k}(t_{k+1}) - f_{h_{i,j}}^{k}(t_{k}) + W_{h_{i,j}}^{k+1}(t_{k+1}) \]  \hspace{1cm} (6.31)

where the system noise \( W_{h_{i,j}}^{k+1}(t_{k}) \) or \( W_{h_{i,j}}^{k+1}(t_{k}) \) represents the uncertain part of the boundary. In non-linear models \( f_{h_{i,j}}^{k}(t_{k}) \) usually is the astronomical tide that has been determined by a harmonic analysis of field data gathered along the boundary. In case of a linear model that is only used to describe the meteorological effect, \( f_{h_{i,j}}^{k}(t_{k}) \) is often assumed to be zero. However, in both cases the most important errors associated with the open boundary are caused by external surges that are created outside the domain of the problem and that propagate across this boundary. Since we know that these external surges propagate approximately like Kelvin waves (see Subsection 5.2.2), we propose a modified boundary condition to exploit this knowledge:

\[ H_{i,j}^{k+1} = H_{i,j}^{k} e^{-\varsigma i \Delta x} + f_{h_{i,j}}^{k+1}(t_{k+1}) + W_{h_{i,j}}^{k+1}(t_{k+1}) \]  \hspace{1cm} (6.32)

where \( \varsigma \) is a known constant (see Subsection 5.2.2), \( x \) is the coordinate along the boundary and \( H_{i,j}^{k} \) is considered to be an additional component of the state vector corrupted by system noise.

Using measurements taken along the boundary, \( H_{i,j}^{k} \) and \( H_{i,j}^{k} \) can be estimated by the filter. If there are no observations available in the neighbourhood of the boundary, the filter is not able to estimate these components of the state vector accurately and the erroneous boundary condition propagates into the model. However, as soon as measurements are available the errors caused by the erroneous boundary condition that is prescribed are corrected by filtering these measurements.

As described in Section 6.2 the boundary conditions (6.30), (6.31) and (6.32) are not attractive from the numerical point of view. Another, more stable condition can be obtained similarly as (6.32) if the Riemann invariant is prescribed at the open boundary:

\[ H_{i,j}^{k+1} = \mp \sqrt{D} V_{i,j}^{k+1} + R_{h_{i,j}}^{k} e^{-\varsigma i \Delta x} + \sqrt{D} f_{h_{i,j}}^{k+1}(t_{k+1}) + W_{h_{i,j}}^{k+1}(t_{k+1}) \]  \hspace{1cm} (6.33)
Here $W_{k}^{i,j}(t_{k})$ represents the uncertainty associated with this boundary. $R_{k}^{i}$ is considered to be an additional component of the state vector. Although Riemann invariants cannot be measured in nature they can be identified by the filter using water-level observations. This is fundamentally different to the deterministic case described in Section 6.2.

Analogously to Stelling (see Section 6.2) we also propose the more general boundary condition:

$$H_{i,j}^{k+1} = f_{H}^{i,j}(t_{k+1}) + \beta \left[ V_{i,j}^{k+1} - V_{i,j}^{k} \pm \sqrt{\frac{g}{D}} (H_{i,j}^{k+1} - H_{i,j}^{k}) \right] + H_{A}^{k} e^{-\gamma \Delta x} + W_{H}^{i,j}(t_{k+1})$$

For $\beta = 0$ (6.34) reduces to the condition (6.32) while for very large values of $\beta$ (6.34) approaches the weakly reflective condition (6.15).

The choice of boundary condition in practical situations depends on the numerical stability of the boundary treatment as well as on the accuracy of $f_{H}^{i,j}(t_{k})$ and $f_{H}^{j}(t_{k})$. If neither of these functions are known with great precision we prefer condition (6.33). However, if $f_{H}^{i,j}(t_{k})$ is known rather accurately, e.g. if the astronomical tide along the boundary has been analysed, boundary (6.34) is an attractive alternative. In this case $\beta$ has to be chosen sufficiently small to guarantee that (6.34) is an accurate approximation of (6.32). However, unlike the deterministic case described in Section 6.2, when employing the Kalman filter approach the deviations caused by prescribing the numerically more stable condition (6.34) instead of (6.32), can be corrected by using the measurements available.

6.3.4 The steady-state filter

The model described in Subsections 6.3.2 and 6.3.3 is time-invariant. Since the initial transient period is of no consequence and we are only interested in the steady-state filter, both the original filter equations and the Chandrasekhar-type algorithm can be employed (see Section 4.8). Using the second implementation we are able to exploit the fact that $p<<n$ and to reduce the number of computations and the computer storage requirements drastically.

To obtain the desired steady-state filter gain $K$, the recursive equations (4.74) - (4.79) are iterated until

$$\| K(k+1) - K(k) \| < \varepsilon \| K(k) \|$$

(6.35)
where ε is prespecified and

\[ \| M \| = \max_{i,j} | (M)_{ij} | \]  

(6.36)

Since the model (6.21) is of the hyperbolic type the number of iterations required depends on the travelling time of the waves in the model and therefore, on the size of the domain of the problem. Using the finite difference approximation (6.1) - (6.3), for very short waves the computed wave-celerity is considerably less than the true wave-celerity (see Section 6.2). As a consequence, the number of iterations required to obtain the steady-state filter gain can be large. However, by introducing the smoothing operators (6.8) and (6.9) the very short waves are dissipated and this number becomes considerably less.

The number of iterations required also depends on the choice of the open boundary condition. Choosing the condition (6.34) with β = 0, the water-level is prescribed and numerical reflections are likely to occur (see Section 6.2). As a consequence, the noise waves generated inside the model can be reflected against the open boundary and if these waves are not dissipated the convergence of the filter equations can be slow. By choosing β ≠ 0 or by prescribing the Riemann invariant (6.33) at the open boundary the short noise waves can travel outside the domain of the problem. As a result the convergence of the filter equations is faster.

Finally we note that since numerical errors often manifest themselves as short waves, it is to be expected that by introducing a dissipative mechanism such as the operators (6.8) and (6.9) numerical errors are partly eliminated.

To illustrate the effects described above we have performed some experiments. To allow double precision calculations and to be able to use both the original and the Chandrasekhar-type algorithms we have developed a filter based on a relatively small North Sea model. The grid G, and the measurement locations that are assumed to be available are shown in figure 6.6. The grid G₂ of the system noise is chosen to coincide with G₁. The measurements are supposed to be taken each hour. Since only the numerical errors in the filter gain K(k) directly degrades the accuracy of the predictions, we study the behaviour of the error δK(k). Using the conventional algorithm, δK(k) behaves similarly as δP(k|k) that is analysed in Section 4.8. However, using the Chandrasekhar-type implementation we have from equation (4.91):
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Figure 6.6: The grid of the small North Sea model and the measurement stations that are assumed to be available.
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\[
\delta K(k+1) = \delta G(k+1) R(k+1)^{-1} - G(k+1)^{-1} \delta R(k+1) R(k+1)^{-1} \\
+ O(\Delta^2) \\
= [1 - K(k+1) M] \delta G(k+1) R(k+1)^{-1} + O(\Delta^2) \\
\leq \delta G(k+1) R(k+1)^{-1} + O(\Delta^2) \quad (6.37)
\]

As was shown in Section 4.8, \( \| \delta G(k) \| \) increases with \( k \). However, also \( \| R(k+1) \| \) grows in time and as a result \( \| \delta K(k) \| \) can either increase or decrease with \( k \).

The results of the experiments are shown in figures 6.7 - 6.9. Here \( K_d(k) \) represents the double precision result which can be considered to be perfect. The machine precision is approximately \( 10^{-8} \). The main conclusions which can be drawn from these figures are:

- The total accumulated errors in \( K(k) \) decrease with the introduction of the dissipative mechanism with a smoothing factor \( c = 0.02 \) to the finite difference scheme, although the effect is not dramatical. Note that the difference of the total errors in \( K(k) \) and \( K(k+1) \), which is mainly caused by the errors performed in iteration \( k+1 \), is decreased also by choosing \( c = 0.02 \).

![Figure 6.7: The influence of a dissipative mechanism on the numerical properties of the Chandrasekhar-type algorithm.](image)
**Figure 6.8:** The influence of the boundary treatment on the numerical properties of the Chandrasekhar-type algorithm.

\[ \times \quad \| K(k+1) - K(k) \|, \beta = 0 \]
\[ + \quad \| K(k+1) - K(k) \|, \beta = 100 \]

**Figure 6.9:** The numerical properties of the original algorithm with respect to the Chandrasekhar-type implementation.

\[ \times \quad \| K(k+1) - K(k) \|, \text{ORIGINAL ALGORITHM} \]
\[ \nabla \quad \| K_4(k) - K(k) \|, \text{ORIGINAL ALGORITHM} \]
\[ + \quad \| K(k+1) - K(k) \|, \text{CHANDRASEKHAR-TYPE ALGORITHM} \]
\[ \triangle \quad \| K_4(k) - K(k) \|, \text{CHANDRASEKHAR-TYPE ALGORITHM} \]
The number of iterations required to obtain the steady-state filter is significantly reduced by the introduction of the smoothing operator. Also by increasing the value of $\beta$ in the boundary condition (6.34) the convergence of the filter is a little faster. Of course, these effects depend very much on the geometry of the problem.

- The total accumulated errors in $K(k)$ employing the original filter algorithm is very small.
- For the Chandrasekhar-type algorithm the errors performed in iteration $k$ and consequently $\delta K(k+1) - \delta K(k)$ converge to zero. For the original algorithm this is not the case.

The observations just described are completely in agreement with the discussion of the numerical properties of the Kalman filter algorithms in Section 4.8.

The experiments just described have been performed with a relatively crude model to allow double precision calculations. However, we may expect similar results for the larger model described in Section 6.2.

6.4 Implementation of the algorithm on a vector processor

The computer storage and time requirements on the UNIVAC 1100/60 of the Rijkswaterstaat for the computation of the steady-state filter based on the model described in Section 6.2 are approximately:

- core memory : 600 Kbytes
- computation time : 28 min. CPU

Here we have assumed that the measurements are available each hour at the nearest grid point of the locations indicated in figure 6.5. Obviously the results depend on the choice of $\varepsilon$ in equation (6.35), on the numerical viscosity, the open boundary conditions and on the system and measurement noise covariance matrices.

The numerical model described in Section 6.2 consists of approximately 900 active calculation points, i.e. the dimension of the state $n \approx 900$. However, deterministic models of the North Sea and adjoining waters often result in dimensions $n = 5000-10000$. It is clear that combining the filter described in this chapter with such a large model is not feasible on a UNIVAC 1100/60. However, here we recall that our filter approach is time-invariant and, consequently, all the time-consuming second moment calculations can be performed off-line on a large computer. Therefore, in this section we briefly present the basic ideas of a computationally efficient filter algorithm suitable for implementation on a CDC CYBER 205 vector processor. The vectorization of the filter algorithm is a modification of the implementation of a
We do not intend to give a detailed introduction to the use of vector processors. The interested reader is referred to SARA (1984). Here we only recall the definition of a vector: a vector is a set of contiguous storage locations in memory. The implication of this definition is that a loop that accesses arrays in a nonsequential manner lacks vector structure and therefore, is not vectorizable. However, on the CYBER 205 two vector instructions are available for the purpose of moving data elements from nonsequential to sequential locations (GATHER) or the reverse (SCATTER). If a loop is vectorizable it is possible to exploit the special architecture of the CYBER 205 and to replace the loop by a single vector instruction. For large vectors with a length of more than, say, 100 elements, this vectorization reduces the CPU-time by one order of magnitude.

The filter algorithm \( (4.74) - (4.79) \) consists of two different parts: the time propagation equation \( (4.74) \) and the up-date equations \( (4.75) - (4.79) \). We first consider the vectorization of the time propagation equation. Here we note that:

\[
(Y(k+1))_j = \Phi(S(k)),
\]

where \( (M)_j \) is the \( j \)-th column of a matrix \( M \). As a consequence, the computation of the columns of \( Y(k+1) \) can be performed independently of each other. In fact, the deterministic model \( \Phi \) is employed parallel for \( p \) different initial conditions, i.e. the \( p \) columns of \( S(k) \). In order to store the matrix \( S(k) \) efficiently, we number the active calculation points of the \( p \) models both in the \( x \)-direction and in the \( y \)-direction as indicated in figure 6.10. Furthermore, we define an index array to rearrange a vector in \( y \)-direction if it was stored in \( x \)-direction using the GATHER instruction or vice versa using the SCATTER instruction. The elements of \( S(k) \) can now be stored either in \( x \)-direction or in \( y \)-direction, after which the vectorization of the time propagation equation is a rather straightforward procedure. Leaving the boundary treatment out of consideration, for most vector instructions the vector length is approximately \( 1/3 \) \( np \), while for some instructions it is approximately \( 1/3 \) \( n \). The vectorization of the up-date equations \( (4.75) - (4.79) \) being full matrix manipulations, is relatively simple. Here the dominant vector length is approximately \( 1/3 \) \( n \).

To show some results of the algorithm, the filter has been implemented on a CYBER 205. We compare the CPU-time to compute the steady-state filter in three different cases. The results are shown in table 6.1. Here, we would add some notes to the results:

- The algorithm can be implemented very efficiently on a vector processor. This is due to the large vectors and to the fact that the boundary conditions can also be
vectorized with a vector length of at least \( p \). Implementing a deterministic numerical model on a vector processor, the boundary conditions often cannot be vectorized efficiently.

The storage requirements of the vector processor implementation are approximately 1200 Kbytes. The increase with respect to the scalar implementation is mainly caused by the introduction of a number of arrays to store intermediate
results. Furthermore, while in the scalar case only the non-zero elements of \( S(k) \) are stored, in the vector case the zero elements corresponding to the boundary conditions \( u=0 \) and \( v=0 \) also have to be stored to obtain a vector structure of the algorithm (see figure 6.10).

- From the results described above it is to be expected that it is possible to combine the steady-state filter approach with a large deterministic model with, say, 20000 active calculation points.

\[
\begin{array}{ll}
\text{CPU-time} & \\
\hline
\text{UNIVAC 1100/60 : scalar algorithm} & 28 \text{ min.} \\
\text{CYBER 205 : scalar algorithm} & 2.7 \text{ min.} \\
\text{CYBER 205 : vector algorithm} & 12 \text{ sec.} \\
\end{array}
\]

Table 6.1 CPU-time of different implementations of the Kalman filter algorithm.

### 6.5 Experiments using simulated data

#### 6.5.1 Introduction

Before the filter can be safely applied to prototype situations, it is necessary to demonstrate that it can perform adequately under known conditions. Therefore, analogously to the one-dimensional case, by means of a random generator data sets are created using a truth-model. By employing the filter based on the filter-model that differs from the truth-model it is possible to investigate whether the filter is able to reconstruct the water-levels and velocities using the simulated data, despite the differences between the filter-model and the truth-model. Experiments have revealed that many results of the special one-dimensional filtering problem described in Section 4.5, are also valid in the two-dimensional case.

Since, as was noted before, the most important errors of the filter model are due to the fluctuations in the meteorological input and the uncertain open boundary condition, in this section we concentrate our attention on the capability of the filter to correct these errors. To test the filter, we have performed numerous experiments. As representative examples we briefly describe some of these tests in Subsections 6.5.2 and 6.5.3 dealing respectively with erroneous meteorological inputs and uncertain open boundaries. Other tests can be found in Heemink (1984, 1985).

Measurements are assumed to be available each hour in the grid points indicated in figure 6.11. At the open boundaries we prescribe the condition (6.33).
Figure 6.11: The measurement stations that are assumed to be available in the experiments using simulated data.
It is obvious that when using such a limited number of measurements the entire wave motion cannot be reconstructed uniquely, i.e. the system is not observable. The spatial variability of the water movement that can be identified depends on the spatial distribution of the measurement locations. In the southern part of the North Sea the number of tide gauges available is relatively large. As a consequence, the filter is able to produce a detailed picture of the water movement. However, in the remote parts of the model this is not the case. Fortunately, owing to the Coriolis forces, external surges as well as surges created in the northern part of the model propagate approximately like Kelvin waves along the English coast toward the south. From the results of the one-dimensional approach we may expect that by using the measurements available as shown in figure 6.11, this wave motion, which is in essence one-dimensional, can be identified accurately.

6.5.2 Internal surge

Experiment 6.1

Data are generated by means of the truth-model with a homogeneous wind input that varied in time as shown in figure 6.12. The standard deviation of the measurement noise is chosen to be 0.05 m. In the filter-model it is assumed that no wind has occurred. Therefore, without using the generated data the estimates computed by the filter-model would be zero. However, by filtering this data water-levels and
velocities can be identified. Here, we note that the filter does not know that the wind input is homogeneous. By choosing $\alpha < 1.0$ in the equations (6.23) and (6.25) the wind input is allowed to vary in space. Therefore, we may expect that the results of this experiment would be similar in case the wind velocities would have been slowly varying in space.

Of course, this experiment describes an extreme situation in which the filter has to reconstruct the entire storm surge. However, such tests are very good to study the performance of the filter under a variety of circumstances.

The variance of the measurement noise in the filter-model is similar to that of the truth-model. The parameters of the system noise are chosen to be: $\sigma^2 = 100$ and $\alpha = 0.95$. The system noise is introduced each measurement time.

In figure 6.13 the generated and the filtered velocities at time $t = 12$ hours (see figure 6.12) are shown. Similar results are presented in figure 6.14 for $t = 21$ hours.

The experiment shows that the filter is able to reconstruct the velocities accurately. Here we note that the accuracy depends on the location of the measurement stations and, of course, on the accuracy of the measurements. It can be seen from the figures that in the southern part of the North Sea, where most tide gauges are located, the filtered velocities are more accurate than in the remote parts of the model.

In practice we are mainly interested in the water-levels. Therefore, in figure 6.15 the predictions of the water-levels at Flushing are shown. Here, since in the filter-model of this experiment it is assumed that no wind has occurred, in computing the water-level predictions the future wind input was assumed to be zero. In these figures we also present the predictions computed with perfect knowledge of the water-levels and velocities at the time these predictions are computed. In fact, these predictions indicate the best filter results that can be achieved. The differences between the two predictions are due to the fact that only twelve measurement locations are available and that the measurements are not perfect. These differences can be decreased by increasing the number of measurement locations or improving the accuracy of the measurements. As can be seen from figure 6.15 the filter results are accurate.

The difference between the best filter results that can be achieved and the simulated water-levels are simply caused by the fact that in the filter-model of this experiment the future wind input is not known and assumed to be zero. Of course, no filter can correct an erroneous prediction of the meteorological input without using future measurements of the water-level.
Figure 6.13: Simulated (above) and filtered (below) velocities at time $t = 12$ hours.
Figure 6.14: Simulated (above) and filtered (below) velocities at time $t = 21$ hours.
Experiment 6.2

To study the sensitivity of the results with respect to the uncertain parameter $\alpha$ of the system noise in the filter model (see Subsection 6.3.2), the generated data used in experiment 6.1 are filtered in this experiment with $\alpha = 0.5$. The filtered velocities for time $t = 12$ hours and $t = 21$ hours are shown in figure 6.16. They should be compared with the simulated and filtered ($\alpha = 0.95$) velocities in figures 6.14 and 6.15 respectively.

The figures show that by choosing $\alpha = 0.5$ the filter introduces many wiggles on the grid. This is completely in agreement with the results obtained in Section 4.5.
Figure 6.16: Filtered velocities at time $t = 12$ hours (above) and at time $t = 21$ hours (below) in case $\alpha = 0.5$. 
In figure 6.17 the water-level predictions produced by the filter \((\alpha = 0.5)\) are shown. Although the results are not as accurate as those that were obtained in experiment 6.1 \((\alpha = 0.95, \text{ see figure 6.15})\) the difference is not dramatically large. This observation shows that the water-level is not very sensitive to variations in the water velocities.

Experiment 6.3

To study filter performance in case of a more realistic wind input, data are generated by means of the truth-model with wind velocities as computed by an atmospheric model of the K.N.M.I. Here, we have chosen the stormy period from
Figure 6.18: Simulated (above) and filtered (below) velocities in case of a realistic wind input.
Figure 6.19: Simulated (above) and filtered (below) velocities in case of a realistic wind input.
January 26, 1983 - February 2, 1983. The parameters of the truth and filter-model are chosen as in experiment 6.1. The results can be found in the figures 6.18 and 6.19 where the simulated and filtered velocities at two different times are presented. The experiment shows that, considering the limited number of measurements available, the filter is able to satisfactorily reconstruct the velocities in case of a realistic spatially variable wind input. Here we note that in the case shown in figure 6.19 the storm depression is located exactly above the North Sea. As a consequence, the spatially variability of the wind velocities in this area is extremely large.

6.5.3 External surge

Experiment 6.4

This experiment deals with the capability of the filter to correct errors associated with the northern open boundary. Measurements are generated using the truth-model in which at this open boundary the in-going Riemann invariant is prescribed. In the filter-model it is assumed that this Riemann invariant is zero. In both models the wind input is not taken into consideration. The parameters of the truth and filter-model are chosen as in experiment 6.1. In the figures 6.20 and 6.21 at two different times the simulated and filtered velocities are shown. In the northern part of the model the velocities are reconstructed not very accurately since very few measurements are available in this area. However, as the waves propagate southwards more measurements become available and the reconstruction becomes more accurate.

In figure 6.22 the predictions of the water-level at Flushing are compared with the results of the truth-model. The experiment shows that the filter is capable of correcting an erroneous boundary condition and that it can identify the wave motion along the English coast using the water-level measurements that are available.

6.6 Experiment using field data

In this section we describe an application of the Kalman filter to field data gathered during the stormy period January 26, 1983 - February 2, 1983. The wind velocities and pressure fields have been computed by an atmospheric model of the K.N.M.I. The twelve tide gauges that have been used were shown in figure 6.5. The measurements were available each hour and are assumed to be taken at the nearest grid point of the model. At the open boundaries we prescribe the condition (6.33). Because of the linearity of the model the astronomical tide has been eliminated by means of harmonic analysis. The filter is only used to estimate and predict the meteorological effect that is superimposed on the astronomical tide.
Figure 6.20: Simulated (above) and filtered (below) velocities.
Figure 6.21: Simulated (above) and filtered (below) velocities.
We have assumed the standard deviation of the measurement noise to be: \( r = 0.03 \) m. The statistics of the system noise processes have been determined by studying the results of experiment 6.3. The values of \( \sigma^2 \) and \( \alpha \) are chosen such that the capability of the filter to reconstruct the water velocities that are created by a realistic wind input is as good as possible, yielding \( \sigma^2 = 100 \) and \( \alpha = 0.90 \). The system noise is introduced each measurement time.

The results of the three hours ahead predictions at a number of measurement stations during the period January 26, 00:00 - January 29, 23:00 are shown in figures 6.23 and 6.24. Here the predictions of the deterministic model without using the data and the filter predictions are compared with the observations. During this period two
Figure 6.23: Three hours ahead predictions at Lowestoft (above), Felixtowe (middle) and Southend (below).
Figure 6.24: Three hours ahead predictions at Dover (above), Hook of Holland (middle) and IJmuiden (below).
relatively small surges occurred. The six hours ahead predictions at Dover, Hook of Holland and IJmuiden can be found in figures 6.25 - 6.27. Here, since we are mainly interested in the predictions during high and low water, we also present the predictions with the astronomical tide included. Similar results, obtained during January 30, 00:00 - February 2, 23:00, are shown in figures 6.28 - 6.32. During this period one small surge and one extremely large surge occurred. To summarize the results we have computed – in tables 6.2 and 6.3 – the mean and standard deviation of the six hours ahead predictions at high and low water.

The results show that, although the deterministic model produces erroneous predictions, the filter is able to predict accurately. Here we note that by increasing the domain of the North Sea model or by using a more detailed, possibly non-linear model, the deterministic predictions can be improved. However, the largest errors of the deterministic model are caused by the erroneous meteorological input and as a consequence, no such model, linear or non-linear, would produce accurate results*. Of course, the filter results also depend on the meteorological input. However, the influence of an erroneous input on the predictions produced by the filter is limited. Only input errors inside the domain of dependence of the predictions degrade the

* This is no criticism of atmospheric models. Predicting meteorological conditions is extremely complicated due to the chaotic behaviour of the atmosphere.

---

<table>
<thead>
<tr>
<th>deterministic prediction</th>
<th>filter prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>standard deviation</td>
</tr>
<tr>
<td>Dover</td>
<td>-18 cm</td>
</tr>
<tr>
<td>Hook of Holland</td>
<td>-28 cm</td>
</tr>
<tr>
<td>IJmuiden</td>
<td>-20 cm</td>
</tr>
</tbody>
</table>

Table 6.2. Six hours ahead predictions during January 26 - January 29.

<table>
<thead>
<tr>
<th>deterministic predictions</th>
<th>filter prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>standard deviation</td>
</tr>
<tr>
<td>Dover</td>
<td>-16 cm</td>
</tr>
<tr>
<td>Hook of Holland</td>
<td>-24 cm</td>
</tr>
<tr>
<td>IJmuiden</td>
<td>-14 cm</td>
</tr>
</tbody>
</table>

Table 6.3. Six hours ahead predictions during January 30 - February 2.
Figure 6.25: Six hours ahead predictions at Dover.
Figure 6.26: Six hours ahead predictions at Hook of Holland.
Figure 6.27: Six hours ahead predictions at IJmuiden.
Figure 6.28: Three hours ahead predictions at Lowestoft (above), Felixtowe (middle) and Southend (below).
Figure 6.29: Three hours ahead predictions at Dover (above), Hook of Holland (middle) and IJmuiden (below).
Figure 6.30: Six hours ahead predictions at Dover.
Figure 6.31: Six hours ahead predictions at Hook of Holland.
Figure 6.32: Six hours ahead predictions at IJmuiden.
performance of the filter (see figure 6.33). The size of this domain depends on the prediction interval. By increasing this interval the influence of an erroneous meteorological input becomes more important.

To illustrate this discussion we have applied the deterministic model as well as the filter with a wind friction coefficient $\gamma = 2.5 \times 10^6$. In figure 6.34 and 6.35 respectively the three and six hours ahead predictions at Dover, Hook of Holland and IJmuiden during January 30, 00:00 - February 2, 23:00 are shown. These results should be compared with the predictions that are computed with $\gamma = 3.2 \times 10^6$ and that are presented in figures 6.28 - 6.32. While the difference between the two deterministic simulations at certain times is more than 30 cm, the predictions produced by the two filters differ maximal 8 cm for the three hours ahead predictions and 15 cm for the six hours ahead predictions.

Besides the erroneous meteorological input, prediction errors are caused by the fact that we have used a linear model and have neglected the non-linear interaction between tide and surge. However, as in the case of the erroneous meteorological input, only the non-linearities inside the domain of dependence of the predictions degrade filter performance. Unfortunately, the most important non-linear effects are introduced in the southern part of the North Sea and consequently, for the six hours predictions, inside the domain of dependence of these predictions. Therefore, we may expect that the filter predictions can be improved by the use of a non-linear model.
Figure 6.34: Three hours ahead predictions at Dover (above), Hook of Holland (middle) and IJmuiden (below) in case of an erroneous wind friction coefficient.
Figure 6.35: Six hours ahead predictions at Dover (above), Hook of Holland (middle) and Ijmuiden (below) in case of an erroneous wind friction coefficient.
6.7 Discussion

In this chapter a steady-state Kalman filter based on a two-dimensional model of the North Sea has been described. The deterministic model has been derived by discretising the linearized shallow water equations using a modified Sielecki scheme. By defining the system noise process on a coarse grid and in addition, by employing the Chandrasekhar-type algorithm, a computational attractive implementation of the filter is obtained. Furthermore, we have shown that the algorithm can be vectorized efficiently and that using a CDC CYBER 205 vector processor it is possible to combine the steady-state filter approach with very large deterministic models. Numerical difficulties can be avoided by carefully choosing the finite difference scheme, the boundary treatment and, most important, the system noise process.

The filter has been tested extensively using simulated data and field data. The results show excellent filter performance, especially if we take into account that the number of measurements available (as yet) has been very limited. With respect to the results of the deterministic model without using the water-level measurements available, the improvement obtained by filtering these measurements is substantial.

Since the deterministic North Sea model that has been developed in this chapter is linear, the non-linear interaction between tide and surge has not been taken into account. Therefore, to improve the predictions it is intended to combine the filter with the existing WAQUA system of Rijkswaterstaat for the deterministic computation of two-dimensional shallow water flow. When this general software package for two-dimensional shallow water flow identification becomes available, it will be easy to embed the very recently developed non-linear WAQUA model of the North Sea (Voogt 1985) in a Kalman filter. Since the depth of the North Sea is approximately 20-100 m and consequently, the non-linearities of the model are relatively small, we expect from the results shown in Sections 4.5 and 5.4 that the constant gain extended Kalman filter will produce results that are nearly optimal. Furthermore, since the grid of this non-linear model is very fine with respect to the grid of the atmospheric model and, consequently, of the system noise, we may expect that the introduction of the numerical viscosity to eliminate the short waves is not necessary.
7 Conclusions and recommendations

In this study two Kalman filters have been developed to predict water-levels along the Dutch coast. One approach is based on a non-linear one-dimensional model of the tidal movement. However, since the filter is able to estimate the uncertain parameter in this conceptual model using the measurements available, this model can be continuously adapted to changing circumstances. The filter is shown to produce satisfactory predictions during storm surge conditions. However, the prediction interval is limited since the one-dimensional approximation is only realistic for a small part of the southern North Sea.

Using the results of the one-dimensional approach, WAKFIL, a general software package for one-dimensional tidal filtering, has been developed. It is based on the IMPLIC system of Rijkswaterstaat for the deterministic description of one-dimensional tidal movement. Using WAKFIL it is possible to embed almost any existing IMPLIC model in a Kalman filter. Employing WAKFIL, the one-dimensional approach will be improved by using an existing, more detailed model of the Eastern Scheldt.

Although the WAKFIL system has been developed to predict water-levels in the Eastern Scheldt, it is applicable to a wide range of practical shallow water flow problems. It can be used for instance to predict water-levels in a river since in this case a one-dimensional representation of the water movement is quite adequate. Accurate predictions of the water-level along the Rhine and the Meuse in case of a river flood are of importance in taking precautionary actions to protect the dikes along these rivers.

Another application of WAKFIL is the calibration of one-dimensional models. The accepted practice is that the modeller adjusts the uncertain parameters by means of "trial and error" until the model produces results that resemble the available recorded data. This is a rather subjective process that takes up much time. Furthermore, due to changing topographic flow conditions, the parameters in the model will not be constant over a long period of time and consequently they will have to be adjusted regularly. By employing WAKFIL to estimate the uncertain parameters in the model the calibration process becomes very simple. Moreover, studying the time-dependent behaviour of these parameters may suggest improvements of the empirical parametrizations in the model.
The second Kalman filter approach developed in this study is based on a two-dimensional model of the entire North Sea. To obtain a computationally efficient implementation the Kalman filter is approximated by a time-invariant one. Using field data gathered during a stormy period, the filter has produced accurate predictions despite the fact that the results of the deterministic model without filter has been poor. It is shown that by using a vector processor the filter can be combined with large, possibly non-linear, two-dimensional models.

When a two-dimensional filter based on a large model is used on an operational basis the steady-state filter gain has to be computed on a vector processor. Once this filter gain is available the filter calculations that have to be performed on-line are very limited. Compared with the underlying deterministic model, the additional computational effort required to filter the measurements available and to improve the deterministic results is less than 10%. The additional on-line storage requirement is, say, 100%.

It is intended to combine the two-dimensional filter with the existing WAQUA system of Rijkswaterstaat for the deterministic description of two-dimensional shallow water flow. Since WAQUA is based on an alternating-direction-implicit scheme to approximate the shallow water equations (Stelling 1983) the filter approach will be modified by adopting this finite difference scheme. When this general system for two-dimensional shallow water flow identification becomes available it will be easy to combine the very recently developed WAQUA model of the North Sea (Voogt 1985) with a Kalman filter. Of course, in this case also many other existing WAQUA models can be embedded in a Kalman filter.

The water-level prediction in the Eastern Scheldt can be further improved by combining the one and two-dimensional approaches. The two-dimensional filter produces a realistic prediction of the global water movement in the North Sea, especially in case of spatially varying meteorological conditions. The predictions of the two-dimensional filter can then serve as the boundary conditions for a one-dimensional filter, in which more local effects are taken into account.

Still further investigations on the application of Kalman filtering to tidal prediction problems are required. Besides the improvement of the underlying deterministic models just described, a number of further studies can be recommended.

In the derivation of the filter equations it has been assumed that the system noise is white, i.e. uncorrelated in time. In practice this condition is not likely to be satisfied. Jazwinski (1970) describes a procedure to take into account an exponential autocorrelation of the system noise by augmenting the state vector with the noise components. The system noise is in this case said to be coloured. In case of the one-
dimensional filter, this procedure results in a new state vector that is approximately twice as large as the original one and consequently, an unacceptable increase of the computational effort would be required. However, in the two-dimensional case the introduction of coloured system noise increases the computing time and memory requirements very little. We may expect that by implementing this feature the accuracy of the predictions can be further improved.

In developing the two-dimensional filter attention has been concentrated on the estimation and prediction of the water movement. However, by introducing a small modification, the filter will be able to estimate the wind velocity as well. In this case the water-level observations available can be used to obtain information about the actual wind velocities above the North Sea.

One of the major problems of the application of Kalman filters is that the noise statistics have to be specified. This knowledge is very poor and therefore adaptive filters often have been employed (Jazwinski 1970). Using these filters the residuals are examined to establish whether or not they actually possess their theoretical statistical properties and, if not, the statistics of the noise processes are adopted. However, in our case these filters are not successful. Since the filter results are not very sensitive to the noise statistics, many residuals have to be analysed before a statistically significant conclusion can be drawn. Unfortunately, during stormy periods the conditions change rapidly and consequently the filter is not able to adapt the model in time. In fact, the storm is over before the filter is aware of the fact that there is something wrong with the covariance matrices of the noise processes. A more promising approach to adapt the noise processes to changing conditions would be to develop an empirical expression that describes the relation between the noise statistics and the wind velocity or another relevant parameter. Investigations should be carried out to gain insight into these relations.

Further investigation is also required to generalize the two-dimensional filter to the time-varying case. Such a filter would be important to exploit the knowledge about the time-dependent behaviour of the noise processes. Furthermore, if in future satellites are used to obtain water-level observations, the measurement locations will be time-dependent. Consequently, the steady-state filter developed in this study will have to be modified.
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Notations

All symbols are explained when they first appear in the text. The following list contains the more globally used symbols. In case of non-uniqueness of symbols, their meaning is clear from the text.

\[ h \quad = \quad \text{water-level} \]
\[ u, v, w \quad = \quad \text{water velocities in the } x, y \text{ and } z \text{-directions respectively} \]
\[ A \quad = \quad \text{amplitude} \]
\[ \phi \quad = \quad \text{phase} \]
\[ \omega \quad = \quad \text{frequency} \]
\[ D \quad = \quad \text{depth of the water} \]
\[ f \quad = \quad \text{Coriolis parameter} \]
\[ \lambda \quad = \quad \text{linear bottom friction coefficient} \]
\[ \mu \quad = \quad \text{non-linear bottom friction coefficient} \]
\[ V \quad = \quad \text{wind speed} \]
\[ \psi \quad = \quad \text{wind direction} \]
\[ \chi \quad = \quad \text{wind direction of maximum wind effect} \]
\[ v \quad = \quad \text{wind vector} \]
\[ q \quad = \quad \text{density of a fluid} \]
\[ q_a \quad = \quad \text{density of air} \]
\[ q_w \quad = \quad \text{density of water} \]
\[ p_a \quad = \quad \text{atmospheric pressure} \]
\[ g \quad = \quad \text{acceleration of gravity} \]
\[ s \quad = \quad \text{set up, internal wind effect} \]
\[ a \quad = \quad \text{coefficient} \]
\[ \eta \quad = \quad \text{reflection coefficient} \]
\[ \Phi \quad = \quad \text{system dynamics matrix} \]
\[ \Phi \quad = \quad \text{non-linear system} \]
\[ x \quad = \quad \text{deterministic state vector} \]
\[ n \quad = \quad \text{dimension of } x \]
\[ X \quad = \quad \text{stochastic state vector} \]
\[ B \quad = \quad \text{deterministic input matrix} \]
\[ W \quad = \quad \text{system noise} \]
\[ p \quad = \quad \text{dimension of } W \]
\[ Q \quad = \quad \text{system noise covariance matrix} \]
\[ Z \quad = \quad \text{measurement process} \]
\[ m \quad = \quad \text{dimension of } Z \]
\( M \) = measurement matrix
\( m \) = non-linear relation between state and measurements
\( V \) = measurement noise
\( R \) = measurement noise covariance matrix
\( \hat{X} \) = estimate of \( X \)
\( \hat{P} \) = covariance of the estimation error of \( \hat{X} \)
\( K \) = filter gain
\( \Psi \) = state transition matrix
\( \| \cdot \| \) = matrix norm
\( \Omega \) = domain
\( \Gamma \) = boundary of \( \Omega \)
\( \Delta t \) = time step
\( \Delta x, \Delta y \) = space steps
\( \tau, T \) = time intervals
\( c_1, c_2, \ldots \) = constants
\( i, j, k \) = integer indices corresponding to the x, y and time-dimensions respectively
\( j \) = imaginary unit
\( Cr \) = courant number
\( l \) = wave number
\( G(l) \) = amplification matrix
\( g(l) \) = eigenvalues of \( G(l) \)
\( \theta \) = weighting factor
\( \epsilon \) = small constant
\( \delta M \) = error in a matrix \( M \)
\( \Delta \) = constant such that \( \Delta^2 \ll \Delta \)
\( c \) = smoothing factor
\( \sigma^2 \) = variance of the system noise
\( \alpha \) = parameter that measures the spatial variability of the system noise
\( \Lambda \) = interpolation
\( \beta \) = parameter of the open boundary condition
In this study the theory of Kalman filtering has been employed to develop a new method for predicting water-levels along the Dutch coast. The combination of the standard Kalman filter with a non-linear tidal model of the entire North Sea is, from a computational point of view, not (yet) feasible. Therefore, in this investigation two different approaches have been developed. The first is based on the approximation of the tidal movement in the Dutch coastal area by a one-dimensional model. The two-dimensional effects due to the wind and the Coriolis force are taken into account by introducing some additional, empirical equations. The finite difference scheme and the system noise processes, introduced to describe the uncertainty associated with the model, are chosen such that numerical difficulties are avoided. Water-levels and velocities as well as the uncertain parameters in the model are estimated on-line by the Kalman filter. Since the model is continuously being adapted to the changing conditions, even this simple conceptual model gives satisfactory predictions. However, the time interval over which accurate predictions can be produced is limited because the one-dimensional approximation is only realistic for a small part of the southern North Sea.

To increase the prediction interval the second Kalman filter approach that is developed in this investigation is based on a two-dimensional model of the entire North Sea. The extension of the one-dimensional filter to two space dimensions does not give rise to conceptual problems but, as noted before, impose an unacceptably greater computational burden. In order to reduce this burden, the Kalman filter is approximated by a time-invariant one. In this case the time-consuming filter equations do not have to be computed over again as new measurements become available, but need only be solved once. Furthermore, by defining the system noise processes on a coarse grid and by employing a Chandrasekhar-type filter algorithm; a computationally attractive implementation of the filter is obtained. It is shown that the algorithm can be vectorized efficiently and that using a CDC CYBER 205 vector processor it is possible to combine the steady-state filter approach with very large models. Numerical difficulties can be avoided by carefully choosing the finite difference scheme, the boundary treatment and most important, the system noise processes.

The filter has been tested extensively using simulated data as well as field data. The results show excellent filter performance, especially if we take into account that the number of measurements available (as yet) has been very limited. With respect to the results of the deterministic model without using the water-levels measurements available, the improvement obtained by filtering these measurements is substantial.
Samenvatting

In dit onderzoek is een nieuwe methode, gebaseerd op Kalman filtering, ontwikkeld voor het voorspellen van waterstanden langs de Nederlandse kust. Het gebruik van het standaard Kalman filter in combinatie met een niet-lineair getijmodel van de gehele Noordzee is, door het zeer grote geheugen-gebruik en de lange rekentijden, (nog) niet mogelijk. Daarom zijn in deze studie twee verschillende aanpakken ontwikkeld. De eerste is gebaseerd op het beschrijven van de getijbeweging langs de Nederlandse kust met behulp van een één-dimensionaal model. Twee-dimensionale effecten ten gevolge van de wind en de Coriolis kracht zijn op empirische wijze gemodelleerd. Het eindige differentieschema en de systeemruis, geïntroduceerd om de onzekerheden in het model te beschrijven, zijn zo gekozen dat numerieke problemen geen belangrijke rol spelen. Zowel de waterstanden en -snelheden als de onzekere parameters in het model worden simultaan, on-line, door het Kalman filter geschat. Doordat het eenvoudige conceptuele model voortdurend wordt aangepast aan de zich wijzigende omstandigheden, produceert het bevredigende resultaten. Echter, de voorspeltermijn is beperkt omdat de één-dimensionale benadering alleen toegepast kan worden in een klein deel van de zuidelijke Noordzee.

Om de voorspeltermijn te vergroten is in deze studie tevens een Kalman filter methode gebaseerd op een twee-dimensionaal model van de gehele Noordzee ontwikkeld. De uitbreiding van het één-dimensionale filter naar twee dimensies is in principe eenvoudig, echter, zoals al eerder is opgemerkt, zou resulteren in onaanvaardbare rekentijden. Om deze rekentijden te reduceren, wordt het Kalman filter benaderd door een tijdsonafhankelijk filter. Hierdoor hoeven de filtervergelijkingen slechts éénmaal, off-line, te worden opgelost, en niet iedere keer als er een nieuwe meting beschikbaar komt. Verder is door de systeemruis te definiëren op een grof rooster en door een Chandrasekhar-type filter algoritme te gebruiken een efficiënte implementatie van het filter verkregen. Numerieke problemen kunnen worden voorkomen door het eindige differentieschema, de randbehandeling en vooral de systeemruis zorgvuldig te kiezen. Het algoritme is efficiënt gevektoriseerd en door gebruik te maken van een CDC CYBER 205 supercomputer kan het tijdsonafhankelijke filter worden gecombineerd met zeer grote modellen.

Het filter is uitgebreid getest door gebruik te maken van zowel gesimuleerde data als prototype data. De resultaten tonen aan dat het filter uitstekend functioneert, vooral als in aanmerking wordt genomen dat het aantal beschikbare meetstations (nog) gering is. Ook blijkt dat, in vergelijking met de resultaten van een deterministisch model dat geen gebruik maakt van de beschikbare waterstandsmetingen, de verbetering bereikt door deze metingen te filteren aanzienlijk is.
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