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Abstract—In this work we report on generating using simulated metabolite basis sets for the quantification of in vivo MRS signals, assuming that they have been acquired by using the PRESS pulse sequence. To that end we have employed the classes and functions of the GAMMA C++ library.

By using several versions of our PRESS-simulation program, we were able to study the single-voxel selection, required for detecting in vivo MRS signals. Furthermore, by introducing in one of the versions a modified spatial summation scheme, that comes down to crusher-gradient averaging, we could realize a decrease in computation time by about a factor of 256.

We have used four different simulated metabolite basis sets in the quantification of a real-world 3T human-brain 1H MRS signal. The best quantification is obtained, when including into the simulation program – as closely as possible – the related details of the PRESS-based single-voxel selection.

Index Terms—In vivo MRS, quantification, metabolite basis sets, PRESS simulation, GAMMA C++ library, single-voxel selection, crusher gradients, jMRUI QUEST.

I. INTRODUCTION

Recently we have reported on GammaPress [1], a custom plug-in for the jMRUI signal-analysis package [2] [3]. By using specific C++ classes and functions for carrying out the density matrix formalism, as provided by the GAMMA C++ library [4], the GammaPress plug-in enables the jMRUI user – via a Graphical User Interface (GUI) approach – to generate simulated metabolite basis sets for the quantification of in vivo Magnetic Resonance Spectroscopy (MRS) signals. To that end it is assumed, that the in vivo MRS signals, to be quantified, have been measured by means of the PRESS [5] pulse sequence and that the related experimental details are known.

In the work, presented here, we describe the results of generating metabolite basis sets with related standalone versions of the GAMMA-based PRESS-simulation program, just mentioned. That is to say, with GAMMA C++ code, not embedded in the Java-based structure of the jMRUI plug-in platform [2]. The reason is, that we have applied the simulated metabolite basis sets to the quantification of a real-world in vivo MRS signal, of which some specific details of the PRESS experiment, concerned, are not included in the – standard PRESS [6] addressing – GUI of GammaPress.

II. METHODS

A. Simulating PRESS-based in vivo MRS experiments

1) Main structure of the PRESS-simulation program: In its most basic form [5] the in vivo PRESS pulse sequence amounts to applying a 90° selective RF excitation pulse, followed by two 180° selective RF refocusing pulses. This scheme can be denoted by [7] \( 90^0 - \tau_1 - 180^0 - \tau_2 - 180^0 - \tau_2 - \text{Acq} \), where \( \tau_1 \) and \( \tau_2 \) are delay times, \( TE = 2(\tau_1 + \tau_2) \) is the echo time and Acq indicates MRS data acquisition.

![Figure 1. UML activity diagram of the PRESS-simulation program.](image)

To achieve a three-dimensional voxel selection, three orthogonal magnetic field gradients are applied in the presence of each of the selective RF pulses. At the end of the pulse...
sequence, a Free Induction Decay (FID)-like MRS signal is sampled, starting from the time, at which the second spin-echo signal reaches its maximum value.

In the code we have introduced a basic step-size for stepping through the dimensions, which we will denote here by $D_{xyz}$. By basic we mean that, due to the presence of the crusher gradients, the transverse magnetization changes its phase by an amount of $180^\circ$, when applying this step.

If $n_{crush}$ denotes the number of crusher gradients, $\gamma G_{crush}$ their strength (in Hz/cm) and $t_{crush}$ their length (in s), it can be derived \cite{8} \cite{9} that

$$D_{xyz} = \frac{1}{n_{crush}} \times \frac{1}{2\gamma G_{crush} t_{crush}}. \quad (1)$$

In our GAMMA C++ code the index upper-limit of, say, the for-loop for the z-dimension, is denoted by $N_z$. Furthermore, the corresponding step-size in z is chosen to be equal to $\frac{F_x}{N_z}$, where $F_x$ is the size of the FOV in the z-direction. By requiring, that this step-size is equal to the basic step-size, defined in Equation (1), it follows that the index upper-limit should be

$$N_z = 2F_x n_{crush} \times \gamma G_{crush} t_{crush}. \quad (2)$$

For our PRESS-based in vivo MRS experiment the equation parameters have values $F_x = 8$ cm, $n_{crush} = 4$, $\gamma G_{crush} = 10644$ Hz/cm (fixed percentage of maximum strength) and $t_{crush} = 0.00352$ s. Inserted into Equation (2) this gives $N_z \approx 2400$ (64 x 37.5). Furthermore, with $F_x = F_y$, this would require an $N_x \times 2400 \times 2400$ summation over the FOV. We have estimated for the local computers, concerned, that this would lead to unworkable long computational times, particularly for the metabolites with the larger spin systems. Therefore, we have introduced in the GAMMA C++ code a modified summation scheme, that is described in the next sub-subsection.

\begin{verbatim}
// ..... // FID=8 // Nx=1 Ny=64 // Nphase=2 // Nsubx=Nsuby=Nsubz=8 // Nx=1 Ny=Nz=64 // FOVz=8 // ..... // ..... // for (isubx=0; isubx<Nsubx; isubx++) { // ..... if (isubx==0) isubx=0; isubx++; } // for (iphase=0; iphase<Nphase; iphase++) { // ..... if (iphase==0) iphase=0; iphase++; } // ..... +=((double)ix/(double)Nx)*Fz(sys); // for (ix=0; ix<Nx; ix++) { // ..... // evolve_pulse2[iphase]= Soft_U(args); // refocusing pulse 2 // ..... // evolve_ip(sigma,U_crush); // crusher gradient // ..... // evolve_ip(sigma,U_pulse_2[iphase]); // water-suppression sequence } // end phase cycling // end loop // end loop // end loop
\end{verbatim}

Figure 3. GAMMA C++ related pseudo-code, showing a summation over locations in the FOV and over sub-locations for crusher-gradient averaging (see text). Also, phase cycling and water suppression is indicated.
3) Crusher-gradient averaging: In order to reduce the $N_x \times 2400 \times 2400$ summation, just mentioned, we have worked with a modified summation scheme, visualized — by means of pseudo-code— in Figure 3. It amounts to taking $N_x = 1$ and reducing the $2400 \times 2400$ summation to $64 \times 64$.

The first step can be defended by realizing, that the voxel selection in the x-direction is based on zero transverse magnetization outside of the bandwidth of the selective excitation pulse, whereas the voxel selection in the y- and z-direction is effectuated by using selective refocusing pulses, combined with crusher gradients for introducing phase dispersion.

The second step (reducing 2400 to 64), however, may lead to non-cancellation effects due to ineffective phase-dispersion. Therefore, we have introduced in the code an additional, inner, three-fold for-loop for summing over x-, y- and z-sublocations. These sub-locations have as step-size the basic step-size, defined in Equation (1).

Since in our PRESS-simulation program the major part of the computational time is used for calculating the RF pulses (see Table 2), the essence of the modified FOV summation scheme, described here, is that the (time-consuming) calculation of the RF pulses is carried out within the outer $1 \times 64 \times 64$ for-loop and the (less time-consuming) calculation of the crusher gradients and PRESS pulse sequence within the inner $N_{\text{subx}} \times N_{\text{suby}} \times N_{\text{subz}}$ for-loop. This approach comes down to crusher-gradient averaging.

Note in the pseudo-code of Figure 3, that we have included phase cycling and water suppression.

B. Details of the in vivo MRS scans

PRESS-based in vivo MRS scans were performed on a 3 Tesla GE whole body scanner (General Electric Medical Systems, Milwaukee, Wisconsin, USA) running the 15M4 software platform. A Medical Advances (Intermagnetics General Corporation, Milwaukee, Wisconsin, USA) RF quadrature transmit/receive coil was used with an inner diameter of 25 cm and a length of 20 cm. A scan session started with a T1 weighted anatomical scan by a three dimensional spoiled gradient echo sequence.

Two spectroscopy voxels $(2 \text{ ltr} \times 4.5 \text{ a/p} \times 2 \text{ sifi cm})$ were scanned in one session. One voxel was placed immediately superior to the ventricles, straddling the midline, in order to contain the largest proportion of GM possible, with the anterior edge of the voxel never exceeding the anterior portion of the genu of the corpus callosum. This resulted in inclusion mainly of the corpus callosum and ACC.

Another voxel was placed directly adjacent to the first, in the rFWM, adjusting its position in order to minimize the GM and CSF contribution and always remaining dorsal to the caudate nucleus.

III. RESULTS

A. Generating simulated metabolite basis sets

In order to be used in the quantification of a real-world in vivo MRS signal (see below), we have generated — with several versions of our PRESS-simulation program— four different metabolite basis sets.

Each basis set contains the contributions from the same metabolites, being choline (cho), creatine (cr), glutamate (glu), glutamine (gln), myo-inositol (myo), N-acetyl aspartate (naa) and scyllo-inositol (scyllo). They differ, however, in the shapes used for the RF pulses (General Electric (GE) or standard Sinc) and the crusher-gradients setup (modified or standard). Also, one basis set was generated, using ideal (hard) rectangular RF pulses. The four basis sets are denoted by GE_mod, GE_stand, Sinc_stand and Ideal, respectively.

Since the computational time of a density-matrix calculation strongly increases, when going to larger spin systems, we also have worked with the concept of separating moieties [10]. That is to say, the FIDs of the singlets and multiplets of the metabolites were calculated separately, leading to cho1, cho2, cr1, cr2, naa1 and naa2. In this notation the 1 indicates the singlet and the 2 the multiplet (apart from cr1 and cr2, which are both singlets).

In Table 1 the computational times are presented, that were needed to simulate the various parts of the metabolite basis sets. All calculations were done on the same Linux-based desktop-PC, having an Intel Core 2 Duo E8400 CPU. In order to improve the computational speed, both cores of the CPU were used by employing the pps Linux bash script [11].

Table 1: Computational times (hours:minutes:seconds) as a function of the number of metabolite spins (NS), as required for the simulations of the GE_mod, GE_stand, Sinc_stand and Ideal metabolite basis sets. The calculations were performed with an Intel Core 2 Duo E8400 CPU, using both CPU cores by means of the pps Linux bash script [11].

<table>
<thead>
<tr>
<th>NS</th>
<th>GE_mod</th>
<th>GE_stand</th>
<th>Sinc_stand</th>
<th>Ideal</th>
<th>Metabolites</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>87.21</td>
<td>3.96</td>
<td>55</td>
<td>1</td>
<td>cho1+cho2</td>
</tr>
<tr>
<td>4</td>
<td>1.23-06</td>
<td>10.25</td>
<td>1.37</td>
<td>1</td>
<td>cho</td>
</tr>
<tr>
<td>5</td>
<td>11.4344</td>
<td>1.3844</td>
<td>9.63</td>
<td>1.06</td>
<td>cho1+cho2</td>
</tr>
<tr>
<td>6</td>
<td>87.21</td>
<td>10.25-01</td>
<td>1.38</td>
<td>1</td>
<td>cho</td>
</tr>
</tbody>
</table>

# No pps used *< 0.02 seconds

In Table 2 the details of the computational times are presented. The were obtained by introducing – at several locations in the code— the gettimeofday () C++ function. Note that the time scale in this table is milliseconds whereas in Table 1 it is hours:minutes:seconds.

Table 2: Computational times (milliseconds) as a function of the number of metabolite spins (NS), as required for details of the simulations of the GE_mod, GE_stand, Sinc_stand and Ideal metabolite basis sets. Each row in the tables concerns the calculation for only a single location in the FOV (in the center of the voxel). Note in the table for GE_mod the presence of water suppression and an additional factor of 2 due to phase cycling.

<table>
<thead>
<tr>
<th>NS</th>
<th>Pulse Gibbs 2Pulses Gibbs 4Pulses Gibbs 6Pulses Gibbs WATER+PRESS</th>
<th>Rest</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

GE_mod

GE_stand

Sinc_stand

<table>
<thead>
<tr>
<th>NS</th>
<th>Pulse Gibbs 2Pulses Gibbs 4Pulses Gibbs WATER+PRESS</th>
<th>Rest</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>
the MRS signal by means of the jMRUI QUEST method \[2, 3\]. This method is particularly suited for working with basis sets of summed metabolite signals, assuming these signals have a Lorentzian decay (also a fixed Gaussian decay can be added in order to describe the Voigt line-shape).

Another important aspect of QUEST is, that a broad background signal in the in vivo MRS signal, to be quantified, can be separated from the metabolite contributions by applying a specific iterative fitting algorithm to the initial data-points.

In Figure 5 we compare the frequency-domain residues for the four metabolite basis sets. Although there are clear differences, it is difficult to judge the results only on the basis of these residues.

In the remaining part of this subsection the quantification results –i.e. the metabolite amplitudes– are presented (in Table 3). It should be noted, that the amplitudes have been normalized with respect to naa or naa1 (the latter being the most significant singlet), because the absolute values of the amplitudes cannot be obtained without a reference method.

Table 3: Metabolite amplitudes (normalized with respect to naa or naa1) of a 3T human-brain $^1$H MRS signal, as obtained by fitting – with jMRUI QUEST \[2, 3\] – four simulated metabolite basis sets, denoted by GE$_{mod}$, GE$_{stand}$, Sinc$_{stand}$ and Ideal, respectively (see text). CRLB stands for Cramér-Rao lower bound. The notations in the second and third row of the tables indicate QUEST options, related to enabling/disabling a common exponential decay (comdec) and/or a fitted background (back).

In Figure 4 the influence of the RF-pulse shapes and crusher-gradients setup on the quality of the voxel selection is demonstrated. This is done by displaying 3 two-dimensional plots of the spectrum of a simulated MRS signal, corresponding to a surrogate metabolite spin system with 5 uncoupled proton spins. In the simulations the Larmor frequency was set at 128.0 MHz (1 PPM = 128 Hz), the FID frequency offset at -4.65 PPM and the RF-pulses offset at 2.0 PPM \[4\]. It can be seen, that the GE$_{mod}$ setup yields by far the best voxel selection.

B. Viewing realized voxel selection

Figure 4. Influence of the RF-pulse shapes and crusher-gradients setup on the voxel selection. The figure displays the spectra of simulated FIDs of a surrogate metabolite, containing 5 uncoupled proton spins with the chemical shifts (in PPM) of cr2 (3.913), scyllo (3.34), cho1 (3.185), cr1 (3.027) and naa1 (2.008). In the simulations the Larmor frequency was set at 128.0 MHz (1 PPM = 128 Hz), the FID frequency offset at -4.65 PPM and the RF-pulses offset at 2.0 PPM. In vertical direction, the spectra are displayed as a function of the location in the FOV (64 y-locations with F$_{off}$ = 8 cm; the voxel-width in the y-dimension was set to be 4.5 cm). The results are shown for the GE$_{mod}$, GE$_{stand}$ and Sinc$_{stand}$ metabolite basis set, respectively.

C. Quantifying a real-world in vivo MRS signal

We have used the four metabolite basis sets, mentioned in the previous subsections, in the quantification of a 3T human-brain $^1$H MRS signal. To that end the basis sets were fitted to a simulated MRS signal, containing 5 uncoupled proton spins with the chemical shifts (in PPM) of cr2 (3.913), scyllo (3.34), cho1 (3.185), cr1 (3.027) and naa1 (2.008). In the simulations the Larmor frequency was set at 128.0 MHz (1 PPM = 128 Hz), the FID frequency offset at -4.65 PPM and the RF-pulses offset at 2.0 PPM. In vertical direction, the spectra are displayed as a function of the location in the FOV (64 y-locations with F$_{off}$ = 8 cm; the voxel-width in the y-dimension was set to be 4.5 cm). The results are shown for the GE$_{mod}$, GE$_{stand}$ and Sinc$_{stand}$ metabolite basis set, respectively.

1 This means, that the NMR components have spectral frequencies equal to $(\sigma_i - 4.65) \times 128$ Hz ($\sigma_i$ being (in PPM) the $^{13}$C chemical shift) and that a selected voxel is located symmetrically with respect to the center of the FOV for $\sigma = 2.65$ PPM (the region of naa2/glu/gln).
**IV. Discussion**

A. Concerning the computational times

1) Using multi-core CPUs: Seen in the light of the long computational times, presented in Table 1, it is clear that employing the multi-core technology (usually available today) of the local desktop-PC is of great importance. In our case we have done that by scheduling the standalone versions of the PRESS-simulation program via the **ppss** Linux bash script [11]. It that way a gain in computational speed by a factor of 2 was achieved.

In this context we like to mention, that we also have employed parallel processing on the desktop-PC by utilizing the java.util.concurrent package [12]. This Java package can be combined, when desired, with the Java Native Interface (JNI) approach [13].

2) Explaining computational times: When analyzing the computational times of the details in Table 2, it can be derived that

\[
\frac{t_{GE_{mod}}}{t_{GE_{stand}}} \approx \frac{t_{water}}{t_{pulses}} + N_{\text{phase}} \left( 1 + N_{\text{subloc}}^3 f_{\text{water}} \right) \cdot \frac{t_{\text{PRESS}}}{t_{\text{pulses}}},
\]

where \( t_{\text{water}} \) is the time for calculating the water-suppression pulses, \( t_{\text{pulses}} = t_{\text{exc}} + 2 t_{\text{puls}} \) the time for calculating the excitation pulse and the two refocusing pulses, \( N_{\text{phase}} \) the number of phase-cycling values (was set to 2) and \( N_{\text{subloc}} \) the index upper-limit of the inner for-loops for carrying out the basic step \( D_{\text{xyz}} \), defined in Equation (1) (was set to \( N_{\text{subl}} = N_{\text{sul}} = N_{\text{sulb}} = 8 \), as is shown in the pseudo-code of Figure 3).

Furthermore, a factor \( f_{\text{water}} \) has been introduced in Equation (3), which takes into account the elapsed time for evolving the water-suppression pulse sequence. It either equals to 1, when excluding water suppression, or – for the larger metabolite spin systems – varies from about 1.6 (cho2) to 1.9 (myo).

If we take from Table 2 the times for myo, we find from Equation (3) that \( t_{GE_{mod}} \approx 5.5 \ t_{GE_{stand}} \). This approximated result is in agreement with the corresponding total computational times, presented in Table 1.

Finally, when using the numerical result, just mentioned above, with the numerical result of Equation (2), we can conclude that the summation scheme for GE_mod has decreased the total computational time for myo by a factor of \( 37.5 \approx 256 \), when compared with the time, that would have been required for the (basic-step related) \( 1 \times 2400 \times 2400 \) summation.

B. Concerning the quantification results

1) The frequency-domain residues: The frequency-domain residues as a function of the four metabolite basis sets, displayed in Figure 5, provide not much insight into “which of the basis sets should be preferred”.

The residues at the locations of three of the largest singlets indicate, however, that the metabolite line shapes deviate from the fitted Lorentzian line shape. Concerning the residues at other frequency locations it is difficult to say, whether they are due to “incorrect simulation” of the metabolite signals, or to “excluding” other metabolites or background signals from the fitting process.

2) The metabolite amplitudes: When quantifying real-world in vivo MRS signals it always is difficult to judge, what are “the best values” for the metabolite amplitudes, concerned?

Also, when having measured only one MRS signal, the statistical errors of the amplitudes cannot be determined. They often are replaced by their (theoretical) Cramér-Rao lower bounds (CRLBs), as is shown – to indicate the order of magnitude – in the first subtable of Table 3 (the CRLBs of the other subtables are not shown, but they are comparable).

When analyzing in Table 3 the metabolite amplitudes as a function of the metabolite basis sets and/or jMRUI QUEST options, it is clear that their variations are much larger than the values of the CRLBs, shown in the first subtable. We think this is, because we are dealing with the semi-parametric model.

By that we mean, that in the field of in vivo MRS, usually no parametric model-components are available for exactly describing the metabolite line shapes, concerned (see also the line-shape remark in the previous sub-subsection).

In order to have some idea of “what the best amplitudes are”, we have introduced in Table 3 two root-mean-square deviations, called RMSD1 and RMSD2. The first one indicates the deviations from metabolite amplitudes, presented in a recent paper on 4T in vivo MRS of the human brain [10]. The second one indicates the deviations from the requirement, that the amplitudes of the separated moieties within a metabolite (i.e. within cho, cr or naa) are equal.

When taking into account both RMSDs, we have concluded, that the GE_mod basis set has yielded the best quantification results.

V. Summarizing remarks

Summarizing we like to make the following remarks:

- By utilizing the GAMMA C++ library, we have developed several versions of a computer program for simulating the in vivo PRESS pulse sequence.
- With these programs we have generated four different metabolite basis sets, so as to be used in the quantification of a PRESS-based in vivo MRS signal. The basis sets differ by varying the selective RF-pulse shapes and by varying the setup for simulating the effects of the crusher gradients.
- We have demonstrated that the computational times, needed for simulating the various metabolite basis-set
signals, can be reduced considerably by introducing the concept of crusher-gradient averaging.

- We have determined the amplitudes of seven metabolites in the \textit{in vivo} MRS signal, concerned. This was done with the \textsc{jMRUI} QUEST quantification program, using the four metabolite basis sets, mentioned above.
- It was found for this single quantification case, that the best results were obtained by working with the basis set, generated by including —as closely as possible— the details of the related \textit{in vivo} PRESS experiment.
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