Conductive response of a photo-excited sample in a radio-frequent driven resonance cavity
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An expression is derived for the perturbative response of a lumped resonance circuit to a sudden change in the circuit parameters. This expression is shown to describe also the photo-induced conductivity of a semiconductor mounted in a single-mode microwave cavity. The power dissipated in the cavity is measured in the two dimensions corresponding to time (after photo-excitation of the sample) and frequency (of the microwave driving source). Analysis of the experimental data for different semiconductor materials demonstrates the general applicability of the presented analytical expression here, by retrieving the time dependence of the sample’s photo-induced conductivity.


I. HISTORICAL INTRODUCTION

In 1946 Margenau calculated the complex conductivity as a function of gas pressure and frequency of the driving field. His expression interpolated existing expressions at two limits. In the limit of high frequency and low pressure the current induced in the ionized gas is in quadrature with the driving field: due to the inertia of free electrons their acceleration is in phase with the field, and their velocity (or current) lags the field by 90°. On the other hand, and at low frequency and high pressure the current is in phase with the driving field, as described by Langevin’s mobility formula. In frequency space the current \( J(\omega) \) is linearly related to the driving field \( E(\omega) \) as \( J(\omega) = \sigma(\omega)E(\omega) \), with \( \sigma \) the complex conductivity. When the current is in phase with the driving field the conductivity is real, causing absorption of microwaves by the gas due to collisions of electrons with gas molecules; when the current is in quadrature with the driving field the conductivity is imaginary, causing dispersion of the microwaves in the gas, i.e., a change in the index of refraction with respect to vacuum.

In the same year Margenau and co-workers reported their first results on the recovery of gas-filled switching tubes. These tubes made it possible to use the same antenna and transmission line for pulse radar transmission and reception. The major technological issue was the recovery of the discharge producing the radar pulse. If the same tube were to be used for the resonant detection of reflected radar pulses, the cavity should be restored to resonance as soon as possible after pulse emission. The authors achieved this goal by the use of electron-scavenging gases, such as oxygen, argon-pentene, and argon-H\(_2\)S mixtures. This work paved the way for time-resolved experiments using transients in microwave conductivity.

The first experimental setup of what today is known under the acronym TRMC, standing for time-resolved microwave conductivity, was published by Biondi and Brown in 1949. This setup was initially used to perform experiments in the gas phase. In the 1960s and 1970s, TRMC was first applied to solid-state inorganic semiconductor materials. In 1973 the technique was first applied to the charge carrier dynamics in liquid hydrocarbons, excited by a nanosecond pulse of highly energetic (several MeV) electrons. This technique has since then been used successfully for the study of several kinds of solids, such as ice, DNA, buckminsterfullerene, columnar stacked aggregates, and polymers. The study of conjugate polymers was boosted with the introduction of laser pulses as an ionizing source. TRMC is now being used routinely as a method to determine transient conductivities of a wide variety of materials, such as silicon-based composites for solar cells, compound semiconductors, columnar stacked molecular aggregates, bulk solids or thin films of conjugated polymers, and molecular wires in dilute solution.

The technique proves particularly useful for measuring charge separation, e.g., electron injection from a photo-excited dye molecule into nanocrystalline TiO\(_2\) from a CdS coating into mesoporous TiO\(_2\) and ZrO\(_2\) from P3HT into ZnMgO, and into PCBM, a Fullerene derivative of the C\(_{60}\) Buckyball.

The TRMC principle is based on the microwave reflectivity measurement of a resonant cavity containing the sample. When the sample is not excited, most of the microwaves are reflected from the resonant cavity, except at resonance. Due to the high quality factor of the resonant cavity, at resonance a large part of the incident microwave power is absorbed, even if the sample is hardly conductive. Due to excitation of the sample with a nanosecond laser pulse, or a MeV electron pulse, the sample exhibits transient conductivity. This conductivity changes the dielectric properties of the resonant cavity, which in turn changes the amount of reflected microwave power. From the measurement of the reflected microwave power it is possible to infer the two components of the frequency-dependent complex conductivity: the real component describes the change in absorption, and the imaginary component describes the change in dielectric constant.

There have been attempts to provide a theoretical framework taking into account the time dependence of the conductivity, triggered by the temporal behavior of samples with an imaginary component of the conductivity. However, a
complete and consistent time-dependent description has not yet been published to the best of our knowledge. Here, we present the theory of a lumped element circuit containing time-dependent elements. The theory will be validated with data from TRMC measurements.

II. RLC CIRCUIT WITH TIME-INDEPENDENT PARAMETER VALUES

A lumped element circuit is shown in Fig. 1. The symbols $R, L,$ and $C$ represent a resistor, inductor, and capacitor, respectively. The current source has an internal or source resistance, $R_s$. For a sinusoidal driving current $I_0 \sin \omega t$ the voltage across the circuit is determined by

$$CV(t) + \left(\frac{1}{R_s} + \frac{1}{R}\right)V(t) + \frac{1}{L} \int_{-\infty}^{t} dt' V(t') = I_0 \sin(\omega t).$$  

(1)

The driving frequency is denoted by $\omega$ and the time by $t$. For time-independent values of the circuit parameters, now labeled with a sub-index ($R_0, L_0,$ and $C_0$), the integral of Eq. (1) can be eliminated by taking the derivative to time

$$\dot{V}_0(t) + (\gamma_0 + \gamma_S)\dot{V}_0(t) + K_0 V_0(t) = \frac{\alpha I_0}{C_0} \cos(\omega t),$$

(2)

$$\gamma_0 = \frac{1}{R_0 C_0}; \quad \gamma_S = \frac{1}{R_S C_0}; \quad K_0 = \frac{1}{L_0 C_0}.$$ 

The solution to Eq. (2) reads

$$V_0(t) = \frac{\alpha I_0}{C_0} \text{Re}(\tilde{G}(\omega)e^{i\omega t}),$$

(3)

with $\tilde{G}(\omega)$ the frequency-resolved Green function

$$\tilde{G}(\omega) = \frac{1}{K_0 - \omega^2 + i\omega(\gamma_0 + \gamma_S)}.$$ 

(4)

The Green function has two poles, located in the upper half plane, at

$$\omega = i\bar{\gamma} \pm \Omega, \quad \text{with} \quad \Omega^2 = K_0 - \bar{\gamma}^2; \bar{\gamma} \equiv \frac{\gamma_0 + \gamma_S}{2}.$$ 

(5)

These poles will be used for the calculation of the pump-induced cycle-averaged power in the final section. The sign of $\Omega^2$ determines the behavior of the lumped circuit: overdamped (negative $\Omega^2$) versus underdamped (positive $\Omega^2$).

Note that in the underdamped case the oscillation frequency of the transient ($\Omega$) is lower than the resonance frequency ($\omega_{res} \equiv \sqrt{K_0}$). The steady-state cycle-averaged power $P_{0}^{\text{diss}}$ dissipated in the RLC circuit follows directly from Eqs. (3) and (4),

$$P_{0}^{\text{diss}} \equiv \frac{1}{T} \int_0^T dt V_0(t)[I_R(t) + I_L(t) + I_C(t)]$$

$$= \frac{1}{T} \int_0^T dt V_0(t) \left( I_0 \sin(\omega t) - \frac{V_0(t)}{R_s} \right)$$

$$= 4\alpha^2 \gamma_0 \gamma_S |P_{AV}|^2 \tilde{G}(\omega)^2.$$ 

(6)

Here, $T = 2\pi/\omega$ is the cycle period, and $I_R, I_L,$ and $I_C$ are the three currents flowing through the resistance, inductance, and capacitance, respectively. $P_{AV}$ represents the maximum available power from the source, and is given by

$$P_{AV} = \frac{I_0^2 R_s}{8}.$$ 

(7)

The dissipated power peaks at resonance $\sqrt{K_0}$ for all given values of the circuit resistances. For future reference the normalized reflected power at resonance is expressed in terms of the circuit resistances as follows:

$$\left.\frac{P_0}{P_{AV}}\right|_{\omega_0} = 1 - 4\frac{\gamma_0}{\gamma_S} \left(\gamma_0 + \gamma_S\right)^2.$$ 

(8)

Clearly, for $\gamma_0 = \gamma_S$ all available power from the source is dissipated in the cavity. The cavity is then said to be critically coupled to the waveguide. This coupling is used typically in electron spin resonance setups, in which the sensitivity is optimized for absorptive changes, and the signal is heterodyned by mixing in part of the source. However, this way of heterodyning is not capable of optimizing both absorptive and dielectric changes at the time.

Finally, the inverse quality factor of the loaded cavity is given by the ratio of the full width at half maximum (FWHM) of the dissipated power (Eq. (6)) and the resonance frequency $\omega_{res}$,

$$Q_{\text{loaded}}^{-1} \equiv \frac{\text{FWHM}}{\omega_{res}} = Q_{\text{sample}}^{-1} + Q_{\text{unloaded}}^{-1}$$

$$Q_{\text{sample}}^{-1} = \frac{\gamma_0}{\omega_{res}}, \quad Q_{\text{unloaded}}^{-1} = \frac{\gamma_S}{\omega_{res}}.$$ 

(9)

The two terms correspond to the inverse quality factors of the sample only ($\gamma_0$) and of the unloaded cavity ($\gamma_S$); the latter can again be decomposed into a component describing the heat loss due to field-sustaining currents in the cavity walls, and a component describing field leakage through the iris: $Q_{\text{unloaded}}^{-1} = Q_{\text{wall}}^{-1} + Q_{\text{iris}}^{-1}$. The source resistance $R_s$ accounts for both these components, implying the relation $\gamma_S^{-1} = \gamma_{wall}^{-1} + \gamma_{iris}^{-1}$. In the remainder of this paper, the contributions of wall and iris will always be lumped together in the single quantity $\gamma_S$.  

FIG. 1. Resonant RLC circuit driven by a current source with source impedance $R_s$.  

III. RLC CIRCUIT WITH TIME-DEPENDENT PARAMETER VALUES

For temporally varying circuit parameters the differential equation corresponding to Eq. (2) must be augmented with the temporal derivatives to those parameters,

\[ \ddot{V}(t) + [\gamma_S + \gamma(t)]\dot{V}(t) + [K(t) + \dot{\gamma}(t)]V(t) + \dot{K}(t) \int_{-\infty}^{t} dt' V(t') = \frac{\omega I_0}{C_0} \cos(\omega t). \tag{10} \]

Here, we used the definitions

\[ \gamma(t) = \frac{1}{R(t)C_0}; \quad \gamma_S = \frac{1}{R_0 C_0}; \quad K(t) = \frac{1}{L(t)C_0}. \tag{11} \]

Equation (10) accounts for changes in the resistor and inductor only. It is easily generalized to inclusion of changes in the capacitor, too, but for the present purpose it is general enough. For small changes of the circuit parameters, Eq. (10) can be linearized. To this end we introduce the following differential quantities:

\[ u(t) \equiv V(t) - V_0(t); \quad \delta \gamma(t) \equiv \gamma(t) - \gamma_0; \tag{12} \]

\[ \delta K(t) \equiv K(t) - K_0. \]

They satisfy the following differential equation

\[ [\dot{V}_0(t) + \ddot{u}(t)] + [\gamma_S + \gamma_0 + \delta \gamma(t)][V_0(t) + u(t)] + [K_0 + \delta K(t) + \dot{\gamma}(t)][V_0(t) + u(t)] + [K_0 + \delta K(t)][u(t)] + \dot{K}(t) \int_{-\infty}^{t} dt' [V_0(t') + u(t')] = \frac{\omega I_0}{C_0} \cos(\omega t). \tag{13} \]

The linearization is obtained by neglecting products of two differential quantities, such as, e.g., \( \delta \gamma(t)\dot{u}(t) \). Next we subtract Eq. (1) from Eq. (13). A second order differential equation for the differential voltage \( u(t) \) results

\[ \ddot{u}(t) + [\gamma_S + \gamma_0]\dot{u}(t) + K_0\dot{u}(t) = S(t) \]

\[ S(t) \equiv -\dot{V}_0(t)\delta \gamma(t) - V_0(t)[\delta K(t) + \dot{\gamma}(t)] \]

\[ -\delta \dot{K}(t) \int_{-\infty}^{t} dt' V_0(t'). \tag{14} \]

The source term \( S(t) \) depends on the steady-state solution \( V_0 \), as well as on the differential circuit parameters \( \delta \gamma(t), \delta K(t) \). The solution of Eq. (14) for the differential voltage \( u(t) \) is a temporal convolution of the Green function of Eq. (4) with the above source term \( S(t) \). In frequency space a temporal convolution becomes a simple product,

\[ u(t) = \int dt' G(t - t') S(t') \]

\[ \hat{u}(q) = \hat{G}(q)\hat{S}(q). \tag{15} \]

The functions labeled with a tilde are Fourier transforms of time-domain functions. Throughout this paper the following convention is used:

\[ \hat{f}(q) = \int dt e^{-iqt} f(t) \]

\[ f(t) = \frac{1}{2\pi} \int dq e^{iqt} \hat{f}(q). \tag{16} \]

IV. SOURCE TERM

In this section, the source term \( \hat{S}(q) \) will be calculated for a single-exponential time dependence of the differential circuit parameters; and subsequently, the differential cycle-averaged power will be derived. The differential circuit parameters are given by

\[ \delta \gamma(t) = \delta \gamma_0 \theta(t) e^{-\Gamma t} \]

\[ \delta K(t) = \delta K_0 \theta(t) e^{-\Gamma t}. \tag{17} \]

Here \( \Gamma \) represents the lifetime of the charge carrier causing the change of the circuit parameters, and \( \theta(t) \) stands for the Heaviside function. The source term reads

\[ -S(t) = [\dot{V}_0(t)\delta \gamma_0 + V_0(t)\delta K_0]\theta(t) e^{-\Gamma t} \]

\[ -\Gamma \left[ V_0(t)\delta \gamma_0 + \delta K_0 \int_{-\infty}^{t} dt' V_0(t') \right] \theta(t) e^{-\Gamma t} \]

\[ + \left[ V_0(t)\delta \gamma_0 + \delta K_0 \int_{-\infty}^{t} dt' V_0(t') \right] \theta(t). \tag{18} \]

In this paper, we only consider lifetimes much longer than the period of the driving field. Hence the second term may be neglected with respect to the first one. With this approximation the Fourier transform of the source term reads

\[ -\hat{S}(q) = \int_{0}^{\infty} dt \hat{V}_0(t)\delta \gamma_0 + \hat{V}_0(t)\delta K_0 e^{-(\Gamma + iq)t} \]

\[ + \left[ \hat{V}_0(0)\delta \gamma_0 + \delta K_0 \int_{-\infty}^{0} dt' \hat{V}_0(t') \right]. \tag{19} \]

It may be reduced to a single term using partial integration

\[ -\hat{S}(q) = (\Gamma + iq) \int_{0}^{\infty} dt \]

\[ \times \left[ \hat{V}_0(t)\delta \gamma_0 + \delta K_0 \int_{-\infty}^{t} dt' \hat{V}_0(t') \right] e^{-(\Gamma + iq)t}. \tag{20} \]

We now assume that the current source has been switched on in the infinite past, smoothly enough, for all transients to have disappeared at finite past times. The solution of Eq. (3) for the steady-state voltage is modified in the infinite past, \( V_0(t \rightarrow -\infty) = 0 \), without changing its form at finite times. The integral over the variable \( t' \) in Eq. (20) can then be done,
yielding
\[ \tilde{S}(q) = \frac{I_0}{2C_0} (\Gamma + iq)[\delta K_0 + i\omega\delta y_0] \frac{\tilde{G}(\omega)}{q - i\Gamma - \omega} - \{\tilde{\omega}) \] \tag{21}

The symbol \(-\{\tilde{\omega})\) stands for a negative repeat of the first term with replacement of the positive frequency argument by a negative one. From Eq. (21) one may verify the reality property of the source term, which in Fourier domain implies \(\tilde{S}^*(q) = \tilde{S}(-q^*)\). The Green function \(\tilde{G}(q)\) also satisfies this property, whence the differential voltage \(\tilde{u}(q)\), too (as a consequence of Eq. (15)).

V. CLOSED EXPRESSION FOR THE CYCLE-AVERAGED POWER

In the case of time-varying RLC values the cycle-averaged dissipated power varies with time, too, unlike in the time-independent case given in Eq. (6). The differential cycle-averaged power \(\Delta \tilde{P}_{\text{diss}}(t_n)\) is defined at discrete time intervals \(t_n\), with \(n\) an integer number
\[ \Delta \tilde{P}_{\text{diss}}(t_n) = \frac{1}{T} \int_{t_n-T/2}^{t_n+T/2} dt' \tilde{V}(t') I_{RLC}(t') \] \tag{22}

Assuming small changes of the circuit parameters the differential cycle-averaged power can again be approximated by neglecting terms with a product of two differential quantities,
\[ \Delta \tilde{P}_{\text{diss}}(t_n) = \frac{1}{T} \int_{t_n-T/2}^{t_n+T/2} dt' u(t') \left[ I_0 \sin(\omega t') - \frac{2}{R_S} \tilde{V}_0(t') \right]. \] \tag{23}

This equation differs not only in the appearance of the differential quantity \(u(t')\) instead of \(\tilde{V}_0(t')\), but also in a factor 2 with respect to the steady-state expression (6). For the above treated case of a mono-exponential decay at rate \(\Gamma\) of the circuit parameters the integration over time (Eq. (23)) can be performed analytically. Using Eqs. (3), (4), (15) and (21), one obtains the following expression for the differential average dissipated power:
\[ \Delta \tilde{P}_{\text{diss}}(t_n) = -\frac{I_0^2}{2\pi C_0 T} \times \Re \left\{ \psi \tilde{G}(\omega) \int dq \frac{\tilde{G}(q)}{q - i\Gamma - \omega} f(q)e^{i\psi(q)} \right\}, \] \tag{24}

where use has been made of the definitions
\[ f(q) \equiv (q - i\Gamma)(i\omega A + qB)^{-1}e^{i\psi(q)/\omega} - e^{-i\psi(q)/\omega}, \]
\[ \psi = \delta K_0 + i\omega\delta y_0, \]
\[ A \equiv 1 - 2\omega y_0 (y_0 + y_1) \tilde{G}(\omega)^2, \]
\[ B \equiv -2\omega y_0 (K_0 - \omega^2) \tilde{G}(\omega)^2. \] \tag{25}

In spite of the appearances, the function \(f(q)\) in Eq. (25) has no poles, because the numerator’s zeros exactly overlap with denominator’s (at \(q = \pm \omega\)). Hence the integral in Eq. (24) can be written as a sum of only two terms, corresponding to the pole couple \(q = \pm \omega + i\Gamma\) (due to the denominator in Eq. (24)) and \(q = \pm \omega + i\tilde{\gamma}\) (due to the Green’s function in Eq. (24), cf. Eqs. (4) and (5)),
\[ \begin{align*}
\Delta \tilde{P}_{\text{diss}}(t_n) & = \Delta \tilde{P}_{1\text{diss}}(t_n) + \Delta \tilde{P}_{2\text{diss}}(t_n) \\
\Delta \tilde{P}_{1\text{diss}}(t_n) & = \frac{I_0^2}{2\pi C_0} \omega \tilde{\gamma} e^{-\Gamma t_n} \\
& \times \Im [\psi \tilde{G}(\omega) \tilde{G}(\omega + i\Gamma) f(\omega + i\Gamma)] \\
\Delta \tilde{P}_{2\text{diss}}(t_n) & = \frac{I_0^2}{2\pi C_0} \omega \tilde{\gamma} e^{-\gamma t_n} \\
& \times \Im \left[ e^{i\psi(\omega)} \tilde{G}(\omega) - \frac{1}{2\Omega} \frac{1}{\Omega + i\gamma - i\Gamma - \omega} \right] \\
& \times f(\omega + i\gamma) \{\tilde{\Omega}\}. \tag{26}
\end{align*} \]

The terms \(\Delta \tilde{P}_{1\text{diss}}(t_n)\) and \(\Delta \tilde{P}_{2\text{diss}}(t_n)\) in Eq. (26) correspond to the steady-state solution and the transient, respectively. The steady-state solution \(\Delta \tilde{P}_{1\text{diss}}(t_n)\) is not oscillatory, because the exponential \(e^{i\omega t}\) in the residue of Eq. (24) equals unity for all times \(t_n\) (cf. Eq. (22)). The steady-state solution decays exponentially with the population decay rate of the charge carriers, \(\Gamma\). The transient term \(\Delta \tilde{P}_{2\text{diss}}(t_n)\) decays with a rate \(\gamma\) determined by the width of the resonance, and oscillates at the difference frequency \(\Omega - \omega\). This can be seen from the fact that the exponential functions \(e^{i\frac{\Omega}{\omega}}\) (discrete time variable) and \(e^{i(\Omega - \omega)t}\) (continuous time variable) both have a repetition period \(2\pi / |\Omega - \omega|\). It is a typical example of what is called aliasing: the frequency \(\Omega\) is probed with another frequency \(\omega\), resulting in a temporally discretized signal displaying the difference frequency \(\Omega - \omega\). The lowest frequency solution fitting the discretized signal is given by the following expressions:
\[ \begin{align*}
\Delta \tilde{P}_{1\text{diss}}(t) & = \frac{4}{\pi} P_{AV} \omega \gamma_{\gamma} \tilde{\gamma} e^{-\Gamma t} \\
& \times \Im [\psi \tilde{G}(\omega) \tilde{G}(\omega + i\Gamma) f(\omega + i\Gamma)] \\
\Delta \tilde{P}_{2\text{diss}}(t) & = \frac{4}{\pi} P_{AV} \omega \gamma_{\gamma} \tilde{\gamma} e^{-\gamma t} \\
& \times \Im \left[ e^{i(\Omega - \omega)t} \psi \tilde{G}(\omega) - \frac{f(\omega + i\gamma)}{2\Omega} \right] \\
& \times \frac{f(\omega + i\gamma) + \{\tilde{\Omega}\}}{\Omega - \omega + i(\gamma - \tilde{\gamma}) + \{\tilde{\Omega}\}}. \tag{27}
\end{align*} \]

For resonance cavities with a high quality factor the oscillatory behavior of \(\Delta \tilde{P}_{2\text{diss}}(t)\) shows up in the time traces recorded on both sides of the resonance frequency \(|\omega - \Omega| \geq \gamma\), while disappearing at resonance \((\omega \approx \Omega \approx \sqrt{K_0})\). The oscillatory behavior modulates the rise time as a function of driving frequency: the closer to resonance, the longer the rise time. This is in agreement with the physical picture that the electromagnetic field is longer lived at resonance; i.e., more
round trips of the field are needed at resonance to reach a new equilibrium.

The transient solution $\Delta P^\text{diss}(t)$ embodies the radical difference in short-time response of the cavity to changes in $\delta \gamma_0$ and $\delta K_0$. A change in $\delta K_0$ implies a change in the resonance frequency of the cavity. This change is experienced fully and immediately by the electric field in the resonance cavity, i.e., after only a single round trip. On the other hand, a change in $\delta \gamma_0$ is only experienced by the electric field after a number of round trips, equal to the quality factor of the resonance cavity.

In the limit of infinite lifetime ($\Gamma = 0$) the $\Delta P^\text{diss}(t)$ term in Eq. (27) reduces to the steady-state response of the cavity, as can be ascertained on comparing Eqs. (6) and (27). From Eq. (6) the differential power absorption can be calculated by taking partial derivatives to the circuit parameter $\gamma_0$ and $K_0$,

\[
\frac{\partial \bar{P}}{\partial \gamma_0} = 4\omega^2 \gamma_S P_{AV} \left( 1 + \frac{\gamma_0}{\partial \gamma_0} \right) |\tilde{G}(\omega)|^2
\]

\[
= 4\omega^2 \gamma_S P_{AV} (K_0 - \omega^2)^2 + \omega^2 (\gamma_0^2 - \gamma_0^2) |\tilde{G}(\omega)|^2.
\]

\[\frac{\partial \bar{P}}{\partial K_0} = -8\omega^2 \gamma_0 \gamma_S P_{AV} (K_0 - \omega^2) |\tilde{G}(\omega)|^4.
\]

On the other hand, from Eq. (26) one has for $\Gamma = 0$,

\[\Delta \bar{P}^\text{diss}(t) |_{\Gamma = 0} = \frac{4}{\pi} P_{AV} \omega \gamma_S \theta(t) \text{Im}[\psi \tilde{G}(\omega)f(\omega)]
\]

\[= 4 P_{AV} \omega \gamma_S \theta(t) \text{Im}[\psi \tilde{G}(\omega)(A - iB)],
\]

where use has been made of Eqs. (28) and (29), and of the limiting expression $f(\omega)|_{\Gamma = 0} = \pi(A - iB)$, which follows directly from the definition (25). From Eq. (28) through Eq. (30) one may obtain the following identity:

\[\Delta \bar{P}^\text{diss}(t) |_{\Gamma = 0} = \frac{\partial \bar{P}}{\partial \gamma_0} \delta \gamma_0 + \frac{\partial \bar{P}}{\partial K_0} \delta K_0
\]

\[\cdot \delta \gamma_0,
\]

thus confirming the term $\Delta \bar{P}^\text{diss}(t)$ in Eq. (27).

VI. COMPARISON WITH EXPERIMENTAL RESULTS

In order to illustrate the cavity response described by Eq. (27) we now proceed to comparing the calculated response with experimental data obtained by means of an experimental technique called TRMC.3–13

In this technique a waveguide is terminated by a resonant cavity. The unloaded cavity has a quality factor $Q_{\text{loaded}} = 500$. We use a resonance frequency in the X-band of $\omega_{\text{res}}/2\pi = 9$ GHz, hence $\gamma_0/2\pi = 18$ MHz. The loaded cavity has a slightly lower quality factor, usually around $Q_{\text{loaded}} = 400$, implying $\gamma_0/2\pi = 4.5$ MHz. Using Eq. (8), the fraction of reflected power at resonance then amounts to $P_{\text{refl}}/P_{AV} = 60\%$.

The loaded cavity contains the sample with unknown conductivity and dielectric constant. The sample’s conductivity and dielectric constant can be deduced by measuring the microwave power reflected from the cavity, $P_{\text{refl}} = P_{AV} - P_{\text{diss}}$, with and without sample in the cavity: the sample’s conductivity causes a reduction in the reflected power, and the sample’s dielectric constant causes a shift of the resonance frequency. The sample’s conductivity and dielectric constant are linearly related to the steady-state circuit parameters, $\gamma_0$ and $K_0$, respectively. The relation between these circuit parameters and the sample dielectric properties are given in Appendix B.

Once the sample’s conductivity and dielectric constant have been established, its response to photo-excitation can be measured. The data are displayed in two dimensions, as a function of (continuous) time, and of (discrete) frequency, in the form of the ratio $\Delta P^\text{refl}(t)/P^\text{refl}$, the fractional change in reflected power. The two-dimensional data allow for extraction of the dynamic parameters, $\delta \gamma_0$ and $\delta K_0$. These two parameters can again be converted to photo-induced changes in the sample’s conductivity and dielectric constant, respectively, using the expressions derived in Appendix B.

The samples were excited by a 3 ns pump pulse. Since the cavity rise time (18 ns) largely exceeds the duration of the pump pulse, there was no need to convolve the model calculations with the pump pulse.

A mixed signal containing both a real and an imaginary conductivity is presented in Fig. 2. The measurement corresponds to a thin film of CdSe nanocrystals (cf. Appendices A and B for preparation details). For the calculation two species were used with lifetimes of 10 and 30 ns. The longer lived species is of mixed character with $\delta K_0 = 2\omega_{\text{res}}\delta \gamma_0$. The shorter lived species only carries imaginary conductivity: that is to say, the charge carriers are either excitons or quasi-free charges on a small, bounded domain.

A purely imaginary conductivity is displayed by a dilute solution of CdSe nanocrystals, as shown in Fig. 3 (left). This is consistent with the fact that only excitons are created by the pump pulse. These excitons are confined to the nanocrystal in which they were created. The calculations (Fig. 3, right) reproduce the main features shown in the measured data on assuming a single species with purely imaginary conductivity and 40 ns lifetime. Like in the previous case (cf. Fig. 2) the experimental data show the presence of a longer lived component, which we did not include in the calculations for didactic reasons. A serious fit generally requires several exponential decay times for every species.
A predominantly real conductivity is displayed by the bulk crystal TiO$_2$, photo-excited above the bandgap, as shown in Fig. 4 (left). The slight asymmetry at long times (100 ns) betrays the presence of a long-lived imaginary component. The calculation was performed for a single species only, with a lifetime far exceeding the 100 ns window. This species is of mixed character with $\delta K_0 = \omega_{\text{exc}} \delta \gamma_0$. As mentioned in Sec. V, one may appreciate that for times below the cavity rise time, the change in the dielectric constant (related to $\delta K_0$) dominates the signal, leading to a shift of the resonance frequency. At times exceeding the cavity rise time, the change in the conductivity (related to $\delta \gamma_0$) dominates the signal, leading to increased dissipation. The mixed character of the species results in a sign change of the signal for driving frequencies beyond the resonance frequency, while the signal keeps positive throughout for driving frequencies below the resonance frequency. The negative lobe at high driving frequency lasts very short, corresponding to the cavity rise time. The similarity of the calculations with the experimental data can be improved (this was again not done for didactical reasons) upon adding a second species to the signal, of purely imaginary character, with a slow rate of ingrowth. Such a species does not affect the initial (below the cavity rise time) two-dimensional pattern, while contributing to the asymmetry of the pattern at long times (100 ns).

The above comparison of our model calculations with selected experimental data shows that Eq. (27) is able to provide a quantitative account of all the experimentally observed features. The model is useful for absorptive signals that are too weak to be measurable with an “open cell” (i.e., short circuited waveguide with unit quality factor). A resonance cell is necessary for measuring changes in the dielectric constant. A particularly interesting insight arising from the present model, is the following: for a single photo-excited species displaying a change in both conductivity and dielectric constant, the two-dimensional spectra show a transition from a predominantly dielectric (on short times) to a predominantly absorptive (at long times compared to the cavity rise time) characteristic (cf. the calculation for TiO$_2$ in Fig. 4). This is due to the fact that the absorptive response sets in slowly, on the time scale of the cavity rise time, while the dielectric response (the shift in resonance frequency) occurs instantaneously (after a single cavity round trip time of the microwave field). Though simple to grasp once realized, this effect has led to misinterpretations in the past: a spectrum like that in Fig. 4 would readily be interpreted as due to a short-lived excitonic component, and a longer-lived free charge, while in fact the two components have the same lifetime; worse, the data indicate the presence of a slowly growing, purely imaginary contribution.

We have presented a quantitative description of the transient behavior of semiconductors in a resonant cavity probed by microwave radiation. The price to pay for the resonant cavity is the long response time, but the advantages are a drastic improvement of the signal-to-noise ratio and the capability to distinguish dissipative from dielectric effects.
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APPENDIX A: SAMPLE PREPARATION

All experiments were carried under N$_2$ atmosphere and anhydrous solvents were used.

Film of CdSe nanocrystals (Fig. 2): CdSe nanocrystals with a 3 nm diameter were synthesized following the “green” recipe of Mekis et al. This synthesis resulted in nanocrystals stabilized by a combination of tri-n-octylphosphine oxide (TOPO), hexadecylamine, and n-tetradecylphosphonic acid ligand molecules. The nanocrystals were precipitated with methanol, filtered and dispersed in toluene. After repeating the latter procedure twice, the nanocrystals were dispersed in a 9:1 v/v chloroform/octane mixture. Films were prepared by drop-casting the nanocrystal dispersion on a quartz plate.

CdSe nanocrystal dispersion (Fig. 3): CdSe nanocrystals with a 10 nm diameter were synthesized following the synthesis in stearic acid of Yu et al. with some modifications. 8 g of TOPO were degassed in a Schlenk line at 180 °C. The solution was allowed to cool down to 130 °C and a dispersion of 0.276 g of Cd(Ac)$_2$ in 16 g of oleic acid (OA) was added to the TOPO. The mixture was kept at 130 °C until it became optically clear due to the formation of Cd(OA)$_2$. Next, the mixture was brought to 340 °C and a solution composed of 0.316 g of
Se in 12 mL of TOP was quickly injected under vigorous stirring, resulting in the formation of CdSe nanocrystals. Growth of the nanocrystals was carried out at 300 °C for 5 min. After cooling of the dispersion, the nanocrystals were precipitated with methanol, filtered and dispersed in toluene. The latter procedure was repeated twice and the nanocrystals were dispersed in hexane.

TiO$_2$ film (Fig. 4): 100 nm-thick anatase TiO$_2$ layers on quartz substrates were produced by Everest Coating, Delft, The Netherlands.

**APPENDIX B: RELATION BETWEEN THE SAMPLE’S DIELECTRIC CONSTANT AND THE LUMPED CIRCUIT PARAMETERS**

In waveguide theory, the dimensionless complex relative admittance $Y(z, \omega)$ is defined as the ratio between the space ($z$) and frequency ($\omega$) dependent magnetic ($H(z, \omega)$) and electric fields ($E(z, \omega)$) as follows:

$$Y(z, \omega) = \frac{\mu_0}{\varepsilon_0} \frac{H(z, \omega)}{E(z, \omega)},$$  \hspace{1cm} \text{(B1)}

with $n(\omega)$ the index of refraction, and $\mu_0$ and $\varepsilon_0$ the vacuum magnetic permeability and electric permittivity, respectively. The dimensionless complex reflection coefficient $\Gamma(z, \omega)$ is related to the relative admittance as

$$\Gamma(z, \omega) = \frac{1 - Y(z, \omega)}{1 + Y(z, \omega)}.$$  \hspace{1cm} \text{(B2)}

For a resonant cavity with length $d$ the ratio of reflected to incident power is given by the square modulus of the reflection coefficient,

$$\left| \frac{P_{\text{refl}}}{P_{\text{AV}}} \right|^2 = |\Gamma(d, \omega)|^2,$$  \hspace{1cm} \text{(B3)}

with the relative admittance equal to

$$Y(d, \omega) = \coth(ikd) - iB,$$  \hspace{1cm} \text{(B4)}

where $B$ characterizes the leak loss of the iris, and $k = k' + ik''$ represents the complex wave number. The relation of the real part of the wave number to frequency is given by the dispersion relation in the waveguide

$$k' \equiv \sqrt{\left(\frac{\omega}{c}\right)^2 - \left(\frac{\pi}{a}\right)^2},$$  \hspace{1cm} \text{(B5)}

where the term $(\pi/a)^2$ characterizes the lowest spatial mode in the waveguide of width $a$. The imaginary part of the wave number accounts for (i) heat loss of mode-sustaining currents in the cavity walls, and (ii) absorption of microwave radiation by the thin film under study,

$$k'' = k''_{\text{wall}} + k''_{\text{sample}}.$$  \hspace{1cm} \text{(B6)}

Comparison of Eq. (B3) with Eq. (6) yields the following identities:

$$\Delta k' = \frac{\gamma_S}{2c^2 \mu_0(k_0 + \gamma_S)} \Delta k_0.$$  \hspace{1cm} \text{(B7)}

$$\Delta k'' = \frac{\omega_{\text{res}}}{2c^2 \mu_0} \Delta \gamma_0.$$  \hspace{1cm} \text{(B8)}

These identities apply in the case of high quality factors, i.e., assuming a Lorentzian profile of the dissipated power as a function of driving frequency.

In a standard measurement procedure one starts by recording the power dip $P_{\text{refl}}(\omega)$, which determines the resonance frequency $\omega_{\text{res}}$ and the RLC parameters $\gamma_0$ and $\gamma_S$. Next, the photo-excited 2D spectra are taken, yielding the fit parameters $\Delta \gamma_0$ and $\Delta k_0$ for every lifetime component $\Gamma$, by means of Eq. (27). Using Eqs. (B7) and (B8), these fit parameters can be transformed into changes in complex wave number $\Delta k'$, $\Delta k''$. The changes in complex dielectric constant then follow from the relations

$$\Delta \varepsilon'_i = 2\left(\frac{\gamma_0}{\omega}\right)^2(k'\Delta k' - k''\Delta k''),$$  \hspace{1cm} \text{(B9)}

$$\Delta \varepsilon''_i = 2\left(\frac{\gamma_0}{\omega}\right)^2(k'\Delta k'' + k''\Delta k').$$  \hspace{1cm} \text{(B9)}

Equation (B9) applies for a gaseous sample, homogeneously filling the cavity. In the case of thin film samples these expressions should be adapted to account for film thickness and dielectric constant.
