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Abstract

Non-photochemical laser-induced nucleation (NPLIN) is a process where a crystalline phase is formed out of solution by exposure to a laser beam. In NPLIN, the nucleation probability is strongly dependent on the beam intensity and weakly dependent on the wavelength. NPLIN offers a feasible alternative to energy-intensive industrial crystallisation methods. Although several mechanisms have been proposed, little is known about NPLIN at the molecular level. Some theories suggest that nucleation rates are enhanced through the heating of nanoparticles by absorption of electromagnetic energy. In this work, molecular dynamics simulations are performed on the clustering of ions in the vicinity of a heated nanoparticle in an aqueous supersaturated KCl solution. The spherical symmetry of a spherical nanoparticle in solution is exploited by modelling a laterally periodic water column of an initial length of 500 Å enclosed between a planar Fe$_3$O$_4$ nanoparticle surface and a graphene layer acting as a piston. A cavitation bubble is formed after nanoparticle heating, leading to an increase of clustered ions according to a bond order criterion. Because the clusters satisfy $\Delta G < 0$ for locally valid $NPT$ ensembles, crystallisation is predicted by the mechanism for experimental systems. The results corroborate concentration based NPLIN mechanisms as the clustering is visibly induced by local solute evaporation. Pressure based mechanisms appear ineffective because no effects of pressure waves are observed. Thermostatting the graphene layer does not yield observable dissipation of the thermal energy generated through the nanoparticle heating and at the ion clustering sites, obstructing completion of the cavitation cycle at a feasible simulation duration. It is suggested to repeat the simulations using a system in the shape of a cone and a piston of higher transverse thermal conductivity.
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Introduction

1.1. Relevance
Crystallisation is a process defined as the formation of a solid where the constituent atoms or molecules move into a highly organised structure known as a crystal [3]. Crystallisation is an ubiquitous method in chemical engineering, involving large amounts of energy and waste per amount of product [4]. Crystallisation is employed at large scales in chemical industries, where the crystallisation is often initiated by evaporation of the solvent or cooling of the solution.

Crystallisation occurs in two steps. The first step is nucleation, where a distinct solid phase is formed out of constituent particles. The second step is crystal growth, where the formed nuclei increase in size through accretion of new particles. Nucleation can be further divided into primary nucleation, being the formation of the first nuclei, and secondary nucleation, which is the growth of existing nuclei into observable crystals. Primary nucleation is denoted as heterogeneous when formed due to a phase distinct from the solution, or homogeneous without any influence of the distinct phase.

In 1996, Garett et al. discovered that exposing supersaturated solutions to a laser beam could decrease the crystallisation induction times by $O(10^6)$ [5, 6]. The effect was coined non-photochemical laser-induced nucleation (NPLIN). Because of a strong dependence on intensity and weak dependence on wavelength found in the experiments, it is likely that NPLIN is distinct from photochemical laser-induced nucleation, which relies on the quantisation of electron excitations [7]. NPLIN appears to induce primary nucleation and it proposes a fast and energy efficient alternative to current crystallisation methods [8].

In the literature, several mechanisms have been described to explain the phenomena of NPLIN [8, 9]. These mechanisms can be divided into three types, dependent on how the laser beam can interact with the sample. As the laser beam is an electromagnetic wave, it can interact through the material through i) its magnetic field, ii) its electric field and iii) absorption of electromagnetic energy. As most studied systems are hardly affected by magnetic fields, no conventional NPLIN mechanisms rely on effects solely based on the magnetic field [8]. By contrast, a fair share of the mechanisms are based on interactions between the electric field and the material. Moreover, it has been found that migration of particles due to a static electric field yields insignificant increases in nucleation rates for systems prone to NPLIN [10]. Therefore, mechanisms based on the electric field generally address the change in relative stability of phases during exposure to the laser beam [9]. In the theories based on the absorption of electromagnetic energy, it is noted that significant amounts of energy are absorbed by nanoparticles in the solution [11], which may explain the weak wavelength dependence and the strong intensity dependence. The nanoparticle based mechanisms can be investigated by modelling and simulating a system containing a nanoparticle and a solution containing particle types which have been crystallised experimentally using NPLIN.

1.2. Crystallisation thermodynamics and NPLIN
In classical nucleation theory (CNT), the Gibbs energy $\Delta G$ of the formation of a crystal for homogeneous nucleation is given as:

$$\Delta G = A\sigma + V\rho\Delta\mu,$$  \hspace{1cm} (1.1)
where $A$ is the interface area of the formed nucleus, $\sigma$ is the interfacial tension, $V$ is the volume of the formed crystal, $\rho$ is the particle density in the crystal and $\Delta \mu = \mu_s - \mu_l$ is the change of chemical potential from the liquid to the solid phase. Additionally, $\Delta \mu$ may be regarded as the driving term, invoking formation of crystals from solution. Due to a low surface to volume ratio, it is often assumed that the particles will obtain a spherical shape, such that $\Delta G$ becomes

$$\Delta G(r) = 4\pi r^2 \sigma + \frac{4}{3} \pi r^3 \rho \Delta \mu.$$  \hspace{1cm} (1.2)

By taking the derivative in Equation 1.2 and equating it to 0, the maximum in the Gibbs energy is found at the critical radius $r_c$:

$$r_c = \frac{2\sigma}{\rho \Delta \mu},$$  \hspace{1cm} (1.3)

from which it follows that primary nuclei will form with a radius $r \geq r_c$. In this paper, ion clusters of a geometry having $\Delta G(r > r_c)$ will be denoted as subcritical and of a geometry having $\Delta G(r < r_c)$ will be denoted as supercritical. The dependence of $\sigma$ and $\Delta \mu$ on the solution temperature and concentration give rise to phase diagrams for particular solutes, as displayed in Figure 1.1.

Moreover, the nucleation rate according to CNT is predicted as [12]:

$$k = N_S Z_f \exp \left( \frac{-\Delta G(r_c)}{k_B T} \right)$$  \hspace{1cm} (1.4)

where $N_S$ is the number of nucleation sites, $Z_f$ is the Zeldovich factor, i.e. the probability that a cluster at the critical radius will crystallise for a given rate of matter flux $j$, $k_B$ is the Boltzmann constant and $T$ is the temperature.

It has been shown experimentally that the laser intensity threshold for nucleation of $I_{nuc} = 5.2 \text{ MW/(cm)}^2$ for various salts is remarkably close to the intensity threshold of $I_{cav} = 5.4 \text{ MW/(cm)}^2$ for the generation of so-called cavitation bubbles [11]. A cavitation bubble is a transient local vapour bubble within a liquid and can be caused by rapid changes in pressure or temperature [13]. In recent research, the formation of crystals in presence of laser-induced cavitation bubbles have been reported [14]. However, it is unknown where and when the nucleation occurs with respect to the cavitation bubbles.

Recently, some researchers have embarked on employing molecular dynamics (MD) to simulate certain mechanisms and processes relevant to NPLIN [15–17]. MD is a numerical simulation method for studying the physical movements of molecules and will be further explained in Chapter 2. Sindt et al. [15] have performed a molecular dynamics study on rapidly heating a diamond-like nanoparticle in a KCl solution. There, it is shown that heating a nanoparticle from an initial temperature of $T_i = 298$ K to several thousands of Kelvin leads to the clustering and structuring of $K^+$ and $Cl^-$ ions using distance-based and order-based criteria, showing that nanoparticle based mechanisms are plausible at the molecular scale. However, detailed
study of the results show that certain improvements can be made. First, the nanoparticle in the paper is heated instantaneously, disregarding any equilibration time of the carbon molecules. Second, the simulations involve a carbon nanoparticle, whereas experimental work has shown that iron oxides and phosphates are the main impurities [11]. Third, the majority of the simulation time is performed in an $NPH$ (particle-pressure-enthalphy) ensemble. As a consequence, the cubic box size increases during the simulation, thereby affecting the potential energies of the molecular configurations. Lastly, if it is assumed that the observed effects are radially symmetric, improvements in the computation times can be achieved by setting up parallel to the normal vector of the nanoparticle surface.

1.3. Molecular modelling of fluids

The conduct of science can be divided conceptually into three parts: theorising, experimentation and simulation [18]. Often, the objective of experiments and simulations is to validate models and hypotheses which have been theorised [19]. Moreover, some dangerous experiments can be simulated, providing a safe alternative. In this work, simulations are conducted on an NPLIN mechanism at the molecular level to obtain an understanding of macroscopic phenomena. The incentive is to clarify the workings at the nanoscale and to evaluate certain proposed NPLIN mechanisms. If the interpretation of the given mechanism proves reliable, the model provides a basis for simulations with different geometries, experimental conditions and solutes.

Figure 1.2 shows a conceptualisation of the simulation of liquids. The steps following the modelling of liquids will be followed in this paper. Specifically, a solution of KCl in water will be considered as the liquid as there is a large amount of literature available on NPLIN studies for KCl. A model for this system and its relation to the cavity mechanism will be provided in Chapter 2. From there, the main focus will be to perform computer simulations, while constructing approximate theories to obtain theoretical predictions. The results of the model can then be compared to the predictions and the experimental results. The results may serve as the basis for future theorising, experimentation and simulation.

1.4. Research question

Given the current knowledge on the mechanisms of NPLIN at the molecular scale, the central research question of this paper is formulated as follows: Which of the NPLIN mechanisms agree with the clustering of ions as potentially observed in MD simulations of KCl dissolved in water in the vicinity of a heated nanoparticle? This central question should be answered by completing the following objectives:

- A model of a nanoparticle in a KCl electrolyte solution should be developed. Assumptions and approximations should be considered in view of the limited computational resources.
- The model should be used to perform molecular dynamics simulations of a KCl solution along the cavitation bubble cycle based on the heating of a nanoparticle.
- The concentration and temperature of the electrolytes should be checked as a function of position and time. In particular, it should be investigated when and where the electrolytes aggregate into clusters larger than the critical size as predicted by CNT.
This chapter contains the theory which is considered relevant for subsequent chapters of this paper. Section 2.1 provides an overview of relevant notions and observations in the debate of NPLIN. In Section 2.2, some important experimental observations are discussed. In Section 2.3, four proposed mechanisms of NPLIN will be discussed. The so-called cavity-induced concentration-enhanced nucleation (CICEN) mechanism will be discussed in most detail, as it is arguably the most relevant mechanism for the simulations of this paper. The simulation method of molecular dynamics (MD) and its algorithms will be discussed in Section 2.4. Two anticipated consequences of the geometry of the model are discussed in Section 2.5.

2.1. Terminology
Given a concentration as \( c \) in mass per volume or moles per volume and \( c_s(T) \) as the solubility at a given temperature \( T \), the supersaturation \( S(T) \) is defined as

\[
S(T) = \frac{c(T)}{c_s(T)}.
\]

Typically, \( S(T) \in [1,1.10] \) for NPLIN experiments. Moreover, \( S(T) \) can be regarded as a driving term for nucleation, as in the absence of pressure difference, it can be derived that [21]:

\[
\Delta \mu \approx -k_B T \ln(S),
\]

where \( k_B \) is the Boltzmann constant. With respect to Figure 1.1, \( S(T) \) can give a direct impression of the stability of experimental samples. According to CNT, the nucleation rate \( k \) should scale linearly with \( S(T) \) as \( k \) scales exponentially with \( \Delta \mu \).

A unique aspect of NPLIN is that it sometimes allows for control over the morphology during crystallisation [22]. Polymorphism is the ability of a solid to exist in more than a single crystalline structure. Glycine has been studied thoroughly because it was conjectured that the fractions of \( \alpha \) and \( \gamma \) polymorphs could be controlled through experimental conditions [8]. Initially, it was proposed that the obtained polymorph was influenced by the polarisation of the laser light, which was coined polarisation switching [5]. In subsequent years, polarisation switching has not been reproduced successfully [23, 24]. Moreover, it is suggested from recent results that the morphology of the obtained crystal is dependent on \( S(T) \) [22].

2.2. Experimental observations
In recent years, many experiments have been performed with respect to so-called impurities. As any cavitation bubbles are generated by heating these nanoparticles, these particles are indispensable for mechanisms based on absorption of electromagnetic energy. by contrast, such particles are not required in theories based on the electric component of the laser [8]. Therefore, experimenting with varying amounts of nanoparticles allows for evaluating the relevance of the two types of mechanisms. Upon using ultrapure water having a resistivity of \( \rho = 18.2 \text{ M}\Omega \cdot \text{cm} \) and precleaned vials, mass spectrometry of dry mass shows that the reported impurity amounts correlate strongly with the residues reported on sample containers of the solutes of NPLIN samples [11]. Moreover, phosphates and iron oxides such as \( \text{Fe}_2\text{O}_3 \) (hematite) are common predominant
contaminants in terms of mass. Javid et al. [25] have shown that nanofiltration of glycine samples suppresses nucleation attributed to the laser by nearly an order of magnitude and leaving the spontaneous nucleation rates unaltered.

The laser intensity at the nucleation site strongly determines what effects are observed [9]. At high intensities near $I_{\text{break}}$ of $O(100 \text{ MW}/(\text{cm})^2)$, the electromagnetic field can excite electrons from solid or fluid molecules, known as optical breakdown [26]. Such ionisation may be regarded as indirect photochemical laser-induced nucleation (PLIN). PLIN offers lower levels of spatiotemporal and morphologic control. At intensities below $I_{\text{nuc}} = 5.2 \text{ MW}/(\text{cm})^2$ for various alkali halides [11], no increased nucleation rates are observed. Consequently, there remains an experimental intensity range between $I_{\text{nuc}}$ and $I_{\text{break}}$.

2.3. NPLIN mechanisms

The first two methods of this section are based on the electric field of the laser and the latter two methods are based on nanoparticle heating through absorption of electromagnetic energy by a nanoparticle, leading to the formation of a cavitation bubble. As mentioned by van Waas [2], it is possible that observed phenomena are caused by an interplay of different mechanisms.

2.3.1. Optical Kerr effect

The optical Kerr effect (OKE) is based on the interaction between the laser electric field component and any anisotropic polarisation of molecules, such as glycine. Specifically, the polarisation should align the static polarisation of the molecules with the polarisation of the electric field, thus changing the orientation of the crystalline arrangement. As experiments were performed with different light polarisations, it was conjectured initially that different crystal morphologies could be observed through alignment between light polarisation and anisotropic polarisation [27]. In what is commonly known is the OKE in physics, the laser irradiance locally alters the refractive index of the material dependent on the polarisation of light [28]. The NPLIN OKE is analogous to the physical OKE because it aligns the molecules through their static dipoles along certain order parameters given as [29]:

$$K_i = \frac{1}{3} + \frac{\beta_i \Delta a E^2}{k_B T}, \quad (2.3)$$

where $i \in \{x, y, z\}$ denotes a Cartesian dimension in the laboratory frame, $\beta_i \in [0, 1]$ is a coefficient dependent on the geometry and $\Delta a$ is the difference in molecular polarisation between the axis of the light polarisation and the axis which is perpendicular to both the axis of light polarisation and the wave vector. Taking glycine parameters as an example, $\Delta a \approx 2 \cdot 10^{-40} \text{ F m}$ and a commonly used NPLIN laser intensity of $E = 3 \cdot 10^7 \text{ V m}^{-1}$ [9] it is found that $\Delta a E^2 = 2 \cdot 10^{-3} k_B T$. Consequently, molecular orientations of glycine should marginally deviate from the unexposed orientations. Moreover, Knott et al. [30] have shown through Monte Carlo simulations that the energy contributions are unlikely to have any effect on the crystallisation rates. Therefore, it is unlikely that OKE is the sole mechanism for explaining NPLIN phenomena.

Notably, the OKE will not play any role for the simulations in this paper because the $K^+$ and $Cl^-$ ions are not anisotropically polarised.

2.3.2. Dielectric polarisation

The electric field component can interact with molecules regardless of any static polarisation through dielectric polarisation (DP). According to DP, the oscillating electric field induces a transient polarisation in the molecules. In particular, the electric field adjusts the relative stability of the crystalline arrangement because its dielectric permittivity $\varepsilon_p$ differs from the dielectric permittivity of the solution $\varepsilon_s$. Alexander and Camp [9] have derived an expression of the nucleation probability $p$ as a function of $I$. In presence of a laser beam of intensity $I$, $\Delta G$ becomes

$$\Delta G = A \sigma + V \left( \rho \Delta \mu - \varepsilon^* I \right), \quad (2.4)$$

where $\varepsilon^*$ is an effective permittivity given as

$$\varepsilon^* = \frac{3 \varepsilon_s (\varepsilon_p - \varepsilon_s)}{\varepsilon (\varepsilon_p + 2 \varepsilon_s)}, \quad (2.5)$$
where \( c = 1/\sqrt{\mu \varepsilon} \) is the speed of light in the medium of magnetic permeability \( \mu \) and dielectric permittivity \( \varepsilon \). Therefore, the electric field adds an a driving term to the nucleation. The expression for the nucleation probability based on \( I \) and a lability coefficient now becomes [9]:

\[
p_{\text{nucleation}} = 1 - e^{-mI}.
\] (2.6)

Under the postulate that the \( I \) can be replaced with an effective intensity, \( I_{\text{eff}} = I - I_{\text{thresh}} \), the expression in Equation 2.6 accurately predicts the nucleation probability for a variety of alkali halides, as seen in Figure 2.1.

Figure 2.1: The probability of nucleation plotted against the product of the lability coefficient \( m \) and the intensity above the nucleation threshold intensity \( I - I_{\text{threshold}} \) for different wavelengths and alkali halides at \( S(296K) = 1.06 \). Image taken from Alexander & Camp [9].

The derivation leading to Equation 2.6 is based on the assumption that the nucleation in a collection of vials follows a Poisson distribution with \( N_{\text{cryst}} \) the number of viable crystals over all the samples, such that \( p_0 = e^{-N_{\text{cryst}}} \) is the probability that no crystals are observed. Notably, \( \sigma \) is the only fitted parameter for any alkali halide in Figure 2.1, which is still within an interval of wide range of values found in the literature [31].

In some NPLIN experiments, the nucleation is induced using a pulsed laser rather than a continuous laser beam [8]. If it is assumed that the DP clustering should occur during the laser pulse, a minimum pulse duration \( \Delta t_{\text{min}} \) may be derived. Subsequently, \( \Delta t_{\text{min}} \) may be compared to pulse durations employed in experiments. If the experimental duration is shorter, there is insufficient time for a crystal to form during the pulse. A minimum pulse duration of \( \Delta t_p = 10^2 \) ps has been derived for KCl crystals [2]. However, the derivation of this pulse duration is only valid for a homogeneous distribution of solutes before exposure. Although such a distribution is predicted by CNT, many other nucleation theories rely on a distribution of subcritical clusters before exposure [32]. Consequently, only experimental results with pulse durations longer than \( \Delta t_p \) can be explained using DP under the assumption of CNT, despite the strong quantitative agreement seen in Figure 2.1.

Notably, DP will not be relevant for the simulations in this paper because the K\(^+\) and Cl\(^-\) ions are modelled as static point charges, so that no transient polarization can be induced.

### 2.3.3. Cavity-induced pressure-enhanced nucleation

As pressure differences are a known means of inducing nucleation, e.g. in sonocrystallisation [33], some ways in which pressure differences may lead to crystallisation will be discussed here. Kacker et al. [34] have reported that no difference in nucleation rates is observed between unexposed vials and vials masked with black tape, making it unlikely that the rates are increased by pressure waves emanating from the container. Therefore, nucleation due to electromagnetic absorption can only occur if the energy is absorbed by the solution. As the uptake of electromagnetic energy is approximately proportional to the exposed area, the largest localised amounts of energy should be absorbed by nanoparticles. As substantial heating of these particles
may lead to the formation of cavitation bubbles, the largest changes in concentration and pressure will probably occur in the vicinity of these nanoparticles.

The **cavitation cycle** and its suggested pressure-related effects will be discussed here, whereas the next subsection will contain a discussion of concentration-related consequences of the cavitation cycle. The process is displayed in Figure 2.2 in steps a) to e). a) An impurity or nanoparticle in an electrolyte solution is exposed to a laser beam and rapidly heats up through absorption of energy. b) The elevated temperatures lead to rapid evaporation of the surrounding solution within an evaporative layer. As a consequence, a shockwave originates from an expanding cavitation bubble. c) At some point, the cavitation bubble reaches its maximum size and its size is temporarily stationary. d) The cavitation bubble starts to collapse under the pressure of the surrounding fluid. e) Another shockwave is generated upon collapse of the cavitation bubble. Although the clusters are shown at a particular location in the last frame for visualisation, it is currently unknown where and when these crystals are formed in relation to the process. If sufficient energy has been added to the system, the cavitation cycle may repeat itself in so-called **rebounds** [13]. Cavitation cycles can be generated on a variety of time and length scales, depending on the energy added to the system [13, 35].

If crystallisation occurs due to these shockwaves formed at heated nanoparticles, the process can be described as cavity-induced pressure-enhanced nucleation (CIPEN) [2]. In order to ensure that the effect occurs at intensities within the experimental range of NPLIN, relevant energies have been calculated by van Waas [2] based on experimental data of shockwave induction. There, it is found that a laser intensity of \( I = 1.3 \text{ TW/}(\text{cm})^2 \) yields changes to \( \Delta \mu \) of \( O(0.1 \text{ } k_B T) \). In other words, in order to induce pressure changes which significantly adjust the driving term of nucleation, intensities of 3 orders of magnitude above the intensity order required for optical breakdown at \( O(100 \text{ MW/}(\text{cm})^2) \). Therefore, CIPEN appears to be an unlikely mechanism for explaining phenomena pertaining to NPLIN, although it may still provide an explanation for certain PLIN phenomena.

If the nucleation is caused by the shockwaves, it may be conjectured that crystals will start appearing further away from the nanoparticle surface at coordinates related to the velocity of the shockwave \( V_{\text{shock}} \).

Figure 2.2: A schematic overview of the cavitation cycle in an electrolyte solution. The processes in the different steps are discussed in the text. Image obtained from [3].
2.3.4. Cavity-induced concentration-enhanced nucleation

In addition to causing pressure changes, the cavitation cycle may give rise to significant concentration changes. Nucleation due to concentration changes induced by the heated nanoparticle can be described as cavity-induced concentration-enhanced nucleation (CICEN) [2].

If the concentration rises above $S(T)$ in a region of sufficient size, crystals may start forming in the given region. As displayed in Figure 2.2, the solute particles in the evaporative layer will have to move into a new region upon evaporation of the solvent. If the evaporation occurs very rapidly, the solute particles will have no time to move into the surrounding fluid layers, effectively trapping them in the vapour bubble and giving rise to spontaneous crystallisation. If the evaporation occurs more gradually, the solute particles will migrate into the surrounding solution, which locally increases the concentration. It will be of interest for the simulations in this paper to verify the correlation between the longitudinal coordinates of any supercritical clusters and the longitudinal coordinate of the evaporative layer, if such an interface is well-defined in the given simulations.

If the solute particles are displaced into the surrounding solution, the nucleation may be related to temperature and concentration changes found outside of the cavitation bubble. Consider a region at a particular displacement from the nanoparticle surface with a concentration in the metastable zone for the initial temperature. As the electrolytes in the evaporative layer move into the surrounding water layers, the concentration in the region will increase. In addition, the temperature in the region will increase through heat dissipation from the nanoparticle. If the thermal energy difference is reduced faster than the concentration difference somewhere after the pulse, it is possible that the concentration in the region becomes labile, thus leading to spontaneous nucleation. The pathway visualised in the phase diagram of the solute is displayed in Figure 2.3.

![Phase diagram](image)

Figure 2.3: A potential pathway through the phase diagram in a region near the nanoparticle. The heated particle leads to increase of temperature and concentration in the region during and after the pulse. If thermal energy dissipates fast relative to the increased concentration, the region will end up in the labile zone, yielding for spontaneous nucleation. Image obtained from van Waas [2].

2.3.5. The continuum assumption

If the electrolyte particles move from the evaporative layer into the bulk solution and the electrolytes will still be distributed continuously at the short time scales and extreme conditions, then the concentration and temperature of the electrolytes may be modelled under the assumption that the system is a continuum, i.e. fluids can be described as a continuum, without regarding the fact that these fluids are composed of molecules. As the system contains a moving boundary condition, describing the concentration function using a partial differential equation is known as a Stefan problem [36]. Therefore, solving the problem with a continuum description may be provide useful results, as long as the assumption of a continuum and the behaviour of the solutes moving into the solution is valid. Such an approach has been developed to some extent by Soare [37]. In the same work, of Soare, crystals have been observed in solutions where laser-induced cavitation bubbles were formed. Contrasting the continuum approximation, it could not be determined whether these crystals resided inside of the cavitation bubbles, or on the bottom of the vials. If the electrolytes in the MD simulations behave in such a way that the continuum assumption is valid, it will allow for performing simulations at larger time and length scales using a continuum description.
2.4. Molecular dynamics

In sufficiently small and well-understood systems such as a in two-body problem, physical quantities can be evaluated through an analytical description or by considering all possible system states. In somewhat larger systems, statistical averages can be obtained provided that the system is ergodic and there are equal a priori probabilities [38]. In such systems, the statistical quantities can either be obtained by Monte Carlo simulations or by MD. In MD, the classical equations of motion of the particles in the system are numerically integrated in time, moving deterministically through a phase space [39]. Given an initialised collection of particles and a statistical ensemble, an MD algorithm can be used for deterministic time evolution of the system. MD is the integration method selected here for studying the NPLIN mechanisms because it can still be used for systems out of equilibrium, such as heated nanoparticles in solution.

The forces and relevant parameters which are accounted for in MD are determined by selecting so-called force fields [39]. First, relevant physical properties and their respective forces, such as the Lennard-Jones potential, Coulomb interaction and molecular vibrations, are selected. Subsequently, the accompanying equations are selected for these effects, such as the Coulomb equation or a quadratic potential for the molecular vibrations. Lastly, force field parameters are chosen for the force fields for the quantitative implementation of the physical properties. These parameters are generally based on experimental observations, theoretical models and validation through previous simulations [40].

2.4.1. Algorithms of molecular dynamics

The Velocity-Verlet algorithm is a time-reversible algorithm for performing time integration on atoms and molecules [39]. The derivation is based on Newton’s equations of motion. The evaluation of position vectors $\mathbf{r}_i(t)$ of the respective $i$ particles and velocity vectors $\mathbf{v}_i(t)$ over a time step $\Delta t$ are found as:

$$
\mathbf{r}_i(t + \Delta t) = \mathbf{r}_i(t) + \mathbf{v}_i(t)\Delta t + \frac{F_i(t)\Delta t^2}{2m_i} \quad (2.7)
$$

where $F_i(t)$ is the force vector on particle $i$ at time $t$ and $m_i$ is the mass of particle $i$. Once the displacements have been calculated at $t + \Delta t$, the new forces $F_i(t + \Delta t)$ can be calculated. Subsequently, $\mathbf{v}_i(t + \Delta t)$ is calculated using

$$
\mathbf{v}_i(t + \Delta t) = \mathbf{v}_i(t) + \frac{F_i(t) + F_i(t + \Delta t)}{2m_i}\Delta t \quad (2.8)
$$

which completes the time integration step. Commonly, the system is initialised by generating random particle positions and velocities according to an assumed distribution [20]. Lastly, physical properties and averages, such as the $T$ and the density $\rho$ can be calculated for the given step. As the Velocity-Verlet algorithm takes into account terms up to $O((\Delta t)^2)$ and third order terms are cancelled out against each other during the derivation, the minimum Velocity-Verlet errors are of $O((\Delta t)^2)$ [39], although long time errors can arise of $O((\Delta t)^5)$ [41]. In any ensembles where the temperature was kept constant, a Nosé-Hoover thermostat was applied. According to this thermostat, the displacement derivative $\dot{\mathbf{r}}_i$ and total momentum derivative $\dot{\mathbf{p}}_i$ of particle $i$ are found using the Nosé-Hoover equations [42]:

$$
\dot{\mathbf{r}}_i = \mathbf{v}_i = \frac{\mathbf{p}_i}{m_i} \quad (2.9)
$$

$$
\dot{\mathbf{p}}_i = F_i - \eta \mathbf{p}_i \quad (2.10)
$$

$$
\eta = \frac{p_n^2}{Q} \quad (2.11)
$$

$$
\dot{p}_\eta = \sum_i \left( \frac{p_i \cdot p_i}{m_i} \right) - g k_B T_p \quad (2.12)
$$

here, $T_p$ is the prescribed temperature, $g$ is the number of degrees of freedom, $Q \propto g k_B T / \omega$ is a coupling mass term and $\eta$ may be regarded as a dynamic friction coefficient and $N$ is the number of particles. The magnitude $Q$ relates to the so-called thermostating frequency $\omega$, determining how strongly the thermostating occurs in time [43]. The momenta are scaled during the integration steps such that the temperature changes towards $T_p$.  


2.5. Geometric effects

In this section, two consequences of the selected modelling geometry will be discussed. Although the subjects are theoretical and should therefore be treated in the current chapter, the relevance should only become clear upon reading Section 3.2.

2.5.1. Interfacial tension

As can be seen from Equation 1.1, \( \Delta G \) will depend on the shape of the crystal being formed. Notably, for a crystal shaped as a rectangular cuboid with square facial area \( a \) and width \( w \) in a box which is periodic along the faces parallel to \( w \), Equation 1.1 yields

\[
\Delta G = a \left( 2\sigma + w\rho \Delta \mu \right),
\]

(2.13)

where the surface tension in the periodic dimensions vanishes and the factor of 2 arises from the surfaces on the four non-periodic faces. Such a crystal may be anticipated as it results in crystals having very small surface tension area and thus being formed favourably. Notably, \( \Delta G \) now scales linearly with \( a \) such that the crystallisation rate should exponentially depend on the surface area of the non-periodic dimension. Moreover, the relation between the surface tension and the curvature of the interface area can be expressed as an expansion in \( 1/r \), where \( r \) is the radius of the crystal:

\[
\sigma(r) = \sigma_0 \left( 1 - \frac{2\delta r}{r} + O\left(\frac{1}{r^2}\right) \right),
\]

(2.14)

where \( \sigma_0 \) is the interfacial tension of a crystal of infinite radius and \( \delta \) is known as the Tolman length. \( \delta \) is a parameter which accounts for the change in interfacial tension with \( r \). Peculiarly, \( \sigma = \sigma_0 \) for a planar rectangular cuboid crystal as \( r \) goes to infinity for a plane. Additionally, the influence of the curvature can be estimated up to first order in \( 1/r \). Since no estimates of \( \delta \) could be found for KCl, the comparison will be performed for NaCl, which is an alkali halide having chemical properties similar to KCl.

For NaCl, a Tolman radius of \( \delta = 0.13 \) nm has been reported for an NaCl crystal-solution interface [45]. Combining this with a interfacial tension of \( \lambda = 81.75 \) mJ/m\(^2\) [46] at supersaturation for NaCl, \( \lambda_0 \) can be found by assuming that at saturation, any forming crystals will initially have \( r = r_c \), where it is reported that \( r_c = 1.095 \) nm for NaCl [47]. Consequently,

\[
\sigma_0 = \frac{\sigma(r_c)}{1 - \frac{2\delta r_c}{r_c} + O(1/r_c^2)}.
\]

(2.15)

Neglecting the higher order terms, the given parameters yield \( \sigma_0 = 107.2 \) mJ/m\(^2\). Clearly, the interfacial tension of plane is higher than that of a curved surface and obtaining a perfect plane leads to a surface tension increase of 31% compared to a surface at the critical radius. Furthermore, it is conjectured that the interfaces of formed crystals on the column will have outwards curvature, as this leads to a lower \( \sigma \).

2.5.2. Geometry and heat dissipation

One of the consequences of taking a rectangular cuboid system rather than a conically shaped system is that the thermal energy in the system will dissipate at a lower rate. The reaction system studied in this paper is considered to be a closed thermodynamic system, whereas it will be an open system in practice. Moreover, the thermal energy of a sphere in 3 dimensions which is thermostatted along its outer radius will dissipate faster than the thermal energy of a column which is thermostatted at a single plane.

To obtain an estimate of the effect of geometry on dissipation of thermal energy, the spherical and 1D longitudinal temperature distributions will be considered. The following representations of the 1D and 3D systems have been chosen such that the mathematical solutions are well-known, while a comparison between the modelled 1D longitudinal and physical 3D spherical system is still meaningful.

It is assumed that the system consists of water vapour at an initial temperature of \( T_i = 373 \) K. The temperature on one of the boundaries is then instantaneously raised to a temperature of \( T_f = 837 \) K and kept at this temperature for \( t > 0 \). With these temperatures, no phase transitions for the water vapour will occur. This boundary is represented as the left surface for the 1D system and as a sphere of nonzero size \( a \) at the centre of the 3D spherical system. The other boundary condition is that \( T \rightarrow T_i \) as \( r \rightarrow \infty \). If the thermal energy can only redistribute itself through diffusion, the temperature distribution can be described by the heat equation [48]:

\[ ... \]
\[ c_p \rho \frac{\partial T}{\partial t} = \frac{\partial}{\partial x} \left( K_0 \frac{T}{x} \right) + Q(x, t), \]  
(2.16)

Where \( c_p \) is the heat capacity at constant \( P \), \( \rho \) is the density of the solution and \( K_0 \) is the thermal conductivity. Moreover, \( D = K_0 / (c_p \rho) \) is known as the thermal conductivity. Here, \( Q(x, t) \) represents a source of thermal energy. For the system of study, potential energy may turn into thermal energy during the formation of crystals, leading to \( Q(x, t) \neq 0 \). Nonetheless, it will be assumed that \( Q(x, t) = 0 \) for the current derivation. If there is a sudden raise of temperature to \( T_f \) to the left hand boundary, the solution is found as [48]:

\[ T(x, t) = T_i + (T_f - T_i) \text{erf} \left( \frac{x}{\sqrt{4Dt}} \right), \]  
(2.17)

where \( \text{erf}(z) \) denotes the error function, defined as [49]:

\[ \text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-\eta^2} d\eta. \]  
(2.18)

In 3D, the spherically symmetric heat equation in absence of any thermal energy source \( Q(r, t) \) becomes [48]

\[ \rho c_p \frac{\partial T}{\partial t} = \frac{1}{r^2} \frac{\partial}{\partial r} \left( K_0 r^2 \frac{\partial T}{\partial r} \right), \]  
(2.19)

and the solution becomes:

\[ T(r > a, t) = T_i + (T_f - T_i) \left( \frac{a}{r} \right) \text{erf} \left( \frac{r - a}{\sqrt{4Dt}} \right), \]  
(2.20)

In addition to the imposed \( T(r \leq a, t) = T_R \) inside the spherical particle. In order to compare temperature distributions from equations 2.17 and 2.20, an average value of \( D = 1.32 \cdot 10^{-7} \text{ m}^2/\text{s} \) at \( T = 623 \text{ K} \) for water vapour is taken [50].

The solutions according to both equations are found in Figure 2.4 for \( 0 \leq x \leq 500 \text{ Å} \) and \( 0 \leq r - a \leq 500 \text{ Å} \).

Figure 2.4: Temperature distributions for the columnar (1D) and spherical (3D) geometries. A column of water vapour at \( T_i = 373 \text{ K} \) is placed on top of a surface (1D) or a nanoparticle of radius \( r = 10 \text{ nm} \) (3D). The boundaries are instantaneously raised to \( T_f = 873 \text{ K} \) and held at this temperature. The temperature distributions are found after \( t = 3 \text{ ns} \) with a water vapour diffusivity of \( D = 0.132 \cdot 10^{-7} \text{ m}^2/\text{s} \).

From Figure 2.4 it is concluded that there the non-equilibrium temperature distribution is very different for the two geometries. The difference will probably still be significant for the system used for MD simulations in this paper, despite the occurrence of \( \text{K}^+ \) and \( \text{Cl}^- \) ions and a moving liquid-vapour boundary.
Modelling methods

This chapter contains a description of the modelling methods which allow for performing meaningful MD simulations on the nanoparticle heating mechanisms. Particular software, the combination of which allows for performing MD simulations from system creation to post-processing, is mentioned in Section 3.1. The modelling of the MD system is described in Section 3.2. Additionally, the force fields and additional input parameters is described in Section 3.3. The intent of Section 3.3 is to provide sufficient detail for the simulations to be repeated. However, a complete description of all of the selected parameters and settings is considered outside of the scope of this report. Lastly, evaluation of physical quantities is described in Section 3.4.

3.1. Software, HPCs and builders

All simulations were performed using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) version June 5 2019 [51, 52]. LAMMPS is an open source classical molecular dynamics code and it is based on C++. All calculations were performed using HPC cluster 5 of Delft University of Technology.

Water molecules and electrolytes were constructed using Moltemplate [53]. Graphene atoms were positioned in Moltemplate and bonds were constructed in VMD. A Fe$_3$O$_4$ surface was constructed using the LAMMPS builder by Echeverri Restrepo and Ewen [54, 55], which is based on Moltemplate.

Post-processing and plotting of data was performed using Python [56] and graphical analysis was performed using Visual Molecular Dynamics (VMD) [1]. A visualisation of the system model was made using Adobe InDesign [57]. A video was constructed using Adobe Premiere Pro [58] and Adobe Media Encoder [59].

3.2. Modelling the system

First, the approximate size of the system was determined. Ideally, the system of study would be of the size of experimental vials. However, simulating a couple of hundreds of molecules for a time of the order of nanoseconds can readily require several thousands of CPU-hours [20]. Given the computational resources available for this study, it was decided to perform the simulation on a system containing approximately 20,000 atoms.

3.2.1. Composition of the system

The starting point for the creation of a model is the spherical nanoparticle in solution, as displayed in Figure 2.2. The model system for the MD simulations should sufficiently resemble the physical configuration, in order to obtain meaningful results. It was assumed that on average, the system variables such as temperature, density and electrolyte ordering should be distributed homogeneously along any axis perpendicular to the nanoparticle surface, i.e. the system exhibits spherical symmetry. Consequently, a conically shaped region with its central axis parallel to the normal of the nanoparticle surface was considered as an ideal geometry for the simulations. However, imposing periodic boundary conditions on a conically shaped region is far from trivial. Therefore, the system was modelled as a rectangular cuboid. The difference between a conically shaped region and such a water column is small when the column height is small compared to the size of the nanoparticle. Javid et al. [25] have reported a reduction of nucleation rates upon filtering solutions with a 200 nm pore size, suggesting that the larger nanoparticles can be of O(100 nm) in size. Therefore, it was assumed that the nanoparticle surface could be considered planar and that useful results could be obtained with simulations using a system shaped as a rectangular cuboid of length O(10 nm).
The nanoparticle surface was composed of Fe$_2$O$_3$ (hematite) to accurately reflect the behaviour of commonly found impurities. The Fe$_2$O$_3$ was positioned with its bottom surface at $z = 0$ for all simulations. Moreover, the Fe$_2$O$_3$ imposed discrete values of the width $\Delta x$ and height $\Delta y$ and the thickness of the iron oxide, as Fe$_2$O$_3$ structures could only be generated with an integer number of lattice vectors. As $a_x = a_y = 5.029$ Å, it was decided to use $\Delta x = \Delta y = 4a_x = 20.116$ Å. In addition, a Fe$_2$O$_3$ thickness of $a_z = 13.370$ Å was selected. Only the top layer of the Fe$_2$O$_3$ of thickness $\Delta z = 5.0$ Å was time integrated because sufficient amounts of thermal energy could be added to the system for the given thickness. A solution of K$^+$ and Cl$^-$ ions was placed on top of the α-Fe$_2$O$_3$(0001) surface. The solution was composed of water molecules and K$^+$ and Cl$^-$ ions in equal amounts such that $S(298 \text{ K}) = 1.05$ as a typical experimental supersaturation, corresponding to a concentration of $c = 0.373 \text{ g KCl} / (\text{g H}_2\text{O})$. At $T = 298$ K, the total column had an equilibrium length of $\Delta z_0 = 486$ Å.

The bonds lengths and LJ equilibrium lengths of the graphene were adjusted from $r = 1.42$ Å to $r_0 = 1.45175$ Å in order fit an integer number of carbon atoms into the system and $\sigma_C$ was scaled by the same ratio. Moreover, the $x$ and $y$ coordinates of the carbon atoms were fixed, so that the graphene layer would operate as a planar piston. In addition, the graphene layer was thermostatted during at $T = 298$ K during all simulations to allow for dissipation of thermal energy required for completion of the cavitation cycle. The final system is displayed in Figure 3.1.

In order to decrease undesired long range Coulomb interactions through the periodic $z$ direction, the column height was equilibrated for a variety of total system lengths. As a consequence, it was decided to maintain a minimum of 200 Å empty space between the graphene sheet and the periodic boundary, as the equilibrium column length differed by less than 0.1 Å between the equilibrium length with 1000 Å of empty space.

As the expressions for $\Delta G$ in Chapter 1 are valid for ensembles for equilibrium $NPT$ ensembles, the pressure in the system by applying an external force on the graphene sheet such that the pressure $\Delta P = F/A$ amounts to a constant temperature, where $A$ is the area of the graphene sheet. Moreover, determining $\Delta G$ outside of equilibrium is valid provided that $N$ (or $\mu$), $P$ and $T$ are approximately constant for a given region. Thus, it will be possible to evaluate the stability of clusters using Equation 2.13 provided that the an $NPT$ ensemble is locally applicable [38].

### 3.2.2. Simulated systems

The following simulations will be considered. First, the system will be equilibrated in a time of $\Delta t = 1$ ns. Next, the system will be heated in a time of $\Delta t = 100$ ps as part of a total bubble expansion time of $\Delta t = 1$ ns. Afterwards, the expanded system will be used as the input for two different system evolutions, which will be
induced by applying different ensembles. In the first case, the system is allowed to evolve adiabatically for another $\Delta t = 1$ ns of simulation time. In the second system, part of the solution will be thermostatted during a simulation time of another $\Delta t = 4$ ns, to ensure completion of the cavitation cycle.

During the simulations, parts of the system were integrated using various integration ensembles. In the $NVE$ ensemble, the particle total momenta are directly obtained from the Velocity-Verlet algorithm. In the $NVT$ ensemble, the particle momenta are modified using the Nosé-Hoover equations.

### 3.2.3. Temperature estimation of the heated nanoparticle

In this subsection, an estimate of the nanoparticle temperature after exposure is obtained. Assuming a spherical nanoparticle of radius $R$ with a mean heat capacity per unit volume of $c_p/V = 3.41 \times 10^6$ J m$^{-3}$ K$^{-1}$ in the interval of $T \in [298,1500]$ K, the temperature increase $\Delta T$ can be found from an energy balance:

$$
\Delta T = \frac{\Delta E}{\epsilon_p} = \frac{3\pi R^2 I \Delta t}{4\pi R^3} \frac{V}{\epsilon_p} = \frac{3I \Delta t}{4R} \frac{V}{\epsilon_p}
$$

(3.1)

Taking typical experimental parameters of $I = 10$ MW/(cm)$^2$, $\Delta t = 6$ ns [34], and assuming that $R = 0.1$ µm, it is found that $\Delta T = 1320$ K. Therefore, an initial temperature of $T_i = 298$ K will be raised to roughly $T_i = 1500$ K, which will be taken as the raised nanoparticle temperature for the simulations. Notably, a particle threshold temperature for the observation of vapour expansion in MD simulations is reported by Sasikumar and Keblinski [61], where $T_{\text{thresh}} = 1050$ K for a particle radius of $R = 4$ nm is provided as an example. However, larger raised temperatures of thousands of Kelvin are required for a well-defined vapour-liquid interface. Here, it will be attempted to generate a vapour phase with the lifetime of several ns and the size of several tens of nm.

### 3.3. Force fields

The system was modelled by considering Lennard-Jones (LJ) interactions between particles whose distance was within a cutoff radius of $r_{ij} = 10$ Å and to consider Coulomb interactions between particles at any distance, describing the solution as a LJ-fluid. Long range Coulomb interactions were evaluated using the particle-particle-particle-mesh (pppm) k-space style. The pppm is a fast long range interaction solver [62]. However, it does impose that periodic boundaries can only be used for all of the system boundaries, or not at all.

Most of the parameters in this paper are related to the ClayFF force field [63]. The functional form of the energy of the ClayFF force field is given as:

$$
E_{\text{total}} = E_{\text{Coulomb}} + E_{\text{vdW}} + E_{\text{bond-stretch}} + E_{\text{angle-bend}}.
$$

(3.2)

where angle bend energies will not be taken into account in this paper. Lastly,

$$
E_{\text{Coulomb}} = \frac{q_i q_j}{4\pi \varepsilon_0 r_{ij}}
$$

(3.3)

$$
E_{\text{vdW}} = \sum_{i \neq j} 4\varepsilon_i \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right]
$$

(3.4)

$$
E_{\text{bond-stretch}} = \sum_{\text{bonds}} k_{ij} (r_{ij} - r_0)^2
$$

(3.5)

where $\varepsilon_0$ is the dielectric permittivity of vacuum, $r_{ij}$ is the distance between particles $i$ and $j$ and $k_{ij}$ is the bond stretch parameter.

The $K^+$, $Cl^-$ and $H_2O$ parameters were taken from Cygan et al. [63] as included in the ClayFF force field. The ClayFF force field is a general force field for potentially hydrated mineral systems and their interactions with aqueous solutions [63] whereas its description of water is based on the SPC model. The $Fe_2O_3$ parameters were taken from Berro et al. for the [64] charges and Savio et al. [65] for the LJ-parameters according to the L-OPLS force field. The molecular geometry was constructed based on the description of hematite by Blake et al. [66]. Modified LJ-parameters for the carbon-water interactions were taken from Werder et al. [67].

The LJ-parameters $\epsilon_{ij}$ and $\sigma_{ij}$ between particles of different species $i$ and $j$ were, unless specified otherwise, calculated using the Lorentz-Berthelot mixing rules [68]:
\[ \varepsilon_{i,j} = \sqrt{\varepsilon_i \varepsilon_j} \]
\[ \sigma_{i,j} = \frac{\sigma_i + \sigma_j}{2}. \]  

(3.6)

The species and their respective charges, LJ-parameters and bond coefficients are found in Table 3.1.

Table 3.1: Overview of the different parameters used in the simulation of this paper. Ox denotes oxygen found in Fe\(_2\)O\(_3\), whereas O denotes oxygen found in H\(_2\)O. Here, \(r_c = 10 \text{ Å}\) denotes the cutoff for LJ-interactions.

<table>
<thead>
<tr>
<th>Species</th>
<th>q/e [-]</th>
<th>(\sigma [\text{Å}])</th>
<th>(\varepsilon [\text{kcal/mol}])</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>K(^+)</td>
<td>1.0</td>
<td>3.3340</td>
<td>0.1000</td>
<td>[63]</td>
</tr>
<tr>
<td>Cl(^-)</td>
<td>-1.0</td>
<td>4.4000</td>
<td>0.1001</td>
<td>[63]</td>
</tr>
<tr>
<td>H</td>
<td>0.4238</td>
<td>2.058</td>
<td>0.0000</td>
<td>[69]</td>
</tr>
<tr>
<td>O</td>
<td>-0.8476</td>
<td>3.1655</td>
<td>0.1554</td>
<td>[69]</td>
</tr>
<tr>
<td>Fe</td>
<td>0.7170</td>
<td>2.3200</td>
<td>0.3400</td>
<td>[64, 65]</td>
</tr>
<tr>
<td>Ox</td>
<td>-0.5140</td>
<td>2.9600</td>
<td>0.1700</td>
<td>[64, 65]</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>3.483</td>
<td>0.068443</td>
<td>[70]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Species (i)</th>
<th>Species (j)</th>
<th>(\sigma_{i,j} [\text{Å}])</th>
<th>(\varepsilon_{i,j} [\text{kcal/mol}])</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>O</td>
<td>3.2800</td>
<td>0.11400</td>
<td>[67]</td>
</tr>
<tr>
<td>C</td>
<td>H</td>
<td>3.2800</td>
<td>0.0000</td>
<td>[67]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bond</th>
<th>(r_0 [\text{Å}])</th>
<th>(k [\text{kcal/(mol Å}^2\text{)}])</th>
<th>Range</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe–Ox</td>
<td>1.945</td>
<td>130.0000</td>
<td>1.9-2.0</td>
<td>[64, 66]</td>
</tr>
<tr>
<td>Fe–Ox</td>
<td>2.116</td>
<td>130.0000</td>
<td>2.0-2.5</td>
<td>[64, 66]</td>
</tr>
<tr>
<td>Ox–Ox</td>
<td>2.888</td>
<td>130.0000</td>
<td>2.8-2.9</td>
<td>[64, 66]</td>
</tr>
<tr>
<td>Ox–Ox</td>
<td>2.775</td>
<td>130.0000</td>
<td>2.7-2.8</td>
<td>[64, 66]</td>
</tr>
<tr>
<td>Ox–Ox</td>
<td>2.669</td>
<td>130.0000</td>
<td>2.6-2.7</td>
<td>[64, 66]</td>
</tr>
<tr>
<td>Fe–Fe</td>
<td>2.971</td>
<td>130.0000</td>
<td>2.9-3.0</td>
<td>[64, 66]</td>
</tr>
<tr>
<td>O–H</td>
<td>1.0000</td>
<td>554.135</td>
<td>0–(r_c)</td>
<td>[63]</td>
</tr>
<tr>
<td>C–H</td>
<td>1.451897</td>
<td>500.0000</td>
<td>0–(r_c)</td>
<td>[71]</td>
</tr>
</tbody>
</table>

### 3.4. Post-processing of data

The temperature and number of bonded ions were calculated during post-processing using the output of particle displacements and velocities at several time steps.

#### 3.4.1. Temperature calculations

As obtaining the temperature of a statistical ensemble depends on the degrees of freedom of the system, it will be discussed here how the temperatures of the system will be obtained using post-processing. The instantaneous velocities of Equation 2.8 are used to calculate the temperature of the water molecules in the column.

According to the equipartition theorem, each quadratic degree of freedom contributes \(k_B T/2\) to the total internal energy of a molecule [72]. During the simulations, vibrational degrees of freedom were disregarded. Consequently, the temperature of the water molecules could be calculated using 3 out of its 6 degrees of freedom as

\[
T = \frac{\langle E_{\text{kin}} \rangle + \langle E_{\text{rot}} \rangle}{3Nk_B} = \frac{2\langle E_{\text{kin}} \rangle}{3Nk_B} = \frac{1}{3Nk_B} \sum_{i=1}^{N} m_i \mathbf{v}_i \cdot \mathbf{v}_i = \frac{1}{3Nk_B} \sum_{i=1}^{N} \sum_{j=1}^{3} m_i v_{i,j} \cdot v_{i,j}
\]

(3.7)

where \(v_{i,j}\) denotes the velocity of particle \(i\) in the \(j\)th Cartesian dimension. Temperatures were time averaged at over \(n\) frames by considering velocities ranging from the data at time instant \(k - (n - 1)/2\) up until the time instant of \(k + (n - 1)/2\) in other reduce the influence of finite size effects.

#### 3.4.2. Supercritical Cluster Evaluation

In order to quantify the extent of clustering, two properties will be calculated for the simulation results, in addition to visual inspection. First, the number of ions satisfying a bond order criterion will be evaluated at
different time steps. Here, an ion is considered clustered according to the bond order criterion provided by Sindt et al. [15] if it has 5 or more neighboring ions within a displacement of $r = 3.6 \, \text{Å}$ as the first minimum in the radial distribution function (RDF) of KCl [73]. Second, equations 2.2 and 2.13 can be combined to obtain an estimate for the minimum width $w_{\text{min}}$ for thermodynamically stable configurations having $\Delta G < 0$. Such stable configurations are found when

$$
w_{\text{min}} > \frac{2\sigma}{\rho k_B T \ln(S)}. \quad (3.8)$$

It will be assumed that $\sigma_0 = 1.31 \cdot \sigma$ for KCl analogous to the relation for KCl, such that a value of $\sigma_0$ for planar KCl-water interfaces is available. Taking $\rho = 2.603 \cdot 10^{28} \, \text{m}^{-3}$ and $\sigma = 78.58 \, \text{mJ/m}^2$ [9], $\sigma_0 = 1.31 \cdot \sigma$, $S(298 \, \text{K}) = 1.05$ and $T = 298 \, \text{K}$, it is found that $w_{\text{min}} = 2.6 \, \text{nm}$ as the minimum width of critical clusters. As crystals not having the shape of a rectangular cuboid will have a larger surface-to-volume ratio, a larger size of these crystals is required for these crystals to be stable. Using $\sigma$ for the surface tension, combining equations 2.2 and 1.3 yields a minimum radius of $r_c \geq 1.47 \, \text{nm}$.

Although the observation of crystallisation in MD would require metadynamics, the general argument is that clusters satisfying $\Delta G < 0$ are equivalent to obtaining nucleation in macroscopic physical systems. Therefore, if such clusters are found in regions where an $NPT$ ensemble applies locally, it will be argued that nanoparticle heated crystallisation is feasible.
Results & discussion

In this chapter, the results of the simulations are discussed. Physical quantities for the equilibrium system are provided in Section 4.1. The equilibrium system is discussed in Section 4.1. The results of a nanoparticle heating simulation of time interval $\Delta t = 1$ ns, leading to an intermediate system, are provided in Section 4.2. The results of an adiabatic evolution of this intermediate system from $t = 1$ ns to $t = 2$ ns are found in Section 4.3. Section 4.4 contains the results of cooling the intermediate system from $t = 1$ ns to $t = 5$ ns, completing the cavitation cycle. A video showing the system evolution discussed in sections 4.2 and 4.4 in sequence is provided at http://tinyurl.com/nanoparticleheating. The consequences of using a columnar system geometry are discussed in Section 4.5. Lastly, the CICEN and CIPEN mechanisms are evaluated in Section 4.6.

A time step of $d t = 1$ fs was used in all simulations. All histogram bins in this chapter were generated at equal width. In order to reduce finite size effects, all physical properties were calculated by averaging over 3 frames with $\Delta t = 1$ ps between each frame.

4.1. Equilibrium system

First, the system was initiated by assigning velocities to the water molecules and the K$^+$ and Cl$^-$ ions according to a Gaussian distribution such that the mean system temperature would be $T = 298$ K. Afterwards, a thermostat was applied to the system at $T = 298$ K and applying a pressure of $P = 1$ atm on the piston for a time integration for $\Delta t = 1$ ns. In addition, the number of clustered ions was calculated given the criteria described in 3.4.2. The temperature profile, density profile, clustered ions and the system are displayed in Figure 4.1.
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Figure 4.1: a) The density of the solution, b) the temperature of the solution, c) distribution of clustered ions and d) the system in equilibrium at $t = 0$. In the system, the Fe$_2$O$_3$ surface is found on the left, the K$^+$ (blue) and Cl$^-$ (green) ions are distributed in the water in the middle and the system is enclosed by the graphene piston on the right.

As can be seen in Figure 4.1, there is some fluctuation of the density and temperature along the $z$ coordinate. Average profiles for these quantities could be obtained by averaging over longer time scales. However, longer
4. Results & discussion

Equilibration times did not lead to a visible reduction in the fluctuations of the temperature along the z-coordinate. In addition, some of the clusters already satisfy the bond order criterion, similar to what is seen in the simulations by Sindt et al. [15] before any heating.

Notably, the average density is significantly larger than the experimental density of saturated solutions of $\rho = 1180$ kg/m$^3$ at $T = 298$ K [74]. It is suggested that the majority of the deviation in the density is due to incorrect input of one or more parameters into LAMMPS. Part of the density difference may be attributable to the inability of the force field to capture the complexity of the real physical system.

No cuboid crystals were observed during the $\Delta t = 1$ ns equilibration time. Moreover, no stable ion structures of O(nm) were observed. Therefore, it is unlikely that spontaneous nucleation should occur in the unperturbed system, in agreement with the notion that macroscopic KCl solutions are metastable at $S(298\text{K}) = 1.05$.

4.2. Cavitation bubble expansion phase

The nanoparticle was heated to $T = 1500$ K. The heating was performed in the first $\Delta t = 100$ ps of the simulation, similar to picosecond pulse NPLIN experiments [75]. Afterwards, the system expanded adiabatically until a total time of $t = 1$ ns. A pressure of $P = 1$ atm was maintained to allow fluid to expand during the interval. The results for the cavitation bubble expansion phase are displayed in Figure 4.2.
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Figure 4.2: a) The density profiles at 4 instants, b) the temperature distributions at 4 instants, c) the number of clustered ions at $t = 0.5$ ns, d) the number of clustered ions at $t = 1$ ns and e) the system at $t = 0.25$ ns, $t = 0.5$ ns, $t = 0.75$ ns and $t = 0.1$ ns, respectively. The width of the bins is kept constant over the change in system size.
As can be seen from Figure 4.2, the system expands from its equilibrium length $\Delta z_0 = 486 \text{ Å}$ up to $\Delta z = 864 \text{ Å}$. It can be seen that cuboid crystals start appearing at multiple locations in the column. The number of clustered ions per bin increases by almost an order of magnitude from the equilibrium system to the heated system. In the vapour segments at $t = 1 \text{ ns}$, $\rho \approx 800 \text{ kg/m}^3$, suggesting that $P$ has become more or less constant over the system. Moreover, the temperature gradient $\Delta T/\Delta z$ is relatively small. Consequently, it may be argued that an NPT ensemble is applicable locally. Therefore, it is argued that the clustering observed in the model system corresponds to crystallisation in a physical system. Equivalently, the nanoparticle heating is considered as a plausible mechanism for nucleation.

### 4.3. Cavitation bubble stationary phase

In order to obtain a temporarily stationary cavitation bubble, $P = 4 \text{ atm}$ was applied to the graphene layer of the intermediate system. Such pressures are readily observed in MD simulations of cavitation bubbles [61] and should lead to completion of the cavitation cycle provided no additional energy is added to the system after initiation of the cycle. The results of continuing the simulation from $t = 1 \text{ ns}$ to $t = 2 \text{ ns}$ are shown in Figure 4.3.

![Figure 4.3: a) The density profiles at 4 instants, b) the temperature distributions at 4 instants, c) the number of clustered ions at $t = 1.5 \text{ ns}$, d) the number of clustered ions at $t = 2 \text{ ns}$ and e) the system at $t = 1.25 \text{ ns}, t = 1.5 \text{ ns}, t = 1.75 \text{ ns}$ and $t = 2 \text{ ns}$, respectively. The width of the bins is kept constant over the change in system size.](image)

As can be seen in Figure 4.3, the density decreases further as the expansion proceeds. As the nanoparticle was
only heated to \( T = 1500 \text{ K} \), temperatures above 1500 K can only be obtained if a heat source is present. In this simulation, heat sources are provided by the clustering sites, where potential energy is converted into thermal energy during the clustering. Moreover, the amounts of thermal energy dissipated through the graphene thermostat are small compared to the amounts generated by the heat sources, which can be seen from the fact that the right hand side (RHS) of the system is hotter than the left hand side (LHS) at all of the temperature profiles. Inspection of Figure 4.3 e) shows that the system now contains a multitude of clusters in the shape of cuboids having \( w > w_{\text{min}} \).

4.4. Cavitation Cycle
As completion of the cavitation cycle using adiabatic time evolution probably require simulation times which would be unfeasible for the given computational resources, it was decided to gradually cool the intermediate system back to \( T = 298 \text{ K} \) and observe the behaviour of the ions. Specifically, a thermostat boundary was placed at \( z = 1000 \text{ Å} \) such that a thermostat would be applied to the particles on the RHS of the boundary, whereas the thermostat would not be applied to the particles on the LHS of the boundary. Subsequently, the boundary was displaced towards \( z = 0 \) at a constant velocity for \( t \in [1, 5] \text{ ns} \). A pressure of \( P = 4 \text{ atm} \) was also applied throughout the entire simulation. The results for the thermostat phase are found in Figure 4.4.

Figure 4.4: a) The density profiles at 4 instants, b) the temperature distributions at 4 instants, c) the number of clustered ions at \( t = 3 \text{ ns} \), d) the number of clustered ions at \( t = 5.0 \text{ ns} \) and e) the system at \( t = 2 \text{ ns} \), \( t = 3 \text{ ns} \), \( t = 4 \text{ ns} \) and \( t = 5 \text{ ns} \), respectively. The width of the bins is kept constant over the change in system size.
As can be seen in Figure 4.4 a), the column size decreased back to $z = 446\,\text{Å}$ and the concentration gradient now illustrates a more well-defined vapour-liquid interface. Moreover, the temperature is gradually reduced back towards $T = 298\,\text{K}$ in the final frames. In frames c) to e), it can be seen that the clusters have moved towards a region of higher total density, forming a large region of clustered ions. This observation is in agreement with the continuum approach, stating that the crystals should move out of the cavitation bubble. However, the $NV\,T$ ensemble imposed on the system leads to somewhat artificial cooling, giving the ions insufficient time to rearrange into thermodynamically favourable configurations. Therefore, the current results do not allow for drawing decisive conclusions on the plausibility of the continuum approach.

### 4.5. Consequences of the system geometry

Some consequences of the columnar system geometry can now be evaluated.

As displayed in Figure 2.4, there is a significant difference in the temperature profiles between columnar and spherical geometries. This difference is reflected in the results as the amounts of thermal energy dissipated through the graphene thermostat are insufficient for completion of the cavitation cycle at time scales observed in MD simulations for spherical geometries [61]. Although part of the increase in the required simulation time can be attributed to the thermal energy produced by the clustering sites, it is expected that the cavitation cycle should complete significantly faster in a conically shaped region because of the quadratic proportionality between the thermostat area and the radius of the spherical system. Lastly, more cooling should occur in open systems compared to the closed system used in this paper of this paper, due to convection. For some of the simulations, several ion clusters spanned across the entire $\Delta x\Delta y$ plane, potentially inhibiting thermal diffusion.

Another consequence of the geometry is that clusters shaped as cuboids are more stable in the given geometry than spherical clusters. As a consequence, $\Delta G$ for the most stable configuration decreases. Because the nucleation rate according to the expression in Equation 1.4 depends exponentially on $\Delta G$, less clustering may occur in simulations of a spherical geometry than the amount of clustering which has been found for the columnar geometry. Notably, the faces of the cuboid clusters tend to curve towards the fluid phase at the fluid-cluster interface, which suggests that $\delta > 0$ for KCl.

### 4.6. Evaluation of CICEN and CIPEN

Given the appearance of stable clusters in the system, the plausibility of CICEN and CIPEN can now be evaluated.

From the given results, it can be argued that CIPEN is not a likely mechanism for explaining cavity-induced nucleation. The argumentation is twofold. It has been shown in Section 3.2.3 that a laser intensity of $I = 10\,\text{MW/(cm)}^2$ correlates to temperatures of $T = 1500\,\text{K}$. From the results, it follows that applying such an intensity is sufficient for the clustering if ions. By contrast, it has been shown in Section 2.3.3 that such an intensity is still far below required intensities for significantly changing the chemical potential. Moreover, no well-defined vapour-liquid interface was observed in the density profiles, suggesting that no shockwave could have originated from any interface. Also, the density gradient $\Delta \rho / \Delta z$ is small in the first frames of the expansion phase, suggesting that the pressure gradient over the system is small. Therefore, the results are in agreement with the experimental observation that $I = 10\,\text{MW/(cm)}^2$ is insufficient for the generation of shockwaves.

The second argument is based on the absence of a correlation between the $z$ coordinate of originating clusters and the speed of presumed shockwaves. As the minimum shockwave velocity is equal to the velocity of sound in water $v_{\text{sound}}$ [76], it could be argued that the clusters should start forming once the shockwave has traversed a clustering site. Taking $v_{\text{sound}} = 1500\,\text{m/s}$ at $T = 298\,\text{K}$, a shockwave should traverse the system of $\Delta z = 500\,\text{Å}$ in a time of $\Delta t = 33\,\text{ps}$. However, upon visually inspecting figures 4.1 c), d), 4.3 c), d) and e), it is found that the clusters in the LHS of the system start growing several hundreds of ps earlier than the clusters on the RHS. By contrast, there hardly be any visible correlation between the $z$ coordinate and the cluster growth as there is a $250\,\text{ps}$ time interval between all of the snapshots.

The different interpretations of the CICEN mechanism can now be evaluated at the molecular level. As has been shown in the results of Section 4.2, supercritical clusters start appearing at regions of high temperature, reflected in a local amount of clustered ions which has become approximately 3 times as high. Specifically, the clusters start to grow from the LHS towards the RHS as the density decreases in time. The subsequent evaporation of the solute molecules effectively traps the $\text{K}^+$ and $\text{Cl}^-$, making it favourable to cluster into larger structures. If the interfacial tension of a cluster-vapour interface is lower than the interfacial tension of a
cluster-liquid interface, the clusters in Figure 4.4 c) and d) should be found near the high density gradient in Figure 4.4 a). By contrast, the clusters are found largely in the liquid phase, suggesting that the vapour-liquid interface is of little relevance in nucleation near cavitation bubbles. Moreover, clusters are readily able to form before any vapour-liquid interface is well-defined. Therefore, the results point towards the CICEN interpretation in which ions are trapped due to local evaporation of the solvent. Moreover, there is no migration of the ions from the vapour into the liquid phase before the system is cooled, making it unlikely that the continuum approach applies for the entirety of the cavitation cycle. Referring to Figure 2.3, the clusters in the system are readily supercritical before the temperature in the any region decreases. Consequently, it is speculated that larger clusters may be obtained during the cavitation collapse as regions move further into the supersaturated regime, provided that the cavitation collapse is simulated while only cooling the system through thermostatting at the boundaries.
Conclusions & recommendations

In this chapter, the conclusions based on the theories and results are provided in Section 5.1 and the recommendations are provided in Section 5.2.

5.1. Conclusions

It has been shown using MD simulations that the heating of a nanoparticle leads to the clustering of $\text{K}^+$ and $\text{Cl}^-$ ions in the vicinity of the nanoparticle, in agreement with previous MD simulations [15, 16]. Moreover, some of the clusters are supercritical ($\Delta G < 0$) and would correspond to nucleation in physical systems because they are found in regions where the $NPT$ ensemble holds locally. The clustering of ions has been evaluated by using a bond order criterion [15]. The density of clustered ions increases by nearly an order of magnitude upon heating of the nanoparticle. The thermodynamic stability has been evaluated by considering whether $\Delta G < 0$ for the clusters, which requires cuboid clusters to have a width of $w > w_{\text{min}}$. Accordingly, many clusters were found to be stable for the columnar geometry.

The density of $\rho \approx 1500$ kg/m$^3$ at $S(298K)$ from the equilibrium system in this paper deviates significantly from the experimental density of superated KCl solutions of $\rho = 1180$ kg/m$^3$ at $T = 298$ K [74]. The majority of the deviation is likely due to performing the simulations with the incorrect implementation of one or more force field parameters.

A complete cavitation cycle requires longer simulation time in a columnar geometry than in a spherical geometry. A single layer of graphene does not lead to dissipation of amounts of thermal energy comparable to the energies generated by the heating of the nanoparticle and the ion clustering sites.

More clustering should appear in a columnar geometry than in a spherical geometry because clusters shaped as rectangular cuboids with faces superimposed on the periodic boundaries are more stable than spherical clusters which will should in the absence of periodic boundaries. Consequently, $\Delta G$ in a columnar geometry is lower than $\Delta G$ in geometries where the clusters can span across the periodic boundaries. Clustering probabilities may be overestimated in columnar geometries because of the exponential dependence of the nucleation probability with $\Delta G$.

It is unlikely that CIPEN is a relevant mechanism for NPLIN because of the laser intensities used in NPLIN experiments. Clusters appear in absence of a well-defined vapour-liquid interface, which is required for the generation of shockwaves. Moreover, there is no visible correlation between the distance of a hypothetical shockwave from the nanoparticle and the distance of the clustering sites from the nanoparticle.

The results suggest that CICEN is a plausible mechanism for nucleation. Specifically, the local solvent evaporation effectively traps the $\text{K}^+$ and $\text{Cl}^-$ ions, leading to favourable cluster formation. The clusters are found to be stable before any cooling occurs, suggesting that the continuum assumption is not valid for describing nanoparticle heating mechanisms of NPLIN.

Although CICEN provides a plausible explanation for nucleation, a full description of NPLIN is still considered incomplete. DP provides a complete theoretical account of NPLIN and yields a strong correlation between predicted nucleation probabilities and experimental observations, without referring to the presence of nanoparticles. Moreover, there is no apparent explanation for obtaining particular polymorphs in the description of nanoparticle heating mechanisms.
5.2. Recommendations

The simulations of this paper should be repeated in a system with a conical geometry. In a conical geometry of sufficient size, the nanoparticle heating mechanisms can be studied without enhanced particle clustering through the periodic boundary conditions. Notably, there will be an increase in the surface area of the thermostat because of quadratic proportionality with the radius of the system, thereby providing higher dissipation of thermal energy. If the solid angle is large enough, spherical clusters will again be the most stable structure because clusters spanning across the entire surface area of the system will be less stable. The simulation of a complete cavitation cycle can be performed in less simulation time if the graphene layer is replaced by a material of higher conductivity in the direction perpendicular to the plane, allowing for dissipation of larger amounts of thermal energy. Such a geometry would probably no longer require imposed cooling of the solution molecules of the system studied in this paper.

To determine the influence of the OKE mechanism, the simulations should be repeated with anisotropically polarised molecules in the presence of an oscillating electric field. As the current configuration is readily able to induce clustering, such a system can be used to verify the change in the arrangement of clustered molecules. The influence of DP cannot be inferred from simulations using static charges, as used in the simulations from this paper.

The simulations may be repeated using metadynamics. If metadynamics are used, the stability of crystals can be observed rather than having to be inferred.


