Small reservoirs in arid and semi-arid regions, especially in developing countries, provide water to improve the food security, stimulate the agricultural economy and income diversification. All the economic activities enabled by the direct uses of the small reservoir contribute to development of indirect economic activities and therefore, help significantly slowdown rural migration.

Considering significant impacts of small shallow lakes in developing countries, a comprehensive study of heat and flow dynamics is critically important. Heat exchange as well as air-water interaction, as driving forces, affects evaporative losses from these water sources and consequently, their storage efficiency. However, evaporation is perhaps the most difficult component of all hydrological cycle components to estimate, especially for small reservoirs.
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1 INTRODUCTION

1.1. SMALL RESERVOIRS

Small reservoirs or lakes in arid and semi-arid regions, especially in developing countries, constitute a substantial fraction of the regionally available water resources. These reservoirs provide water to improve the food security, stimulate the agricultural economy and income diversification through irrigating farms and making possible livestock farming, particularly in rural areas where most of their inhabitants rely on rainfed agriculture. All the economic activities enabled by the direct uses of the small reservoir (e.g. the use and maintenance of agricultural equipment, the supply of agricultural inputs for irrigated crops and of livestock feed, agricultural and fish processing, stock watering, brick making, etc.) contribute to local development and also to the development of indirect economic activities and therefore, help significantly to slow down rural migration (Poussin et al., 2015). As small reservoirs have a significant impact on rural communities, they are a priority for national governments and local authorities (Poussin et al., 2015). While there are many benefits associated with small reservoirs, there are some possible threats to the sustainability of these systems (e.g. siltation, the spread of water borne diseases, deterioration of water quality, etc.).

The key characteristics of small reservoirs, such as, their modest size, their wide distribution, the requirement for few parties to come together to operate them (local community management), and closeness to the point of use, among others, make these water resources operationally efficient with high flexibility in (semi-)arid regions with scattered rural population. In addition, in the regions, such as the one of interest here, small reservoirs are the only permanent open water bodies. While the wide distribution of these water systems in this region reinforces the positive impacts of small reservoirs in rural areas, this dispersion can be considered as an obstacle to access markets and ensuring farmers’ position in value chains (Poussin et al., 2015).

Due to the small sizes, small inland water bodies (reservoirs and lakes) are usually neglected in hydrological and water resources management plans, especially in developing countries. Although the hydrological impact of an individual small reservoir is relatively
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Small because it can capture only a small part of the total runoff, the existence of several hundreds of such structures may have a notable impact on a regional scale (Liebe et al., 2007a). These small shallow lakes are scattered in large numbers, and hence monitoring them could be difficult and costly on a regional scale. Often, there is limited information on small reservoirs due to the inadequate in-situ measurements which can lift our insight from qualitative to quantitative.

However, many decision makers feel that small reservoirs are unsuitable for rural water supply due to extremely high evaporation losses. A detailed investigation in the study area (as described in Section 1.2) showed that evaporation losses are moderate (Liebe et al., 2007b; Abbasi et al., 2015b, 2016a). In addition, in this region, water is not considered to be a constraint, specially for irrigated agriculture, because the capacity of the reservoirs provide enough water for the irrigation schemes (Faulkner et al., 2008; Poussin et al., 2015). However, due to lack of maintenance of these systems and irrigation schemes, sub-optimal crop management, and poor product marketing the agronomic and economic performance of small reservoirs are far from perfect (Poussin et al., 2015).

1.2. Region of Study

The Upper East Region of Ghana (UER) is one of the poorest regions in the country with high population density. Annual rainfall is about 1100 mm, falling mainly in a single rainy season from late May to Mid-October. Annual reference evaporation can reach 2000 mm (Faulkner et al., 2008). Limited access to perennial rivers in this semi-arid region led to the construction of more than 160 small and shallow reservoirs which have surface areas ranging from 1 to 100 hectares. These reservoirs were constructed by the Ghanaian government and development partners in the late 1960s to early 1980s to improve the local farmers’ livelihoods and enhance food security. They were constructed as multi-purpose water sources to promote dry season farming (crop and livestock), fishing and domestic water uses. However with recent changes in weather patterns, these reservoirs which were to increase the resilience of the communities risk high evaporation losses.

In this research, Binaba dam, a small and shallow reservoir located in this region was chosen as a pilot for studying and developing the Small and Shallow Lake Framework (SSLF) (Figure 1.1). Lake Binaba provides water for fishing, domestic use and small-scale irrigation in the vicinity of a small town called Binaba (Figure 1.2). The lake surface area is 31 ha with an average and maximum depth of 1.1 m and 4.0 m, respectively, at full storage conditions. To monitor the meteorological parameters, a floating measurement station was installed over the water surface in Lake Binaba and utilized in validating the model developed. Measurements taken included atmospheric parameters namely wind speed at 2 m above the water surface ($U_2$), relative humidity ($RH$), air temperature ($T_a$), wind direction ($WD$), incoming short-wave radiation ($R_s$), water temperature profile ($T_w$), and sensible heat flux ($H_s$) using a 3-D sonic anemometer. The installed 3-D sonic anemometer recorded sensible heat flux over the water surface and accumulated over 30-minutes intervals at 10 Hz. The air temperature fluctuated from 18.0 to 40.0°C with an average of 28.7°C, while the water surface temperature varied between 24.0°C and 32.5°C, with an average of 27.5°C during the measurement period. Measurements were taken from November 23, 2012, to December 22, 2012. The wind speeds
1.3. **Estimating Evaporation from Water Surface**

During the study period, evaporation rates were low to moderate with the South-Western direction as the most dominant direction, with a maximum speed of 4.5 $ms^{-1}$. Since the wind speed values have been averaged on 30-minute intervals, instantaneous wind speed may be larger.

![Figure 1.1: Location of Lake Binaba in Upper East Region of Ghana, West Africa.](image)

**1.3. Estimating Evaporation from Water Surface**

Annual evaporation losses from lakes and reservoirs in arid and semi-arid regions could reduce up to 50% of the accumulated stored water (Fowe et al., 2015), and hence, it should be considered as the primary source of water loss which significantly affects the storage efficiency of these aquatic bodies. In order to assess the important role that these water resources can play at regional scale and to manage them efficiently, accurate estimation of evaporation is critically important. However, evaporation is perhaps the most difficult component of all hydrological cycle components to estimate, especially for small reservoirs.

Evaporation in small lakes is a function of Atmospheric Boundary Layer (ABL, wind speed, solar and atmosphere radiation, air temperature, water surface temperature, vapor pressure deficit, atmosphere stability conditions, lake surrounding environment, etc.) and the water body temperature dynamics. Contrary to large and deep lakes, small shallow reservoirs usually experience high fluctuation in ABL conditions because of the fast heating and cooling of these water bodies by the surrounding lands, as well as the usually low wind speeds over the water surface of small lakes. Due to these complex inter-
actions between the water surface and the above atmosphere, small inland water bodies are significantly influenced by the atmospheric boundary layer stability conditions. The unstable atmosphere over the water surface which could last for a long time, enhances the sensible and latent heat fluxes. A stable atmosphere reduces the heat fluxes from the water surface.

Since there is a complex interaction in water-atmosphere system and evaporation in small shallow lakes depends on many parameters, using the conventional methods for estimating evaporation leads to significant errors. Most of proposed methods to estimate evaporation from water surface were developed for large and deep lakes and in specific climatic conditions. Therefore, it is vital to develop a model for estimating evaporation from these small water surfaces considering their climatic and geometric conditions.

A wide range of approaches have been proposed for estimation of evaporation of open water surfaces with various complexity levels. These methods can be put into five general categories which include: (1) water budget (balance) method, (2) measurements, such as, evaporation pan and Eddy Covariance (EC) system, (3) energy balance and combination methods, (4) aerodynamic or mass transfer method, and (5) radiation and temperature-based methods. Investigating the applicability of these methods for small shallow water bodies, especially in arid and semi-arid regions, could help us choose the proper method for estimating evaporation. Generally, the water balance method is simple in theory but difficult in practice due to the required water budget components. In this method, evaporation is computed as the change in volume of water.
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stored and the difference between the inflows and outflows of the lake. The relative importance of the terms depend on the hydrological and physiographical settings. Direct measurement of evaporation at the air-water interface is often very expensive and has to be designed carefully to obtain reliable data. The energy balance and combination methods have been proven to be reliable in providing precise estimation of evaporation but these methods need a wide range of data sets as input parameters, such as, net radiation, conduction heat flux and the heat stored in the reservoir to estimate evaporation. So far, profiles taken by the temperature loggers have been used to calculate heat storage of water bodies. The aim of this study is to develop a computational method to provide the 3D temperature profiles during the study period.

In most of these methods, the models’ parameters used are specific for the given water body, under the prevailing surrounding environment and climate. But these are valid only for the specific ranges of parameters (reservoir size, air and water surface temperature difference, humidity, atmosphere conditions, etc.) that are used in the designed experiment. This means that these coefficients may not provide satisfactory estimation for other regions. The parameters that affect evaporation rate from water surface can be grouped into two categories: (1) climatological and meteorological factors such as wind speed, temperature, relative humidity, etc. (2) geology and physiography of water bodies such as shape, depth, water quality, size, circulation in water body, advective and storage energy sources and sinks, and even the location. Water surface (the lake surface area) determines the effect of advective energy from the surrounding environment. The water depth is critical for heat storage and release. It means that to estimate evaporation accurately for (small) water surfaces all of these parameters should be considered. However, most available methods ignore the water bodies’ various characteristics in evaporation estimation.

In order to accurately measure evaporation for the described water bodies, utilizing the available data, a mass-transfer based method is developed in this research. Developing the present model is done in two steps. In the first step, a mass-transfer (aerodynamic) based method is developed to consider the effects of atmospheric stability conditions on evaporation. In the second step, taking into account the properties of the water body and its surroundings as well as the atmospheric conditions, a generalizable approach is developed to obtain the wind function or transfer coefficients which are used in mass-transfer methods. It is expected that the mass and heat transfer coefficients obtained from this approach provide a dramatic increase in the accuracy of evaporation estimation for small reservoirs.

1.4. CFD APPROACH TO WATER SURFACE EVAPORATION ESTIMATION

The mass-transfer approach which needs moderate data as input, correlates evaporation to the vapour pressure deficit between the water surface and its atmosphere above, through a mass-transfer coefficient, usually considered as a linear function of wind speed referred to as the "wind function". A wide range of empirical mass-transfer formulae have been applied by researchers. Some of them attempted to propose generalizable wind functions by correlating the mass transfer coefficient to the surface area of the wa-
ter body, but these proposed formulae usually are applicable only to the conditions similar to the places where the formulae or functions were parameterized. Considering this limitation and due to existence of the urgent need to estimate evaporation from small water surfaces it was deemed helpful to establish a cost effective and generalisable approach to determine reliable wind functions.

Computational Fluid Dynamics (CFD) is a very powerful computational tool and it is utilized in this research to obtain the heat and mass transfer coefficients between the atmospheric boundary layer (ABL) and the water surface (WS). Results from the proposed CFD model could be used to analyze the spatial and temporal variations of the convective and evaporative heat fluxes over the water surface and determine the effects of advection on heat fluxes from water surfaces, under arid and semi-arid conditions. The analysis is not possible by using traditional methods because most of them are “one dimensional” models with areal homogeneity assumption.

The current study presents a new applicable computational method based on CFD for calculating convective heat flux and mass transfer coefficients and consequently estimating evaporation rate from water surface using the estimated mass-transfer coefficient. Using the results of the proposed CFD method and a wind function which includes the water body specifications, environmental and meteorological conditions are extracted.

1.5. SMALL WATER BODY MODEL

Knowledge of the updated (real-time) information on various characteristics and temperature profiles of a lake are important for its operation and management. The ability of these water bodies to function depends on the quality of the water which can be influenced by the flow conditions, the temperature distribution and distribution of other compositions such as salinity. The thermal structure of water bodies, temperature stratification dynamics and changes in temperature values have a direct impact on the heat storage of lakes and their water quality. Estimating the heat stored in lakes and reservoirs is crucial to estimate evaporation in energy budget methods which are widely used. Moreover, the incorporation of turbulent transport phenomena in energy transfer in water bodies makes it important to understand the temperature distribution within the water body.

Understanding the conditions that exist within shallow water bodies calls for details of the flow through the water body, obtained either by measuring the flow parameters and temperature distribution or simulating the processes of stratification and circulation in the water body. Experimental temperature profiles in lakes are available, but the vertical and horizontal resolutions are often not sufficient for assessing small-scale turbulence effects or investigating variations of water temperature induced by radiative forcing, air temperature as well as wind velocity in shallow waters. As small shallow lakes and reservoirs respond to atmospheric conditions very fast, precise estimation of the heat transfer between the atmosphere and their surface is extremely important to model the temperature dynamics and stratification in these water bodies.

In this research, a fully three-dimensional and unsteady hydrothermal model is developed which is capable of simulating the effects of wind and atmospheric conditions over a complex bathymetry to predict the circulation patterns as well as the tempera-
ture distribution in the water body. This framework is completely based on open-source software and covers all steps needed in the simulation, from generating applicable geometry to visualizing the results. All software used here are open-source and allow continuous community-based improvement of the model without any requirement for software licenses. The main toolkit used is OpenFOAM, a powerful CFD simulation toolkit, which uses the finite volume numerical schemes to solve the governing equations. The proposed CFD simulation requires an additional degree of complexity beyond a typical industrial CFD simulation due to the complexity of the natural processes that drive the system. Most of the driving forces in a shallow water body simulation such as solar radiation, wind speed, precipitation, cloud cover, air temperature and water surface temperature, variation in water composition (such as salinity and density) and the possibility of a stratified flow, vary in time and make it difficult to include their effects in the simulation.

1.6. **Atmospheric Boundary Layer Model**

In studying the small reservoirs, understanding the interaction of the atmospheric boundary layer with its underlying water surface is crucial. However, in most of the current mesoscale and global atmosphere models, the influences of small inland water bodies in the surface parametrization are neglected. Compared to the land surface, inland water surfaces such as small lakes and reservoirs have different interactions with the atmospheric boundary layer, considering the evaporation, wind speed and heat exchanges over water surfaces.

Due to the logistical difficulties and economical issues in operating measurements over water surfaces especially for small reservoirs, water-atmosphere interaction has generally received less attention than land-atmosphere interaction. Since measurements over the water surfaces are rarely available or are usually confined to a single point, developing a model to simulate the air-water surface system would be promising in order to obtain spatial information of air flow passing over different surfaces. In addition, this model could be used to estimate meteorological parameters over the small water surfaces where carrying out measurements is difficult and expensive and there is a need for a high level of expertise to obtain reliable measurements by using ground-based measurements.

However, implementing the small water surfaces in the Atmospheric Boundary Layer (ABL) models introduces extra complexities, which should be considered in the study region with a huge numbers of small water surfaces. One complexity which emerges from involving the water-atmosphere interaction in regional climate model comes from the fact that the presence of lakes has significant effects on the atmosphere dynamics due to the change of roughness length, moisture contents and temperature of water versus the land. The distribution of the sensible and latent heat fluxes can affect the flow on small, regional and global scales, where the exchanges of water, heat and momentum over grid cells should be improved for water surface.

A big challenge in simulations of atmospheric boundary layer over the heterogeneous surfaces (for instance land-water surface) is that there are sharp changes of the surfaces’ properties from land to water surface and vice versa. In addition, small inland water bodies usually have a limited fetch and depending on the fetch values, the airflow
over the lakes may or may not have time to adjust to its underlying water surface. In these cases, the horizontal inhomogeneity can be very important and the effect of this limited fetch still needs to be assessed. Such strong spatial differences in surface characteristics (temperature, wetness and roughness) affect the airflow and transfer processes of heat and water vapor, specifically the evaporation rates.

The model developed in this research, which is based on Computational Fluid Dynamics (CFD), aids in understanding the effect of inland water bodies on the surrounding atmosphere and vice versa. Using this model provides useful information on all flow parameters in the computational domain, which is difficult to achieve using experimental measurements. In addition, the state of the atmosphere and water surface as air passes from a dry surface to a wet surface (and vice versa) is taken into consideration. The effect of a surface transition and sharp changes in surfaces’ properties on the flow which strongly depend on upwind and possibly downwind surface features, is investigated and the change in heat flux patterns over the water surface is assessed. Furthermore, the atmospheric stability conditions are included in the simulation to find how the stability conditions influence the airflow over a non-homogeneous surface.

Even though on-site measurements are preferred, the proposed computational model could be considered as a great supplement to field experiments, especially for regions where sufficient parameters are rarely available. In addition, effects of different parameters on the flow variables can be easily investigated using this model.

1.7. AIMS AND GOALS

In summary, the present thesis deals with a atmosphere-water system which consists of different parts. Regarding these components, the primary aims and objectives of this research can be summarized as following:

1. provide an accurate estimation of evaporation from small shallow water surfaces in arid and semi-arid regions by improving the mass transfer method and including the effects of atmospheric stability conditions (Chapter 2);

2. develop a cost-effective and generalizable approach (CFDEvap) for determining the heat and mass transfer coefficients (or wind function), which are used widely in mass transfer (aerodynamic) method for estimating evaporation from water surfaces (Chapter 3);

3. develop a three-dimensional CFD framework based on open-source tools and software for shallow small water bodies with arbitrary topography (bathymetry) to investigate the temperature and flow dynamics in water, in order to compute heat storage (heat budget) of lakes which could be utilized in energy balance methods for estimating evaporation from open water surfaces (Chapter 4);

4. applying and evaluating the performance of the model which is developed for small lakes in this research to simulate and analyse the temperature structure of Lake Binaba, a shallow small lake in Upper East Region of Ghana (Chapter 5);

5. develop an Atmospheric Boundary Layer (ABL) model which includes the stratification and atmospheric stability conditions to investigate the effects of surface
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heterogeneity (complexity) on airflow from land surface to water surface and vice versa. The results of this simulation would be used in prediction of over water meteorological parameters using ground based measured values (Chapter 6);

Regarding the computational issues, the major products of the present research are methods, codes, solvers, boundary conditions, various turbulence models, etc. developed to be used in Computational Fluid Dynamics simulations for both water bodies and Atmospheric Boundary Layer. All of these codes and tools are open-source and available free of charge to use and develop without any need for commercial license.

In Figure 1.3 structure and different components of this research are presented. The details of included components are presented in next chapters. The expected results of the integration of the parts which are discussed and elaborated in this research provide a promising increase in the accuracy of small water surfaces studies, through a generalizable and cost-effective methodology.
1. **INTRODUCTION**

Figure 1.3: Structure and different components of current research (ABL: Atmospheric Boundary Layer; SSLF: Small Shallow Lake Framework; CFDEvap: CFD Evaporation Model; WS: Water Surface; SSL: Small Shallow Lake)
2.

EFFECTS OF ATMOSPHERIC STABILITY CONDITIONS ON HEAT FLUXES

2.1. INTRODUCTION

Small reservoirs, or lakes, in (semi-) arid regions provide a means to improve food security through irrigated agriculture and livestock farming. The storage efficiency of these small reservoirs is affected significantly by the primary source of water loss, evaporation (Liebe, 2009). In arid and semi-arid areas, annual evaporation losses from lakes and reservoirs could rise up to 50% of the accumulated stored water (Fowe et al., 2015; Gallego-Elvira et al., 2012; Martínez-Granados et al., 2011; Gokbulak and Ozhan, 2006; Mugabe et al., 2003). Accurate estimation of evaporation is critically important to assess the reliability of using small reservoirs to enhance water security for food production, especially in arid regions where they may constitute a substantial fraction of the regionally available water resources (Liebe et al., 2009). In spite of the importance of accurate estimations in water resources management, evaporation is perhaps the most difficult component of all hydrological cycle components to estimate because of the existence of complex interactions between the water surface-atmosphere system (Singh and Xu, 1997a). Small inland water bodies are influenced significantly by the atmospheric boundary layer stability conditions. The unstable atmosphere over the water surface enhances the sensible and latent heat fluxes and a stable atmosphere reduces the heat fluxes from the water surface (Brutsaert, 1982). In case of small inland water bodies, unstable atmospheric conditions could last for a long time (Rouse et al., 2003). Shallow and small lakes, usually experience high variabilities in atmospheric boundary layer stability conditions because of the fast heating and cooling of these water bodies.

This chapter is based on Abbasi et al. (2016a): Abbasi, A.; Annor, F.O.; van de Giesen, N.: Effects of Atmospheric Stability Conditions on Heat Fluxes from Small Water Surfaces in (Semi-) Arid Regions. Hydrological Sciences Journal (Manuscript accepted for publication), 2016.
The available methods for estimating evaporation from the water surface can be put into five categories which include: 1) water budget (balance) method; 2) measurements, like evaporation pan (Fu et al., 2009, 2004) and Eddy Covariance (EC) (Assouline et al., 2008; Blanken et al., 2000; McGloin et al., 2014; Stannard and Rosenberry, 1991); 3) energy balance and combination methods (Gianniou and Antonopoulos, 2007; Rosenberry et al., 2007); 4) aerodynamic or mass transfer method (Singh and Xu, 1997a); and 5) radiation- and temperature-based methods (Xu and Singh, 2001, 2000). The water balance method is simple in theory but difficult in practice (Finch and Calver, 2008). In this method, evaporation is computed as the change in volume of water stored and the difference between the inflows and outflows of the lake. The relative importance of the terms depend on the hydrological and physiographical settings (Finch and Calver, 2008). Direct measurement of evaporation at the air-water interface is often very expensive and has to be designed carefully to obtain reliable data. The energy balance and combination methods have been seen to be reliable in providing precise estimation of evaporation (Delclaux et al., 2007; Ali et al., 2008; Rosenberry et al., 2007) but these methods need a wide range of data sets as input parameters such as net radiation, conduction heat flux and heat storage of the water body (Gallego-Elvira et al., 2012; Vidal-López et al., 2012) to estimate evaporation. In most of these methods, the models’ parameters used are specific for the given water body under the prevailing surrounding environment and climate, which are valid only for the specific ranges of parameters (reservoir size, air and water surface temperature difference, humidity, atmosphere conditions, etc.) that are used in the designed experiment (Vinnichenko et al., 2011). This means that, these coefficients may not provide satisfactory estimation for other regions (Sartori, 2000).

In this study, evaporation from small water bodies is estimated using an improved mass-transfer method considering the effects of atmospheric stability conditions. This method needs moderate input data and correlates evaporation to the vapour pressure deficit between the surrounding air and the water surface. Although, a wide range of empirical mass-transfer approaches have been applied by researcher, in most of these methods a linear function of wind speed referred as “wind function” with constant coefficients were applied to estimate evaporative heat fluxes from the water surface. Applying some of the common mass-transfer methods to estimate evaporation from the study lake (Lake Binaba) revealed that the differences between the estimated values from different methods were very high choosing a suitable method was therefore difficult. In addition, developing a method which includes time varying effects of atmospheric conditions on the transfer coefficient (or wind function which correlate the evaporation to the vapour pressure deficit between the water surface and the atmosphere) would be very promising especially for small lakes in data (measurements) scarcity conditions.

As in most small lakes (e.g. in the study region), the micrometeorological parameters measured over the water surface are rarely available, developing a method to estimate heat fluxes from water surface using only on land-based stations would be practical. Investigation the correlation matrix of (measured) water surface temperature values shows that water surface temperature could be estimated from the standard micrometeorological parameters measured over the surrounding lands. Using the estimated water sur-
face temperature as well as the measured ones, the heat fluxes from water surface were calculated and validated with processed sensible heat fluxes (considering the footprint filtering) measured over the water surface.

The developed approaches (for both water surface calculation from land-based measurements and the heat flux estimation from small water surfaces) were used to estimate heat fluxes from a small water body in Northern Ghana and Southern Burkina Faso. As the method developed in this study uses only land-based measurements, it could be easily applied to estimate heat fluxes from small water surfaces using the available measurements and the small reservoirs’ conditions in this area. In addition, this approach with some minor modification (for instance in the equation used to calculate the water surface temperature) is generalizable and cost-effective and can be used for other similar inland water bodies.

To determine the effects of atmospheric stability on estimated heat fluxes, sensible and latent heat fluxes were estimated during the study period (November 23, 2012 to December 22, 2012) using the proposed improved mass-transfer (bulk aerodynamic) method for a shallow and small lake in Binaba (Ghana). Using the proposed (aerodynamic) method and standard micrometeorological variables measured over the lake surroundings (air temperature, wind speed, relative humidity and air pressure) the sensible and latent heat fluxes were calculated taking into account the stability conditions of the atmospheric boundary layer over the water surface. To determine the influence of atmospheric stability conditions on the estimated heat fluxes from the water surface, the components and parameters were adjusted for the study site conditions. The mass transfer coefficient was adjusted using stability functions to include the atmospheric stability conditions in estimating evaporation.

In addition, the time-dependent atmosphere’s conditions and water surface characteristics were used in the model to improve the developed algorithm for estimating the evaporation.

Considering the importance of heat fluxes (e.g. evaporation) estimation from small water surfaces and the difficulties available to do that, the main aims of the current work are: 1) to develop a model for calculating the water surface temperature in small lakes using only the standard land-based measurements to close the gap in needed data for heat fluxes estimation; 2) to develop a generalizable and cost-effective method to estimate heat fluxes from inland water surfaces; 3) to consider the effects of atmospheric stability conditions on the heat fluxes; 4) to analyse heat flux data footprint and data-filtering issues of measured heat fluxes to use them in model validation. To evaluate the performance of the model against the observed values of sensible heat flux, some quantitative metrics, including root mean square error (RMSE), mean absolute error (MAE), index of agreement (d) and the bias values were applied. In addition, the performance of the model were investigated in different atmospheric stability conditions. From these metrics, the results show that the simulated sensible heat fluxes are in good agreement with the observed ones.

2.2. Atmospheric Stability Condition

Atmospheric stability over the water surface has an impact on the sensible and latent heat fluxes from the water body. When the skin (water surface) temperature \( T_{ws} \) is
higher than air temperature ($T_a$), the atmospheric boundary layer is unstable and convective. The air and water surface temperature (skin temperature) differences could be used as a measure of atmospheric stability (Derecki, 1981; Croley, 1989). In an unstable atmospheric boundary layer, commonly the water surface temperature is higher than the air temperature. However, using the differences between the absolute water surface temperate and air temperate is not strictly correct since the effects of wind speed and relative humidity play key roles in the atmospheric stability.

One of the most popular frameworks for describing the atmospheric stability conditions is the Monin-Obukhov Similarity Theory (MOST) that relates changes of vertical wind speed gradients, temperature and water vapor concentration. The Obukhov length ($L$ in m) is the parameter used to define atmospheric stability. $L$ is linked to a dimensional analysis of the turbulent kinetic energy ($TKE$) equation and the ratio of the shearing and buoyancy effects (Stull, 1988). Monin and Obukhov (1959) suggested that the vertical changes of mean flow parameters and turbulence characteristics in the atmospheric boundary layer could depend only on the surface momentum flux or measured friction velocity ($u_*$), sensible heat ($H$) and latent heat ($E$) fluxes and height ($z$):

$$L = \frac{-u_*^2 \rho_a T_{av}}{\kappa g \left( \frac{H}{C_p} + 0.61 \times \frac{(T_a + 273.16)E}{\lambda} \right)}$$

(2.1)

which could be an indicator of the ratio of the turbulent kinetic energy reduction due to wind mixing and the atmospheric stratification growth due to the heat flux (Brutsaert, 1982). In this equation, $\rho_a$ is air density ($kg m^{-3}$), $u_*$ is friction velocity ($ms^{-1}$), $\kappa$ is the von Karman constant ($\approx 0.41$), $T_{av}$ is the virtual air temperature ($K$), $H$ is sensible heat flux ($W m^{-2}$), $E$ is latent heat flux ($W m^{-2}$), $C_p$ is the specific heat of air ($J kg K^{-1}$), $g$ is the gravitational acceleration ($\approx 9.81 ms^{-2}$), $T_a$ is air temperature ($^\circ C$) and $\lambda$ is latent heat of vaporization of water ($\approx 2264.76 J kg^{-1}$). According to the values of $L$, the stability is usually classified as reported in Table 2.1. In most cases, the non-dimensional stability parameter ($\zeta = z/L$ where $z$ is the height above the water surface in m) can be used as an indicator for atmospheric stability (as shown in Table 2.1). To consider the effect of water vapor concentration, $L$ is calculated using the virtual temperature instead of absolute temperature to take into consideration the fact that the density of moist air is smaller than that of dry air (Monteith and Unsworth, 2008). The virtual air temperature ($T_{av}$) can be calculated as:

$$T_{av} = (T_a + 273.16) \left[ 1 + 0.61 q_z \right]$$

(2.2)
and similarly, the virtual temperature of saturated air at the water surface \( T_{ws} \) is given by:

\[
T_{ws} = (T_{ws} + 273.16) \left[ 1 + 0.61 q_s \right]
\]

(2.3)

and the virtual air-surface temperature difference is written as following

\[
\Delta T_v = T_{ws} - T_{av}
\]

(2.4)

where \( T_{av} \) is the virtual air temperature in \( K \), \( T_{ws} \) is the virtual temperature of saturated air at the water surface in \( K \), \( \Delta T_v \) is the virtual air-surface temperature difference (in \( K \)), \( T_a \) and \( T_{ws} \) are air temperature and water surface temperature respectively \( (°C) \), \( q_s \) is saturated specific humidity at water surface temperature \( (kg \ kg^{-1}) \) which can be calculated using Equation (2.10), and \( q_z \) is specific humidity of air \( (kg \ kg^{-1}) \) calculated from Equation (2.11). Although the water surface temperature is needed to compute the atmosphere stability parameter, its measurements are rarely available in case of small and shallow lakes. However, in the study lake water surface measurements are available, to close the gap in the input data especially for water surface temperature, a correlation approach was developed in this study to estimate this variable from micrometeorological parameters measured over the nearby lands (Section (2.7)).

2.3. DESCRIPTION OF STUDY SITE AND DATA COLLECTION

The Upper East Region of Ghana (UER) (shown in Figure 1.1) has more than 160 small and shallow reservoirs which have different surface areas ranging from 0.01 to 1.0 \( km^2 \) (Annor et al., 2009). These small reservoirs have the advantage of being operationally efficient with their flexibility, closeness to the point of use, and requirement for few parties for management (Keller et al., 2000). The studied lake is a small and shallow reservoir located in this region. Lake Binaba (10°53′20″N, 00°26′20″W) is an artificial lake, used for water supply, irrigation, livestock watering, construction, fishing, domestic uses and recreation. A natural stream has been dammed, storing and providing water for all these uses in Binaba, a small town in the sub-humid region of Ghana (van Emmerik et al., 2013). The lake surface area is around 306000 \( m^2 \) with an average and maximum depth of 1.1 \( m \) and 4.0 \( m \) respectively. The length of lake in \( x- \) and \( y- \) directions (as length and width) are around 900.0 \( m \) and 600.0 \( m \) respectively (Figure 2.1).

To measure the heat fluxes as well as the atmospheric stability conditions over the lake, a 3-D sonic anemometer was installed at 1.90 \( m \) height above the water surface. Measurements (and the computed variables) taken by 3-D sonic anemometer included turbulent fluctuations of vertical wind, sonic temperature, sensible heat flux, momentum flux, Obukhov length (or equivalently stability parameter), the source areas of 80% of the integrated flux (footprint), etc.. The installed 3-D sonic anemometer recorded the measurements (e.g. sensible heat flux) over the water surface at 10 \( Hz \) and accumulated over 30-minutes intervals. The raw eddy correlation data was processed by Alteddy software (version 3.90) (Elbers, 2016, 2002). As processing the raw eddy correlation data is beyond the goals of this work, the reader is referred to Annor et al. (2016) for more details and challenges on processing this data over small water surfaces. After processing the raw eddy correlation data, the footprint analysis should be executed to select only the measurements which represent the water surface (Section (2.9.1)). Finally, the filtered
and processed data (sensible heat flux) was used to validate the computed sensible heat fluxes using the proposed model.

In addition, the atmospheric parameters which are needed as input in the model should be measured. The standard climatic parameters include air temperature, relative humidity, wind speed and wind direction and were recorded on surrounding the lake (over the land) approximately at height of 2.0 m above the ground (Figure 2.1). The installed automatic weather station (AWS) on the land was provided with a solar radiation sensor (model PYR from Decagon Devices, USA; ±5%) for solar radiation flux density (in W/m²) measurement, a humidity/temperature sensor (model VP-4 from Decagon Devices, USA; ±2% and ±0.25 °C for humidity and temperature respectively) for air humidity measurement and the air temperature, and a sonic anemometer (model DS2 from Decagon Devices, USA; ±3% and ±3 degrees for wind speed and wind direction respectively) to measure wind speed and its direction. The microclimatic parameters (air temperature, relative humidity, wind speed and its direction) were averaged on 30-minutes intervals and used as input values in the proposed model.

As water surface temperature is a crucial parameter in calculating heat fluxes (especially for sensible heat), it has been measured during the study period. The water surface values were measured by HOBO tidbit v2 temperature loggers with nominal accuracy of ±0.2 °C (HOBOTidbit, 2015). The measured water surface temperature values were used in the model to estimate heat fluxes. In addition, these measured values were used to
validate the calculated water surface temperature values by using the standard meteorological parameters measured in the AWS installed over the surrounding land (Section (2.7)).

During the study period (from November 23, 2012 to December 22, 2012) the air temperature fluctuated from 18.0 to 40.0 °C with an average of 28.7 °C while the water surface temperature varied between 24.0 °C and 32.5 °C with an average of 27.5 °C during the measurement period. Figure 2.2(a) shows the diurnal changes of water surface temperature and air temperature, with daily variations of approximately 10 °C. The wind speed values recorded by the land-based automatic weather station (AWS) are shown in Figure 2.2(b) with South-Western direction being the most dominant direction with a maximum speed of 3.5 ms⁻¹ (the maximum wind speed measured over the water surface was 4.5 ms⁻¹). Since the wind speed values have been averaged on 30-minutes intervals, instantaneous wind speed may be larger.

![Figure 2.2: (a) Measured water surface and air temperature at 2.0 m above land surface; (b) Measured wind speed at 2.0 m above land surface during the simulation period. Wind speed values have been averaged on 30-minutes intervals.](image)

### 2.4. Bulk Aerodynamic Method

Field studies of sensible and latent heat fluxes from water surfaces comprise a large body of literature. One of the most suitable methods with moderate input data is the bulk-aerodynamic transfer method. The bulk-aerodynamic approach, which is based on the Dalton-type equation and Fick’s first law of diffusion, can be used to estimate sensible heat and latent heat fluxes through a fixed boundary layer such as that developed over the free water surface of a reservoir (Dingman, 2015). It is based on the concept of mass transfer theory, which states that the diffusion of heat and water vapor into the atmosphere moves from where its concentration is larger to where its concentration is smaller at a rate that is proportional to the spatial gradient of that concentration. This method is straightforward because it relies on relatively routine measurements of wind speed, air temperature, relative humidity, and water surface temperature. In except for the water surface temperature, all needed input parameters are measured over the surrounding land. In addition, for water surface measurements, as they are not available in most cases, a model developed in this study can be used. Assuming that the boundary layer over a smooth water surface is similar to that over a rough water surface, the following
2. Effects of Atmospheric Stability Conditions on Heat Fluxes

Equations could be used to calculate sensible and latent heat fluxes (Hicks, 1975):

\[ H = \rho_a C_p C_H U_z (T_{ws} - T_a) \]  
\[ E = \rho_a \lambda C_E U_z (q_s - q_z) \]

where \( T_a \) is air temperature (°C), \( T_{ws} \) is water surface temperature (°C), \( H \) is the sensible heat flux (W m\(^{-2}\)), \( E \) the latent heat flux (W m\(^{-2}\)), \( C_H \) and \( C_E \) are the (bulk) transfer coefficients for sensible heat and latent heat respectively (dimensionless), \( U_z \) is wind speed at height \( z \) above the water surface (m s\(^{-1}\)), \( \rho \) density of air (kg m\(^{-3}\)), \( \lambda \) latent heat of vaporization of water (kJ kg\(^{-1}\)), \( q_s \) saturated specific humidity at water-surface temperature (kg kg\(^{-1}\)), and \( q_z \) specific humidity (kg kg\(^{-1}\)).

Density of air (\( \rho_a \)) can be calculated as follow:

\[ \rho_a = 100 \times \left( \frac{P_{atm}}{R_a (T_a + 273.16)} \right) \]

where

\[ R_a = 287.00 \times [1 + 0.608q_z] \]

*\( P_{atm} \)* is atmospheric pressure (Pa) and \( R_a \) is gas constant for moist air (kJ kg\(^{-1}\) K\(^{-1}\)). Latent heat of vaporization of water (\( \lambda \)) is a function of temperature and can be given by:

\[ \lambda = 2.501 \times 10^6 - 2361 \times T_a \]

Specific humidity for water surface temperature and air temperature can be obtained from:

\[ q_s = \frac{0.6108 e_{sat}}{P_{atm}} \]
\[ q_z = \frac{0.6108 e_a}{P_{atm}} \]

where \( e_{sat} \) is saturated vapor pressure at \( T_{ws} \) in kPa, \( e_a \) actual vapor pressure (kPa) and \( e_s \) saturated vapor pressure at \( T_a \) in kPa:

\[ e_{sat} = 0.6108 \times \exp \left( \frac{17.269 T_{ws}}{T_{ws} + 237.3} \right) \]
\[ e_a = e_s \times \frac{R_H}{100.0} \]
\[ e_s = 0.6108 \exp \left( \frac{17.269 T_a}{T_a + 237.3} \right) \]

where \( T_a \) and \( T_{ws} \) should be in °C. To estimate latent heat flux in m s\(^{-1}\) the following equation can be used:

\[ E^* = \frac{E}{\rho_w \lambda} \]

where \( \rho_w \) (in kg m\(^{-3}\)) is water density and given by Henderson-Sellers (1986):

\[ \rho_w = 1000.0 \times \left( 1 - 1.9549 \times 10^{-5} |T_{ws} - 3.84|^{1.68} \right) \]
where the water surface temperature \( T_{ws} \) is in °C.

Heat and mass transfer coefficients are influenced by the atmospheric stability conditions over the lake and therefore it could be affected by the gradients of temperature and humidity over the water surface as well as the wind speed values. In the following section, an algorithm is proposed to calculate the transfer coefficients adjusted to the site-specific measurements and modify them according to the stability conditions over the water surface. The proposed framework is based on the algorithms that are commonly used for estimating sensible and latent heat fluxes from oceans and large lakes (Zeng et al., 1998; Fairall et al., 1996; Renfrew et al., 2002). These methods rarely have been used to estimate evaporation from small lakes in arid and semi-arid regions. The proposed algorithm is able to: 1) take into account the roughness lengths of momentum, water vapor and temperature (Brutsaert, 1982); 2) adjust the air density, water density, water vapor pressure and other parameters included for local conditions; 3) consider the effects of different parameters and their interactions; 4) start with neutral transfer coefficients and then adjust them for different stability conditions; and 5) use land-based measurements to estimate heat fluxes from small water surfaces where measuring these parameters are rarely available.

The input parameters required for the model are: water surface temperature \( T_{ws} \) [°C], air temperature \( T_a \) [°C], wind speed measured at height \( z \) (typically 2.0 or 10.0 m) above the surrounding land (measured by land-based weather station) \( U_z \) [ms⁻¹], relative humidity \( RH \) [%] and air pressure \( P_{atm} \) [Pa]. These parameters can be measured by land-based weather stations installed surrounding the water surface (Figure 2.1). Water surface temperature can be used in the model either from the measured values or by applying the proposed model in this study.

### 2.5. Neutral Transfer Coefficients

Comparing the actual (include the stability effects) and neutral (assuming neutral conditions, N) heat fluxes from small water surfaces gives a clear idea on the effects of atmospheric stability conditions on heat fluxes. In this study, firstly the neutral heat fluxes were computed and then have been adjusted for stability conditions. Neutral transfer coefficients for momentum and heat fluxes in atmospheric boundary layer are determined from:

\[
C_{DN} = \frac{U_s}{U_z} = \left( \frac{\kappa}{\ln(z/z_0)} \right)^2 
\]

\[
C_{EN} = \frac{\kappa^2}{\ln(z/z_0_m) \ln(z/z_q)} = \frac{\kappa C_{DN}^{1/2}}{\ln(z/z_q)} 
\]

Under near neutral conditions the transfer coefficients for sensible heat \((C_{HN})\) and latent heat \((C_{EN})\) are assumed equal (Zeng et al., 1998; Verburg and Antenucci, 2010);

\[
C_{HN} = C_{EN} 
\]

where \( C_{DN} \) is neutral drag (momentum) coefficient (dimensionless), \( C_{EN} \) neutral latent heat transfer coefficient (dimensionless), \( C_{HN} \) the neutral transfer coefficient for sensible heat (dimensionless), \( \kappa \) is the non-dimensional von Karman constant (≈ 0.41), \( z \) the
measurement height of climate variables (2.0 m above the land surface), \( z_{0m} \) is roughness length of momentum (m), \( z_{0q} \) is roughness length for water vapor (m) and \( g \) is the gravitational acceleration (\( \approx 9.81 \text{ ms}^{-2} \)). Air shear velocity (friction velocity, \( u_* \)) in \( \text{ms}^{-1} \) is obtained from

\[ u_* = (C_D U_z^2)^{1/2} = \frac{\kappa U_z}{\ln(z/z_{0m})} \]  

(2.20)

and the functional form of Smith (1988) is implemented to estimate momentum roughness length (\( z_{0m} \)) (Zeng et al., 1998; Smith, 1988):

\[ z_{0m} = \alpha \left( \frac{u_*^2}{g} \right) + \beta \left( \frac{v}{u_*} \right) \]  

(2.21)

where \( \alpha \) represents the Charnock constant (\( \alpha = 0.013 \)) (Zeng et al., 1998) and \( \beta \) is a constant (\( \beta = 0.11 \)). The roughness length of humidity (and temperature) is given by the functional form of Brutsaert (1982):

\[ \ln \frac{z_{0m}}{z_{0q}} = b_1 \left( \frac{u_*}{v} \right)^{1/4} + b_2 \Rightarrow z_{0q} = z_{0m} \exp \left( b_1 \left( \frac{u_*}{v} \right)^{1/4} + b_2 \right) \]  

(2.22)

where \( b_1 = -2.67 \) and \( b_2 = 2.57 \) are constants and \( Re_* \) is roughness Reynolds number calculated by:

\[ Re_* = \frac{u_* z_{0m}}{v} \]  

(2.23)

Kinematic viscosity of air (\( \nu [\text{m}^2 \text{s}^{-1}] \)) can be obtained as

\[ \nu = \frac{\mu}{\rho_a} \]  

(2.24)

where dynamic viscosity of air (\( \mu [\text{Ns m}^{-2}] \)) is computed from a linear function of air temperature (\( T_a \) in \( ^\circ \text{C} \)) (Verburg and Antenucci, 2010):

\[ \mu = 4.94 \times 10^{-8} T_a + 1.7184 \times 10^{-5} \]  

(2.25)

In neutral conditions the roughness length for temperature (\( z_{0h} \)) is assumed to be the same as that for water vapor (\( z_{0q} \)) (Zeng et al., 1998; Verburg and Antenucci, 2010):

\[ z_{0h} = z_{0q} \]  

(2.26)

As mentioned previously, in the proposed algorithm the neutral transfer coefficients are estimated at the first step and then modified for the atmospheric stability conditions. To start the computation procedure an initial value for friction velocity (\( u_* \)) is needed. Therefore the computation was started with an initialized \( u_* \) using Amorocho and De Vries (1980) equation with wind speed at 10.0 m (\( U_{10} \)):

\[ u_* = U_{10} \left[ 0.0015 \left( 1 + \exp \left( \frac{U_{10} + 12.5}{1.56} \right)^{-1} \right) + 0.00104 \right]^{-2} \]  

(2.27)

where \( U_{10} \) is wind speed at 10.0 m above the land surface which can be estimated from \( U_z \) by (Schertzer et al., 2003; Verburg and Antenucci, 2010):

\[ U_{10} = U_z \left( \frac{10}{z} \right)^{1/7} \]  

(2.28)
after obtaining $z_{0m}$ by

$$U_{10} = U_z \frac{\ln(10/z_{0m})}{\ln(z/z_{0m})} \quad (2.29)$$

Using this initial value of $u_*$, with Equations (2.20) and (2.21) a simple iteration loop is performed to calculate the momentum roughness length to get the desired convergence criteria (within 0.001% of the previous value). After calculating the $z_{0m}$ using this algorithm, the neutral transfer coefficients can be estimated.

### 2.6. Modifying Transfer Coefficients for Atmospheric Stability Conditions

An unstable atmosphere can enhance heat and mass transfer over the water surface. To consider the effects of atmospheric stability on heat fluxes, the heat and mass transfer coefficients are modified regarding the atmospheric stability conditions. This is done using stability functions (Brutsaert, 1982; Dyer, 1967; Businger et al., 1971). There are many stability functions ($\Psi$) for stable and unstable conditions of atmospheric boundary layer. In this study the following stability functions were used:

- for stable conditions ($\zeta > 0$), all transfer stability functions for momentum, heat and mass, respectively ($\Psi_M, \Psi_T$ and $\Psi_E$) are assumed to be equal (Dyer, 1967; Businger et al., 1971) and given by:

$$\Psi_M = \Psi_T = \Psi_E = \begin{cases} -5\zeta & \text{if } 0 < \zeta \leq 0.5, \\ 0.5\zeta^{-2} - 4.25\zeta^{-1} - 7\ln\zeta - 0.852 & \text{if } 0.5 < \zeta \leq 10, \\ \ln\zeta - 0.76\zeta - 12.093 & \text{if } \zeta > 10, \end{cases} \quad (2.30)$$

- for unstable atmospheric boundary layer ($\zeta < 0$) the equations below could be used:

$$\Psi_M = \ln \left[ \frac{(1 + x^2)}{2} \right] + 2\ln \left[ \frac{(1 + x)}{2} \right] - 2\arctan(x) + \frac{\pi}{2} \quad (2.31)$$

$$\Psi_T = \Psi_E = 2\ln \left[ \frac{(1 + x^2)}{2} \right] \quad (2.32)$$

where

$$x = (1 - 16\zeta)^{1/4} \quad (2.33)$$

Using the atmospheric stability functions, the modified transfer coefficients can be written as:

$$C_D = \frac{\kappa^2}{[\ln(z/z_{0m}) - \Psi_M]^2} \quad (2.34)$$

$$C_E = \frac{\kappa^2}{[\ln(z/z_{0m}) - \Psi_M] \times [\ln(z/z_{0q}) - \Psi_E]} \quad (2.35)$$

$$C_H = \frac{\kappa^2}{[\ln(z/z_{0q}) - \Psi_E]} \quad (2.36)$$
2.7. WATER SURFACE TEMPERATURE

In Section (2.4) the proposed approach for computing the heat fluxes from water surfaces was explained. As it can be seen, water surface temperature is a crucial parameter for sensible heat flux estimation. In addition, this parameter is required in advance to determine the atmospheric stability conditions for modifying the transfer coefficients (Section (2.6)). However, in most inland water surfaces especially for small shallow ones in developing regions, due to the logistical difficulties and economic issues in operating measurements over the lakes, water surface temperature measurements are rarely available. In order to address this issue, a simple correlation model was used in this study. This model contains only the over land measured micrometeorological parameters. As the water surface temperature as well as the standard meteorological parameters were available during the study period, the correlation matrix is established to find the main variables influencing the water surface temperature. The correlation coefficients between the water surface temperature and micrometeorological variables measured on land are presented in Table 2.2. As shown in Table 2.2, the water surface temperature is mainly influenced by the air temperature ($T_a$), relative humidity (RH) and incoming short-wave radiation ($R_s$) respectively whereas the effect of wind speed which mostly was low could be ignored.

Table 2.2: Correlation matrix of (measured) water surface temperature values in Lake Binaba with micrometeorological parameters measured in nearby land station.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$T_a$ [°C]</th>
<th>$T_{ws}$ [°C]</th>
<th>$U_2$ [ms$^{-1}$]</th>
<th>RH [%]</th>
<th>$R_s$ [Wm$^{-2}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air Temperature ($T_a$)</td>
<td>1.000</td>
<td>0.458</td>
<td>0.529</td>
<td>-0.503</td>
<td>0.617</td>
</tr>
<tr>
<td>Water Surface Temperature ($T_{ws}$)</td>
<td><strong>0.458</strong></td>
<td><strong>1.000</strong></td>
<td><strong>-0.006</strong></td>
<td><strong>0.300</strong></td>
<td><strong>0.130</strong></td>
</tr>
<tr>
<td>Wind Speed ($U_2$)</td>
<td>0.529</td>
<td>-0.006</td>
<td>1.000</td>
<td>-0.467</td>
<td>0.708</td>
</tr>
<tr>
<td>Relative Humidity (RH)</td>
<td>-0.503</td>
<td>0.300</td>
<td>-0.467</td>
<td>1.000</td>
<td>-0.578</td>
</tr>
<tr>
<td>Incoming Short-wave Radiation ($R_s$)</td>
<td>0.617</td>
<td>0.130</td>
<td>0.708</td>
<td>-0.578</td>
<td>1.000</td>
</tr>
</tbody>
</table>

After evaluating the different regression models to find the best fit to the measured values (using R software), the following equation was obtained:

$$T_{ws} = [2.187 \times T_a - 0.0631 \times T_a^2 + 0.001 \times T_a^3] + [0.006 \times R_s]$$

$$+ [0.377 \times RH - 0.005 \times RH^2] - 6.159; \quad R^2 = 0.690 \quad (2.37)$$

where $T_{ws}$ is water surface temperature in °C, $T_a$ is air temperature in °C, $R_s$ is incoming short-wave radiation in Wm$^{-2}$ and RH is relative humidity (%).

To test the performance of the water surface temperature model, it was applied for another small lake in the study area, Lake Winkogo (10°42’48’’N, 00°51’32’’W) (the distance between these two lakes is around 60.0 km and the meteorological conditions are the same). Similar to the Lake Binaba, the water surface temperature values as well as the micrometeorological parameters measured over the surrounding land were available in Lake Winkogo (Annor et al., 2016). Several measures of the (water surface temperature) model performance evaluation are presented in Table 2.3 for Lake Binaba as well as the Lake Winkogo.

According to the evaluation measures presented in Table 2.3, the calculated water surface temperature values are in satisfactory agreement with the measured ones.
Table 2.3: Evaluation of water surface temperature model performance. This model was validated for two similar lakes in the study area, Lake Binaba and Lake Winkogo (MAE: mean absolute error; RMSE: root mean square error; $d$: index of agreement, $R^2$: Coefficient of determination; $E$: Nash-Sutcliff coefficient).

<table>
<thead>
<tr>
<th>Study Lake</th>
<th>RMSE [°C]</th>
<th>MAE [°C]</th>
<th>$E$</th>
<th>$R^2$</th>
<th>$d$</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake Binaba</td>
<td>1.029</td>
<td>0.850</td>
<td>0.651</td>
<td>0.713</td>
<td>0.880</td>
<td>-0.271</td>
</tr>
<tr>
<td>Lake Winkogo</td>
<td>1.582</td>
<td>1.302</td>
<td>0.453</td>
<td>0.584</td>
<td>0.800</td>
<td>-0.604</td>
</tr>
</tbody>
</table>

et al., 2015) and can be used in the estimation of heat fluxes from water surfaces (Section (2.4)).

2.8. MODEL ALGORITHM

In Equation (2.1), Obukhov length ($L$) is a function of sensible ($H$) and latent ($E$) heat fluxes. Therefore stability functions are functions of sensible and latent heat fluxes over the water surface. The calculating procedure is initiated with neutral transfer coefficients for momentum, heat and mass, respectively ($C_{DN}$, $C_{HN}$ and $C_{EN}$) and followed by the neutral sensible and latent heat fluxes ($H_N$ and $E_N$). Utilizing the neutral values, an iteration loop on $L$ is established. In each iteration, air shear velocity ($u^*$), roughness lengths for momentum, temperature and water vapor ($z_0m$, $z_0h$, $z_0q$), modified transfer coefficients ($C_{D}$, $C_{H}$, $C_{E}$), sensible ($H$) and latent ($E$) heat fluxes are recalculated and applied to recalculate $L$ and the stability functions ($\Psi$). These iterations are continued until $L$ converges to within 0.0001% of the previous value of $L$. The framework of the model is depicted in 2.3.

2.9. MODEL VERIFICATION AND VALIDATION

The main advantage of the new model developed in this study is to estimate evaporative heat flux as well as the sensible heat flux from the small water surfaces. This model needs only standard micrometeorological parameters measured over the land surrounding the inland water surface. In addition, water surface temperature can be used in the model either from measurements or from the proposed approach (as described at Section (2.7)) in this study. In Lake Binaba, beside the standard meteorological parameters over the land, sensible heat fluxes were measured over the water surface during the study period using 3-D sonic anemometer (Section (2.3)). The observed sensible heat fluxes were used to validate the estimated convective heat fluxes from the water surface. Regarding the footprint of heat fluxes over the water surface, the measured heat fluxes should be filtered before being used in model validation.

2.9.1. HEAT FLUX DATA FILTERING

In this study, the measured sensible heat flux values were used to validate the calculated heat fluxes (sensible heat flux, $H$) from the water surface. Due to the non-sufficient (finite) dimensions of the lake Binaba in wind direction to be sure that the fluxes come only from the water surface, the heat fluxes data taken over the water surface should be processed before being used in validation process. The measured fluxes by represent
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Figure 2.3: Proposed framework to estimate heat fluxes from water surface considering atmospheric stability conditions.

The upwind area fluxes which called footprint (FP). The dimensions and location of the measured heat flux footprints depend on the height of measurement, wind speed and its direction, surface properties, and atmospheric stability conditions (Vesala et al., 2008). For small lakes with limited dimensions (e.g. lake Binaba with less than 500 m in predominant wind direction, footprint analyzing of the heat flux measurements is a crucial concept. To select the reliable fluxes which represent the fluxes from only the water surface the following steps were used to filter the sensible heat flux measurements (after processing the raw data as mentioned in Section (2.3)):

1. Different ranges for wind direction were defined. For these ranges, the upwind distances (X_{ud} in m) which include only the water surface were determined according to the geometry of the lake and its shape as well. The extensions of this area which includes only fluxes coming from the water surface is shown with blue lines in Figure 2.1.

2. Using the prepared Python code, for each ranges of wind direction, by using the values of X_m (in m) and the X_{ud} values which have been determined in previous step, the data points where X_m \leq X_{ud} were extracted. In this study, the X_m is the source areas (distance) of 80% of the integrated flux (footprint) in m. According to Kljun et al. (2015), in most cases 80% of the footprint area includes the main impact of the measurement (it should be noted that 100% of the footprint area is
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infinite). $X_m$ was computed by the Alteddy software (version 3.90) and is applied here for sensible heat data-filtering to use for validation of the model.

3. For selected time frame from filtered heat flux data, the heat flux footprint area (length) is calculated. For footprint prediction (FPP), the method developed by Kljun et al. (2015) for footprint parameterization was used (Figure 2.4).

After data-filtering, 559 (of 1392) half-hourly heat flux data points (43% of the initial data set) remained for model validation. To investigate the model performance, the remained data points were classified according to the atmospheric stability conditions using the ratio of $z/L$ (or $\zeta$ where $z$ is the height of measurement (m), $L$ is Obukhov length (m) and $\zeta = z/L$ is stability parameter (unitless)). The summation of the data sets’ properties which have been used in this study are presented in Table 2.4.

Table 2.4: Atmospheric stability condition investigation of measured heat flux data. Stability conditions of different data sets which used in this study are reported in this table (EC-NF: initial data point; EC-F: filtered data using proposed algorithm; M-Tws-Obs-NF, F: data used in model by using measured water surface temperature. Due to lack of some input parameters (e.g. water surface temperature) number of data point is less than initial data points (F:Filtered, NF: non-filtered); M-Tws-Mod-NF, F: data used in model by using the simulated water surface temperature).

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Total Data</th>
<th>Stable Conditions</th>
<th>Unstable Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of points</td>
<td>Percent</td>
<td>Number of points</td>
</tr>
<tr>
<td>EC-NF</td>
<td>1327</td>
<td>100</td>
<td>366</td>
</tr>
<tr>
<td>EC-F</td>
<td>559</td>
<td>100</td>
<td>4</td>
</tr>
<tr>
<td>M-Tws-Obs-NF</td>
<td>1287</td>
<td>100</td>
<td>433</td>
</tr>
<tr>
<td>M-Tws-Obs-F</td>
<td>552</td>
<td>100</td>
<td>25</td>
</tr>
<tr>
<td>M-Tws-Mod-NF</td>
<td>1328</td>
<td>100</td>
<td>438</td>
</tr>
<tr>
<td>M-Tws-Mod-F</td>
<td>559</td>
<td>100</td>
<td>23</td>
</tr>
</tbody>
</table>

Figure 2.4: Footprint representations for selected time frame (November 24, 2012 at 19:30) in the study period. At this time frame the atmosphere was unstable with $L$ (Obukhov length)$=1.05m$; $h$ (atmospheric boundary layer height) = 1930.7 m; $u^*$ (friction velocity) = 0.043 $m s^{-1}$ and measurement height was 1.90 m above water surface. The 3-D Sonic anemometer is located at (0,0) m and the X–axis points towards main wind direction: (a) footprint length estimate in main wind direction (1-D); and (b) footprint contour lines (2-D).
2.9.2. Validating the Calculated Sensible Heat Fluxes
As mentioned in Section (2.9.1), the filtered measured values of sensible heat flux from the 3-D sonic anemometer installed over the water surface were used to validate the model. The validation process was carried out for different stability conditions to check the performance of the proposed model in different stability conditions. In Table 2.5 the measures of model performance are presented. According to the suggestion of Legates and McCabe Jr. (1999), to assess the performance of the model, four common quantitative evaluation criteria, namely, the root mean squared error ($RMSE$), mean absolute error ($MAE$), index of agreement ($d$) and the bias ($Bias$) were used in this study. The values of index of agreement ($d$) varies between 0.0 and 1.0, where 0.0 indicates no agreement and 1.0 represents perfect agreement for measured and estimated values (Ali et al., 2015; Legates and McCabe Jr., 1999).

In Figure 2.5 comparisons of simulated and observed sensible heat fluxes from water surface for stable and unstable atmospheric conditions are shown. The number of points in Figure 2.5(a) is low due to the filtering of the measured sensible heat fluxes over water surface (Section (2.9.1)). After filtering the heat flux data (regarding the footprint values explained before) approximately all validation data points (99%) belong to the unstable atmosphere conditions and therefore, validating the results for stable conditions is not accurate. However, as shown in the Table 2.4, in most times (72.5%) the atmosphere is unstable over the Lake Binaba. It means that if the model works well in unstable conditions, it would cover most times and conditions available over the water surface. The performance of the model, as shown in Figure 2.5(b) and Table 2.5, according to the evaluation parameters is satisfactory. To investigate the performance of the model for all atmospheric stability conditions (especially for stable conditions) collecting long-term (including sufficient stable and unstable conditions after data filtering) heat fluxes measurements over the water surface as well as microclimate variables on the land is crucial.

2.10. Results of the Model and Discussion
The proposed approach was run for Lake Binaba in Ghana, for the study period from November 23, 2012 to December 22, 2012. The input data to the model was provided by the on-ground automatic weather station (AWS) in the shore of the water body as shown in Figure 2.1. The effects of atmospheric stability conditions on the transfer coefficients and consequent heat fluxes from the water surface are discussed below.

2.10.1. Atmospheric Stability
According to the Monin-Obukhov Similarity Theory (MOST), stability parameter $\zeta$ can be used as an indicator for the atmospheric stability. $\zeta$ depends on both the difference between the air and water surface virtual temperature ($\Delta T_v$) and horizontal wind speed. $|\zeta|$ is large when wind speed is low. The $\zeta$ values computed for the study period show that the atmosphere was unstable 72.5% of the study time period at Lake Binaba (Table 2.4). The stability parameter ($\zeta$ or $z/L$) usually is unknown in most small lakes. Applying the proposed method, the value of $L$ and consequently, the stability parameter ($\zeta$) will be computed and the atmospheric stability conditions can be indicated to apply the correct
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2.10.2. ROUGHNESS LENGTHS

The average roughness lengths of momentum and heat (or water vapor) are $5.51 \times 10^{-5} \text{ m}$ and $1.49 \times 10^{-4} \text{ m}$ respectively. Figure 2.6(a) illustrates that the roughness length of momentum ($z_{0m}$) decreased for velocities up to $2.5 \text{ m s}^{-1}$ and for higher values of horizontal wind speeds ($U_z > 2.5 \text{ m s}^{-1}$) its values increased gradually with wind speed. However, the trend of the heat (or water vapor) roughness length is different. The $z_{0h} (= z_{0q})$ does not vary significantly for wind speeds more than $2.5 \text{ m s}^{-1}$ as shown in Figure 2.6(b).

Comparing the computed roughness lengths over the water surface shows that unlike for the land surfaces, the heat (and water vapor) roughness length is larger than the momentum roughness length. For small lakes with low to moderate wind speeds ($U_z < 5 \text{ m s}^{-1}$), the water surface can be considered as a smooth surface. Unlike for the land surfaces (rough surfaces), for smooth surfaces $z_{0q}$ and $z_{0h}$ are larger than $z_{0m}$. Over the rough surfaces (such as land areas) the heat ($z_{0h}$) and water vapor ($z_{0q}$) roughness lengths are considerably smaller than the momentum roughness length ($z_{0m}$) (Brutsaert, 1982). This large differences in roughness lengths can be related to the different mechanism for momentum and heat or water vapor transfer. Over the rough surfaces, momentum transfer is enhanced by the effective drag including local pressure gradients beside the viscous shear. The heat and water vapor transfer are controlled primarily by molecular diffusion (Brutsaert, 1982). At lower wind speeds, the momentum exchanges over the water surface (smooth surface) are mainly affected by the non-atmospheric factors such as swell on water surface (Vercauteren et al., 2011). However, The interaction between turbulent atmosphere and an inland water surface (specifically for small shallow lakes) is complex and includes a number of complicated physical processes and hence, the pre-

Figure 2.5: Comparison of simulated (Sim.) and observed (Obs.) sensible heat flux values over water surface. Observed raw heat flux data was processed, corrected and footprint filtered. Red square points correspond to 1:1 relationship; (a) for atmospheric stable conditions; (b) for unstable atmospheric conditions.
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Table 2.5: Calculated metrics of model (of heat flux calculation) performance (MAE: mean absolute error; RMSE: root mean square error; d: index of agreement; Bias: bias) for calculated sensible heat fluxes for different atmospheric stability conditions. In this table different data sets are presented: Tws-Obs-30m: using observed water surface temperature values in 30-min intervals; Tws-Mod-30m: using calculated water surface temperature values in 30-min intervals; Tws-Obs-H: using hourly observed water surface temperature values; Tws-Mod-H: using hourly calculated water surface temperature values.

<table>
<thead>
<tr>
<th>Data</th>
<th>Stability Condition</th>
<th>RMSE [°C]</th>
<th>MAE [°C]</th>
<th>d</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tws-Obs-30m</td>
<td>Total Data</td>
<td>10.40</td>
<td>6.29</td>
<td>0.54</td>
<td>-3.22</td>
</tr>
<tr>
<td></td>
<td>Stable Conditions</td>
<td>15.24</td>
<td>13.45</td>
<td>0.47</td>
<td>-13.46</td>
</tr>
<tr>
<td></td>
<td>Unstable Conditions</td>
<td>10.12</td>
<td>5.95</td>
<td>0.49</td>
<td>-2.74</td>
</tr>
<tr>
<td>Tws-Mod-30m</td>
<td>Total Data</td>
<td>11.63</td>
<td>9.8</td>
<td>0.49</td>
<td>-9.50</td>
</tr>
<tr>
<td></td>
<td>Stable Conditions</td>
<td>16.32</td>
<td>14.3</td>
<td>0.48</td>
<td>-14.30</td>
</tr>
<tr>
<td></td>
<td>Unstable Conditions</td>
<td>11.38</td>
<td>9.61</td>
<td>0.47</td>
<td>-9.29</td>
</tr>
<tr>
<td>Tws-Obs-H</td>
<td>Total Data</td>
<td>8.73</td>
<td>5.82</td>
<td>0.64</td>
<td>-3.71</td>
</tr>
<tr>
<td></td>
<td>Stable Conditions</td>
<td>14.44</td>
<td>12.73</td>
<td>0.49</td>
<td>-12.73</td>
</tr>
<tr>
<td></td>
<td>Unstable Conditions</td>
<td>8.18</td>
<td>5.34</td>
<td>0.60</td>
<td>-3.08</td>
</tr>
<tr>
<td>Tws-Mod-H</td>
<td>Total Data</td>
<td>11.30</td>
<td>9.71</td>
<td>0.51</td>
<td>-9.49</td>
</tr>
<tr>
<td></td>
<td>Stable Conditions</td>
<td>15.69</td>
<td>13.66</td>
<td>0.50</td>
<td>-13.66</td>
</tr>
<tr>
<td></td>
<td>Unstable Conditions</td>
<td>10.97</td>
<td>9.46</td>
<td>0.47</td>
<td>-9.23</td>
</tr>
</tbody>
</table>

The exact formula for calculating the momentum roughness length is still subject to some uncertainty (Brutsaert, 1982).

Figure 2.6: Relationship between the horizontal wind speed (measured over surrounding land) and (a) momentum roughness length; (b) heat (or water vapor) roughness length.

2.10.3. TRANSFER COEFFICIENTS

In Figure 2.7(a) the relationships between the wind speed and the neutral transfer coefficients are shown. As it can be seen, the average of the neutral drag coefficients is $1.60 \times 10^{-3}$. It decreased for wind speeds up to $2.0 \text{ m s}^{-1}$ and increased approximately linearly for higher wind speeds ($U_2 > 2 \text{ m s}^{-1}$). The general trend of the neutral heat (or water vapor) transfer coefficient (with an average value of $1.76 \times 10^{-3}$) is the same as the drag coefficient but its value decreases for wind speeds up to $3.0 \text{ m s}^{-1}$ (this point is $2.0 \text{ m s}^{-1}$ for drag coefficient). For wind speeds more than $2.0 \text{ m s}^{-1}$ it increased with a very smooth rate, less than the change rate of the neutral drag coefficient.
Using the stability functions to adjust the transfer coefficients, increased the average of the drag coefficient and heat (or water vapor) transfer coefficients by 25.9% and 48.3% to $2.02 \times 10^{-3}$ and $2.61 \times 10^{-3}$ respectively. The effect of stability conditions on the transfer coefficients is largest for low wind speeds (as shown in Figure 2.7(b)) and for large values of (virtual) air-water surface temperature difference ($\Delta T_v$ or $\Delta T$) (where $\zeta < 0$ as shown in Figure 2.7(c)) which happened in unstable atmospheric boundary layers (Figure 2.7(d)). This effect enhanced the transfer coefficients and consequently the sensible and latent heat fluxes from the water surface. The modified transfer coefficients for a non-neutral atmosphere converge to neutral values ($C_{DN}$, $C_{HN}$) with an increase in wind speed with $\zeta$ converging to zero (Figure 2.8(a) and Figure 2.8(b)). The ratio of the stability adjusted transfer coefficients to the neutral coefficients $C_E/C_{EN}$ and $C_D/C_{DN}$ were larger than 1.0 when $\Delta T_v$ was positive and the atmospheric boundary layer was unstable (Figure 2.7(c)). The rate of change of the modified transfer coefficients with $\zeta$ was fast for values of $\zeta$ close to zero and attenuated for increasing $|\zeta|$ (Figure 2.8(a) and Figure 2.8(b)). The ratio $C_E/C_{EN}$ in unstable conditions was larger than the ratio $C_D/C_{DN}$ and therefore, the effects of atmospheric stability conditions were higher for water vapor (heat) transfer rather than the drag forces.

Figure 2.7: Relationship between wind speed values and: (a) neutral transfer coefficients; (b) changes of ratio of transfer coefficients to their neutral values; (c) effect of virtual air-surface temperature difference on the transfer coefficients; (d) relationship between virtual air-surface temperature difference and stability parameter values.

2.10.4. SENSIBLE AND LATENT HEAT FLUXES
In this study, the heat fluxes from small inland water surfaces were calculated taking into account the atmospheric stability conditions. To this aim, the heat ($C_H$) and mass (wa-
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Figure 2.8: Relationship between the stability parameter and: (a) ratio of momentum transfer coefficient to corresponding neutral values; (b) ratio of heat (or water vapor) transfer coefficient to corresponding natural values; (c) ratio of heat fluxes to their neutral values; and (d) sensible and latent heat fluxes.

Figure 2.8: Relationship between the stability parameter and: (a) ratio of momentum transfer coefficient to corresponding neutral values; (b) ratio of heat (or water vapor) transfer coefficient to corresponding natural values; (c) ratio of heat fluxes to their neutral values; and (d) sensible and latent heat fluxes.

ter vapor) transfer coefficients ($C_E$) were modified to take the stability conditions into consideration. When stability functions were used to calculate sensible heat and latent heat fluxes from the water surface, the average estimated latent (evaporation) heat flux increased by 44.7% compared with estimates using the neutral atmospheric boundary layer (Figure 2.8(c)). This rate is lower than the increase in the average value of $C_E$ which was 48.3% because the atmospheric stability effects on $C_E$ is largest at lower wind speed values, while the $E$ values are smaller for lower wind speeds.

While the effects of stability on the transfer coefficients were largest at high $|\zeta|$, large latent heat flux values happened when stability parameter ($\zeta$) converged to zero due to the high wind speeds effect (Figure 2.8(d)). When the sensible and latent heat fluxes from the water surface is high, the water surface temperature is generally low. As the changes of the transfer coefficients cancel out by dividing the sensible heat flux by latent heat flux, the stability condition of the atmospheric boundary layer does not impact the Bowen ratio (Bowen ratio is dimensionless ratio of sensible heat flux to latent heat flux). Bowen ratio ($\beta$) values in the study period varied in range of $[-0.4, 0.3]$. These low values of Bowen ratios show that most of the heat from the water surface were released by the evaporative fluxes. However, in the study lake sensible heat fluxes should be taken into account in the total heat fluxes from the water surface due to the effect of sensible heat fluxes on atmospheric stability conditions.

Using the method developed in this study with considering the effect of atmospheric stability conditions, the sensible and latent heat fluxes from the (small) water surface
were calculated and shown in Figure 2.9 and Figure 2.10. To show the effects of time scales on the results (especially in evaluating the performance of the model) both hourly and daily averaged heat fluxes are illustrated in Figure 2.9 and Figure 2.10 respectively. In addition for both time scales, the heat fluxes with and without considering the atmospheric stability conditions are presented. As shown in Figure 2.9 as well as in Figure 2.10 the effects of stability conditions on sensible heat fluxes are less than the latent heat flux values. However, the sensible heat flux values are smaller than the latent heat fluxes, but they cannot be ignored. Regarding the framework of the model as shown in Figure 2.3, to estimate the atmospheric stability conditions, the sensible heat flux values are needed (e.g. Equation (2.1)). Therefore, to consider the effect of stability conditions on heat fluxes from the water surface (especially for evaporative fluxes) sensible heat fluxes should be calculated accurately.

Figure 2.9: Calculated hourly averaged heat fluxes from Lake Binaba by using proposed approach. Index N, indicates heat fluxes without considering the effects of atmospheric stability conditions on fluxes. Discontinuity in the graphs is due to malfunction of the weather station during these times.

During the study period, the actual (with considering the stability conditions) and neutral (with assumption of natural atmospheric stability conditions) daily averaged evaporation values from the water surface were 2.5 mmd⁻¹ (or 69.6 Wm⁻²) and 2.0 mmd⁻¹ (55.6 Wm⁻²) respectively. These values for sensible heat fluxes were 0.65 Wm⁻² and -2.6 Wm⁻² respectively (Figure 2.10).

Following the concept of mass transfer method (Equations (2.5) and (2.6)) which was used in this study, the correlation between the sensible heat flux \( H \) with the product
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Figure 2.10: Calculated daily averaged heat fluxes from Lake Binaba by using proposed approach for two different conditions: without considering the effects of atmospheric stability conditions on heat fluxes (N) and with considering the atmospheric stability on heat fluxes.

of wind speed \((U_2)\) and difference in water surface temperature and air temperature \((\Delta T = T_{ws} - T_a)\) is investigated. As shown in Figure 2.11(a), \(H\) was well correlated to \(U_2(T_{ws} - T_a)\). This correlation can be described by the heat transfer coefficient \((C_H)\) as shown in Equations (2.5). This correlation for \(U_2(T_{ws} - T_a) \leq 0\) (where \(T_{ws} < T_a\) and mostly stable conditions) seems to be linear. However, for \(U_2(T_{ws} - T_a) > 0\) and for \(T_{ws} > T_a\) (in unstable conditions) the correlation seems to be nonlinear. Therefore, for sensible heat flux from small water surfaces the heat transfer coefficient \((C_H)\) can be approximated as a linear function for stable conditions, whereas this transfer coefficient is nonlinear for unstable conditions and should be calculated carefully. In addition, due to the small wind speed values in the study site, the term of \(U_2(T_{ws} - T_a)\) was dominated by changes in \(T_a\) and therefore, its values should be collected accurately. Similar correlation analysis is executed for the values of \(E\) and \(U_2(e_s - e_a)\). As shown in Figure 2.11(b) the correlation of latent heat flux \((E)\) with \(U_2(e_s - e_a)\) is more complex than the correlation of \(H\) and \(U_2(T_{ws} - T_a)\) which was explained before. For large values of \(U_2(e_s - e_a)\) (i.e. \(U_2(e_s - e_a) \geq 2.0\)) the relationship can be assumed to be linear whereas for small values (i.e. \(U_2(e_s - e_a) < 2.0\)) the relationship is mostly nonlinear. It means that using a single water vapor transfer coefficient (or mass transfer coefficient commonly called wind function) for all wind speeds to estimate latent heat fluxes from water surfaces could generate large errors in the calculated values, especially for the water bodies when the wind speeds are low \((U_2 < 1.0 \text{ms}^{-1})\). As a conclusion from these analyses, for small wa-
ter surfaces with low wind speeds the wind function (which is commonly used in mass transfer methods to estimate evaporation from water surface) should be justified for free convection situations. As this issues is beyond the aims of this study the reader is referred to some literature such as Edson et al. (2007); Huang (2003); Sill (1983) for more details.

![Figure 2.11:](image)

**Figure 2.11:** (a) Calculated sensible heat flux from water surface as a function of product of wind speed and difference between water surface temperature and air temperature; (b) Calculated latent heat flux as a function of product of wind speed and difference between water-air interface vapor pressure and vapor pressure of overlying air.

### 2.11. Conclusion

The atmospheric stability conditions over small and shallow lakes in arid and semi-arid regions have been shown to be important in estimating evaporation from open water bodies. In the model developed in this study, only standard micrometeorological parameters measured over the lands are required to estimate heat fluxes from water surface considering the atmospheric stability conditions. Using the Monin-Obukhov Similarity Theory (MOST), stability conditions were used to estimate latent and sensible heat fluxes. The bulk aerodynamic transfer method was improved by using the stability parameter from MOST and the atmospheric stability adjusted transfer coefficients. From the modeling results, atmospheric instability occurred more than 72.5% of the time in the study period hence enhanced the evaporation from water surface by 44.7% on average. Using the developed method, the calculated daily average evaporation from lake Binaba during the study period was 2.5 mmd$^{-1}$. The effect of atmospheric instability on the drag coefficient and heat (or water vapor) transfer coefficient were found to be 23.9% and 48.3% respectively. The correlation of the computed sensible heat fluxes with the measured ones was satisfactory especially for the unstable atmosphere. Analyising the sensible and latent heat fluxes from lake Binaba showed that air temperature was the dominant microclimate variable for the sensible heat flux whereas the latent heat flux (evaporation) can be controlled by the vapor pressure of the overlying air for moderate to high wind speeds. For low wind speeds estimating the latent heat flux needs to take into account free convection concept. For small water surfaces with low to moderate wind speeds, considering the free convection conditions would improve the heat flux estimation.
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A CFD-BASED APPROACH FOR ESTIMATING WATER SURFACE EVAPORATION

3.1. INTRODUCTION
Evaporation from free water surface is a major component of the hydrological cycle (Vidal-López et al., 2012). Estimating these losses are needed for a wide range of subjects such as water resources planning, water quality of fresh water resources, irrigation management, ecosystem modelling, water sustainability, climate change, etc. (Ali et al., 2008; Gianniou and Antonopoulos, 2007; Carter et al., 1999; Xu and Singh, 2000). In arid and semi-arid regions, annual evaporation losses from lakes and reservoirs could rise up to 50% of the accumulated stored water (Fowe et al., 2015; Gokbulak and Ozhan, 2006; Mugabe et al., 2003; Craig and Aravindhan, 2007; Martínez-Granados et al., 11; Gallego-Elvira et al., 2012). The significance of estimating evaporation accurately increases for water resources accounting of arid and semi-arid areas (Ali et al., 2008) especially for developing countries where economic water scarcity is a major problem. Evaporation in lakes is a function of wind speed, solar and atmosphere radiation, air temperature, water surface temperate, vapor pressure deficit, atmosphere stability conditions, and the lake surrounding environment (fetch) (Ali et al., 2008). The complex interaction and dependency of evaporation on many parameters makes it unique for each lake hence inhibits theoretical methods for its’ estimation (Gianniou and Antonopoulos, 2007).

The parameters that affect evaporation rate from water surface can be grouped into two categories, including: 1) climatological and meteorological factors such as wind speed, temperature, relative humidity, etc.; and 2) geology and physiography of water bodies such as shape, depth, water quality, size, circulation in water body, advective and

This chapter is based on Abbasi et al. (2015a); Abbasi, A.; Annor, F.O.; van de Giesen, N.: Developing a CFD-based Approach to Estimate Evaporation from Water Surfaces in (Semi-)Arid Regions. Hydrological Processes (Manuscript re-submitted for publication), 2015.
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storage energy sources and sinks, and even the location. Water surface (the lake surface area) determines the effect of advective energy from the surrounding environment. The water depth is critical for heat storage and release (Gianniou and Antonopoulo, 2007; Abtew and Melesse, 2013).

There are many models available for estimating evaporation from open water surfaces. These methods use two general approaches to estimate evaporation amount which include: 1) direct measuring of evaporation like evaporation pan (Fu et al., 2009, 2004) and Eddy Correlation (EC) (Assouline et al., 2008; Blanken et al., 2000; McGlone et al., 2014; Stannard and Rosenberry, 1991); and 2) calculating (indirect) evaporation using the meteorological parameters. The indirect methods can be put into four categories, mainly through the approach they use in calculating evaporation using the meteorological inputs, which include: water budget (balance) method; aerodynamic or mass transfer method (Singh and Xu, 1997b); energy balance and combination methods (Gianniou and Antonopoulo, 2007; Rosenberry et al., 2007; Delclaux et al., 2007); and radiation- and temperature-based methods (Xu and Singh, 2001, 2000).

Direct measurement of evaporation rate at the air-water interface using Eddy Covariance (EC) system is often very expensive. This method is usually applied for short-term observations and has to be designed carefully to obtain reliable data. Although, evaporation pan method is convenient and cost-effective and widely used in estimating evaporation, due to the practical issues and relatively large errors in the measured evaporation amounts it is not an applicable method especially in case of small and shallow lakes.

In the mass balance method, evaporation is computed as the change in volume of water stored and the difference between the inflows and outflows of the lake. This method theoretically is simple but practically it needs some inputs that they are not measured easily. In this method, the relative importance of the components depends on the physiographical and hydrological settings (Finch and Calver, 2008). The energy balance and combination methods have been seen to be reliable in providing precise estimation of evaporation (Ali et al., 2008; Rosenberry et al., 2007) but these methods need a wide range of data sets as input parameters such as net radiation, conduction heat flux, and heat storage of the water body, etc. which should be measured for a long time period to generate reliable evaporation estimation (Gallego-Elvira et al., 2012; Vidal-López et al., 2012). Temperature- and radiation-based methods usually need less input parameters (mainly they need air temperature or radiation components) in comparing with other methods, but their estimations are not reliable for small inland water surfaces. To find more details on the algorithm, pros and cons of each method and comparing the estimated evaporation obtained from different methods, especially for small water surfaces in (semi-) arid regions the reader is referred to the work which is under revision by Annor et al. (2016).

The mass-transfer approach, which is the foundation of the method developing in the current study, needs moderate data as input. This method correlates evaporation amount to the vapour pressure deficit between the water surface and its atmosphere above, through a mass-transfer coefficient, usually considered as a linear function of wind speed referred to as the “wind function”. A wide range of empirical mass-transfer formulae have been applied by researchers (McJannet et al., 2012; Singh and Xu, 1997b). Some of them (Harbeck, 1962; Brutsaert, 1982; McJannet et al., 2012) attempted to pro-
pose generalizable wind functions by correlating the mass transfer coefficient to the surface area of the water body, but these proposed formulae usually are applicable only to the conditions similar to the places the formulae or functions were parameterized (Martínez Álvarez et al., 2007; Vidal-López et al., 2012).

In most of the above described methods, the models’ parameters are specific to a given water body under the prevailing surrounding environment and for a specific climate which are valid only for the specific ranges of parameters (reservoir size, temperature difference, humidity, atmosphere conditions, etc.) that are used in the designed experiment (Vinnichenko et al., 2011). This therefore means these coefficients may not provide satisfactory estimation for other regions (Sartori, 2000).

Considering this limitations and the urgent need to estimate evaporation from water surfaces in semi-arid and arid regions, it was deemed helpful to establish a cost effective and generalisable approach to determine reliable wind functions for desired water bodies. Computational Fluid Dynamics (CFD) is a very powerful tool for this. This is due to the fact that by using CFD for modeling the heat transfer in the atmospheric boundary layer (ABL), it is possible to derive convective heat and mass-transfer coefficients for a given water body. Results from CFD models could be used to analyse the spatial and temporal variations of the evaporation rate over the water surface and determine the effects of advection on heat fluxes from water surfaces under arid and semi-arid conditions. These analyses are not possible when using traditional methods (Craig, 2006).

Most of the methods used to estimate evaporation from water surfaces are “one dimensional” with areal homogeneity assumption. Therefore, these methods are not able to account for the sideways movement of energy due to the different energy (temperature) and aerodynamic characteristics of differing land-water surfaces (advection). In arid regions, the evaporation from small water surfaces would be impacted by upwind hot dry air flows over the water body (Craig, 2006; Jacovides et al., 1988).

The current study aims mainly is to present a new applicable computational method based on CFD for calculating convective heat flux and mass transfer coefficients and consequently estimating evaporation rate from water surface using the estimated mass-transfer coefficient. Using results of CFD simulations and heat and mass transfer analogy, a wind function which includes the water body specifications, environmental and meteorological conditions is extracted. To evaluate the performance of the approach developed, the calculated sensible heat flux obtained using derived synthetic wind functions was compared with sensible heat fluxes measured with a 3-D sonic anemometer for Lake Binaba, a small and shallow lake in semi-arid Upper East Region of Ghana. Finally, by utilizing the derived heat and mass transfer coefficients the sensible and latent heat fluxes from the water surface were computed. Additionally, the spatial distributions of convective and evaporative heat fluxes over the water surface provided by CFD simulation are presented and discussed.

3.2. DESCRIPTION OF STUDY SITE AND DATA COLLECTION

The Upper East Region of Ghana is classified as one of the poorest in the country. Most of the inhabitants of the region (mostly rural areas) are farmers and rely on rainfed agriculture. To improve their livelihoods and enhance food security a number of small reservoirs (more than 160) with surface areas between 1.0 to 100.0 hectares (Abbasi et al.,
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(2016a; Annor et al., 2009) were constructed for them by the Ghana government and development partners in the late 1980s and early 1990s. These were constructed to promote dry season farming (crop and livestock), fishing and domestic water uses. Their closeness to the point of use made them very attractive (Abbasi et al., 2016a; Keller et al., 2000). However with recent changes in climate (climate change), the small reservoirs which were to increase the resilience of the communities which use them are at risk from high evaporation losses from them. Binaba dam, a small and shallow reservoir located in this region (10°53’20″N, 00°26’20″W) was studied to determine the rate of evaporation in small lakes in this climate. The Binaba reservoir has an average surface area of 31 ha with a maximum depth of 4.0 m. The average depth is about 1.1 m at full storage level (Figure 3.1). To monitor the meteorological parameters, a floating measurement station was installed over the water surface (Figure 3.2(a)). Measurements taken included atmospheric parameters (wind speed at 2.0 m above the water surface, relative humidity, air temperature, wind speed and its direction), incoming short-wave radiation, water temperature profile, and sensible heat flux using a 3-D sonic anemometer which was used to validate the model. The installed 3-D sonic anemometer recorded sensible heat flux over the water surface at 10.0 Hz and translated this into 30-minutes intervals. The raw eddy correlation data measured by the 3-D sonic anemometer was processed (calculating mean values, variances, applying corrections, calculating corrected fluxes, etc.) by Alteddy version 3.90, a visual Fortran program developed in Alterra research institute of Wageningen University in the Netherlands (Elbers, 2016, 2002). As processing raw measured eddies is beyond the aims of this study, the reader is referred to Annor et al. (2016) to find more details on it. Atmospheric measurements and water thermistor string (to measure water surface temperature that was needed in the model) were situated near the dam body, where the lake depth is around 4.0 m (Figure 3.1). The water temperature profiles were measured with thermistor string and HOBO tidbit v2 temperature loggers with nominal accuracy of ±0.2°C. In addition, the meteorological parameters were measured on land surrounding the lake at a height of 2.0 m above the land surface (Figure 3.2(b)). The measurements taken from these land-based station were used to prepare the boundary and initial conditions in the model developed in this study. In Figure 3.1 location of floating measurement platform over the water surface and the on-ground station are shown.

The above described measurements were done from November 23, 2012, to December 22, 2012. Investigating the measured values showed that the air temperature fluctuated from 18.0 to 40.0°C with an average of 28.7°C while the water surface temperature varied between 24.0°C and 32.5°C with an average of 27.5°C during the measurement period. Figure 3.3 shows the diurnal changes of air temperature and water surface temperature, with daily variations of approximately 10.0°C and 3.5°C respectively. Figure 3.4 shows the measured wind speed values on both land and water surface. The maximum wind speeds recorded during the study were 3.5 and 4.5 m s⁻¹, respectively over the land and water surface with the South-Western (SW) direction being the most dominant direction.
3.3. **HEAT AND MASS TRANSFER IN ATMOSPHERIC BOUNDARY LAYER**

Most evaporation studies try to predict evaporation rates using mass transfer method. Evaporation from an open water surface utilizing the mass transfer approach can be de-
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Figure 3.3: Measured water surface and air temperature values at 2.0 m above water surface used in the simulations.

The evaporation rate can be described as (Singh and Xu, 1997b):

\[ E = f(\bar{u})(e_s - e_a) \]  

(3.1)

where \( E \) (\( \text{mm d}^{-1} \)) is the evaporation rate, \( f(\bar{u}) \) is the wind function which depends on the mean wind speed \( \bar{u} \), \( e_s \) (\( \text{kPa} \)) is saturation vapor pressure at the temperature of water surface \( T_{ws} \), \( e_a \) (\( \text{kPa} \)) is vapor pressure at air temperature \( T_a \) and \( \bar{u} \) is the mean wind speed measured at a reference height above the water surface. Assuming a linear relation of wind function with wind speed measured at a height of 2.0 m above the water surface, typically the following formula is used as a wind function \( f(\bar{u}) \) in evaporation estimation:

\[ f(\bar{u}_2) = a + b\bar{u}_2 \]  

(3.2)

where \( a \) and \( b \) are fitting constants, calibrated using observed field data (Bower and Saylor, 2009). More details on the mass-transfer coefficient can be found in the literature (Sartori, 2000; Warnaka and Pochop, 1988).

The main disadvantage of Equations (3.1) and (3.2) for parameterizing evaporation is the fact that other processes that affect evaporation are excluded in the wind function. Constants \( a \) and \( b \) vary with lake size, incoming short-wave radiation, climate condition, season, geographical location, etc. (Bower and Saylor, 2009; Sartori, 2000). Although full-scale experimental measurements can result in realistic wind functions for specific water bodies, the obtained ones are usually case-specific and are not always reliable for other types of water surfaces due to the wide range of variations in lake characteristics and their climate conditions (Defraeye et al., 2011).
3.3. HEAT AND MASS TRANSFER IN ATMOSPHERIC BOUNDARY LAYER

It is assumed that air with velocity $U_2$ (wind speed at height 2.0 m above the water surface) and temperature $T_a$ flows over an inland water surface of arbitrary area and shape. The water surface temperature is presumed to be uniform ($T_{ws}$) but changes with time. If the air temperature and water surface temperature are not equal ($T_a \neq T_{ws}$), the convective heat transfer will occur between the water surface and the atmospheric boundary layer which can be expressed as follows (Vidal-López et al., 2012):

$$H_s = h_s \times (T_{ws} - T_a) \quad (3.3)$$

where $H_s$ ($W \text{m}^{-2}$) is convective heat flux (positive if it is away from the water surface) and $h_s$ ($W \text{m}^{-2} \text{K}^{-1}$) is the average convection coefficient for the entire water surface. Equation (3.3) relates the convective heat flux normal to the water surface ($H_s$) to the difference between the water surface temperature ($T_{ws}$) and surrounding air temperature ($T_a$).

A similar equation can be obtained for convection mass transfer over the water surface:

$$H_m = h_m \times \rho_a (X_s - X_a) \quad (3.4)$$

where $H_m$ ($W \text{m}^{-2}$) is the convective mass transfer (positive if it is away from the water surface), $h_m$ ($W \text{m}^{-2} \text{K}^{-1}$) is the convective mass-transfer coefficient, $\rho_a$ is air density ($\approx 1.225 \text{kg m}^{-3}$), and $X_a$ and $X_s$ are water vapour mixing ratio of air and water surface, respectively ($\text{kg(water)}/\text{kg(dry air)}$).

Determining transfer coefficients (for both heat and mass) is not simple. This is due to the fact that the coefficients depend on air properties such as specific heat, thermal
conductivity, viscosity and density, as well as on water surface geometry, the fetch and air flow conditions. For mixed or forced convective flow regimes, usually there is a linear or power-law correlation between the convective heat transfer coefficient and wind speed at a reference location (usually at a height of 2.0 m above water surface). The correlation can be determined by experiments (measurements) on water surface or by the wind tunnel experiments on a flat plate, or even more recently by using Computational Fluid Dynamics (CFD) (Defraeye et al., 2010). Many of the existing relations provide only a single value for the study surface and do not take the distribution of heat fluxes over the water surface, the effects of turbulent fluctuations and the effects of wind direction on the heat fluxes into consideration (Defraeye et al., 2011). The convective heat transfer coefficient can be used to compute the mass transfer coefficient or the wind function in a mass transfer approach to estimate evaporation.

3.4. HEAT AND MASS TRANSFER ANALOGY

Using dependent dimensionless parameters, heat and mass transfer equations can be rewritten as follows:

\[ H_s = \frac{Nu \times k}{L} \times (T_{ws} - T_a) \]  \hspace{1cm} (3.5)

\[ H_m = \frac{Sh \times D}{L} \times \rho_a (X_r - X_a) \]  \hspace{1cm} (3.6)

where \( Nu \) (dimensionless) is the Nusselt number, \( k \) is the thermal conductivity of air (\( \approx 0.0242 \text{ W m}^{-1} \text{K}^{-1} \)), \( D \) is the molecular diffusion coefficient for water vapour in air (\( \approx 2.2 \times 10^{-5} \text{ m}^2 \text{s}^{-1} \)), \( \rho_a \) is the air density (\( \text{kg m}^{-3} \)), and \( L \) (m) is the characteristic length (a horizontal dimension in this study) of the water body.

Two or more processes are defined analogous if they have dimensionless governing equations of the same form. Equations (3.5) and (3.6) show that there is an exact analogy between the mass and heat transport processes (Incropera and DeWitt, 1996). The heat and mass transfer analogy allows for the estimation of the mass transfer coefficient directly out of the heat transfer or vice versa.

Sherwood Number (\( Sh \)) is equal to the dimensionless concentration gradient at the surface and it provides a measure of the convection mass transfer occurring at the surface. Assuming heat and mass transfer analogy for the current geometry, the Sherwood Number is written as (Gallego-Elvira et al., 2012; Defraeye et al., 2012):

\[ Sh = Nu \left( \frac{Sc}{Pr} \right)^{m} \]  \hspace{1cm} (3.7)

where \( Pr = \mu C_p / k \) is Prandtl number (dimensionless), \( C_p \) is specific heat of air at constant pressure (\( \approx 1006.43 \text{ J kg}^{-1} \text{K}^{-1} \)), \( \mu \) is dynamic viscosity of air (\( \approx 1.7895 \times 10^{-5} \text{ kg m}^{-1} \text{s}^{-1} \)), \( Sc = v/D \) is the Schmidt number (dimensionless), and \( v \) is air kinematic viscosity (\( \text{m}^2 \text{s}^{-1} \)). For free and mixed convection conditions the value of the exponent is assumed, \( m = 1/3 \) (Incropera and DeWitt, 1996; Jacobs and Verhoef, 1997; Pauken, 1999; Bower and Saylor, 2009; Gallego-Elvira et al., 2012). Nusselt Number (\( Nu \)) (dimensionless) provides a measure of the convective heat transfer occurring at the water surface.
3.5. Application of Computational Fluid Dynamics

and can be expressed as following which is based on the heat and mass transfer analogy (Gallego-Elvira et al., 2012):

\[ Nu = \frac{h_s L}{k} \]  

(3.8)

where \( h_s (W m^2 K^{-1}) \) is the convective heat transfer coefficient. Using Equation (3.7) and the definition of Sherwood (\( Sh \)) and Nusselt (\( Nu \)) numbers, the convective heat transfer coefficient can be written as:

\[ \frac{Nu}{Pr_m} = \frac{Sh}{Sc_m} = h_m = \frac{Nu \times Sc^m \times D}{L \times Pr_m} = \frac{h_s \times Sc^m \times D}{k \times Pr_m} \]  

(3.9)

By using Equation (3.9), the mass transfer coefficient (\( h_m \)) can be extracted from the heat transfer coefficient (\( h_s \)) and consequently evaporation can be estimated from water surface with the following equation (Incropera and DeWitt, 1996; Jacobs and Verhoef, 1997; Pauken, 1999; Bower and Saylor, 2009; Gallego-Elvira et al., 2012):

\[ E_{lake} = \frac{Sh \times D \times \rho_a (X_s - X_a)}{L} \]  

(3.10)

where \( E_{lake} \) is evaporation from the water surface in \( mm \) s\(^{-1} \).

3.5. Application of Computational Fluid Dynamics

With the limitations in estimating and using the correct wind function or mass transfer coefficient highlighted above, it was useful to develop a general CFD-based approach to find this coefficient. The main advantages of using this approach are outlined: 1) different and complex configurations of lake and its surroundings can be investigated; 2) the transfer coefficients can be obtained in desired high spatial resolution; 3) the effects of different Atmospheric Boundary Layer (ABL) conditions can be considered (Defraeye et al., 2011); and 4) by defining the wide range of scenarios according to the meteorological conditions (steady simulations), it is possible to ignore the costly time-dependent (unsteady) simulation and reduce the computational resources required for the CFD simulations.

3.5.1. Simulation Air Flow over Water Surface

Air flow and heat transfer over the water surface is simulated by solving flow equations (conservation of continuity, momentum and energy) using Reynolds Averaged Navier Stokes (RANS) approach. By neglecting the pressure work, the following conservation equations can be derived (Defraeye et al., 2012):

**Continuity Equation**

Continuity equation can be written as

\[ \frac{\partial u_j}{\partial x_j} = 0 \]  

(3.11)
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MOMENTUM EQUATION
The constant-density (except in the gravity term) momentum equations using the Boussinesq approach can be written as:

\[
\frac{\partial u_i}{\partial t} + \frac{\partial}{\partial x_j}(u_j u_i) - \frac{\partial}{\partial x_j} \left( \nu_{\text{eff}} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right) - \frac{2}{3} \left( \frac{\partial u_k}{\partial x_k} \right) \delta_{ij} = -\frac{1}{\rho_k} \frac{\partial p}{\partial x_i} + g_i \left[ 1 - \beta(T - T_{\text{ref}}) \right]
\]

(3.12)

TEMPERATURE EQUATION
The temperature (instantaneous internal energy) in the ABL can be calculated from the energy conservation equation for incompressible flows (Ferziger and Perić, 2002; White, 1991) as:

\[
\frac{\partial T}{\partial t} + \frac{\partial}{\partial x_j}(T u_j) - \alpha_{\text{eff}} \frac{\partial}{\partial x_k} \left( \frac{\partial T}{\partial x_k} \right) = 0
\]

(3.13)

where \( T \) is temperature in ABL (K) and \( \alpha_{\text{eff}} \) is effective heat transfer coefficient (\( m^2s^{-1} \)). Effective heat transfer coefficient in ABL can be given by:

\[
\alpha_{\text{eff}} = \frac{v_t}{\rho T} + \frac{v_0}{\rho_0} = \alpha_t + \alpha_0
\]

(3.14)

where \( u_i \) is the velocity component (\( ms^{-1} \)), \( p \) pressure (Pa), \( T \) temperature (K), \( \nu_{\text{eff}} = v_0 + v_t \) is the effective kinematic viscosity (\( m^2s^{-1} \)), with \( v_0 \) and \( v_t \) denoting molecular and turbulent viscosity respectively (\( m^2s^{-1} \)), \( g_i \) the gravity acceleration vector (\( ms^{-2} \)), \( T_{\text{ref}} \) a reference temperature (\( T_{\text{ref}} = 293.15 K \)), \( \beta \) the coefficient of expansion with temperature of the fluid (\( Jkg^{-1}K^{-1} \)), \( \delta \) is the delta of Kronecker (dimensionless), \( \alpha_0 \) and \( \alpha_t \) are molecular and turbulent heat transfer coefficient respectively (\( m^2s^{-1} \)), and \( \rho_k \) is effective kinematic density (dimensionless). The Boussinesq approximation is valid under the assumption that density differences are sufficiently small to be neglected, except where they appear in a term multiplied by \( g_i \) (Fredriksson, 2011). In the model, for incompressible flows the density was calculated as a linear function of temperature as

\[
\rho_k = 1 - \beta(T - T_{\text{ref}})
\]

(3.15)

\[
\beta = -\left( \frac{1}{\rho_0} \frac{\partial \rho}{\partial T} \right)
\]

(3.16)

where \( \rho_k \) is the effective (driving) kinematic density (dimensionless) and \( \rho_0 \) is air density at reference temperature (\( kg m^{-3} \)). These three-dimensional conservation equations were numerically solved with OpenFOAM CFD toolbox using a finite volume method. To describe the turbulence of the flow, the standard \( k - \varepsilon \) closure model was used (Vidal-López et al., 2012).

3.5.2. BOUNDARY CONDITIONS
The boundary conditions as shown in Figure 3.5 are presented below:

- Inlet (Inflow) boundary: as the available observations on the land-based station are not sufficient to determine the velocity field at the inflow boundary, for \( u_i \), \( k \)
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and $\varepsilon$, the profiles shown in Equations (3.17), (3.18) and (3.19) respectively were used as they represent the characteristics of the upwind terrain in neutral atmospheric condition (Blocken et al., 2007; Joubert et al., 2012):

\[
\begin{align*}
    u &= \frac{u^*}{k} \ln \left( \frac{z + z_0}{z_0} \right); \quad v = 0; \quad w = 0 \\
    k &= \frac{u^*}{\sqrt{C_\mu}} \sqrt{C_1 \times \ln \left( \frac{z + z_0}{z_0} \right) + C_2} \\
    \varepsilon &= \frac{u^*}{\kappa(z + z_0)} \sqrt{C_1 \times \ln \left( \frac{z + z_0}{z_0} \right) + C_2}
\end{align*}
\]

where $u^*$ is the friction velocity ($\text{ms}^{-1}$) given by:

\[
    u^* = \frac{u_{\text{ref}} k}{\ln \left( \frac{z_{\text{ref}} + z_0}{z_0} \right)}
\]

- Outlet (Outflow) boundary: at outlet boundary, the flow is usually not known before solving the airflow. In most ABL simulations, zero-normal gradient conditions are applied on the outflow boundary for all variables except for the pressure, where a fixed value of zero is set (Benjamin et al., 2011):

\[
    \frac{\partial}{\partial x} (u, v, w, k, \varepsilon) = 0; \quad p = 0; \quad \frac{\partial}{\partial x} (T) = 0
\]

- Bottom boundary includes terrain (land) boundary and water surface boundary is modelled as no-slip boundary using standard wall functions. For temperature boundary condition over the bottom surface, the measured temperature can be used as water surface boundary conditions. For surrounding land the zero gradient condition was assumed for temperature.

- Lateral boundaries are assumed slip boundaries (free slip):

\[
    v = 0; \quad \frac{\partial}{\partial y} (u, w, k, \varepsilon) = 0; \quad \frac{\partial}{\partial y} (T) = 0
\]

- Top boundary (free atmosphere) assumed is slip (free slip):

\[
    w = 0; \quad \frac{\partial}{\partial z} (u, v, k, \varepsilon) = 0; \quad \frac{\partial}{\partial z} (T) = 0
\]

In these equations, $u, v$ and $w$ are the components of velocity in $x, y, z$-direction respectively ($\text{ms}^{-1}$), $k$ is turbulent kinetic energy ($\text{m}^2\text{s}^{-2}$), $\varepsilon$ is turbulent dissipation rate ($\text{m}^2\text{s}^{-3}$), $u^*$ is the ABL friction velocity ($\text{ms}^{-1}$), $z_{\text{ref}}$ is the measurement height above the land surface ($\text{m}$), $u_{\text{ref}}$ is the horizontal velocity measured at the height of $z_{\text{ref}}$ in $\text{ms}^{-1}$, $z$ is the height above the ground level ($\text{m}$), $\kappa$ is the dimensionless von Karman...
constant (≈ 0.41), $z_0$ is the aerodynamic roughness length ($m$) and $C_1$ and $C_2$ are constants where $C_1 = -0.01$ and $C_2 = 1.23$ (ÓSullivan et al., 2011). As the measurements of roughness length were not available and due to the low to moderate wind speed values, the changes of roughness length with wind velocity over the surrounding lands was ignored (Prospathopoulos et al., 2012). Considering the type of crops around the water surface, the average roughness length was assumed $z_0 = 0.13 \ m$, which represents a land surface with sparse vegetation (Wieringa, 1992; Bagayoko et al., 2007). For the water surface, the roughness length was assumed $z_0 = 10^{-4} \ m$ which seems to be appropriate on this type of water surfaces with low to moderate wind speed (Vercauteren, 2011).

Vertical velocity associated with gradual decrease of the water level due to evaporation can be neglected because it is several orders of magnitude less than convective velocity of the air (Vinnichenko et al., 2011).

### 3.5.3. Computational Grids

In order to perform reliable CFD computations in a complex geometry which includes a lake or reservoir, the generation of a good computational grid is essential. Concentration of grid points near the lake’s boundary is more clustered to cover the sharp gradients in resolved parameters. Computational domain was extended by 4200 $m$ in the $x$–direction; 3200 $m$ in the $y$–direction and more than 500 $m$ upwards in order to avoid interaction between boundary conditions and the developing flow (Vinnichenko et al., 2011). In this work, the computational grid was generated with the `snappyHexMesh` utility available in OpenFOAM. `snappyHexMesh` is a powerful script-driven, unstructured mesh generator. After testing different mesh densities, the generated computational grid composed of 1216837 grid points; 1029591 cells, resulting in 987725 hexahedra elements and 41703 polyhedra elements. The mesh was refined sufficiently with smaller cell sizes near the lake boundary and the water surface as well in order to solve precisely the sharp changes in surfaces’ properties from land to water surface or vice versa. The computational domain which included Lake Binaba and its surroundings is presented in Figure 3.5. As shown in Figure 3.5 the computational grids near the water surface and the border of land and water are more dense to be able to catch the sharp changes in surfaces’ properties.

### 3.5.4. Numerical Setup

The governing equation of flow in ABL were solved using the OpenFOAM CFD package. OpenFOAM includes a set of efficient C++ modules that could be used to establish solvers. Due to the collocated and polyhedral numerics implemented in OpenFOAM it can be used in both structured and unstructured meshes with the advantage of being easily extendable to run in parallel. The solver used to simulate the heat transfer in ABL is steady state and incompressible heat transfer that considers buoyancy effects in the momentum equation. The standard $k – \epsilon$ closure (SKE) was used to simulate the turbulence in the model. The SIMPLE method was used for pressure-velocity coupling.

### 3.5.5. CFD Scenarios

As unsteady simulation of the ABL needs high computational resources and it would make the model inapplicable for estimating evaporation from inland water surfaces, a
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A set of different steady state simulations were defined to simulate ABL flow. These scenarios were generated from considering the most important parameters in convective heat and mass transfer processes over the water surface. In addition, these generated scenarios should cover the whole range of the variations of the important parameters in evaporation. With regards to evaporation from the water surface, the important parameters considered in the CFD simulations (scenarios) were: a) water surface temperature ($T_{ws}$); b) air temperature ($T_a$); c) wind speed ($U_2$) over the water surface; and d) the atmospheric stability parameter (to take into account the stability conditions on evaporation). Using CFD simulations the convective heat flow over the water surface were computed for the different defined scenarios. The input data to the model are summarized in Table 3.1. For each established scenario, CFD simulation provides the convective heat transfer (heat flux) between the water surface and atmosphere:

$$H_s = \alpha_{eff} \times \rho_a \times C_p \frac{\partial T}{\partial z}$$  \hspace{1cm} (3.24)

where $\alpha_{eff}$ is effective heat transfer coefficient of air ($m^2 s^{-1}$), $T$ is temperature ($K$), $C_p$ is specific heat of air ($J kg^{-1}K^{-1}$) and $\rho_a$ is air (fluid) density ($kg m^{-3}$). By using Equation (3.24), the convective heat flux can be calculated for each computational grid and consequently, the total heat flux between the water surface and the above atmosphere can be computed from the cell values. As the main goal of this study is to develop a generalizable and cost-effective model to estimate evaporation from water surfaces, the averaged values over the water surface would be used instead of the point-values to calculate heat and mass transfer coefficients.

Applying the calculated total convective heat fluxes (Equation (3.24)), the water surface temperature ($T_{ws}$) and air temperature ($T_a$) (in Equation (3.3)), the averaged convective heat transfer coefficients for each scenario were computed. A plot of the calculated averaged convective heat transfer coefficients against the measured wind speed.

Figure 3.5: Computational domain of ABL model with boundaries and generated grid.
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Table 3.1: Defined scenarios for CFD simulations

<table>
<thead>
<tr>
<th>CFD Scenario</th>
<th>$T_{w}$ [$^\circ$C]</th>
<th>$T_{a}$ [$^\circ$C]</th>
<th>RH [%]</th>
<th>$U_2$ [m/s$^{-1}$]</th>
<th>$\zeta$ [-]</th>
<th>$q_s$</th>
<th>$q_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFD-Evap-01</td>
<td>40.02</td>
<td>31.74</td>
<td>28</td>
<td>1.230</td>
<td>-0.047</td>
<td>0.029947</td>
<td>0.012873</td>
</tr>
<tr>
<td>CFD-Evap-02</td>
<td>17.87</td>
<td>23.98</td>
<td>41</td>
<td>0.582</td>
<td>-1.965</td>
<td>0.018712</td>
<td>0.005157</td>
</tr>
<tr>
<td>CFD-Evap-03</td>
<td>39.97</td>
<td>32.51</td>
<td>31</td>
<td>1.278</td>
<td>-0.224</td>
<td>0.031345</td>
<td>0.014239</td>
</tr>
<tr>
<td>CFD-Evap-04</td>
<td>18.24</td>
<td>23.98</td>
<td>35</td>
<td>0.603</td>
<td>-20.41</td>
<td>0.018712</td>
<td>0.004502</td>
</tr>
<tr>
<td>CFD-Evap-05</td>
<td>32.35</td>
<td>28.20</td>
<td>51</td>
<td>4.792</td>
<td>0.0190</td>
<td>0.024218</td>
<td>0.015460</td>
</tr>
<tr>
<td>CFD-Evap-06</td>
<td>24.47</td>
<td>24.58</td>
<td>23</td>
<td>0.166</td>
<td>-3.734</td>
<td>0.019422</td>
<td>0.004332</td>
</tr>
<tr>
<td>CFD-Evap-07</td>
<td>21.53</td>
<td>28.05</td>
<td>76</td>
<td>0.537</td>
<td>-126.3</td>
<td>0.024003</td>
<td>0.012136</td>
</tr>
<tr>
<td>CFD-Evap-08</td>
<td>39.06</td>
<td>26.60</td>
<td>10</td>
<td>2.714</td>
<td>0.6500</td>
<td>0.021979</td>
<td>0.004307</td>
</tr>
<tr>
<td>CFD-Evap-09</td>
<td>27.07</td>
<td>27.80</td>
<td>24</td>
<td>2.831</td>
<td>-0.007</td>
<td>0.023464</td>
<td>0.005282</td>
</tr>
<tr>
<td>CFD-Evap-10</td>
<td>39.36</td>
<td>28.92</td>
<td>18</td>
<td>1.933</td>
<td>-0.005</td>
<td>0.025294</td>
<td>0.007923</td>
</tr>
<tr>
<td>CFD-Evap-11</td>
<td>32.63</td>
<td>25.21</td>
<td>11</td>
<td>3.507</td>
<td>-126.3</td>
<td>0.020189</td>
<td>0.003322</td>
</tr>
<tr>
<td>CFD-Evap-12</td>
<td>29.10</td>
<td>25.43</td>
<td>13</td>
<td>4.205</td>
<td>0.6500</td>
<td>0.020641</td>
<td>0.003211</td>
</tr>
<tr>
<td>CFD-Evap-13</td>
<td>21.53</td>
<td>28.05</td>
<td>76</td>
<td>5.500</td>
<td></td>
<td>0.024003</td>
<td>0.012136</td>
</tr>
<tr>
<td>CFD-Evap-14</td>
<td>39.06</td>
<td>26.60</td>
<td>10</td>
<td>5.500</td>
<td></td>
<td>0.021979</td>
<td>0.004307</td>
</tr>
<tr>
<td>CFD-Evap-15</td>
<td>32.35</td>
<td>28.20</td>
<td>51</td>
<td>4.792</td>
<td>0.0190</td>
<td>0.024218</td>
<td>0.015460</td>
</tr>
<tr>
<td>CFD-Evap-16</td>
<td>18.24</td>
<td>23.98</td>
<td>35</td>
<td>0.603</td>
<td>-20.41</td>
<td>0.018712</td>
<td>0.004502</td>
</tr>
<tr>
<td>CFD-Evap-17</td>
<td>39.06</td>
<td>26.60</td>
<td>10</td>
<td>2.714</td>
<td>0.0650</td>
<td>0.021979</td>
<td>0.004307</td>
</tr>
<tr>
<td>CFD-Evap-18</td>
<td>21.53</td>
<td>28.05</td>
<td>76</td>
<td>5.537</td>
<td>-126.3</td>
<td>0.024003</td>
<td>0.012136</td>
</tr>
<tr>
<td>CFD-Evap-19</td>
<td>24.47</td>
<td>24.58</td>
<td>23</td>
<td>0.166</td>
<td>-3.734</td>
<td>0.019422</td>
<td>0.004332</td>
</tr>
<tr>
<td>CFD-Evap-20</td>
<td>17.87</td>
<td>23.98</td>
<td>41</td>
<td>0.582</td>
<td>-1.965</td>
<td>0.016712</td>
<td>0.0051570</td>
</tr>
</tbody>
</table>

$(U_2)$ over the water surface, produces a linear relationship: $h_s = g(U_2)$. Eventually, assuming heat and mass transfer analogy (Equation (3.9)), and using the averaged calculated heat transfer coefficients ($h_s$), the averaged convective mass transfer coefficient could be derived as a function of wind speed ($h_m = f(U_2)$). Using Equation (3.10) and the computed mass transfer coefficient, the evaporation rate from the water surface was estimated. The proposed framework for estimating heat fluxes using CFD approach (CFD-Evap Model) is depicted in Figure 3.6.

3.6. NUMERICAL RESULTS AND DISCUSSION

Regression analysis was done for the modelled heat fluxes from the water surface.

3.6.1. WIND FUNCTION

According to the different combinations of $T_{w}$, $T_{a}$, $U_2$ and atmospheric stability conditions ($\zeta$), a total of 20 different scenarios were generated for the CFD simulations (Table 3.1). The atmospheric boundary layer in six scenarios were stable ($\zeta > 0$), and unstable ($\zeta < 0$) for the rest. Due to the significant effects of stability conditions on evaporation from water surface (Abbasi et al., 2016a), stable and unstable conditions are considered separately to evaluate the performance of the model in different stability conditions (approach 1 which uses different equations for stable (Equation (3.25)) and unstable (Equation (3.26)) conditions). Figures 3.7(a) and 3.7(b) show the linear regression between the heat transfer coefficient ($h_s$) values over the lake and the wind speed ($U_2$) values in the defined scenarios presented in Table 3.1 in stable and unstable atmospheric conditions,
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respectively. The calculated heat transfer coefficients are given by:

\[
\begin{align*}
\text{Stable Condition} & \Rightarrow h_s = 2.49270 \times U_2^2 + 1.33900; \quad R^2 = 0.817 \quad (3.25) \\
\text{Unstable Condition} & \Rightarrow h_s = 2.35780 \times U_2^2 + 0.89800; \quad R^2 = 0.982 \quad (3.26)
\end{align*}
\]

As in most lakes in the study area, the stability conditions (stability parameters) are not

Figure 3.6: Proposed CFD-based simulation (CFDEvap Model) to calculate evaporation from water surface.

Figure 3.7: Calculated heat transfer coefficient function for different \( U_2 \) values in different atmospheric stability conditions: (a) stable conditions; and (b) unstable conditions.

known, it could be more practical to develop the model independent of stability parame-
A CFD-BASED APPROACH FOR ESTIMATING WATER SURFACE EVAPORATION

In Figure 3.8(a) the linear regression of heat transfer coefficient for all scenarios is depicted. It can be given by:

\[ h_s = 2.50510 \times U_2 + 0.85200; \quad R^2 = 0.953 \]  \hspace{1cm} (3.27)

where \( h_s \) is in \( \text{Wm}^{-2}\text{K}^{-1} \) and \( U_2 \) in \( \text{ms}^{-1} \) respectively. The obtained heat transfer coefficients from both approaches will be used to estimate sensible and latent heat fluxes from the studied lake in Sections (3.6.3) and (3.6.4). Regarding the extracted equation for convective heat flux from the water surface, the sensible heat flux is not only a function of wind speed but also depends on the other parameters (such as temperature difference between the air and water surface) which is summarized in the constant term in Equations (3.25) through (3.27).

Using the heat and mass transfer analogy as shown in Equation (3.9), the mass transfer coefficient in approach 1 can be given by:

\[
\begin{align*}
\text{Stable Condition} & \quad h_m = 0.00184 \times U_2 + 0.00099 \\
\text{Unstable Condition} & \quad h_m = 0.00175 \times U_2 + 0.00066
\end{align*}
\]  \hspace{1cm} (3.28) \hspace{1cm} (3.29)

and for whole conditions, regardless of the stability conditions it gives by the following (Figure 3.8(b)):

\[ h_m = 0.00185 \times U_2 + 0.00063 \]  \hspace{1cm} (3.30)

where \( h_m \) is in \( \text{ms}^{-1} \) and \( U_2 \) in \( \text{ms}^{-1} \) respectively. Equations (3.28) through (3.30) show that even when the wind speed is very low or in very calm conditions the evaporation values could be non-zero.

However, the equations for sensible (Equations (3.25) through (3.27)) and latent (Equations (3.28) through (3.30)) heat fluxes are extracted using Lake Binaba’s properties and its related parameters, the proposed approach is generalizable and with applying minor modifications, it can be used for other water surfaces with different meteorological and geometrical properties.
3.6.2. MODEL VERIFICATION AND VALIDATION

In Lake Binaba, beside the standard meteorological parameters, sensible heat fluxes were measured during the study period using a 3-D sonic anemometer. The observed sensible heat fluxes were used to validate the estimated convective heat fluxes from the water surface. As the stability conditions are known in Lake Binaba, both obtained transfer coefficients using different approaches (approaches 1 & 2) could be applied to estimate heat fluxes. On one hand, due to the lack of measurements of stability conditions in most lakes, it is preferred to apply the approach 2. In the other hand, comparing the results shows that there are no significant differences between two approaches. In Figure 3.9 the calculated sensible heat fluxes over the water surface are compared with the measured values by using approach 1. The same comparison is illustrated in Figure 3.11 for calculated sensible heat fluxes using approach 2. In both approaches, the estimated values of sensible heat flux are in good agreement with observed ones especially for unstable atmospheric conditions where sensible heat fluxes \( (H_s) \) are positive. In Figure 3.10 and Figure 3.12 the calculated and measured sensible heat fluxes are depicted in different times to show the performance of the model in different times. In the stable atmospheric conditions (negative values of \( H_s \)), the model overestimated the sensible heat flux values. Regarding the defined CFD scenarios (Table 3.1), in most of scenarios, the atmosphere was unstable. This could be due to the number of stable and unstable atmospheric conditions modelled which gives the impression that the model has a better performance for unstable atmospheric conditions. The accuracy of the model could be improved by defining some extra stable CFD scenarios, improving the CFD simulations by enhanced turbulence models to take into account the buoyancy effects and doing unsteady simulation implementing time-dependent meteorological parameters (Abbasi et al., 2015c). According to the results of Abbasi et al. (2015c), the performance of the ABL model is better in unstable atmospheric conditions rather than the stable conditions and therefore, it could input some errors in the computed sensible heat fluxes especially for stable atmospheric conditions. In Lake Binaba, due to the frequency of unstable conditions (more than 65%) (Abbasi et al., 2016a) the proposed model can be used to estimate evaporation with acceptable level of accuracy. Agreement between the model and measurements reveals that the CFD-based method proposed in this study can provide reliable estimations of the convective heat and mass transfer coefficients especially for unstable atmospheric conditions.

3.6.3. EVAPORATION PREDICTION

In Section (3.4), the convective mass transfer coefficient was derived as a function of the wind velocity. The evaporation rate from the water surface was calculated using the estimated mass transfer coefficient. The evaporation values were obtained by using the mass transfer coefficient for all defined scenarios. Figure 3.13 shows the estimated evaporation values in hourly intervals and the daily averaged values of evaporation as well. The results show that the minimum, average and maximum values of evaporation from Lake Binaba during the study period were 2.75, 4.30 and 5.90 \( mm \cdot d^{-1} \) respectively. The estimated evaporation values are a little higher than ones estimated by Abbasi et al. (2016a) using bulk aerodynamic method by considering atmospheric stability conditions (the minimum, average and maximum values were reported 1.8, 3.6 and
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6.2 \( \text{mm d}^{-1} \), respectively). The difference between the evaporation amounts obtained from the CFDEvap Model (this chapter) and the values from Abbasi et al. (2016a) (0.95, 0.7 and \(-0.3 \text{ mm d}^{-1} \) in minimum, average and maximum values, respectively) can be related to the performance of the CFDEvap Model in stable atmospheric conditions (in the Lake Binaba around 35% of time during the measuring period the atmosphere was stable) which overestimates evaporation amount.

In comparison with other methods especially mass transfer methods, the model developed in this study can be applied straightforward to calculate relatively acceptable evaporation amounts from small water surfaces in (semi-)arid regions. The accuracy of estimated evaporation could be improved by increasing the number of steady scenarios to include wide range of effective parameters in evaporation which are used in ABL simulations.

3.6.4. SPATIAL DISTRIBUTION OF EVAPORATION

Using the distribution of transfer coefficients it was possible to estimate the spatially distributions of sensible and latent heat fluxes over the water surface. In Figure 3.14(a) the spatial distribution of sensible heat flux is shown for a selected scenario (CFDEvap-08 in Table 3.1). In this scenario the atmosphere is stable (\( \zeta = 0.65 \)) and the magnitude of the difference between the water surface temperature and air temperature is maximum (\(|T_{ws} - T_a| = 12.5 \)). It can be seen that in the upwind edges of water surface perpendicular to the wind direction, the sensible heat flux has maximum values and its value decrease towards the downwind edges of lake. Therefore the distribution of sensible heat flux

![Figure 3.9: Comparison of calculated (CFDEvap Model) and measured (3-D sonic anemometer) sensible heat flux values over water surface considering stability conditions (approach 1). Dashed line corresponds to the 1:1 relationship.](image-url)
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Figure 3.10: Calculated sensible heat fluxes and observed ones over water surface during study period considering stability conditions (approach 1). Negative values of sensible heat flux indicates stable atmospheric conditions.

from the water surface are affected with wind direction and its values. Figure 3.14(b) shows the spatial distribution of evaporation (latent heat flux) from the water surface for the selected scenario (CFDEvap-02 in Table 3.1). This scenario was selected because of its conditions: unstable atmosphere ($\zeta = -1.965$), minimum air temperature ($T_a = 17.87^\circ C$) and its time (07:00:00 in the morning). As it can be seen in Figure 3.14(b), the distribution of evaporation from the lake can be affected by the shape and direction of the water surface’s edges. The evaporation values are maximum near the upwind edges perpendicular to the wind direction. However, in the selected scenario (CFDEvap-02) the wind speed is very low ($U_2 = 0.6 \text{ ms}^{-1}$) and the incoming short-wave radiation can be ignored, the evaporation value is not zero.

Considering the ability of the proposed approach in modelling the air flow and wind over the water surfaces taking into account the lake’s geometry and meteorological parameters, it allows one to investigate the advection aspects and oasis effect over the water surface.
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Figure 3.11: Comparison of calculated (CFDEvap Model) and measured (3-D sonic anemometer) sensible heat flux values over water surface regardless of stability conditions (approach 2). Dashed line corresponds to 1:1 relationship.

Figure 3.12: Calculated and observed sensible heat fluxes over water surface during study period regardless of stability conditions (approach 2). Negative values of sensible heat flux indicates stable atmospheric conditions.
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Figure 3.13: Estimated hourly and daily evaporation values from water surface using wind function extracted from CFDEvap Model.

Figure 3.14: Spatial distribution of heat fluxes over water surface: (a) sensible heat flux in scenario “CFDEvap-08”; and (a) latent heat flux in scenario “CFDEvap-02”. Wind direction is from west (left).
3.7. CONCLUSION

In this study, a CFD-based approach has been developed to determine the heat and mass transfer coefficients over the water surface of a semi-arid shallow and small lake. Using this method, the mass transfer coefficients that are usually used in aerodynamic mass transfer method in estimating evaporation from the water surface, could be estimated and used for evaporation evaluation from the water surface. To determine the heat and mass transfer coefficients, different scenarios based on most important parameters in evaporation from water surfaces include air temperature, water surface temperature, wind speed over the water surface and the atmospheric stability conditions were defined. These scenarios were established in a way that handle the possible changes in values of the effective parameters. According to the determined scenarios, a set of the turbulent ABL airflow simulations were executed to determine the values of airflow variables in the computational domain. Using the heat and mass transfer analogy assumption, the heat (sensible heat flux) and mass (latent heat flux) transfer coefficients were determined (their average values as well as their spatial distributions over the water surface) and consequently, the spatial distributions of sensible and latent heat fluxes over the water surface were computed. The sensible heat flux values estimated by the proposed approach were compared with the measured ones over the lake. The CFDEvap Model developed in this study predicted sensible heat fluxes accurately for unstable atmospheric conditions but overestimated convective heat flux in stable (and neutral) atmospheric boundary layer.

The proposed methodology (CFDEvap approach) represents a useful framework for estimating evaporation from water bodies in (semi-) arid regions where there is an urgent need to find the water losses due to evaporation from stored waters. This approach seems promising specially in regions where advection, oasis and atmospheric instability effects on evaporation are considerably high and the one dimensional models (which are used widely in calculating evaporation) are not capable to give a precise estimation of evaporation amounts. In addition, due to the fully three-dimensional algorithm implemented in the proposed framework, it can generate the map of spatial distribution of evaporation rate and the sensible heat fluxes over the open water surface to evaluate the fetch effects of water surface on evaporation. Although, there are some minor differences between the estimated evaporation values using the developed model in this study with measurements, this model is easily applicable and cost effective. Regarding the available measurements and the accessible computational resources to run ABL simulation, it would be possible to improve the performance of the proposed approach by either including a wider range of scenarios or unsteady modelling of ABL.
4

A FRAMEWORK TO SIMULATE SMALL AND SHALLOW RESERVOIRS

4.1. INTRODUCTION

Inland water bodies (especially small lakes and reservoirs) are usually built to store water during periods with high runoff in order to increase the availability of water in dry seasons. Efficient management of reservoirs depends largely on updated (real-time) information on the water quantity and water quality of the stored water as well as the projected water demand. Flow field and distributions of water temperature and other compositions such as salinity in inland water bodies are crucial parameters that strongly affect water quality. Studying the flow field and temperature dynamics in water bodies requires the use of models to analyze the mathematical equations that govern the processes of circulation and stratification. During the last decades a large number of models with wide range of complexity from simple one-dimensional models to fully three-dimensional circulation models have been produced. In most of these models, the flow equations are solved by using the shallow water assumptions where the diffusion equations for the energy transfer or other constituents are included.

Most reservoir dynamics models assume one-dimensionality conditions, where the scale of heat and momentum changes in vertical (depth) direction is commonly much larger than in the horizontal directions. Although this simplification make the model more straightforward, some significant complex processes occurring in the water bodies especially in shallow ones are ignored. However, one-dimensional models remain attractive due to their appropriateness, simplicity and convenience for studying the flow and temperature dynamics in reservoirs especially for deep and large lakes (Abeysinghe et al., 2005). There is a wide range of one-dimensional models with different assumptions, numerical methods and performance abilities in simulating inland water bodies.

Han et al. (2000) applied Dynamic Reservoir Simulation Model (DYRESM) to simulate the hydrodynamics of Sau Reservoir in the North-Eastern Spain. The one-dimensional Dynamic Reservoir Simulation Model (DYRESM) is widely used to predict the temperature and density distributions in reservoirs considering time varying environmental factors and the watershed characteristics mostly for long-term (seasonal and inter-annual) analyses (Abeysinghe et al., 2005).

Herb and Stefan (2005) and Herb and Stefan (2005) modelled the vertical turbulent diffusion and the stratification process in a shallow lake (Otter Lake) with submersed macrophytes, in the USA. The results of their one-dimensional model showed that thermal stratification is enhanced by macrophytes and wind mixing dependent on the mixed-layer thickness. Hondzo and Stefan (1993) generalized the temperature model for various types of lakes taking the meteorological conditions into account in which vertical turbulent diffusion, surface wind mixing, and heat fluxes were incorporated into the model through regression analysis of the field data. Kirillin (2002) developed a one-dimensional model of temperature evolution in the water bodies considering the general mechanisms of vertical heat exchange in a lake. He tested the model against observations in the Lake Müggelsee, Berlin and showed that the proposed 1-D parameterization model could describe promisingly the structure of the stratification and the temperature profiles in the water body for long-term studies. Kirillin (2010) coupled a global climate model with a one-dimensional lake temperature model, FLake, to evaluate impacts of global warming on two study lakes in Berlin, Germany. Gooseff et al. (2005) developed a temperature model for the Lower Madison River, to investigate the effects of global climate change on extreme water temperature evolutions in aquatic ecosystems using assumption of well-mixed water body. Most of these studies discussed above were done for large and deep lakes where the impacts of the boundary conditions on the flow field and temperature dynamics could be ignored. In addition, they mostly studied long-term effects of large-scale climate on the lakes which are difficult to do for small lakes due to the spatial resolution used in the models. For small reservoirs, detailed hydro-climatological field measurements are needed to validate the model.

In spite of the simplicity and attraction of 1-D models due to their physical realism and computational economy, they cannot be used to predict thermal stratification in shallow water bodies where the horizontal advective term cannot be neglected.

For many shallow water flows, it is sufficient to consider the depth-averaged equations, referred to as the shallow water equations, which are two-dimensional in the horizontal plane, since the length scale of the vertical direction is much smaller than that of the horizontal directions (Lee, 2007). Many two-dimensional models (Naithani et al., 2007; Lap and Mori, 2007; Kim and Cho, 2006) have been proposed for analyzing the vertical mixing, circulation, and wind-induced currents in lakes and reservoirs. Two-dimensional models are based on depth-averaged equations commonly known as shallow water equations. In two-dimensional models, it is assumed that vertical length scale is much smaller than that in the horizontal direction hence the hydrostatic pressure distribution is assumed which significantly simplifies the numerical formulation and computational implementation (Lee, 2007). Lei and Patterson (2001, 2002) investigated the natural convection in a reservoir sidearm subjected to solar radiation using two-dimensional Navier Stokes equations and energy equation with Boussinesq assumption.
They showed that the 2-D models can be used for quantifying the flow details with some level of confidence. Bednarz et al. (2008, 2009) investigated the response of transient flow to diurnal cycles of heating and cooling at the water surface in a reservoir by using the 2-D RANS (Reynolds Averaged Navier Stokes) equations using the Boussinesq assumption. According to their findings, temperature dynamics (diurnal cycles) in reservoirs has significant environmental and ecological impacts.

It has been recognised that the vertical direction plays a significant role in the circulation of shallow water bodies which one- and two-dimensional models are unable to simulate in lakes (Vreugdenhil, 1994). The flow parameters in shallow water bodies typically have three-dimensional structures due to the effects of complex bathymetry and temperature (density) stratification (Lee, 2007). According to the field measurements by Sweeney (2004) the water bodies with one meter depth or even less can become thermally stratified.

A number of commercial packages have been developed and used by some authors to study the three-dimensional flow structures of shallow water bodies such as waste water stabilization ponds (WSPs) or shallow lakes (Ta and Brignal, 1998; Sweeney, 2004). One of the big challenges in using these packages is the small aspect ratios of depth to horizontal grid increments found in shallow water bodies and complex interactions between the water surface and the atmospheric boundary layer which are the most important forcing terms for vertical mixing and temperature dynamics in the water body. In addition, most of these models do not include the effects of temperature on the flow field in the water body. Although some numerical models (Hodges et al., 2000b; Svensson, 1998, 1999) implement the temperature induced circulation in lakes and oceans, most of these models use the hydrostatic pressure approximation. According to the findings of some researchers (Casulli and Cheng, 1992; Casulli, 1999, 1997; Chen, 2003a, 2003b, 2003c), vertical velocity calculated using the hydrostatic pressure approximation can lead to numerical errors especially for the scalar transport equation in shallow water bodies.

To study wind-induced circulation with non-hydrostatic distribution of pressure in water bodies with complex bathymetry. Kocyigit and Falconer (2004b) simulated the three-dimensional structure of water flow in Lake Esthwaite, a shallow homogeneous lake in Cumbria, UK. According to their findings, hydrodynamic pressure distribution had some impacts on the vertical velocity profiles especially in the near shorelines where the topography changed sharply. Lee et al. (2009) applied a three-dimensional non-hydrostatic circulation model known as MITgcm which integrates the incompressible Navier Stokes equations using the Boussinesq approximation to analyse the temperature dynamics and water circulation of Yachiyo Lake, Japan (Marshall et al., 1997). Laval et al. (2003) simulated the water circulation in Lake Kinneret taking the impacts of spatial and temporal wind speed fluctuations into consideration by using the three-dimensional Estuary and Lake Computer Model (ELCOM) and validated the model results with some field observations. ELCOM solves the Reynolds Averaged Navier Stokes equations with the hydrostatic pressure approximation using TRIM’s algorithm, with slight modifications for the advection terms (Hodges and Dallimore, 2014). Their numerical application indicated that the model can predict diurnal temperature variations accurately. Appt et al. (2004) used three-dimensional model ELCOM to study wind-induced water cir-
culation in Upper Lake Constance situated in Europe (Germany, Switzerland and Austria) near the Alps. The high-resolution thermal structure of Lake Biwa was examined by Yamashiki et al. (2003) by applying a three-dimensional model based on Large Eddy Simulation (LES). Lee (2007) developed a three-dimensional model using finite difference method to study temperature dynamics and non-hydrostatic distribution of pressure in Torrens Lake in Adelaide, South Australia and showed that the typical thermal variations could be simulated accurately by the 3-D model. Fan and Furbo (2012) used a three-dimensional mathematical model to simulate horizontal and vertical distribution of water temperature of the Fenhe Reservoir, Shanxi province, China and validated the model with field data. They showed that the proposed model could be applicable for long-term studies of large reservoirs. Liu et al. (2012) performed and applied a transient three-dimensional hydrodynamic model to the subtropical alpine Yuan-Yang Lake in Taiwan. Their model was based on Finite Element Method (FEM) and they were able to model the surface elevation and water temperature in a reasonable agreement with field observations of these parameters.

Recently, some well validated commercial codes (e.g. ANSYS FLUENT, STAR-CD, FIDAP, FLOW3D, PHOENICS) have become available and several studies have been conducted using these CFD codes to obtain the hydrodynamic characteristics of shallow water bodies. Politano et al. (2008) used a commercial CFD code FLUENT to undertake a fully three-dimensional non-hydrostatic simulation model of temperature distribution at McNary Dam, US. They used heat flux boundary condition for temperature on the free water surface. Haque et al. (2007) examined the flow structure and temperature distribution within the powerhouse units of McNary Dam on the Columbia River by applying a three-dimensional RANS model implemented in FLUENT. In general, these commercial packages can be used for simulating general fluid flow problems utilizing the Reynolds Averaged Navier Stokes equations. Besides some limitations in modifying, developing and applying commercial software due to the need for the licenses, the small aspect ratio of the computational grid may lead to excessive computational time, instability, and storage requirements in shallow water flow simulations (Lee, 2007).

In comparison with deep and large lakes, several difficulties are encountered in the modeling process for inland shallow lakes and are mainly sources of error in the results. In deep lakes generally the lake-bed contours have little influence on the overall flow pattern in the water body. However, in shallow water lakes, lake-bed variations have a stronger influence on the flow patterns due to their proximity to the surface and should be considered accurately. Therefore accurate bathymetry of these water bodies should be used in their simulations.

Due to the small dimensions of shallow water bodies investigated in this study (maximum 1000 m in horizontal plane, i.e. in x− and y− directions), most of the models were developed mainly for large and deep lakes (e.g. DELFT3D and TELEMAC3D) are not applicable (TELEMAC, 2016; DELFT3D, 2016). In addition, in spite of the importance of utilizing the real physical boundary conditions in the simulations, implementing complex and time varying boundary conditions in most of the available models is very challenging.

Considering these restrictions, a framework is developed in this study to simulate the flow field and heat transfer in small and shallow water bodies taking into account the real
bathymetry, complex boundary conditions based on the available field observations and buoyance effects. This framework is totally based on open-source software and covers all steps needed in the simulation from generating applicable geometry to visualizing the results.

The framework consists of three main components and some sub-components depicted in Figure 4.1. Since the main goal of the study was to develop a model based on open-source toolboxes, all software used are open-source and allow continuous community-based improvement of the model without any requirement for software licenses. The main toolkit used is OpenFOAM (OpenFOAM, 2015), a powerful CFD simulation toolkit, which uses the finite volume numerical schemes to solve the governing equations.

4.2. PRE-PROCESSING PHASE

The pre-processing stage which is the first step in the framework as shown in Figure 4.1, has two main issues that should be handled. The first one is preparing the input files needed by the model to read constants, and time-dependent parameters (such as measured values for water surface temperature, short-wave radiation, relative humidity, wind speed, etc.). All model input parameters are prepared by a home-made code using python. This code reads the measured values, analyses and validates them and checks the quality of the input data before making it readable in CFD simulations (e.g. in grid generation or modelling by OpenFOAM). The generated input files (text files) will be used in the model as the time varying boundary conditions or as time-dependent source/sink terms in turbulence model and flow equations (Sections 4.3.2 and 4.3.4)). The second issue which should be dealt with in this phase is generating the computational grid which is described in more details in Section 4.2.2. The general overview of pre-processing phase tasks are illustrated in Figure 4.2.
Figure 4.2: Details of pre-processing phase of proposed framework. Used tools and software to handle each task are presented in the parentheses.

4.2.1. RECONSTRUCTING WATER BODY’S GEOMETRY

In most small and shallow inland water bodies there is no high-quality measurements of the bathymetry or sufficient data to build the geometry of the computational domain applicable in CFD modelling. It could be related to the logistical difficulties or maybe due to the high cost of doing measurements over these water surfaces. Again, most available tools and software used to generate surface (for all surfaces in the domain: water surface, bottom and sides of the reservoir) fail mainly due to the small ratio of the depth to the horizontal dimensions ($H/L$ where $H$ is the depth and $L$ is the length) of these water bodies (in this study this ratio, $H/L$, varies from 0.0002 to 0.004). The initial measured bathymetry is a point-cloud which contains a set of $x$-, $y$- and $z$-coordinates of measured points. Using this rough point-cloud the generated surfaces were very poor and not applicable in the model. To resolve this problem, a robust, straightforward and generalizable approach was developed in this framework to reconstruct the water surface, bottom and side surfaces of the water body using the roughly measured bathymetry depicted in Figure 4.4(a,b). Using the open-source tools mentioned previously in Figure 4.2, the initial point-cloud was improved to generate acceptable and applicable surfaces for CFD simulations. The method presented in this study to improve the measured bathymetry focuses on small and shallow lakes, although the developed procedure could be applicable for similar problems. Reconstructing the surfaces (geometry) of inland wa-
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Pre-processing bodies includes the following steps:

1. Reading the initial bathymetry data which contains the $x$-, $y$- and $z$-coordinates of measured points at the bottom and sides of the lake (1838 points for an example for lake Binaba), separated with a tab, called initial point-cloud. This initial point-cloud had some problems in generating an applicable geometry for being used in CFD simulations due to: a) this point-cloud doesn't have adequate resolution. In some regions there is no point to generate the surface (accessibility constraints during measuring may leave some regions devoid of data); b) it has no point sets to define the water surface boundary. The measured points with highest elevation (or $z$-values) do not represent the water surface and it is necessary to define this boundary (surface) in the point cloud; c) there are some points in the point-cloud that do not belong to the lake bathymetry (some points in the dry region in the shoreline that should not be included in the geometry of lake); d) the vertical scale compared with the horizontal lengths is very small (around 2 : 1000) and causes significant errors in generating the geometry; and e) the point samples may not be uniformly distributed over the model surface.

2. Improving the initial point-cloud by adding some extra points using the interpolation methods which is done by using QGIS (Open Source Geographic Information System) (QGIS, 2015). The improved point-cloud contains 42412 points which could be sufficient to produce smooth surfaces applicable in the modelling.

3. Generating a csv (comma-separated values) file containing the points' coordinates is interpretable by MeshLab (an open-source and extensible toolkit for generating, editing and processing unstructured 3D triangular meshes) (MeshLab, 2015) to generate surfaces of the water body.

4. Reading the improved point-cloud, checking, modifying and generating an STL (STereoLithography / Standard Triangle Language) file by using MeshLab which could be handled by mesh generator toolboxes. In an STL file, multiple objects can be represented as a list of triangles that conform to their surfaces. It should be noted that in this step the normal vectors of point-sets and the quality of generated surfaces should be checked. Due to the very small ratio of the depth to the horizontal dimensions, prior to generating STL file, the dimensions should be scaled up in $z$-direction (depth) to generate an acceptable surface. The method used to get an applicable surface from the improved point-cloud, should be able to infer the topology of the surfaces, accurately fit the noisy data, and fill holes reasonably. From several trails to construct surfaces, it was found that the 'Poisson' method (implemented in MeshLab) could be a befitting pick for reconstructing the surface from the point-cloud. Poisson Surface Reconstruction is one of the approaches to obtain smooth and watertight surface. As the final task after generating the surfaces (STL files), it is strictly suggested to do some repairing and cleaning processes (such as merging close vertices, removing duplicate faces, remove duplicate vertex, etc.).

5. To be able to assign the right boundary conditions to the surfaces (boundaries) in the model, distinctive surfaces should be defined in the reconstructed STL file. In
most inland water bodies models there are mainly two different surfaces: a) a surface that represents the water surface; and b) a surface that represents the bottom and sides. Defining extra surfaces such as inlet and outlet boundaries could be done easily in the proposed approach.

Figure 4.3: Chained processes of generating surfaces (in STL format) from an initial point-cloud: (a) plan view of initial point-cloud (b) improved point-cloud using proposed approach to generate water body’s geometry (c) initially generated surface (d) refining and reconstructing initial generated surface; and (e) separating surfaces and removing unneeded parts.

4.2.2. GENERATING THE COMPUTATIONAL GRID
In Section (4.2.1) an approach to generate the necessary surfaces which represent the boundaries in the model was presented. The next step through the presented framework is to translate the physical domain into a numerical domain, or computational mesh. The generated mesh must accurately represent the shape of the water body. The quality of the computational grid has a clear impact on the accuracy of the CFD simulations and influences significantly the convergence speed of the simulation. In spite of the importance of the computational grid in CFD simulations, generating an appropriate high quality grid (i.e. low skewness, low orthogonality, aspect ratio near 1, etc.) remains a big challenge while using inappropriate grids will lead to large errors.

The proposed framework uses a right hand coordinate system (typically used in simulations), with the $z$–axis positive in the upward direction (normal to the water surface) and $z = z_{ws}$ represents the maximum depth of lake, corresponding to the water surface. The origin is located in the lower left-hand corner of the mesh, when viewed in
4.2. PRE-PROCESSING PHASE

Figure 4.4: (a) Example of final generated surface (in STL format) of a water body which is used in generating computational mesh (b) 3-D view of water body’s geometry and the depth contours (c) vertical section of generated computational grid of water body and (d) 3-D view of computational grids (vertical dimension is exaggerated by 50).

the $xy$–plane. Keeping with this convention in the model, the $x$–axis is aligned to be positive in the easterly direction, with the $y$–axis positive in the north direction.

Horizontal grids are generated depending on the geometrical boundaries conforming to improve measured bathymetric data. For the vertical direction, when turbulence models are included the vertical grid points are clustered near the free surface to resolve the flow field and capture temperature distributions and shear stress distribution in the most dynamic zone. Figure 4.4(c,d) shows details of the generated grid. The typical cell size in the lake (in this study) is $10 \text{ m}$ and $0.1 \text{ m}$ in the horizontal and vertical directions respectively. Near the free water surface, refining the grid is essential especially in vertical direction (cell heights are about $0.01-0.02 \text{ m}$) to capture the strong temperature and velocity gradients which exist at the air-water interface due to the impacts of atmospheric conditions (Haque et al., 2007).

Generating a good mesh is very challenging for shallow water bodies due to the high
aspect ratio cells which commonly exist in some regions. In generating the computational grids there is always a trade-off between run time and good results (mainly from a good grid resolution in the vertical direction). This results in high aspect ratios and long flat cells. Generally, generating computational grid for non-uniform geometries (in which one of the directions is much smaller than the others) seems problematic for most available grid generators which generally deliver optimum results ensure good convergence for aspect ratios near one. This problem could be resolved by scaling/rescaling the dimensions in the desired direction (Brockhaus, 2011). It is strongly suggested that the adequacy of the grids is investigated by comparing the results of the model using different mesh sizes. Commonly, using fine mesh in simulations produces better agreement in some regions of studied domain, however it needs more computational resources and more run time hence some judgments should be made on the desired accuracy and the required computational resources.

The grid generation was done with an OpenFOAM-utility snappyHexMesh (sHM) (SnappyHexMesh, 2015). Unlike most commercial and automatic grid generators sHM is a script-driven tool used to generate unstructured computational grid containing hexa- dra and split-hexaedra meshes (Brockhaus, 2011). sHM proved to be very flexible with different domain configurations. sHM allows to use STL files which represent the domains’ topography in complex geometries.

In general, the process of generating computational grids includes the following steps:

1. Checking the quality of reconstructed surfaces (STL file) and cleaning or repairing the surfaces which involves: a) checking the surface by using surfaceCheck utility; b) smoothing the surfaces by using surfaceSmooth utility; c) rotating the surface to decrease the non-orthogonality of the generated mesh by using surfaceTransformPoints utility; and finally, d) cleaning and repairing the final surface by using ADMesh (a program for processing triangulated solid meshes) (ADMesh, 2015). The finally cleaned, repaired and improved surface could be used to generate the computational grids afterwards;

2. Generating a background block structured mesh which contains the outlines of the computational domain. The quality of finally generated mesh is significantly affected by the aspect ratio, fineness, orientation and other properties of the initial mesh used;

3. Generating the computational grid using the snappyHexMesh(sHM) utility. sHM uses a non-interactive approach to generate the grid hence could be considered as an almost ideal tool for automatized mesh generation (Brockhaus, 2011). Notwithstanding this advantage, it must be mentioned that this tool does not have a graphical interface and everything should be controlled from its dictionary by commands;

4. Refining the mesh near the boundaries to resolve high gradients in flow parameters using the available options in sHM; and

5. Checking the quality (maximum aspect ratio, non-orthogonality, skewness, etc.) of the mesh by using checkMesh utility and improving the grids if necessary.
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4.3.1. GOVERNING EQUATIONS
The flow field in morphometrically complex small and shallow water bodies is governed by the conservation laws of mass, momentum and energy. Combining the flow simulation and heat transfer in the water body alongside the complex geometry of lake introduces extra complexities to the model. In water bodies, the wind shear stress due to air flow and changes in water density due to temperature evolution are considered as driving forces. Even though the thermodynamical properties of water are assumed to be constant, the buoyancy body force term in the momentum equation is added allowing one to relate density changes to temperature. The flow is assumed to be three-dimensional, incompressible Newtonian fluid using Boussinesq approach (Tsanis, 2006; Tritton, 2007). Based on these assumptions the Reynolds Averaged Navier Stokes (RANS) equations are written as (Ferziger and Perić, 2002; White, 1991; Massel, 1999):

\[
\frac{\partial u_i}{\partial t} + \frac{\partial}{\partial x_j}(u_j u_i) - \frac{\partial}{\partial x_j} \left( \nu_{\text{eff}} \left[ \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \left( \frac{\partial u_k}{\partial x_k} \right) \delta_{ij} \right] \right) = - \frac{1}{\rho_k} \frac{\partial p}{\partial x_i} + g_i \left( 1 - \beta(T - T_{\text{ref}}) \right) \tag{4.1}
\]

\[
\frac{\partial T}{\partial t} + \frac{\partial}{\partial x_j} (Tu_j) - \alpha_{\text{eff}} \frac{\partial}{\partial x_k} \left( \frac{\partial T}{\partial x_k} \right) = S_T (t, x_k) \tag{4.3}
\]

where \( u_i \) is the velocity component in \( x_i \)-direction (\( ms^{-1} \)), \( t \) is time (s), \( p \) pressure (Pa), \( T \) temperature (K), \( \nu_{\text{eff}} = \nu_0 + \nu_t \) is the effective kinematic viscosity (\( m^2 s^{-1} \)), with \( \nu_0 \) and \( \nu_t \) denoting molecular and turbulent viscosity, respectively, \( g_i \) the gravity acceleration vector (\( m s^{-2} \)), \( T_{\text{ref}} \) a reference temperature (K), \( \beta \) the coefficient of expansion with temperature of the fluid (\( Jkg^{-1}K^{-1} \)) and \( \delta \) is the delta of Kronecker (dimensionless), \( \alpha_0 \) and \( \alpha_t \) are molecular and turbulent heat transfer coefficient respectively (\( m^2 s^{-1} \)), \( \rho_k \) is effective kinematic density (dimensionless) and \( S_T \) is the heat source term (\( Ks^{-1} \)) in the lake due to the penetrated solar radiation. The Boussinesq approximation is valid under the assumption that the density differences are sufficiently small to be neglected, except where they appear in the term multiplied by \( g_i \) (Fredriksson, 2011; Corzo et al., 2011). According to White (1991) and Ferziger and Perić (2002), the Boussinesq approximation introduces errors less than 1% for temperature variations of 2K for water or 15K for air. In the model, for incompressible flows the water density is computed as a linear function of temperature as

\[
\rho_k = 1 - \beta(T - T_{\text{ref}}) \tag{4.4}
\]

\[
\rho = \rho_k \times \rho_0 \tag{4.5}
\]

where \( \rho \) is the temperature dependent density (\( kg m^{-3} \)), and \( \rho_0 \) is water density at reference temperature (\( kg m^{-3} \)). Heat transfer conductivity in water body is given by:

\[
\alpha_{\text{eff}} = \alpha_t + \alpha_0 = \frac{\nu_t}{Pr_t} + \frac{\nu_0}{Pr} \tag{4.6}
\]
where \( v_0 \) molecular kinematic viscosity (\( m^2 \text{s}^{-1} \)), \( v_t \) turbulent kinematic viscosity (\( m^2 \text{s}^{-1} \)), \( Pr \) is Prandtl number (a dimensionless number defined as the ratio of momentum diffusivity to thermal diffusivity which controls the relative thickness of the momentum and thermal boundary layers), \( Pr_t \) turbulent Prandtl number (unitless). Changes in temperature in water bodies might occur mainly due to the heat exchange across the air-water interface. Accurate estimation of the heat fluxes is largely required in the simulation of temperature dynamics in the water body (Politano et al., 2008). Atmospheric heat fluxes include incoming short-wave (solar) and long-wave (atmosphere) radiations, outgoing long-wave radiation, conductive heat at the free surface and evaporative heat flux. Computationally, all of the heat flux components except for incoming short-wave radiation are considered as boundary condition at the water surface.

Including the incoming short-wave radiation in the temperature source term (\( S_T \)) allows the radiation to penetrate and be absorbed through a specific depth of the water column rather than only at the air-water interface (Losordo and Piedrahita, 1991; Wood et al., 2008). The heat source term using Lambert-Beer low is written as:

\[
S_T(z^*, t) = \frac{1}{\rho_0 C_p} \frac{\partial Q_{Rs}^z}{\partial z} \quad (4.7)
\]

\[
Q_{Rs}^z = Q_{Rs}^0 \sum_{i=1}^{7} f_i \exp\left(-\eta_i z^*\right) \quad (4.8)
\]

\[
S_T(z^*, t) = \frac{Q_{Rs}^0}{\rho_0 C_p} \sum_{i=1}^{7} \eta_i f_i \exp\left(-\eta_i z^*\right) \quad (4.9)
\]

where \( z^* \) is downward vertical distance from the water surface (m), \( C_p \) specific heat of lake water (\( J\text{kg}^{-1}\text{K}^{-1} \)), \( Q_{Rs}^z \) is heat flux due to penetrated solar radiation at a depth \( z^* \) within the water (\( Wm^{-2} \)), \( Q_{Rs}^0 \) is the net solar radiation at the air-water interface (\( Wm^{-2} \)), \( f_i \) is the fraction of energy contained in the \( i^{th} \) bandwidth (dimensionless), and \( \eta_i \) is the composite attenuation coefficient of the \( i^{th} \) bandwidth (m\(^{-1} \)) (Branco and Torgersen, 2009; Momii and Ito, 2008). The values of \( f_i \) and \( \eta_i \) are presented in Table 4.1. The attenuation coefficient (light extinction coefficient) for visible light theoretically is a function of wave length, temperature and water turbidity (Politano et al., 2008; Losordo and Piedrahita, 1991) and typically ranges from 0.02 to 31.60 for inland shallow waters (Politano et al., 2008; Smith and Baker, 1981; Losordo and Piedrahita, 1991; Goudsmit et al., 2002; Bigham Stephens et al., 2015). In inland water bodies, usually the extinction coefficient is computed by using a linear function of the Secchi depth (Idso and Gilbert, 1974; Politano et al., 2008). According to Henderson-Sellers (1984), value of \( \eta \) is largely affected by water turbidity and macrophyte population in the water body. Based on measured Secchi disc (a device to measure water turbidity) depth, Williams et al. (1981) suggested that, under non-eutrophic conditions, \( \eta \) can be represented by (Lee, 2007; Williams et al., 1981):

\[
\eta = 1.1 \times d_s^{-0.73}, \quad (4.10)
\]

where \( d_s \) is the Secchi disc depth (m). To calculate \( \eta \) accurately, detailed measurements of macrophyte population are necessary; these are normally not available. For this study,
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#### Table 4.1: Short-wave radiation bandwidth fractions of the total energy ($f$) and composite attenuation coefficients ($\eta$) (adopted from Branco and Torgersen (2009))

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>$f$</th>
<th>$\eta$ (m$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 400 (UV)</td>
<td>0.046</td>
<td>assume same as VIS</td>
</tr>
<tr>
<td>400-700 (VIS)</td>
<td>0.430</td>
<td>Obtained from measurements (here assumed 3.0)</td>
</tr>
<tr>
<td>700-910</td>
<td>0.214</td>
<td>2.9</td>
</tr>
<tr>
<td>910-950</td>
<td>0.020</td>
<td>20.4</td>
</tr>
<tr>
<td>950-1090</td>
<td>0.089</td>
<td>29.5</td>
</tr>
<tr>
<td>1090-1350</td>
<td>0.092</td>
<td>98.4</td>
</tr>
<tr>
<td>&gt; 1350</td>
<td>0.109</td>
<td>2880.0</td>
</tr>
</tbody>
</table>

The attenuation coefficient was assumed to be 3.0 ($\eta = 3.0$ m$^{-1}$). The net solar radiation at the air-water interface ($Q_{Rs}^0$) is given by the following equation (Subin et al., 2012):

$$Q_{Rs}^0 = (1 - r_{ws}) R_s$$  \hspace{1cm} (4.11)

where $R_s$ is the incoming short-wave radiation at the water surface (Wm$^{-2}$) and $r_{ws}$ is the reflection coefficient of solar radiation from water surface (dimensionless).

#### 4.3.2. TURBULENCE MODEL

In order to model the turbulent flows using the RANS approach requires a turbulence model to compute the Reynolds stresses and close the system of mean flow equations. Depending on the number of additional transport equations which should be solved along with the RANS equations, a wide range of turbulence models has been proposed (e.g. zero, one, two or seven equation models).

From literature reviewed, standard $k - \epsilon$ (SKE) and realizable $k - \epsilon$ (RKE) models are widely used in most CFD simulations. The semi-empirical standard $k - \epsilon$ model contains transport equations for the turbulence kinetic energy ($k$) and the dissipation rate of kinetic energy ($\epsilon$). Various two-equation models (such as $k - \omega$) similar to the standard $k - \epsilon$ model are available which need extra input parameters. However the standard $k - \epsilon$ model is mostly used for circulation models with free surface variation. In simulating water flow alongside heat transfer in inland water bodies, it was found that the realizable $k - \epsilon$ model provides better results than the standard or other traditional $k - \epsilon$ models (Shih et al., 1995; Wang, 2013). In this model, dissipation rate of fluctuations is approximated by the dynamic vorticity equation. In addition, the realizable $k - \epsilon$ model has been shown to enhance the numerical stability in turbulent flow simulations (Shih et al., 1995). In this model, the turbulent kinetic energy ($k$ in m$^2$s$^{-2}$) and the dissipation rate of turbulent kinematic energy ($\epsilon$ in m$^2$s$^{-3}$) were obtained from:

$$\frac{\partial k}{\partial t} + u_j \frac{\partial k}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \frac{\nu_t}{\sigma_k} \frac{\partial k}{\partial x_j} \right) + v_t \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \frac{\partial u_i}{\partial x_j} - \epsilon + G_k + G_b + S_k$$  \hspace{1cm} (4.12)

$$\frac{\partial \epsilon}{\partial t} + u_j \frac{\partial \epsilon}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \frac{\nu_t}{\sigma_\epsilon} \frac{\partial \epsilon}{\partial x_j} \right) + C_1 S \epsilon - C_2 \frac{\epsilon^2}{k + \sqrt{\epsilon}} + C_{\epsilon 1} C_{\epsilon 3} \frac{\epsilon}{k} G_b + S_{\epsilon}$$  \hspace{1cm} (4.13)
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where $v_t$ is the turbulent kinematic viscosity ($m^2 s^{-1}$), $G_k$ is the production of turbulent kinetic energy by the mean velocity gradient ($m^2 s^{-3}$), $G_b$ is the production of turbulent kinetic energy by the buoyancy ($m^2 s^{-3}$), $S_k$ (in $m^2 s^{-3}$) and $S_\epsilon$ (in $m^2 s^{-4}$) are the source terms which include the effects of wind on $k$ and $\epsilon$ equations respectively. The parameter $C_{\epsilon 3}$ (dimensionless) is the ratio of the velocity functions in the vertical and longitudinal directions and is not constant but instead depends on the flow conditions (Lee, 2007):

$$C_{\epsilon 3} = \tanh \left( \frac{w}{u_h} \right)$$ (4.14)

where $u_h$ and $w$ are the components of the flow velocity perpendicular and the components of the flow velocity parallel to the gravitational vector, respectively ($ms^{-1}$). The coefficient $C_1$ is evaluated as (Shih et al., 1995):

$$C_1 = \max \left( 0.43, \frac{\zeta}{\zeta + 5} \right)$$ (4.15)

$$\zeta = \frac{S_k}{\varepsilon}$$ (4.16)

$$S = \sqrt{2S_{ij}S_{ij}}$$ (4.17)

$$S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)$$ (4.18)

and the turbulent kinematic viscosity is given by

$$\nu_t = C_\mu \frac{k^2}{\varepsilon}$$ (4.19)

$$C_\mu = \frac{1}{A_0 + A_3 \frac{k U^*}{\varepsilon}}$$ (4.20)

$$U^* = \sqrt{S_{ij}S_{ij} + \Omega_{ij}\Omega_{ij}}$$ (4.21)

$$A_3 = \sqrt{6} \cos \phi$$ (4.22)

$$\phi = \frac{1}{3} \cos^{-1} \left( \frac{W}{S^3} \right)$$ (4.23)

$$W = \frac{S_{ij}S_{jk}S_{kl}}{S^3}$$ (4.24)

$$\tilde{S} = \sqrt{S_{ij}S_{ij}}$$ (4.25)

where $\Omega_{ij}$ is the mean rate-of-rotation tensor. The production of turbulent kinetic energy by the mean velocity gradient ($G_k$) is written as

$$G_k = \nu_t S^2$$ (4.26)

When a temperature gradient and a non-zero gravity field are present simultaneously (such as for the current model), the $k$ and $\epsilon$ equations include the generation of $k$ due to
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Buoyancy \((G_b)\) in Equation (4.12)), and the corresponding contribution to the production of \(\varepsilon\) \((G_b\) in Equation (4.13)). The buoyancy-induced turbulence is given by

\[
G_b = \beta g_i \frac{\nu t}{Pr} \left( \frac{\partial T}{\partial x_i} \right)
\]

(4.27)

where \(g_i\) is the component of the gravitational vector in the \(i\)-th direction and \(Pr\) is the turbulent Prandtl number. The default value of \(Pr\) for water used in the standard and realizable \(k\)–\(\varepsilon\) models is 0.85 (Fluent, 2006; Wang, 2013). In unstable stratification \(G_b > 0\) and turbulence kinetic energy tends to be higher. For stable stratification, \(G_b < 0\) and the buoyancy force tends to disrupt the turbulence. While the effects of buoyancy on the generation of \(k\) are relatively well understood and are commonly included in the turbulence models when there are both a non-zero temperature (or density) gradient and a non-zero gravity field, the buoyancy effect on \(\varepsilon\) is less clear (Fluent, 2006). However, in the model prepared, the buoyancy effects on \(\varepsilon\) are given by Equation (4.26) which is used in the transport equation for \(\varepsilon\) (Equation (4.13)). The degree to which \(\varepsilon\) is influenced by the buoyancy is estimated by the non-constant parameter \(C_3\).

Standard values of the model constants of the realizable \(k\)–\(\varepsilon\) turbulence approach in the model equations are (Shih et al., 1995):

\[
C_{\mu} = 0.09; \quad C_{\varepsilon 1} = 1.44; \quad C_{\varepsilon 2} = 1.92; \quad \sigma_k = 1.0; \quad \sigma_\varepsilon = 1.3; \quad A_0 = 4.0
\]

(4.28)

Depending on the approach used to implement the effects of wind velocity over the water surface in the model (Sections 4.3.2 and 4.3.2), the source/sink terms (in Equations (4.12) and (4.13)) can be determined.

**Wind Effects included as Source/Sink Terms in Turbulence Equations**

In shallow and small inland water bodies, turbulence produced by wind can be critical. The momentum input at the water surface can be caused by water surface (skin) friction, wave-induced pressure fluctuations and wave and drift-related current interactions (Wang, 2013). Below the wave-affected surface layer, the vertical profiles of the horizontal velocity follow the law-of-the-wall. The classical logarithmic-layer characteristic is thus applicable (Craig and Banner, 1994). The effects of wind speed on the water body can be considered as source/sink terms in the turbulence model’s equations (Wüest and Lorke, 2003; Wang, 2013). In this approach the effects of wind shear stress over the flow was implemented in turbulence equations using source/sink terms \((S_k\) and \(S_\varepsilon\)). Using this method water surface is modeled using a rigid-lid approach. In this approximation, the free surface deformations are ignored (Isanis, 2006). Assuming a flat surface with zero shear stress, a slip boundary condition (normal component of velocity, \(u_z\) is zero and tangential components, \(u_x\) and \(u_y\) are zero gradient) is used for velocity on the water surface boundary:

\[
\begin{align*}
  u_x & \neq 0; \quad \frac{\partial u_x}{\partial z} = 0 \\
  u_y & \neq 0; \quad \frac{\partial u_y}{\partial z} = 0 \\
  u_z & = 0
\end{align*}
\]

(4.29) (4.30) (4.31)
and effects of wind stress on $k$ and $\varepsilon$ can be parameterized as source/sink terms in Equation (4.12) and Equation (4.13) as (Wüest and Lorke, 2003):

\[
S_k = \frac{u^3}{\kappa z^*} \quad (4.32)
\]
\[
S_\varepsilon = C_1 \frac{\varepsilon}{k} S_k \quad (4.33)
\]

It means that the vertical velocity profile near the water surface following the law of the wall and the usual logarithmic function can be applied (Craig and Banner, 1994). In these equations, $\kappa$ is the von Karman constant (dimensionless), $z^*$ is the vertical distance from the free surface ($m$), $u_*$ is the friction velocity ($ms^{-1}$) given by

\[
u_* = \sqrt{\frac{\tau_0}{\rho_0}} \quad (4.34)
\]

and the wind stress ($\tau_0$ in $kgm^{-1}s^{-2}$) can be parameterized as follows:

\[
\tau_0 = \rho_a C_D U_{10}^2 = \rho_a u_*^2 \quad (4.35)
\]

where $\rho_a$ is the air density ($kgm^{-3}$), $C_D$ is the empirical dimensionless drag coefficient (unitless) which mainly depends on wind speed and water surface waves, $U_{10}$ is the mean wind speed at 10 $m$ height ($ms^{-1}$) and $u_*$ is the surface wind friction velocity ($ms^{-1}$). For strong winds ($U > 5$ $ms^{-1}$) a relationship between $C_D$ and $U_{10}$ is given by a variation of Charnock’s law (Charnock, 1955; Wüest and Lorke, 2003; Markfort et al., 2010):

\[
C_{D,10} = \left[ \kappa^{-1} \ln \left( \frac{10g}{C_{D,10} U_{10}^2} \right) + 11.3 \right]^{-2} \quad (4.36)
\]

where $g$ is the gravitational acceleration ($ms^{-2}$), $U_{10}$ is the mean velocity at a height of 10 $m$ and $C_{D,10}$ is surface drag coefficient at a height of 10 $m$ above the water surface. The implicit function presented in Equation (4.36) converges quickly after a few iterations (Wüest and Lorke, 2003).

For small and shallow lakes, wind speed is typically low (commonly $U_{10} < 5$ $ms^{-1}$) and measurements of the drag coefficient are relatively scarce. Confusingly, in literature the values of $C_{D,10}$ vary over a wide range and is associated with large scatters (Wüest and Lorke, 2003; Goudsmit et al., 2002; Falconer et al., 1991). For this study, the following empirical relationship for low wind speeds measured at a height of 10 $m$ is used (Wüest and Lorke, 2003; Markfort et al., 2010):

\[
C_{D,10} = 0.0044 \times U_{10}^{1.15} \quad (4.37)
\]

In small inland water bodies such as the one studied, the wave field is typically not fully developed due to the small fetches and consequently, the wind-induced turbulence obtained from Equation (4.32) through (4.37) will be underestimated. To include the effects of wind velocity on the flow field, some modifications should be applied in the original turbulence model. These include time varying source/sink terms (Equations (4.32)
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and (4.33)) which could introduce more complexity to the model. Assuming constant wind speed values and using this approach would be straightforward to do and will require less simulation time (Wang, 2013). The most noticeable advantage of this approach could be simplifying the assigned velocity boundary condition over the water surface.

**Wind Effects Considered as Boundary Condition**

As stated in Section (4.3.2) it is possible to consider the effects of wind velocity as source/sink terms in \( k \) and \( \varepsilon \) equations in turbulence model. The second and most common approach is considering the wind effects as a boundary condition over the water surface (Section 4.3.4). In this situation the source/sink terms \( S_k \) and \( S_\varepsilon \) can be ignored in the turbulence model equations (Equations (4.12) and (4.13)):

\[
S_k = 0; \quad S_\varepsilon = 0
\]

(4.38)

4.3.3. Initial Conditions

In most small and shallow lakes simulations it is assumed that at \( t=0 \) (initial condition), the water is at rest with a given temperature distribution homogeneous or stratified. Although the initial values of flow parameters (for starting the simulation) have no effect on the results, assigning the real initial conditions in the model could accelerate the converging of numerical computations hence reduces the required simulation time especially for the first time steps. As for most reservoirs there is often no sufficient data to generate the initial distribution of temperature and velocity, the measured temperature profile at the start time of simulation \( (T \text{ at } t = 0) \) throughout the entire lake could be used as initial condition. For the velocity, it is assumed that there is no current and zero flow is assumed. If measurements are available for other parameters in the water body, they could be easily applied as initial conditions in the model. The initial conditions (simple or complex) are set by using `funkySetField`, a tool available in swak4Foam libraries (Gschaider, 2015b), with python-based functions applicable with OpenFOAM platform. To prevent numerical instabilities in the model, a weak (non-zero value) initial turbulence is assumed in the simulation (Verdier-Bonnet et al., 1999).

4.3.4. Boundary Conditions

In the CFD simulation of small and shallow inland water bodies, assigning the physical real conditions on the boundaries are significantly important and the results of the simulation can be directly affected by them (Elo, 2007). The boundary conditions in the lake models are mostly time varying and are complicated. Water surface temperature and circulation in the water body are strongly influenced by time varying meteorological conditions. Depending on the available data (measurements) different types of boundary conditions could be applied for the reservoirs in the current framework.

**Free Water Surface Boundary Conditions**

Generally, in water bodies, physical and chemical properties (such as kinetic energy, momentum, heat, etc.) exchanges occur in the Surface Boundary Layer (SBL) which is known as the most dynamic zone and is mostly driven by wind- and heat flux-induced turbulence. Therefore, assigning correct boundary conditions on the water surface is a
fundamental step in simulating the flow in lakes (Etemad-Shahidi et al., 2010; Craig and Banner, 1994).

**Velocity Boundary Condition:**
Wind is one of the most important forces which drives free surface movement. Wind over water surface affects lake currents, sensible and latent heat fluxes and turbulence as well as surface waves. The wind drag coefficient is significantly affected by the water surface wave development. Waves produce additional roughness and consequently increases the friction at the free water surface. This mechanism enhances transferring momentum flux from air to water (Wang, 2013). Circulation in the lake is mainly driven by wind shear on the water surface (Liu et al., 2012). The wind-induced circulation significantly affects the dynamics of water temperature and consequently water quality and ecosystem in the inland shallow water bodies. The generated circulation in the water body is very complicated and this study is far from solving all details of it. It is assumed that wind induced circulation in a closed basin occurs when stresses due to winds are applied at the free surface as a boundary condition. The exchanged momentum from atmospheric boundary layer to the water surface by the wind blowing across the water surface has typically been modeled using a stress boundary condition, which is a function of the viscosity (ν). In this study, the effects of wind shear stress over the flow was considered through two approaches which use different boundary conditions for velocity (U) on the water surface:

1) **Shear Stress over the Water Surface:** in this approach the effects of wind shear stress over the flow was considered as time-dependent shear stress boundary condition over the water surface and given by

\[
\frac{(v_0 + v_t)}{\partial z} = \frac{\tau_{sx}}{\rho_0} \quad (4.39)
\]

\[
\frac{(v_0 + v_t)}{\partial z} = \frac{\tau_{sy}}{\rho_0} \quad (4.40)
\]

where

\[
\tau_{sx} = \rho_a C_D u_w \sqrt{u_w^2 + v_w^2} \quad (4.41)
\]

\[
\tau_{sy} = \rho_a C_D v_w \sqrt{u_w^2 + v_w^2} \quad (4.42)
\]

and \(C_D\) (dimensionless) was calculated using Equation (4.37). The normal component of velocity over the water surface boundary is calculated by:

\[
u_z = 0 \quad (4.43)
\]

Therefore on the water surface the following conditions are applied as velocity boundary condition:

\[
\frac{\partial u_x}{\partial z} = \frac{C_D \times \rho_a \times |U|}{\rho_w \times (v_0 + v_t)} \times u_x \quad (4.44)
\]

\[
\frac{\partial u_y}{\partial z} = \frac{C_D \times \rho_a \times |U|}{\rho_w \times (v_0 + v_t)} \times u_y \quad (4.45)
\]

\[
u_z = 0 \quad (4.46)
\]
Without the wind shear stresses, Equations (4.44) and (4.45) lead to no flux conditions along the water surface boundary.

II) Sink/Source Terms in Turbulence Equations: as described in Section (4.3.2), for this type of boundary condition, the effects of wind speed are implemented in the turbulence equations and consequently slip (for a scalar, it can be replaced by a zero-gradient condition and for a vector it is equal to zero fixed value and zero fixed gradient for the normal and tangential components respectively) condition is assumed for velocity. This approach is suggested for high wind speeds or approximately uniform wind speeds.

**Turbulence Boundary Conditions:**
At large scales, it is generally assumed that wind creates a boundary-layer close to the upper surface (Craig and Banner, 1994; Verdier-Bonnet et al., 1999) where a constant shear stress is assumed and consequently the vertical velocity profile follows the law-of-the-wall. The production of turbulent kinetic energy in this logarithmic region can be computed by the wind-induced vertical gradient of energy flux. In this study, the effects of wind surface waves in turbulence was ignored due to low wind speeds hence the standard wall functions (which are generally required for modelling the effects of roughness length in the flow near the walls typically based on the velocity) were applied to the turbulent parameters $k$ and $\varepsilon$ on the water surface boundary.

**Temperature Boundary Conditions:**
For the simulation period, meteorological parameters and water surface temperature measurements were available. The proposed framework is flexible in working with different temperature boundary conditions on the water surface. The type of boundary for temperature on the free surface depends on the available (measured) parameters such as water surface temperature.

I) Using Measured Water Surface Temperature as Boundary Condition: if the measured water surface temperature values are available this type of boundary condition can be applied on the free water surface (Dirichlet type):

$$T(t) = T_m(t) \quad (4.47)$$

where $T_m(t)$ is the measured water surface temperature varying with time. This type of boundary condition is less practical in small and shallow water bodies simulations due to the requirement for additional measurements of temperature over the water surface which are rarely available for most small lakes. However, the big advantage of using this boundary condition is the avoidance of uncertainties in computing the heat flux components over the water surface (Goudsmit et al., 2002).

II) Heat Fluxes as Boundary Condition: heat exchanges across the air-water interface which consist of long-wave and short-wave radiations, sensible and latent heat fluxes impact the temperature changes in the water body. Although precise estimation of the heat flux components is important in the simulation of flow dynamics in a water body (Politano et al., 2008), the parameterization of these terms is complex and contains a large amount of uncertainties because they are controlled mainly by time varying meteorological conditions. In this study, the heat flux over the water surface was divided into two categories: a) non-penetrative radiations which include sensible heat and latent
heat fluxes and long-wave radiation, which affect only the water surface and considered as surface heat fluxes; b) penetrative radiation which contains short-wave radiation that can penetrate through the water column after passing through the water surface and distribute its heat contents through the water column in shallow waters. To take into account the distributed heat due to this heat flux, it is not included in the boundary condition, rather, this flux is considered as a heat source in the water body.

At the water surface the net surface heat flux \( H_{net} \) in \( W m^{-2} \) which diffused away from the lake surface is expressed by the following equation (Neumann Type) (Goudsmit et al., 2002):

\[
\rho_0 C_p \left( \alpha_{eff} \frac{\partial T}{\partial z} \right) = H_{net} \Rightarrow \frac{\partial T}{\partial z} = \frac{H_{net}}{\rho_0 C_p \alpha_{eff}} \quad (4.48)
\]

The net heat transfer across the air-water interface includes four heat flux terms (Goudsmit et al., 2002; Ahsan and Blumberg, 1999):

\[
H_{net} = H_{LA} - H_{LW} - H_S - H_E \quad (4.49)
\]

where \( H_{LA} \) is the net long-wave (atmospheric) radiation from atmosphere, \( H_{LW} \) is the long-wave radiation from the water surface, \( H_S \) and \( H_E \) are the sensible and latent heat fluxes between the lake surface and the atmosphere, respectively (all terms in \( W m^{-2} \)). As all these heat fluxes change in time, hence they should be updated at each time step. Out of these heat flux components, only the incoming short-wave radiation was measured and the rest were calculated within the model using standard formulations. As stated before, the \( H_{net} \) does not include the short-wave (solar) radiation as boundary condition but as a source term in the temperature equation (Equation (4.3)).

**Long-wave radiation:** the long-wave radiation is composed of energies emitted from the water surface and absorbed from the atmosphere. Atmospheric long-wave radiation is calculated from the Stefan-Boltzmann law (Goudsmit et al., 2002; Ahsan and Blumberg, 1999):

\[
H_{LA} = (1 - r_a) \varepsilon_a \times \sigma \ T_a^4 \quad (4.50)
\]

where \( H_{LA} \) is the net long-wave (atmospheric) radiation from the atmosphere per unit surface area (\( W m^{-2} \)), \( r_a \) is the reflection coefficient of atmospheric radiation from water surface (unitless), \( \varepsilon_a \) emissivity of atmosphere and \( \sigma \) is Stefan-Boltzmann constant, \( T_a \) is absolute air temperature in \( K \). Similarly, long-wave radiation emits from the water surface estimated by (Goudsmit et al., 2002; Ahsan and Blumberg, 1999; Shufen et al., 2007b):

\[
H_{LW} = \varepsilon_{ws} \times \sigma \ T_{ws}^4 \quad (4.51)
\]

where \( \varepsilon_{ws} \) is the dimensionless emissivity of water whose numerical values vary from 0.96 to 0.97 (Lee, 2007) and \( T_{ws} \) is the absolute temperature of water surface in \( K \). In Table 4.2 the values of constant parameters used are presented.

**Sensible heat transfer:** the sensible heat \( (H_S) \) is transferred with water vapor by convection and conduction. To estimate this heat transfer, the following equation is used:

\[
H_S = h_s (T_{ws} - T_a) \quad (4.52)
\]

where \( H_S \) is the convective heat transfer or sensible heat flux in \( W m^{-2} \) (positive if it is away from the water surface), \( h_s \) is the convective heat transfer coefficient (\( W m^{-2} K^{-1} \))
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Table 4.2: Values of model constants (water in 20°C)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_a$</td>
<td>reflection coefficient of atmospheric radiation from water surface</td>
<td>[-]</td>
<td>0.03</td>
</tr>
<tr>
<td>$\varepsilon_a$</td>
<td>emissivity of atmosphere</td>
<td>[-]</td>
<td>0.87</td>
</tr>
<tr>
<td>$\varepsilon_w$</td>
<td>emissivity of water surface</td>
<td>[-]</td>
<td>0.97</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Stefan-Boltzman constant</td>
<td>[W m$^{-2}$ K$^{-1}$]</td>
<td>5.669 × 10$^{-8}$</td>
</tr>
<tr>
<td>$P_{atm}$</td>
<td>atmospheric pressure</td>
<td>[Pa]</td>
<td>1012000</td>
</tr>
<tr>
<td>$\rho_a$</td>
<td>air density</td>
<td>[kg m$^{-3}$]</td>
<td>1.186</td>
</tr>
<tr>
<td>$\rho_0$</td>
<td>water density</td>
<td>[kg m$^{-3}$]</td>
<td>998.2336</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number</td>
<td>[-]</td>
<td>7.07</td>
</tr>
<tr>
<td>$Pr_t$</td>
<td>turbulent Prandtl number</td>
<td>[-]</td>
<td>0.85</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>von Karman constant</td>
<td>[-]</td>
<td>0.41</td>
</tr>
<tr>
<td>$C_p$</td>
<td>specific heat of water</td>
<td>[m$^2$ s$^{-2}$ K$^{-1}$]</td>
<td>4.1818 × 10$^3$</td>
</tr>
<tr>
<td>$T_{ref}$</td>
<td>reference temperature</td>
<td>[K]</td>
<td>293.15</td>
</tr>
<tr>
<td>$\beta$</td>
<td>thermal expansion coefficient</td>
<td>[K$^{-1}$]</td>
<td>0.207 × 10$^{-3}$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>molecular viscosity</td>
<td>[m$^2$ s$^{-1}$]</td>
<td>1.004 × 10$^{-6}$</td>
</tr>
</tbody>
</table>

which relates the convective heat flux normal to the water surface to the difference between the water surface temperature ($T_{ws}$) and surrounding air temperature ($T_a$). The convective heat transfer coefficient for the studied lake can be estimated by (Abbasi et al., 2015b):

$$h_s = 2.50510 \times U_2 + 0.85200$$ (4.53)

where $h_s$ is in W m$^{-2}$ K$^{-1}$ and $U_2$ is in m s$^{-1}$, respectively. According to Abbasi et al. (2015b) this equation was obtained from a CFD-based approach (CFD-Evap Model) using heat and mass transfer analogy in the atmospheric boundary layer to calculate the heat and mass transfer coefficients over lake Binaba (Section (4.6)).

Latent heat flux: in general, latent heat flux (evaporation) is one of the most important parameters in heat dissipation, but its prediction is the most inaccurate. For the latent heat flux ($H_E$), the following formula is used (Abbasi et al., 2015b):

$$H_E = h_m \times \rho_a (X_{ws} - X_a) \times (24 \times 3600 \times 28.4)$$ (4.54)

where the evaporation rate is expressed in [W m$^{-2}$], $X_a$ and $X_{ws}$ are the water vapour mixing ratio of air and water surface (kg (water)/kg (dry air)), $\rho_a$ is the air density (kg m$^{-3}$) and $h_m$ is the mass transfer coefficient that is given by (Abbasi et al., 2015b):

$$h_m = 0.00185 \times U_2 + 0.00063$$ (4.55)

where $h_m$ is in m s$^{-1}$ and $U_2$ is in m s$^{-1}$ respectively. $X_a$ and $X_{ws}$ are calculated by:

$$X_a = \frac{0.622 e_a}{P_{atm} - e_a}$$ (4.56)

$$X_{ws} = \frac{0.622 e_s}{P_{atm} - e_s}$$ (4.57)

where $P_{atm}$ is atmospheric pressure (kPa), $e_s$ is the saturation vapor pressure at the temperature of the water surface (hPa) and $e_a$ is the vapor pressure at the air temperature.
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\[ e_a = 6.11 \times \exp \left( \frac{17.27 T_a}{237.3 + T_a} \right) \times \frac{RH}{100} \] (4.58)

\[ e_s = 6.11 \times \exp \left( \frac{17.27 T_{ws}}{237.3 + T_{ws}} \right) \] (4.59)

where \( RH \) is relative humidity (%) and water surface \( (T_{ws}) \) and air \( (T_a) \) temperatures are in °C.

These heat fluxes are defined to be positive if heat flows from the water surface into the atmosphere. Heat fluxes induced by inlets and outlets and precipitation are generally disregarded (Livingstone and Imboden, 1989).

Determining correct heat fluxes for water surface boundary is often difficult. The main difficulty is that \( H_{net} \) is a function of various parameters, where each of them has to be computed by using its own formula, which depends on many uncertain parameters (Ahsan and Blumberg, 1999; Goudsmit et al., 2002). In addition, the heat fluxes on water surface include water surface temperature \( (T_{ws}) \) that should be calculated in each time step in advance by the model. Using this boundary condition, the model doesn’t need to have the observed water surface temperature measurements.

In the current framework developed, the heat fluxes at the water surface that depend on water surface temperature, given by Equation (4.51) through (4.54), are implemented by using groovyBC library (Gschaider, 2015a) developed for handling the complex boundary conditions.

INFLOW AND OUTFLOW BOUNDARY CONDITIONS

The proposed framework is able to include the inflow and outflow boundaries in both flow and temperature simulation. In this case, the total river flow recharge or velocity and its temperature could be specified at the inflow and outflow sections. The velocities at the inflow and outflow sections are assumed to be uniformly distributed, and turbulent variables are assumed to be zero at the upstream and downstream end of the study domain. According to the measurements for the study case during the onset of the dry season, there is no inflow and almost no outflow during the simulation period (4 days).

LAKE-BED AND LAKE-SIDES BOUNDARY CONDITIONS

In shallow lakes the temperature boundary condition at the bottom and sides of lake could be very complex and need extra measurements before it could be used in the model. To simulate the effects of the bottom and sides of the lake, the absorbed and reflected parts of the penetrated short-wave radiation should be measured. In addition, the heat flux from these boundaries should be specified. Implementing the temperature gradient or heat flux from the bed and sides can improve the simulated flow field especially in shallow lakes. In spite of the importance of these parameters, measuring these values is not easy and needs extra instrumentations that commonly are not available for shallow lakes. The temperature boundary conditions at the bottom of the lake and side walls depending on the available measurements for the lake, are set to zero heat flux conditions (adiabatic condition) and can be given by (Shufen et al., 2007b):

\[ \frac{\partial T}{\partial z} = 0 \] (4.60)
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For velocity boundary condition, no flow condition is applied at the bottom and sides of the lake. Standard wall functions are used for turbulent equations in the model (Politano et al., 2008; Goudsmit et al., 2002).

4.4. Numerical Simulation

The governing equations (Section (4.3.1)) using the described boundary and initial conditions in Sections (4.3.4) and (4.3.3) are solved by the control-volume open-source code OpenFOAM. The OpenFOAM (Open Source Field Operation and Manipulation) toolbox includes open source C++ libraries released under the general public license (GPL) (OpenFOAM, 2015). Using the pre-configured built-in libraries, one can build his own numerical solvers for solving the specific fluid flow problems (Chen et al., 2014). In the present platform, these pre-configured solvers were modified before being applied. Implementing the unsteady source terms in the governing equations, including the wind source/sink terms and the buoyancy effects in turbulence equations are some examples of modifications in the standard available solvers.

In the current framework, a new CFD solver is developed based on OpenFOAM. The solver developed is a solver for heat transfer simulation considering transient temperature source terms called LakebuoyantBoussinesqPimpleFoam. Beside developing the new solver, a new turbulence model has been developed to include the effects of buoyancy in the flow field and wind-induced source/sink terms in turbulence.

The proposed model is an unsteady state, incompressible heat transfer solver based on the finite-volume scheme. To solve the flow, the entire desired domain (water body) should be discretized in the vertical and horizontal directions and a proper numerical solver chosen from the pre-configured built-in algorithms in OpenFOAM for each of the governing equations. In Table 4.3 the list of applied solvers is presented. These solvers are selected based on their stability, convergence and processing time after trying a number of simulations. Throughout this work, the Euler method was used to discretize the temporal term. This is a first-order, bounded implicit method and the SmoothSolver for the momentum, $k$, $\varepsilon$ and $T$ equations is used with a GaussSeidel smoother (Gauss refers to the standard finite volume discretization of Gaussian integration). The GAMG (Geometric-algebraic multi-grid) solver is chosen for pressure equation. This solver generates an initial quick solution using a coarse mesh with a small number of cells, and maps this solution onto a finer mesh. The quick solution is used as an initial guess to obtain an accurate solution on the fine mesh. Therefore, GAMG is generally faster than other standard methods. For the spatial discretization of differential operators, the Gaussian integration was used with various interpolation schemes: for gradient terms, the 2nd order linear interpolation, for divergence terms, the 2nd order upwind interpolation and for Laplacian terms, the 2nd order linear interpolation with explicit non-orthogonal corrections. Table 4.4 shows the main numerical methods which could give stable and convergent solution in small shallow water body simulations.

To improve the stability of the computations, the relaxation parameters (which controls under-relaxation) were set to 0.3 for (dynamic) pressure and 0.5 for the other variables. Under-relaxation parameters control the variable changes from one iteration to the next.

The PIMPLE method was used for pressure-velocity coupling. The PIMPLE algorithm
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Table 4.3: Solution algorithms used in the framework developed for CFD calculations (Maric et al., 2014)

<table>
<thead>
<tr>
<th>Field</th>
<th>Task</th>
<th>Solver</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pressure, corr. pressure p</td>
<td>solver</td>
<td>PCG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>preconditioner</td>
<td>GAMG</td>
</tr>
<tr>
<td>2</td>
<td>Velocity</td>
<td>solver</td>
<td>PBiCG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>preconditioner</td>
<td>DILU</td>
</tr>
<tr>
<td>3</td>
<td>cell motion cellMotionU</td>
<td>solver</td>
<td>PCG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>preconditioner</td>
<td>DSC</td>
</tr>
</tbody>
</table>

Table 4.4: Numerical schemes chosen for CFD calculations of the SSL-framework (Maric et al., 2014)

<table>
<thead>
<tr>
<th>Item</th>
<th>Symbol</th>
<th>Keyword</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>∂t</td>
<td>Euler</td>
<td>First order, bounded, implicit</td>
</tr>
<tr>
<td>2</td>
<td>∇</td>
<td>faceLimitedleastSquares E5</td>
<td>Limited, second order least squares</td>
</tr>
<tr>
<td>3</td>
<td>∇ · ⃗u</td>
<td>Gauss vanLeerV</td>
<td>Second order Gaussian integration, van Leer interpolation for face centres</td>
</tr>
<tr>
<td>4</td>
<td>∇²</td>
<td>Gauss linear corrected</td>
<td>Second order, Gaussian integration, linear interpolation for face centres, conservative</td>
</tr>
<tr>
<td>5</td>
<td>Linear interpolation</td>
<td>Linear interpolation for general field</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>∇SN</td>
<td>corrected</td>
<td>Explicit non-orthogonal correction</td>
</tr>
</tbody>
</table>

The SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithm and the PISO (Pressure Implicit with Splitting of Operators) algorithm to rectify the second pressure correction and correct both velocity and pressure explicitly. This algorithm allows one to use larger time steps than the PISO algorithm. Regarding the numerical stability criteria and the transient conditions of flow in the lake, an adaptive time-stepping technique was used in the simulations which is based on Courant-Friedrick-Levy-number (CFL) (Bechmann, 2006):

\[ CFL = \Delta t_{\text{max}} \left( \frac{|u|}{\Delta x}, \frac{|v|}{\Delta y}, \frac{|w|}{\Delta z} \right) \leq 1 \]  

where \( u, v \) and \( w \) are the velocity components \((m s^{-1})\) in \( x, y \)- and \( z \)-directions respectively. In this study after investigating the results of the model for different sets of CFL, the maximum value of global CFL was set to 0.2. For larger values of the Courant number the numerical computations were unstable in some points and in some time steps as well (Wang, 2013; Ferziger and Perić, 2002).

The solver developed here can be ran on parallel CPUs to accelerate the simulation. The challenges that could arise in solving these equations by running the model are memory related and simulation time (which is required to obtain a solution for a given set of conditions). As the core of the model is based on OpenFOAM, the framework offers parallelization features. With regards to the number of computational mesh and the simulation time, the model can be decomposed and run on a relatively large number of processors, either on supercomputers or HPC-Clouds.

4.5. POST-PROCESSING AND MODEL VALIDATION PHASE

At the post-processing stage, the boundary conditions, mathematical issues, computational grid, etc. are to be verified. In addition it is possible to extract desired parameters and functions which are needed for analysing the flow field and temperature distribu-
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One of the principle objectives in the current framework was to obtain general information on the direction and magnitude of the currents in the water bodies and the temperature dynamics, and how they vary over time. Once the simulations are validated, it is possible to use the model for different conditions that could be used to describe in general the most significant patterns in the water currents’ variations over time. One of the big challenges in validating the lake models such as the one in this study is the fact that experimental data are rarely available and/or the measurement errors are commonly high (Callister, 2008).

Several assumptions are made in the development of the lake model regarding the input values. The results from the simulations are plotted against the measured data as a way to evaluate the validity of the model (Callister, 2008). To validate the model different cases are run to check the performance of different parts of the platform. Using different case studies with different conditions allows the user to find the problem easily in the model and be able to revise the model in a straightforward manner.

4.5.1. CONVECTION HEAT TRANSFER IN THE WATER BODY

Due to the long run time of the real geometry, it could be a reasonable choice to validate the model with some simple geometries to be sure about the performance of the model. It should be noted that in the described cases, the physics of the simulations and the general trends of the results are investigated which are very helpful in debugging the model.

The first case described here deals with a 2-D flow in a cavity shown in Figure 4.5. Using this case, the performance of the model in simulating heat transfer in the cavity (natural convection) was validated. To evaluate the performance of the model developed in this study, the results of the cavity model using the current approach were compared with some available flow parameters for the cavity model in similar conditions such as

Figure 4.5: Detail of validation case (cavity) where $T_c = 303.15\, K$ and $T_h = 304.15\, K$ : (a) geometry and model’s conditions. (b) computational grid.
the results of the simulation by Corzo et al. (2011) and the benchmark experimental measurements done by Le Quéré (1991). Figure 4.6(a) shows the horizontal velocity profile \( u = U_x / \alpha \) in the vertical mid-line. These results exhibit good agreement between the model with benchmark results. However, the quality of results are dependent on the computational grid and it is necessary to refine the grid in order to obtain an accurate solution. In Figure 4.6(b) the vertical profiles of the velocity is shown. Comparing the temperature distribution shown in Figure 4.6(c) with velocity profile shown in Figure 4.6(d) shows that the flow is limited to a narrow strip along the walls (left hot wall and right cold wall) where the velocity and temperature change suddenly.

4.5.2. **SIMPLIFIED GEOMETRY OF WATER BODY**

In this test case the ability of the framework in taking into consideration the effects of forced convection (heat transfer) in the water body is verified. As mentioned in Section (4.3.1) the temperature source term in the water is a function of the water turbidity. To check the performance of the model for different turbidity values and also to investigate the magnitude of the turbidity effects on the flow and temperature pattern in small and shallow water bodies, some simulations were done and the results analysed. In addition the influence of turbulence on the results was examined. The details of these cases are listed in Table 4.5. As shown in Table 4.5, two different geometries (S and L cases) are
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Table 4.5: Details of simplified case studies

<table>
<thead>
<tr>
<th>Case ID</th>
<th>Dimensions $L \times W \times H$ [m]</th>
<th>Cells Number</th>
<th>$\Delta x$ [m]</th>
<th>$\Delta y$ [m]</th>
<th>$\Delta z$ [m]</th>
<th>$z_{\text{sec}}$ ratio</th>
<th>$\eta$ [m$^{-1}$]</th>
<th>Secchi depth [m]</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-01</td>
<td>120 $\times$ 100 $\times$ 4</td>
<td>6'000</td>
<td>10.0</td>
<td>10.0</td>
<td>0.2</td>
<td>0.2000</td>
<td>0.50</td>
<td>2.94</td>
<td>Laminar flow (no turbulence)</td>
</tr>
<tr>
<td>S-02</td>
<td>120 $\times$ 100 $\times$ 4</td>
<td>12'000</td>
<td>5.0</td>
<td>5.0</td>
<td>0.2</td>
<td>0.0125</td>
<td>800.00</td>
<td>1.82</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td>S-03</td>
<td>120 $\times$ 100 $\times$ 4</td>
<td>12'000</td>
<td>5.0</td>
<td>5.0</td>
<td>0.2</td>
<td>0.0125</td>
<td>800.00</td>
<td>3.56</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td>S-04</td>
<td>120 $\times$ 100 $\times$ 4</td>
<td>12'000</td>
<td>5.0</td>
<td>5.0</td>
<td>0.2</td>
<td>0.0125</td>
<td>800.00</td>
<td>5.17</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td>S-05</td>
<td>120 $\times$ 100 $\times$ 4</td>
<td>12'000</td>
<td>5.0</td>
<td>5.0</td>
<td>0.2</td>
<td>0.0125</td>
<td>800.00</td>
<td>4.20</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td>L-01</td>
<td>1000 $\times$ 800 $\times$ 4</td>
<td>46'000</td>
<td>20.0</td>
<td>20.0</td>
<td>0.2</td>
<td>0.0250</td>
<td>800.00</td>
<td>2.1</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td>L-02</td>
<td>1000 $\times$ 800 $\times$ 4</td>
<td>46'000</td>
<td>20.0</td>
<td>20.0</td>
<td>0.2</td>
<td>0.0250</td>
<td>800.00</td>
<td>4.2</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td>L-03</td>
<td>1000 $\times$ 800 $\times$ 4</td>
<td>46'000</td>
<td>20.0</td>
<td>20.0</td>
<td>0.2</td>
<td>0.0250</td>
<td>800.00</td>
<td>10.0</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td>L-04</td>
<td>1000 $\times$ 800 $\times$ 4</td>
<td>46'000</td>
<td>20.0</td>
<td>20.0</td>
<td>0.2</td>
<td>0.0250</td>
<td>800.00</td>
<td>2.1</td>
<td>Turbulent flow, $S_T = 0$</td>
</tr>
</tbody>
</table>

considered to check the performance of the model in solving the flow field in the simple geometries with different dimensions of water bodies.

In Figure 4.7(a) the simulated temperature profiles in the water body (S cases) for different water turbidity values are shown. It shows that the effect of Secchi depth (water turbidity) in the shallow water bodies could be significant and should be considered in models. Figure 4.7(b) shows the temporal variations of temperature in the water body. The temperature distribution in the water correlates highly with the air temperature and at sometimes there is distinctive stratification in the lake. In Figure 4.7(c) the simulated temporal variations of temperature in the water body without considering the turbulence in the simulations is compared with Figure 4.7(d) which includes the turbulence in modelling. It shows that the effects of the turbulence in the flow field could be significant. Ignoring the turbulence in the simulation leads to unreliable results which gives no stratification in the water body. In the second simplified geometry case (L case), the larger dimensions similar to the real lake dimensions were chosen for the computational domain to investigate the performance of the platform in working with real dimensions. These real dimensions allow us to improve and handle the mathematical and computational issues such as selecting the proper numerical algorithm and required computational resources. Figure 4.8(a) shows the temperature profile in the case study for different values of water turbidity. According to the results, to have a better prediction on the stratification in the shallow lakes, it is important to measure the Secchi depth in some points in the water body. Using the measured water turbidity values in the model could increase the reliability of the results. In Figure 4.8(b) the distribution of the velocity's components in the water body are shown. It shows that in the water body, the velocity distribution is a function of the wind speed over the water surface and its direction as well. In addition, according to the velocity distributions in Figure 4.8(b), there are water flows in the water body in different directions and this phenomena could increase the circulation in the water body that could be of interest with regards to water quality issues. In Figure 4.8(c,d) the effects of water turbidity on the temporal distribution of temperature for L cases are shown. It can be seen that turbidity could affect the temperature distribution in the water body and its correct values which can be obtained from Secchi measurements should be used.

To check the performance of the model which includes the source/sink terms (that represent the wind velocity effects in turbulent equations (Equations (4.32) and (4.33)) some simulations were done. In Figure 4.9(a) and Figure 4.9(b) the velocity and temper-
Figure 4.7: Results of the model for S cases: (a) effect of turbidity on vertical temperature profiles in the water body; (b) temporal variation of temperature for the selected turbidity value (\(\eta = 3.56 \text{ m}^{-1}\)); (c) simulated temporal temperature variations in the water body without turbulence implementation (laminar assumption); (d) simulated temporal temperature considering the turbulence in the simulation (where \(\eta = 4.20 \text{ m}^{-1}\)).

Temperature changes in different depths are shown respectively. As shown, the results are not so good compared with the validated model. The main reasons could be related to the low wind velocity values and the complex geometry of lake (Wang et al., 2013a). Therefore, in case of shallow lakes with low wind velocity values, this approach is not suggested.

Following the approach described in Section (4.3.4) the heat flux boundary condition was applied on the water surface and the changes of velocity and temperature are shown in Figure 4.9(c) and Figure 4.9(d) respectively. The differences between the temperature values in this simulation with validated case (using temperature values over the water surface) could be mainly due to the uncertainties that exist in estimating the heat fluxes values on the water surface as well as the dependency of the temperature gradient on the water-air interface to the flow parameters such as heat conductivity (Equations (4.6) and (4.48)). In this approach, the assigned right boundary conditions for turbulent equations are important and their values would affect the results of the model significantly.

4.6. Model Application for Lake Binaba

Lake Binaba is a small and shallow man-made reservoir located in the Upper East Region of Ghana. Lake Binaba (10°53'20"N, 00°26'20"W) is used for fishing, livestock watering, irrigation, construction, domestic uses and recreation (van Emmerik et al., 2013). The average area of the lake surface is 31 ha (305534 m²) with the average and maxi-
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Figure 4.8: Results of the model L cases: (a) effect of turbidity on vertical temperature profiles in water body; (b) velocity's components distribution in water body (where \( \eta = 3.56 \, m^{-1} \)); (c),(d) simulated temporal variation of temperature in water body for different water turbidity values where \( \eta = 2.1 \) and \( \eta = 10.0 \, m^{-1} \) in (c) and (d) respectively.

Figure 4.11: The simulated velocity vectors on the water surface is depicted and shows the existence of inverse flow which enhances circulation in the water body. More details about the validation process can be found in Abbasi et al. (2016b).

minimum depth of 1.1 \( m \) and 4.0 \( m \), respectively (Abbasi et al., 2016a). The temperature profile in the water body as well as the meteorological parameters were measured at a floating measurement station over the water surface. The measurements include atmospheric parameters (air temperature, wind speed at 2.0 \( m \) above the water surface, wind direction and relative humidity), incoming short-wave radiation, and water temperature profile. These available measured parameters were used as transient boundary condition in the framework to simulate the flow and temperature in the lake. In the following graphs, the starting time of calculations was adapted to 00:00:00 a.m on December 24, 2012 (Abbasi et al., 2016b). Figure 4.10(a) shows the geometry (bathymetry) of lake Binaba generated by using the proposed approach in the current platform (Section (4.2.1)). In Figure 4.10(b) the computational grid of the lake is shown. The computational grid is refined near the water surface due to high gradients in the temperature and velocity over the water surface. The simulated velocity values and the temperature contours in 1.0 \( m \) beneath the water surface are shown in Figure 4.10(c) and Figure 4.10(c) respectively. The distribution of temperature (Figure 4.10(d)) at a depth of 1.0 \( m \) below the water surface is not homogeneous mainly due to the non-homogeneous distribution of velocity at this depth (Figure 4.10(c)). In Figure 4.11 the simulated velocity vectors on the water surface is depicted and shows the existence of inverse flow which enhances circulation in the water body. More details about the validation process can be found in Abbasi et al. (2016b).
Figure 4.9: Results of model considering different approaches to include wind velocity effects: (a),(b) temporal distribution of velocity and temperature values respectively, when effects of wind are considered as source/sink terms in turbulence equations; (c),(d) temporal distribution of velocity and temperature values respectively, when effects of wind speed are considered as shear stress boundary condition over the water. In both cases, heat fluxes as temperature boundary condition are assumed over the water surface.
Figure 4.10: (a) Generated geometry of Lake Binaba with depth distributions; (b) computational grid in water body used in simulations (vertical exaggerated by 100); (c) simulated velocity field (stream lines); and (d) temperature field (values and contours) in 1 meter beneath water surface at $t = 13:00$ hr. The wind speed is $2.0 \text{ m} \text{s}^{-1}$ from West.
Figure 4.11: Simulated velocity vectors and velocity magnitudes over water surface at $t = 17:00$ hr. Wind speed is $2.1 \, m/s^{-1}$ from South-Western.
4.7. CONCLUSION

In this study, a comprehensive framework for simulating small and shallow inland water bodies was developed. This framework includes all mandatory steps in lake and reservoir modeling which includes: creating bathymetry, generating computational grid, solving the flow field and temperature dynamics, plotting desired graphs, analysing the outputs, etc. In order to produce an acceptable bathymetry applicable in CFD simulations, a new simple approach using open-source tools has been developed which could be easily implemented in different models which require the geometry of the water body or similar computational domains to do simulations. Again, to consider the buoyancy effects in the water body, the turbulence model was improved to take into account the buoyancy effects. Considering the commonly available measurements for small water bodies, a wide range of boundary conditions are proposed that could be adapted to suit the measurements at hand over the water surface. To check the performance of the framework, several test cases and a real-world lake were simulated and compared with either field measurements or similar models results.

The results of the framework for different simulations has led to the following conclusions:

1. the model can estimate the temperature distribution as well as the flow field in water bodies;
2. the framework can work with a wide range of boundary conditions dependent on the available measured parameters;
3. the accuracy of the prepared model mainly depends on the errors and uncertainties in input meteorological parameters;
4. the temperature dynamics and the flow pattern in the water body at a given point are strong functions of the air temperature, incoming short-wave radiation and wind velocity over the water surface. The effects of other meteorological parameters are considered implicitly in heat fluxes over the water surface as boundary conditions;
5. the flow in the (small shallow) water body is fully 3-D and turbulent;
6. the influence of turbidity of water on the flow field could be significant in small and shallow water bodies;
7. one of the big challenges in modeling shallow lakes is implementing heat fluxes over the water surface accurately especially for the latent heat flux (evaporative heat flux);
8. the model is very sensitive to the resolution of the computational mesh. Making a reasonable balance between the computational mesh and the needed computational resources is a very important step in simulating lake-like domains;
9. due to the coupling of heat transfer processes with water flow in the lake, handling the numerical issues in the model is very crucial. To solve the model in a stable
and precise way, appropriate numerical algorithms as suggested here should be chosen;

10. open-source and free of charge tools could be used to develop flexible and powerful frameworks to simulate inland water bodies.

Different approaches have been described in this study. Picking out the right turbulence model and boundary conditions are very important and can affect the results significantly. It is obvious that using methods with less uncertainties, if possible, are better in computing the parameters because they usually give better results.

The approach used in this study for temperature dynamics could be applied to water quality, biological and environmental simulations of shallow water bodies as well with the model developed.
5

INVESTIGATION OF TEMPERATURE DYNAMICS IN LAKE BINABA

5.1. INTRODUCTION

Inland water bodies such as reservoirs and lakes are very important parts of the continental land surface (Shufen et al., 2007a). Reservoirs are typically built to store water for water supply, hydropower or flood control (Casamitjana et al., 2003). Knowledge of the mixing characteristics and temperature profile of a lake are important for its operation and management (Falconer et al., 1991). The thermal structure of water bodies, temperature stratification dynamics and changes in temperature values have a direct impact on the heat storage of lakes and their water quality (Antonopoulos and Gianniou, 2003; Babajimopoulos and Papadopoulos, 1986; Elo, 2007). Understanding the heat budget of lakes and reservoirs is crucial for estimating evaporation in the energy budget methods that are widely used (Brutsaert, 2005; Katul and Parlange, 1992; Priestley and Taylor, 1972; Vercauteren et al., 2011). However, measurements of heat exchange between the water surface and atmosphere are scarce. In most cases carrying out measurements for shallow and small inland water bodies is difficult and expensive and needs high level of expertise to obtain reliable measurements over the water surface even for measuring conventional meteorological parameters such as air temperature, wind velocity and so on. Although experimental temperature profiles in lakes are commonly available, the vertical resolutions are often not sufficient for assessing small-scale turbulence effects or investigating variations of water temperature induced by radiative forcing, air temperature as well as wind velocity in shallow waters (Vercauteren et al., 2011). As small shallow lakes and reservoirs respond to atmospheric conditions very quickly, precise estimation of the heat transfer between the atmosphere and their surface is extremely important to model the temperature dynamics and stratification in these water bodies (Ahsan and
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Blumberg, 1999). In these water bodies, the near-surface water temperature commonly follows the radiative forcing (solar radiation) trend with an increase during the day and a decrease during the night. The gradient temperature can transport vertically into the water column by (effective) thermal diffusivity, which can be enhanced by the atmospheric parameters, water surface waves and the dynamics of the flow in the water body. Eddy diffusivity and thermal conductivity are important parameters in simulating the diurnal evolution of the temperature in the water bodies. Wind over the water surface affects lake currents, sensible and latent heat fluxes and turbulence as well as surface waves. The time-dependent effects of wind shear stress over the surface can change the flow pattern and thermodynamics of the lake. Therefore, considering the effects of heat transfer and wind-induced flow in small water bodies is so complicated and needs the use of high-resolution simulation to determine the flow parameters.

In the case of shallow and small inland water bodies, which have been used in this study, simulating the flow field requires an additional degree of complexity beyond simulation of a deep and large water body. Including the effects of the time-varying driving forces such as short-wave radiation, air temperature, wind speed and its direction, precipitation, cloud cover, water surface temperature, and variation in water composition (such as salinity and density) in a shallow water body simulation is difficult. In addition, implementing an appropriate approach to compute the heat fluxes through the water surface, the evaporative flux and the source heat due to the penetration of the incident short-wave radiation, which comes with a high degree of uncertainty, needs to be handled carefully. As these complexities introduce approximations and consequently modeling errors, developing a model which is able to simulate the flow variation in a small water body considering the aforementioned uncertainties is very promising. In this work, we have developed a fully three-dimensional and unsteady hydrothermal model that is capable of simulating the effects of wind and atmospheric conditions over a complex bathymetry to predict the circulation patterns as well as the temperature distribution in the water body. In this model, the atmospheric conditions, with particular attention to heat fluxes over the water surface (sensible and latent heat fluxes), are applied dynamically to reduce the model uncertainties. To verify the capabilities of the model developed in this study, it was applied to a small shallow reservoir in the Upper East Region of Ghana. To evaluate the performance of the model against the observed values of temperature, some quantitative metrics, include root mean square error (RMSE), the mean absolute error (MAE), the relative mean error (RME) and mean error (ME) were applied. From the metrics of model performance evaluation, the results show that the simulated temperature values are in good agreement with the observed values.

5.2. WATER BODIES MODELLING

In the last two decades, an increasing interest in predicting the temperature profiles in reservoirs and lakes has been high due to the correlation between temperature, water quantity and water quality (Kocyigit and Falconer, 2004a). Transport processes in water bodies are inherently three-dimensional, driven by wind, surface thermodynamics, and the topography of the lake. Hence, assessing the water temperature as well as water circulation, inherently requires transport modelling (Hodges et al., 2000a). Mathematical modelling of water temperature in lakes and reservoirs have been carried out over
5.3. DESCRIPTION OF STUDY SITE AND DATA COLLECTION

The Upper East Region of Ghana (UER) has more than 160 small and shallow reservoirs which have different surface areas ranging from 1 to 100 hectares (Annor et al., 2015a). The years to investigate thermal dynamics in water bodies (Dake and Harleman, 1969; Hostetler and Bartlein, 1990; Antonopoulos and Gianniou, 2003). However, in many real-world cases, it is not always possible to solve the water temperature equations analytically due to the non-linearity of some parameters at the air-water interface (Antonopoulos and Gianniou, 2003; Koçyigit and Falconer, 2004a) even though water temperature has been simulated in these models at various levels of complexity (Politano et al., 2008).

One-dimensional models (1-D) are extensively applied to estimate vertical temperature profiles in lakes in time. In 1-D models, variations in the lateral directions are assumed to be small with respect to variations in the vertical direction (Elo, 2007). In terms of a global or regional coupled atmosphere-lake modeling system for water bodies, 1-D models are the best choices since they require low computational resources and are sufficiently fast for long-term simulations (MacKay et al., 2009). Generally, one-dimensional models are not able to consider horizontal advection terms and this seems to be one of the disadvantages.

In the early 1980s, two-dimensional (2-D) laterally averaged models were used extensively to predict the flow field and temperature distribution in water bodies (Politano et al., 2008; Debolsky and Neymark, 1994; Lei and Patterson, 2002; Ferrarin and Umgiesser, 2005). Although these 2-D models are computationally efficient and easily implemented, they are not appropriate for simulating flow fields in shallow lakes because these 2-D models are not able to describe the fully three-dimensional flow field in shallow water bodies (Kocyigit and Falconer, 2004a).

Due to the inability of 2-D models in capturing mechanisms influencing mixing and temperature dynamics precisely, especially in morphometrically complex lakes and reservoirs, a number of three-dimensional models have recently been presented (Jin et al., 2002; Kennedy et al., 2006; Jin et al., 2009; Ahsan and Blumberg, 1999; Davies, 1982b,a; Haque et al., 2007; Koçyigit and Falconer, 2004a,b; Liu et al., 2012; Rueda and Schladow, 2003). Flow field prediction and consequently the temperature dynamics determination in water bodies are accomplishable only through fully 3-D models (Politano et al., 2008). Liu et al. (2012) developed and applied a three-dimensional finite element model to the subtropical alpine Yuan-Yang Lake (YYL) in northeastern region of Taiwan. Leon et al. (2007) evaluated the capability of the 3-D model (ELCOM) for coupling it with the Canadian Regional Climate Model (CRCM) on Great Slave Lake, Canada. Politano et al. (2008) solved a fully three-dimensional model to predict the temperature distribution at McNary Dam using the commercial code Fluent; and a later study by Wang et al. (2013b) developed a 3-D numerical model extending the approach of Politano et al. (2008) using the open-source code OpenFOAM.

While numerous 3-D models have been described to characterize thermal dynamics in lakes, they have usually been utilized for large and deep lakes where the representation of the boundary geometry is less important than for shallow small lakes (Falconer et al., 1991). Only a limited number of CFD simulations for temperature distribution in shallow and small inland water bodies can be found (Abbasi et al., 2015a).
These small reservoirs are operationally efficient with their flexibility, closeness to the point of use, and requirement for few parties for management (Keller et al., 2000). The studied lake is a small and shallow reservoir located in this region. Lake Binaba (10°53′20″ N, 00°26′20″ W) is a man-made lake mainly used for irrigation, fishing, livestock watering, construction, domestic uses and recreation. As shown in Figure 5.1 a natural stream has been dammed, storing and supplying water for all these uses in Binaba, a small town in the sub-humid region of Ghana (van Emmerik et al., 2013). The average lake surface area is estimated around 31 ha with an average and maximum depth of 1.1 m and 4.0 m, respectively. To monitor the meteorological parameters, a floating measurement station was installed over the water surface. Measurements taken included atmospheric parameters (air temperature, wind speed at 2.0 m above the water surface, wind direction and relative humidity), incoming short-wave radiation, sensible heat flux using a 3-D sonic anemometer and water temperature profile. These parameters were used to validate the model. Atmospheric measurements and a water thermistor string were situated near the dam body, where the lake depth is around 4.0 m. The water temperature profile was measured with an Onset HOBO Tidbit v2 water temperature data logger with nominal accuracy of ±0.21 °C (HOBO Tidbit, 2015) and in the following depths: 0.100; 0.200; 0.500; 1.100; 1.550; 1.850; 2.150; 2.800; 3.465 m.

Figure 5.1: The shape of Lake Binaba and its surroundings (Google, 2015). Location of the thermistor chain is shown by a filled square over the lake.

The air temperature fluctuated from 18.0 to 40.0 °C with an average of 28.7 °C while the water surface temperature varied between 24.0 °C and 32.5 °C with an average of 27.5 °C during the measurement period. Measurements were done between 23 November 2012 and 22 December 2012. A four-day period was selected from the observations to simulate the lake temperature and to validate the model as well. Figure 5.2(a) shows
the diurnal changes of air temperature, with daily variations of approximately 16.0°C. Incoming short-wave (solar) radiation measurements from the atmosphere to the water surface are shown in Figure 5.2(b). The daily maximum value was recorded around 1:00 p.m. with a value above 800 W m\(^{-2}\) for most of days. The measured values of relative humidity (RH) over the water surface are shown in Figure 5.2(c). The wind speed and directions, are shown in Figure 5.2(d) with South-Western direction being the most dominant direction with a maximum speed of 4.0 m s\(^{-1}\). Since the wind speed values have been averaged over 30-min intervals (as for the other parameters), instantaneous wind speed may be larger. The variation of atmospheric pressure during the study period was very small and could be ignored. Therefore, the pressure was taken to be a constant 102 kPa for all of the simulations.

\[ \frac{\partial u_i}{\partial x_i} = 0 \] (5.1)

5.4. MATHEMATICAL MODEL

5.4.1. Governing Equations
The flow field was solved with the incompressible RANS (Reynolds Averaged Navier Stokes) equations. The water can be assumed to be incompressible (Tsanis, 2006), and the constant-density continuity equation can be written as:
The constant-density (except in the gravity term) momentum equations, using the Boussinesq approach, can be written as:

\[
\frac{\partial u_i}{\partial t} + \frac{\partial}{\partial x_j} (u_j u_i) - \frac{\partial}{\partial x_j} \left( \nu_{\text{eff}} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} \left( \frac{\partial u_k}{\partial x_k} \right) \delta_{ij} \right) = - \frac{1}{\rho_k} \frac{\partial p}{\partial x_i} + g_i \left[ 1 - \beta (T - T_{\text{ref}}) \right]
\]

(5.2)

where \( u_i \) is the velocity component in \( x_i \) direction \((m s^{-1})\); \( t \) is time \((s)\); \( p \) pressure \((Pa)\); \( T \) temperature \((K)\); \( g_i \) the gravity acceleration vector \((m s^{-2})\); \( \nu_{\text{eff}} = \nu_0 + \nu_t \) is the effective kinematic viscosity \((m^2 s^{-1})\), with \( \nu_0 \) and \( \nu_t \) denoting molecular and turbulent viscosity, respectively; \( \rho_k \) is the effective (driving) kinematic density \((\text{dimensionless})\), \( \beta \) the coefficient of expansion with temperature of the fluid \((\text{for water} \approx 0.007 \times 10^{-3} \text{kg}^{-1} \text{K}^{-1})\); \( T_{\text{ref}} \) reference temperature \((\approx 293.15 K)\); and \( \delta \) is the delta of Kronecker \((\text{dimensionless})\). The Boussinesq approximation is valid under the assumption that density differences are sufficiently small to be neglected, except where they appear in the term multiplied by \( g_i \) (Fredriksson, 2011). In the model, for incompressible flows the density is considered as effective (driving) kinematic density and calculated as a linear function of temperature as (White, 1991; Ferziger and Perić, 2002):

\[
\rho_k = 1 - \beta (T - T_{\text{ref}})
\]

(5.3)

and the density is calculated from

\[
\rho = \rho_k \times \rho_0
\]

(5.4)

where \( \rho_0 \) is water density at reference temperature \((\approx 998.24 \text{ kg m}^{-3})\).

\[
\frac{\partial T}{\partial t} + \frac{\partial}{\partial x_j} (T u_j) - \alpha_{\text{eff}} \frac{\partial}{\partial x_k} \left( \frac{\partial T}{\partial x_k} \right) = S_T(t, x_k)
\]

(5.5)

where \( T \) is temperature in water \((K)\), \( \alpha_{\text{eff}} \) heat transfer conductivity \((m^2 s^{-1})\) and \( S_T \) is the heat source term in lake due to the penetrating solar radiation \((K s^{-1})\). Heat transfer conductivity can be given by:

\[
\alpha_{\text{eff}} = \alpha_t + \alpha_0 = \frac{\nu_t}{P_{t}} + \frac{\nu_0}{P_{r}}
\]

(5.6)

where \( \nu_0 \) is the molecular kinematic viscosity \((\text{for water at reference temperature} \approx 1.004 \times 10^{-6} \text{ m}^2 \text{s}^{-1})\), \( \nu_t \) turbulent kinematic viscosity \((m^2 s^{-1})\), \( C_p \) specific heat of water \((\approx 4.1818 \times 10^{3} \text{Jkg}^{-1} \text{K}^{-1})\), \( P_r \) is Prandtl number \((\approx 7.07)\), \( P_{t} \) turbulent Prandtl number \((\approx 0.85)\) and \( \alpha_{\text{eff}} \) is effective thermal conductivity \((m^2 s^{-1})\). Changes in temperature in water body might occur mainly due to heat exchange across the air-water interface. Accurate estimation of heat fluxes is extremely crucial in the simulation of temperature dynamics in the water body (Politano et al., 2008). Atmospheric heat fluxes include incoming short-wave (solar) and long-wave (atmosphere) radiations, outgoing long-wave radiation, conductive heat at the free surface and evaporative heat flux. Computationally, all these terms, except for incoming short-wave radiation, are considered at the water surface as boundary conditions.
Incoming short-wave radiation is included in the source term \( S_T \) that allows radiation to be absorbed through a finite distance in the upper layers of the model water column rather than only at the air-water interface (Wood et al., 2008). The heat source term using Lambert–Beer law is written as:

\[
S_T(z^*, t) = \frac{1}{\rho_0 C_p} \frac{\partial Q^*_{Rs}}{\partial z} \tag{5.7}
\]

\[
Q^*_{Rs} = Q^0_{Rs} \sum_{i=1}^{7} f_i \exp(-\eta_i z^*) \tag{5.8}
\]

\[
S_T(z^*, t) = \frac{Q^0_{Rs}}{\rho_0 C_p} \sum_{i=1}^{7} \eta_i f_i \exp(-\eta_i z^*) \tag{5.9}
\]

where \( z^* \) is downward vertical distance from the water surface (m), \( Q^*_{Rs} \) is the heat flux due to penetrated solar radiation at a depth \( z^* \) within the water (W m\(^{-2}\)), \( Q^0_{Rs} \) is the net solar radiation at the air-water interface (Wm\(^{-2}\)), \( f_i \) is the fraction of energy contained in the \( i^{th} \) bandwidth (dimensionless), and \( \eta_i \) represents the composite attenuation coefficient of the \( i^{th} \) bandwidth (m\(^{-1}\)) (Branco and Torgersen, 2009; Momii and Ito, 2008). The values of \( f_i \) and \( \eta_i \) are presented in Table 5.1. The attenuation coefficient (light extinction coefficient) for visible light theoretically is a function of wave length, temperature and water turbidity (Politano et al., 2008; Losordo and Piedrahita, 1991) and typically ranges from 0.02 to 31.6 for inland shallow waters (Politano et al., 2008; Smith and Baker, 1981; Losordo and Piedrahita, 1991; Goudsmit et al., 2002; Bigham Stephens et al., 2015). Usually a linear relationship is applied to calculate the extinction coefficient value from observed Secchi depth in inland water bodies (Idso and Gilbert, 1974; Politano et al., 2008). For this study, the attenuation coefficient is assumed to be constant in the whole water body (\( \eta = 3.0 \) m\(^{-1}\)). This value was computed from the turbidity measurements. By applying the approach proposed by Williams et al. (1981) and using the available measurements for Secchi depth values during the simulated period, the attenuation coefficient was calculated. The attenuation coefficient value was estimated only in one point and therefore, it is assumed that the distribution of the attenuation coefficient in the water body is homogeneous. The temperature profiles in a shallow lake are significantly sensitive to the attenuation coefficient and, hence, this parameter should be considered carefully in the simulation (Abbasi et al., 2015a).

The net solar radiation at the air-water interface \( Q^0_{Rs} \) is given by (Subin et al., 2012):

\[
Q^0_{Rs} = (1 - r_{ws}) R_s \tag{5.10}
\]

where \( R_s \) is the incoming short-wave radiation at the water surface (Wm\(^{-2}\)) and \( r_{ws} \) is the reflection coefficient of solar radiation from water surface (= 0.08) (Weinberger and Vetter, 2012).

### 5.4.2. Turbulence Modelling

In this study, the turbulence is modeled with the realizable \( k-\varepsilon \) (RKE) model. The results of the study done by Shih et al. (1995) has shown that the realizable \( k-\varepsilon \) model performs
better than the standard $k - \varepsilon$ (SKE) model or other traditional $k - \varepsilon$ models. In simulating flow field alongside heat transfer in the water body, it was found that the realizable $k - \varepsilon$ model is robust with reasonable accuracy and provides better results than the standard or other traditional $k - \varepsilon$ models (Shih et al., 1995; Joubert et al., 2012; Wang, 2013). In this turbulence model, the Reynolds stresses are limited by physical-based mathematical constraints (Rohdin and Moshfegh, 2007). In the SKE model, dissipation rate for fluctuation is approximated by the dynamic equation vorticity. In addition, the realizable $k - \varepsilon$ is expected to enhance the numerical stability in turbulent flow simulations. In this model, the turbulent kinetic energy ($k$ in $m^2 s^{-2}$) and the turbulent dissipation rate ($\varepsilon$ in $m^2 s^{-3}$) are obtained from:

$$\frac{\partial k}{\partial t} + u_j \frac{\partial k}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \frac{v_t}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right] + \nu_t \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \varepsilon + G_k + G_b + S_k \tag{5.11}$$

$$\frac{\partial \varepsilon}{\partial t} + u_j \frac{\partial \varepsilon}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \frac{v_t}{\sigma_\varepsilon} \frac{\partial \varepsilon}{\partial x_j} \right) + C_1 S_c - C_{\varepsilon 2} \frac{\varepsilon^2}{k + \sqrt{\varepsilon^2}} - C_{\varepsilon 1} C_{\varepsilon 3} \frac{\varepsilon}{k} + G_b + S_\varepsilon \tag{5.12}$$

where $\nu_t$ is the turbulent kinematic viscosity ($m^2 s^{-1}$), $G_k$ is the production of turbulent kinetic energy by the mean velocity gradient ($m^2 s^{-3}$), $G_b$ is the production of turbulent kinetic energy by the buoyancy ($m^2 s^{-3}$), and $S_k$ ($m^2 s^{-3}$) and $S_\varepsilon$ ($m^2 s^{-4}$) are the source terms which include the effects of wind on $k$ and $\varepsilon$ equations respectively. The parameter $C_{\varepsilon 3}$ (dimensionless) is not constant and depends on the flow conditions and is a function of the ratio of the velocity components in the vertical and longitudinal directions (Lee, 2007):

$$C_{\varepsilon 3} = \tanh \left( \frac{w}{u_h} \right) \tag{5.13}$$

where $u_h$ and $w$ are the components of the flow velocity perpendicular and parallel to the gravitational vector respectively ($ms^{-1}$). The coefficient $C_1$ (dimensionless) is evalu-
and the turbulent kinematic viscosity is given by

\[ \nu_t = C_\mu \frac{k^2}{\varepsilon} \] (5.18)

\[ C_\mu = \frac{1}{A_0 + A_s kU^*} \] (5.19)

\[ U^* = \sqrt{S_{ij}S_{ij} + \Omega_{ij}\Omega_{ij}} \] (5.20)

\[ A_s = \sqrt{6} \cos \phi \] (5.21)

\[ \phi = \frac{1}{3} \cos^{-1}(\sqrt{6}W) \] (5.22)

\[ W = \frac{S_{ij}S_{jk}S_{ki}}{S^3} \] (5.23)

\[ \tilde{S} = \sqrt{S_{ij}S_{ij}} \] (5.24)

where \( \Omega_{ij} \) is the mean rate-of-rotation tensor. \( G_k \) and \( G_b \) are written as

\[ G_k = \nu_t S^2 \] (5.25)

\[ G_b = \beta g S \frac{\nu_t}{Pr_t} \left( \frac{\partial T}{\partial x_i} \right) \] (5.26)

where \( Pr_t \approx 0.85 \) is the turbulent Prandtl number for energy (Wang et al., 2013a). The standard values of the model constants used for the realizable \( k-\varepsilon \) turbulence approach in the model equations are given as (Shih et al., 1995):

\[ C_\mu = 0.09; \quad C_{\epsilon 1} = 1.44; \quad C_{\epsilon 2} = 1.92; \quad \sigma_k = 1.0; \quad \sigma_\epsilon = 1.3; \quad A_0 = 4.0 \] (5.27)

Depending on the approach used to implement the effects of wind velocity over the water surface, the source/sink terms in Equations (5.11) and (5.12) can be parameterized (Abbasi et al., 2015a). In this study, the effects of wind velocity is considered as a shear stress boundary condition over the water surface and therefore, the source/sink terms are given by:

\[ S_k = S_\varepsilon = 0 \] (5.28)
5.5. **Numerical Simulation**

5.5.1. **Numerical Grid**

In order to perform reliable Computational Fluid Dynamics (CFD) computations in complex geometries such as for lakes or reservoirs, the generation of a good computational grid (mesh) is essential. Numerical modeling of shallow water bodies is generally computationally expensive. In such domains the vertical length scale is much smaller than the horizontal scale. As a consequence, the vertical grid aspect ratio to the horizontal directions is small and numerical instability may be introduced. To avoid this instability, a large number of horizontal grid points are required to decrease the maximum aspect ratio of the grids. The extra grids will, however, increase the computational time significantly (Lee, 2007).

Lake Binaba is characterized by significant bottom slopes throughout its area. As the effects of morphometry are significant (Stepanenko et al., 2014), preparing the precise geometry (bathymetry) was important. Using the proposed approach by (Abbasi et al., 2015a) and the available (rough) bathymetry measurements, the lake geometry was generated (Figure 5.3(a)) and used in snappyHexMesh (SnappyHexMesh, 2015) utility available in OpenFOAM (OpenFOAM, 2015) to generate the computational mesh. snappyHexMesh is a powerful script-driven, unstructured mesh generator. This utility generates grids containing hexahedra and split-hexahedra (Brockhaus, 2011; Benjamin Martinez, 2011).

The generated computational grid was composed of 41400 grid points and 35617 cells. The computational grid for the lake was selected based on coarse and fine meshes to select the optimized number of cells. The selected mesh was refined sufficiently near...
5.6. Boundary Conditions

the water surface to accommodate the high gradients, specifically in velocity and temperature.

5.5.2. Numerical Setup

The model improvements explained in Section (5.4), were implemented in OpenFOAM CFD package (OpenFOAM, 2015). OpenFOAM includes a set of efficient C++ modules that could be used to establish solvers. Because of the collocated and polyhedral numerics implemented in OpenFOAM, it can be used in both structured and unstructured meshes with the advantage of being easily extendable to run in parallel. To respect the structure of the original code, a new turbulence model including the buoyancy effect and a new heat transfer solver were implemented. The solver is an unsteady state and incompressible heat transfer solver that considers buoyancy effects in the momentum equation. The PIMPLE method was used for pressure-velocity coupling. The PIMPLE algorithm combines the SIMPLE (semi-implicit method for pressure-linked equations) algorithm and the PISO (pressure implicit with splitting of operators) algorithm to rectify the second pressure correction and correct both velocity and pressure explicitly. This algorithm allows one to use larger time steps than PISO algorithm. Due to the transient conditions of flow in the lake, an adaptive time-stepping technique based on the Courant-Friedrick-Levy number (CFL) was used (Bechmann, 2006):

\[
CFL = \frac{\Delta t_{\text{max}} \left| \frac{\partial \bar{u}}{\partial x} \right| + \left| \frac{\partial \bar{v}}{\partial y} \right| + \left| \frac{\partial \bar{w}}{\partial z} \right|}{\Delta x \Delta y \Delta z} \leq 1 \tag{5.29}
\]

where \( \bar{u}, \bar{v} \) and \( \bar{w} \) are the velocity components in \( x-\), \( y- \) and \( z- \)directions, respectively (\( \text{ms}^{-1} \)). In this study, the maximum value of global CFL adopted was 0.2. For larger time steps numerical dissipation increases as the CFL-number increases and makes the model more unstable (Wang, 2013; Ferziger and Perić, 2002).

5.6. Boundary Conditions

5.6.1. Temperature

Meteorological and water temperature measurements were available (Figure 5.2) for the simulation period. At the atmosphere-water surface interface, the temperature gradient evaluated at the lake surface is described by the following equation (Neumann Type) (Goudsmit et al., 2002):

\[
\rho_0 C_p \left( \alpha_{\text{eff}} \frac{\partial T}{\partial z} \right) = H_{\text{net}} \Rightarrow \frac{\partial T}{\partial z} = \frac{H_{\text{net}}}{\rho_0 C_p \alpha_{\text{eff}}} \tag{5.30}
\]

The net heat exchange between the water surface and atmosphere \( (H_{\text{net}}) \) includes four heat flux terms (Goudsmit et al., 2002; Ahsan and Blumberg, 1999):

\[
H_{\text{net}} = H_{\text{LA}} + H_{\text{LW}} + H_S + H_E \tag{5.31}
\]

where \( H_{\text{LA}} \) is the net long-wave (atmospheric) radiation from atmosphere, \( H_{\text{LW}} \) is the long-wave (atmospheric) radiation from the water surface, \( H_S \) and \( H_E \) are the sensible and latent (evaporative) heat fluxes between the lake surface and atmosphere, respectively. Measurements of heat fluxes such as short-wave radiation, long-wave radiation,
sensible heat flux, and latent heat flux are very difficult and expensive to take. Therefore, these heat fluxes are often parameterized using the most commonly available meteorological data (Ahsan and Blumberg, 1999). In the current study, the incoming short-wave radiation was the only surface heat transfer term that was directly measured. The rest of the surface terms were computed within the model at each time step using standard formulae. It should be mentioned that in the current model, $H_{\text{net}}$ does not include the short-wave (solar) radiation. This term is included in temperature equations (Equations (5.5) and (5.9)) as the source term.

Atmospheric long-wave radiation was calculated from the Stefan-Boltzmann law (Ahsan and Blumberg, 1999; Goudsmit et al., 2002):

$$H_{L_A} = (1 - r_a) \varepsilon_a \sigma T_a^4$$  \hspace{1cm} (5.32)

where $r_a$ is the reflection coefficient of atmospheric radiation from water surface ($\approx 0.03$) (Perroud and Goyette, 2010; Lap and Mori, 2007), $\varepsilon_a$ emissivity of atmosphere ($\approx 0.87$) (Henderson-Sellers, 1980), $\sigma$ is Stefan-Boltzmann constant ($\approx 5.67 \times 10^{-8} \text{[W m}^{-2} \text{K}^{-1}]$), and $T_a$ is absolute air temperature in K . Similarly, long-wave radiation from the water surface was estimated by (Goudsmit et al., 2002; Ahsan and Blumberg, 1999; Shufen et al., 2007a):

$$H_{L_W} = -\varepsilon_w \sigma T_w^4$$  \hspace{1cm} (5.33)

where $\varepsilon_w$ is emissivity of water ($\approx 0.97$) (Hostetler and Bartlein, 1990; Yao, 2009), and $T_w$ is the absolute temperature of water surface in K .

In general, latent heat flux (evaporation) is one of the most important parameters in heat dissipation, but its prediction is the most inaccurate. In most available methods for evaporation estimation, the models’ parameters are specific to a given water body under the prevailing surrounding environment and for a specific climate which are valid only for the specific ranges of parameters (reservoir size, temperature difference, humidity, atmosphere conditions, etc.) that are used in the designed experiment. This therefore means these coefficients may not provide satisfactory estimation for other regions. In this study, for sensible heat ($H_S$) and latent heat ($H_E$) fluxes, the following formulae were used. These equations were obtained from a CFD-based approach (CFDEvap Model) applied for Lake Binaba (Abbasi et al., 2015b). The convective heat transfer between a water surface and the atmospheric boundary layer can be expressed as follows:

$$H_S = -h_s(T_s - T_a)$$  \hspace{1cm} (5.34)

where $H_S$ is the convective heat transfer or sensible heat flux in $\text{W m}^{-2}$ (positive if it flows from the atmosphere into the water surface) and $h_s$ is the convective heat transfer coefficient ($\text{W m}^{-2} \text{K}^{-1}$), which relates the convective heat flux normal to the water surface to the difference between the water surface temperature ($T_w$) and surrounding air temperature ($T_a$). The convective heat transfer coefficient can be estimated by (Abbasi et al., 2015b):

$$h_s = 2.50510 \times U_2^2 + 0.85200$$  \hspace{1cm} (5.35)

Using the analogy between the heat and mass transfer, the convective mass transfer coefficient was derived as a function of wind velocity. The evaporation rate from the
water surface could then be calculated using the estimated mass transfer coefficient:

\[ H_E = -h_m \times \rho_a (X_{ws} - X_{air}) \times (24 \times 3600 \times 28.4) \]  

(5.36)

where the evaporation rate is expressed in \( Wm^{-2} \), \( X_{air} \) and \( X_{ws} \) are the water vapor mixing ratio of air and water surface, respectively (\( kg(\text{water})/kg(\text{dry air}) \)), \( \rho_a \) is the air density, assumed constant in this study \( \approx 1.186 \text{ kgm}^{-3} \), the coefficient \( (24 \times 3600) \) is used for converting the latent heat flux to \( mm \text{d}^{-1} \) and the coefficient \( (28.4) \) converts it to \( Wm^{-2} \) to be consistent with the rest heat flux components over the water surface, and \( h_m \) is the mass transfer coefficient given by (Abbasi et al., 2015b):

\[ h_m = 0.00185 \times U_2 + 0.00063 \]  

(5.37)

where \( h_m \) is in \( ms^{-1} \) and \( U_2 \) in \( ms^{-1} \) and the respective constant values in the sensible and latent heat flux equations specific to the studied lake obtained from CFDEvap model (Abbasi et al., 2015b), \( X_{air} \) and \( X_{ws} \), were calculated by:

\[ X_{air} = \frac{0.622 e_a}{P_{atm} - e_a} \]  

(5.38)

\[ X_{ws} = \frac{0.622 e_s}{P_{atm} - e_s} \]  

(5.39)

where \( P_{atm} \) is atmospheric pressure (= 102 kPa), \( e_s \) is the saturation vapor pressure at the temperature of the water surface (hPa) and \( e_a \) is the vapor pressure at the air temperature (hPa) given by (Goff, 1957):

\[ e_a = \left( \frac{6.11 \times \exp \left( \frac{17.27 T_a}{237.3 + T_a} \right)}{237.3 + T_a} \right) \times \frac{RH}{100} \]  

(5.40)

\[ e_s = 6.11 \times \exp \left( \frac{17.27 T_{ws}}{237.3 + T_{ws}} \right) \]  

(5.41)

where \( RH \) is relative humidity (%) and water surface \( (T_{ws}) \) and air \( (T_a) \) temperatures are in \(^\circ\text{C}\).

These heat fluxes are defined to be positive if heat flows from the atmosphere into the water surface. Heat fluxes induced by inlets and outlets and precipitation are generally neglected (Livingstone and Imboden, 1989).

Determining the correct heat fluxes for a water surface boundary is often difficult. The main difficulty is that \( H_{net} \) is a function of various parameters, where each of them has to be computed by using its own formula and sets of coefficients as well (Goudsmit et al., 2002). Therefore estimation of \( H_{net} \) needs a great deal of judgment in adopting the suitable formula, which depends on many uncertain parameters (Ahsan and Blumberg, 1999). In addition, some components of the net heat flux depend on unknown water surface temperature values \( (T_{ws}) \), which creates an implicit boundary condition that should be calculated in each time step in advance by the model. Although using a heat flux boundary condition over the water surface needs more computational resources, it needs no costly observed water surface temperature. This temperature boundary condition, which includes heat fluxes at the water surface, given by Equations (5.33) through
(5.37), was implemented in the current model by using the groovyBC (Gschaidler, 2015a) library developed for complex boundary conditions.

Another alternative, but less practical, temperature boundary condition on the water surface uses measured water surface temperature values as boundary condition (Dirichlet type) for temperature. Using observed values of water surface temperature as water surface boundary condition has the advantage of avoiding the uncertainties in the net heat flux estimation (Goudsmit et al., 2002) but the model needs extra measurements over the water surface that is rarely available in most small lakes. The disadvantage of using measured water surface temperature is that using this boundary condition assumes homogeneous temperature at the open water surface which introduces error in the simulation.

In shallow lakes, the temperature boundary condition at the bottom and sides are very complex and need extra measurements to implement in the model. To simulate the effects of bottom and sides, the absorbed and reflected penetrated short-wave radiation should be measured. In addition, the heat flux from these boundaries has to be specified. In spite of the importance of these parameters, measuring their values is not easy and needs extra equipment. Regarding the available measurements, the boundary condition at the bottom of lake and side walls were set to zero heat flux conditions (adiabatic condition) and given by (Shufen et al., 2007a):

\[
\frac{\partial T}{\partial z} = 0
\]  

(5.42)

where \( T \) is temperature in \( K \). The measured temperature profile at start time (on 24 November 2012 at 12:00:00 a.m.) was used as the initial condition for temperature for the simulation.

5.6.2. VELOCITY

Wind over the water surface affects lake currents, sensible and latent heat fluxes and turbulence, as well as surface waves. The effects of wind shear stress over the flow was considered as a time-dependent shear stress boundary condition over the water surface. The shear stress over the water surface is given by:

\[
\begin{align*}
\nu_{\text{eff}} \frac{\partial u}{\partial z} &= \frac{\tau_{sx}}{\rho_0} \quad (5.43) \\
\nu_{\text{eff}} \frac{\partial v}{\partial z} &= \frac{\tau_{sy}}{\rho_0} \quad (5.44)
\end{align*}
\]

where

\[
\begin{align*}
\tau_{sx} &= \rho_a C_D u_w \sqrt{u_w^2 + v_w^2} \quad (5.45) \\
\tau_{sy} &= \rho_a C_D v_w \sqrt{u_w^2 + v_w^2} \quad (5.46)
\end{align*}
\]

where \( C_D \) is the drag coefficient (unitless), \( \rho_a \) is the air density (\( \text{kg} \text{m}^{-3} \)), \( \tau_{sx} \) and \( \tau_{sy} \) are horizontal shear stress components over the water surface (\( \text{kg} \text{m}^{-1} \text{s}^{-2} \)), \( u_w \) and \( v_w \) are horizontal components of the mean wind speed over the water surface (\( \text{m/s} \)), and
\( \nu_{\text{eff}} \) is the effective kinematic viscosity (\( m^2 s^{-1} \)). The empirical dimensionless drag coefficient (\( C_D \)) depends to large extent only on wind speed and the state of wave development or wave age. For small shallow lakes, wind speed is generally low \( U_{10} < 5 \text{ m s}^{-1} \), where \( U_{10} \) is wind speed at height 10 m above the water surface (Figure 5.2(d)) and measurements of the drag coefficient are relatively scarce. Confusingly, in the literature, the values of \( C_D \) vary over a wide range and it is associated with large scatter (Falconer et al., 1991; Goudsmit et al., 2002; Wüest and Lorke, 2003). In this study, the following empirical relationship for low wind speeds measured at a height of 10 m is used (Markfort et al., 2010; Wüest and Lorke, 2003):

\[
C_{D,10} = 0.0044 \times U_{10}^{-1.15}
\]

where \( C_D \) is the drag coefficient (unitless) and \( U_{10} \) is the wind velocity at height 10 m above the water surface (\( \text{m s}^{-1} \)). In this study, the wind speeds were measured at a height of 2 m from the water surface hence the observed values were converted to its values at 10 m using logarithmic distribution function for wind speed. The normal component of velocity over the water surface boundary was calculated by:

\[
u_z = 0
\]

On the other boundaries, the non-slip conditions for velocity and zero heat flux for temperature and the standard wall functions were imposed (Goudsmit et al., 2002; Politano et al., 2008).

5.7. Numerical Results and Discussion

A large number of simulations were run during the model development. The simulation was run for four days (345600 s) where the starting time of calculations was at 12:00:00 a.m. on 24 November 2012. The simulated flow field in the water body shows the existence of an unsteady and three-dimensional flow for most times due to the effects of the reservoir geometry, dynamic atmospheric conditions and the coupling of energy (temperature) changes with the flow field.

To validate the model, the distribution of simulated temperature in the water body was compared with observations as shown in Figure 5.4. For each depth where the temporal temperature profile is depicted in Figure 5.4, the mean error (\( ME = T_M - T_S \)) where \( T_M \) and \( T_S \) are measured and simulated temperature values, respectively) or relative mean error (\( RME = |T_M - T_S| / T_M \times 100 \)) are provided as a measure of the bias of the simulated values. The calculated values of \( ME \) and \( RME \) for each depth are presented in Table 5.2. As shown in Table 5.2, the maximum difference between the simulated and observed values is −1.60 where the minus sign means the model overestimated the temperature. Alongside the \( ME \) and \( RME \), the root mean square error (\( RMSE = (\Sigma_{i=1}^{n} (T_{Si} - T_{Mi})^2 / n)^{1/2} \)) and the mean absolute error (\( MAE = 1 / 2 \Sigma_{i=1}^{n} |T_{Si} - T_{Mi}| \)) are provided as the measures of the overall goodness-of-fit of the simulations to the observations. The values of \( RMSE \) between the simulated and observed values of temporal temperature profiles at different depths range from 0.11 to 0.44 °C with an average value of 0.33 °C. Similarly, the calculated \( MAE \) ranges from 0.03 to 0.31 °C with an average of 0.21 °C. As was expected considering the depicted temperature profiles in Figure 5.4,
the RMSE as well as the MAE are increasing in greater depths. A good agreement between simulated and observed temperatures demonstrate the capability of the model to represent temperature dynamics in the small and shallow inland water bodies. These results clearly indicate the variability in the temperature and velocity distributions and the daily thermal cycle predicted by the model for the studied meteorological conditions. Although deviations between modeled and observed temperature profiles at some depths, especially at greater depths were relatively large, general trends and daily temperature fluctuations due to heat transfer are reasonably reproduced by the model. These large deviations between the simulated and observed values are mainly due to the existing uncertainties in thermal boundary condition assigned to the bottom and sides of lake considering the available data or applicable measurements. As shown by Suárez et al. (2010), in shallow water bodies the thermal interaction between the reservoir bottom, which includes both the bottom and the sides, and the sediment beneath the reservoir significantly affects the reservoir thermal structure. In addition, ignoring the variations of turbidity in the water column and changes of the extinction coefficient of water in this simulation can be considered as the error sources, especially at greater depths (Suárez et al., 2010; Jacobs et al., 1997; Losordo and Piedrahita, 1991). To evaluate the effects of upper thermal boundary condition (on the water surface) on the temperature profiles, both boundary conditions for temperature described above were considered. In both simulations, the same differences were found between the simulated and observed temperature values at greater depths.

In Figure 5.4, the simulated water temperature (S.) and observed values (M.) at different depths are depicted. These temporal profiles of temperature were generated by using the heat flux as the temperature boundary condition (Section (5.6.1)) on the water surface. These profiles show that in each day of simulation, two different time periods can be detected. In the first time period, which commonly (in the four-day simulated period) ranges from 12:00:00 till 6:00:00 a.m., the simulated temperature matched the observed ones. In this period, due to the good agreement between the modeled and observed temperatures the model can predict the heat budget of the lake precisely. In the second time period, which commonly expands from 6:00:00 a.m. till 12:00:00 a.m., the model overestimated the temperature and consequently the heat content of the lake. As these time periods occur periodically in the simulated period, it seems that the model’s excess heat during the second time period (from 6:00:00 a.m. till 12:00:00 a.m.) is matched by excess cooling at the first period. Therefore, in spite of the uncertainties and errors discussed above, the model could be applied precisely for estimating heat budget of lakes through a one-day time step. This aspect of the model can be promising in energy budget method for evaporation estimation where ignoring the heat content of the lake usually makes significant error in the estimated evaporation from the water surfaces (Vercauteren et al., 2011; Katul and Parlange, 1992).

To analyze the simulated temperature profiles with respect to the incoming shortwave radiation, by following the proposed approach by Vercauteren et al. (2011), the amplitude and the phase shift of the observed and the simulated daily temperature variations (24 November 2012) as a function of the depth are plotted in Figure 5.5. As Figure 5.5 shows the model overestimated both the amplitude and the phase shift in all depths and the differences between the simulated and measured values are increased.
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Figure 5.4: Simulated water temperature ($S$) and observed values ($M$) at different depths (at water surface as well as depths of 0.100, 0.200, 0.500, 1.100, 1.550, 1.850, 2.150, 2.800 and 3.465 m).

with depth. Although the applied model in this study is fully 3-D and considers the horizontal flows, analyzing the amplitude and phase shift of the temperature signals helps to find the order of the importance of radiation as well as the turbulent diffusivity (or heat
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Table 5.2: Calculated metrics of model performance (MAE: mean absolute error; RMSE: root mean square error; ME: mean error; RME: relative mean error) for simulated temporal temperatures at different depths.

<table>
<thead>
<tr>
<th>Depth (m)</th>
<th>MAE (°C)</th>
<th>RMSE (°C)</th>
<th>Mean Error [°C]</th>
<th>RME [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>max</td>
<td>min</td>
<td>ave</td>
<td>max</td>
</tr>
<tr>
<td>0.0</td>
<td>0.029</td>
<td>0.043</td>
<td>0.2053</td>
<td>-0.1985</td>
</tr>
<tr>
<td>0.1</td>
<td>0.079</td>
<td>0.110</td>
<td>0.0650</td>
<td>-0.4645</td>
</tr>
<tr>
<td>0.2</td>
<td>0.117</td>
<td>0.172</td>
<td>0.0023</td>
<td>-0.7523</td>
</tr>
<tr>
<td>0.5</td>
<td>0.169</td>
<td>0.297</td>
<td>0.0760</td>
<td>-1.4065</td>
</tr>
<tr>
<td>1.10</td>
<td>0.258</td>
<td>0.442</td>
<td>0.0335</td>
<td>-1.6010</td>
</tr>
<tr>
<td>1.55</td>
<td>0.282</td>
<td>0.407</td>
<td>0.0340</td>
<td>-1.5325</td>
</tr>
<tr>
<td>1.85</td>
<td>0.298</td>
<td>0.415</td>
<td>0.1960</td>
<td>-1.2730</td>
</tr>
<tr>
<td>2.15</td>
<td>0.253</td>
<td>0.360</td>
<td>0.2560</td>
<td>-1.0185</td>
</tr>
<tr>
<td>2.80</td>
<td>0.283</td>
<td>0.374</td>
<td>0.1123</td>
<td>-1.0593</td>
</tr>
<tr>
<td>3.465</td>
<td>0.308</td>
<td>0.385</td>
<td>0.0425</td>
<td>-1.0400</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>0.208</strong></td>
<td><strong>0.329</strong></td>
<td><strong>0.2560</strong></td>
<td><strong>-1.6010</strong></td>
</tr>
</tbody>
</table>

As on the selected day (24 November 2012), the wind speed was low (Figure 5.2(d)), it is expected that incoming short-wave radiation has the dominant effect (in comparison with the turbulent diffusivity) on the temperature profiles. The overestimated amplitude and phase shift of temperature signals show that the model overestimated the radiation effects especially on the calm days and consequently radiation can lead to an overestimation of the turbulent heat transfer conductivity (Vercauteren et al., 2011). It can be concluded that the optical properties of the water bodies should be considered carefully in shallow lake models to enable one predict the temperature signals due to the significant effects of radiation on both the amplitude of the temperature oscillations as well as the phase shift.

The vertical simulated temperature distribution through the water body, in seven distinctive time frames were plotted in Figure 5.6. These time frames were chosen in a way that they cover both the heating and cooling phases in the lake. To show the performance of the model with respect to the vertical temperature profiles, the measured vertical temperature profiles are plotted as well in Figure 5.6 with dotted lines for the same time frames. At the beginning part of the simulation (from 12:00:00 a.m. to 7:00:00 a.m.) the water surface is cooling and the value of temperature source (\(S_T\)) is equal to zero. During the cooling time, the wind speed over the water surface is low (less than 1.0 ms\(^{-1}\)). Looking at the simulated temperature profile, during the cooling phase (at \(t = 7\ h\)) there are very small differences at different depths and the lake could be considered as a well-mixed water body (Figure 5.6). This condition could be useful in making some simplifications in calculating the heat budget of the lake to calculate evaporation from the water surface in energy budget methods. As the radiative heating intensifies, the water temperature in the top layers near the water surface increase as a consequence of the penetrating short-wave radiation from the water surface. It should be mentioned that during the heating phase (from 7:00:00 a.m. to 6:00:00 p.m.) the values of \(H_{net}\) over
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Figure 5.5: Analysis of the simulated (S.) and observed (M.) temperature values on the selected day (24 November 2012). (a) Amplitude of the daily temperature variations as a function of depth. Amplitude is defined as the half-temperature fluctuations (the difference between the maximum and minimum temperature values in each depth); (b) The phase shift with respect to the maximum short-wave radiation value as a function of depth where $t$ and $t_{ref}$ are the times of the maximum temperature and short-wave radiation respectively.

the water surface remain negative. Due to the effects of absorbed radiation, applied as source term in temperature equation, the temperature increases especially in the top layers near the water surface from 7:00:00 a.m. until 2:00:00 p.m. where the incoming short-wave radiation is increasing. As the incoming short-wave radiation decreases on the water surface from 2:00:00 p.m. to 12:00:00 a.m., the temperature decreases in the top layers to reach to the well-mixed condition (at $t = 24 \, h$). The behavior of the water body in the heating phase is completely different from the cooling phase. In the heating phase the water body is not well-mixed; hence, to estimate the heat budget applicable in the evaporation calculation, the non-uniform simulated distribution of temperature is used.

According to Equation (5.2) in the governing equations of the model, the flow was coupled with energy in the lake. Therefore, changes in temperature impact the flow field. The velocity distribution at different depths and stream lines in the lake show the transient boundary conditions over the water surface and complex bathymetry of lake which make the flow in the lake unsteady and fully 3-D. Assuming that the top grid cells near the free water surface represent the temperature and velocity at the free surface, the horizontal distributions of velocity field at the water surface are presented in Figure 5.7.

Figure 5.7 and Figure 5.8 present the velocity fields at two different depths, at the water surface and at 1.0 m beneath the water surface at 1:00 p.m. As expected, there were
return currents at this depth. The simulated vertical velocity profiles show non-uniform distributions, where flow near the bottom and sides tend to follow the bathymetry.

As shown in Figures 5.9 and 5.10, the higher wind speeds caused more mixing in the water column in the vertical direction and consequently lead to higher return flows, which were generated between the surface and deeper layers. Wind induced circulation mainly affects the region near the free water surface and its effects are negligible near the bottom of the lake. In deep regions, this process consequently separates the bottom layer from the top mixed layer and leads to stratification. However, in shallow regions, winds at the water surface can generate circulation throughout the whole depth, from the surface to the bottom of the lake, and therefore in the shallow parts there was no significant stratification most of the time (Figure 5.13). In general, as can be seen in Figure 5.8 and Figure 5.11, the velocity distributions in the horizontal section are greatly dependent on wind speed and its direction at the water surface. Higher wind velocities induce strong horizontal circulation as corroborated by Lee (2007).

Figure 5.12 shows the simulated temperature values in a horizontal section at 1 m beneath the water surface. As can be seen, the temperature distribution is not uniform and the temperature difference between the points at similar depth is around 1.4°C. The vertical distribution of temperature in a vertical section is illustrated in Figure 5.13, which shows that the behavior of shallow and deep parts are different, and shallow parts respond faster to air heating. Since surface temperature is a complex function of several parameters, such as wind speed, incoming short-wave (solar) radiation, wind direction, humidity, air temperature, etc., it is difficult to detect a general clear pattern in water temperature. However, generally, the simulated results indicate that heating during the
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Figure 5.7: Simulated velocity vectors and their magnitudes over the water surface at \( t = 1:00 \) p.m. where \( U_2 = 1.0 \, m/s \). Line A-A is the vertical section illustrated in Figure 5.13.

Day is normally related to incoming solar radiation, while cooling at night is more complicated and is more a function of wind speed and its direction. Water in the surface layer starts to warm after sunrise as incoming solar radiation increases (around 7:00:00 a.m.), and this increase continues until short-wave radiation reduces (at 3:00 p.m.), after which surface water temperatures reduce gradually.

Apart from the wind effects on flow field in water bodies, the coupling energy and momentum equations drive the circulation. As solar radiation increases, the temperature in the top layers increases. This increase extends vertically by effective thermal conductivity to the bottom of the lake. With an increase in wind during the day, the velocities at the surface also increase, but no significant vertical circulation is seen throughout the water because of the existence of stable stratification. Water temperature in the top layer is more sensitive to the meteorological conditions. Steeper temperature gradients in the top layers near the water surface are correctly predicted by the model due to the high heat fluxes at the water-air interface.

The main sources of error in the results could be related to the following:

1. Estimating heat fluxes over the water surface as boundary condition is very uncertain especially for latent heat flux. The location, climate, shape, depth, bathymetry, atmospheric stability conditions, etc. make it difficult to estimate evaporation ac-
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Figure 5.8: Simulated velocity vectors and theirs magnitudes at 1 meter beneath the water surface at $t = 1:00$ p.m. where $U_2 = 1.0 \text{ m s}^{-1}$.

1. Simulation results accurately from the water surface.

2. There are no measurements for some important parameters that can affect the flow field and temperature in the water body, such as turbidity, and heat fluxes at the bottom and side walls where using simplified temperature boundary conditions could be considered as a source of error.

3. The measurements were taken only at one point. This means that the distribution of parameters over the water surface was assumed homogeneous. For shallow and small lakes with limited fetch, this assumption could produce a large error in the results.

4. Coupling the turbulent flow and heat transfer in a shallow water body is complex and computational issues such as numerical errors, mesh dependency and residuals control should be considered.

5. Errors in field measurements on the water surface especially for water surface temperature or heat fluxes.

Due to the limitation of computational resources, it is not possible to use a finer mesh or very small time steps. In this study different settings for numerical schemes
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Figure 5.9: Simulated vertical distribution of velocity components in the water body where $U_2 = 3.0\, \text{m/s}$.

and mesh sizes as well as the time steps were considered to find the optimum situation to make a balance between the needed computational resources and the desired accuracy according to the aims of simulations. For the computational grid used alongside the implemented adaptive time-stepping technique (Section 5.5.2), different time step values ($0.1 \leq \Delta t \leq 10$ seconds) were used in this simulation to prevent numerical stability issues. Four days of simulations, as described in this paper, took about 20 h on the HPC Cloud-based virtual machine with 12 Intel processors at 2.7 GHz and 96 GB RAM (Collaborative Organisation for ICT in Dutch Higher Education and Research, 2015).
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Figure 5.10: Simulated vertical distribution of velocity components in the water body where $U_2 = 0.7 \text{ m s}^{-1}$.

Figure 5.11: Simulated velocity field (stream lines) at 1 m beneath the water surface at $t = 9:00$ a.m. where $U_2 = 3.8 \text{ m s}^{-1}$. 
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Figure 5.12: Simulated temperature field (values and contours) at 1 m beneath the water surface at t = 1:00 p.m.

Figure 5.13: Simulated temperature field (values and contours) in a vertical section of the lake shown as line A-A in Figure 5.7 at t = 1:00 p.m. (vertical exaggerated by 100).
5.8. CONCLUSION

The temperature profile in a shallow and small lake in a semi-arid region was simulated. The main aim of the simulation was to find how the flow field and temperature distribution vary spatially and temporally in the shallow inland water body. As the flow in the water body is fully 3-D and turbulent, the full 3-D modified equations of the flow considering the temperature in the water body were solved by a CFD approach using OpenFOAM. The results for Lake Binaba show that the model overestimates the temperature distribution in the water body. This could be related to using boundary conditions with a high degree of uncertainties. The accuracy of the model mainly depends on the error in input meteorological parameters. The profile temperatures and flow pattern in water bodies have been found to have strong correlations with the air temperature, incoming short-wave radiation and wind velocity over the water surface. The effects of other meteorological parameters were considered implicitly in the heat fluxes over the water surface as boundary conditions. One of the big challenges in modeling very shallow lakes is implementing heat fluxes over the water surface accurately especially for the latent heat flux (evaporative heat flux).

According to the results, the lake model could be improved in the following ways: (1) improving the temperature boundary condition on the bottom and sides of the lake by considering heat fluxes through the sediments; (2) improving the methods to estimate heat fluxes over the water surface as temperature boundary condition; (3) considering the effects of the reflected penetrated short-wave radiation in the water body as an extra source term in the lake; and (4) an optimization method to find the optimized number of cells and the regions that should be refined in the lake.

The developed approach could be used for water quality, biological and environmental simulations of shallow water bodies as well.
6

SMALL WATER SURFACES AND ATMOSPHERIC BOUNDARY LAYER INTERACTIONS

6.1. INTRODUCTION
In the regional hydrological cycle, small water bodies represent a significant part of the water budget. However, in most of the current mesoscale and global atmospheric models, the influences of small inland water bodies in the surface parametrization are neglected (Swayne et al., 2005). The most important issue of inland water bodies is the lake-atmosphere exchange process which should be considered through water surface fluxes such as momentum, heat convection and evaporation of water (Vercauteren, 2011). In comparison to land surfaces, inland water surfaces such as small lakes and reservoirs have different interactions with the atmospheric boundary layer above them with regards to evaporation, wind speed and heat exchanges over the water surfaces (Swayne et al., 2005). However, implementing these effects in Atmospheric Boundary Layer (ABL) models introduces extra complexities in the ABL simulations especially, in regions with huge numbers of small water surfaces. One complexity of the water-atmosphere interaction in regional climate model comes from the fact that the presence of lakes has significant effects on the atmosphere dynamics due to the change of roughness length, moisture contents and temperature of water versus that of land (Beniston, 1986). The distribution of the sensible and latent heat fluxes can affect the flow on small, regional and global scales (Giorgi and Avissar, 1997; Avissar and Pielke, 1989; Gao et al., 2008; Lyons and Halldin, 2004) where the exchanges of water vapor, heat and momentum over grid cells should be improved for water surface (Pielke and Uliasz, 1998; Wu et al., 2009).

6. SMALL WATER SURFACES AND ATMOSPHERIC BOUNDARY LAYER INTERACTIONS

Understanding and modelling the correlation of the atmospheric boundary layer with its underlying water surface is crucial for a wide range of scientific research such as developing inland water surface evaporation models, atmosphere simulations, and investigating the climate change influences on inland water bodies (Edson et al., 2007; Parlange et al., 1995). Due to the logistical difficulties and economic issues in operating measurements over water surfaces especially for small reservoirs, water-atmosphere interaction commonly has been studied less than land-atmosphere interaction (DeCosmo et al., 1996; Heikinheimo et al., 1999; Sun et al., 2001; Vickers and Mahrt, 2010).

The effect of roughness changes on the atmospheric boundary layer flow has been studied extensively by several researchers, especially in micro-meteorology. Some of these research examined the air flow and flux exchange in ABL by using theoretical analyses (e.g. Bradley (1968); Jackson (1976); Petersen and Taylor (1973); Raupach et al. (1980, 1996)) and some of them used field measurements or wind tunnel studies (e.g. Cao and Tamura (2006); Nadeau et al. (2011); Rider et al. (1964); Dyer and Crawford (1965); Davenport and Hudson (1967); Lang et al. (1974, 1983); Lettau and Zabransky (1968); Panofsky and Townsend (1964); Panofsky and Petersen (1972); Petersen and Taylor (1973); Munro and Oke (1975); Figuerola and Berliner (2005)) to understand the problem of sharp changes in the roughness length. However, measurements of spatial variations in the ABL are challenging and require the use of several pieces of equipment (Mahrt et al., 1994). Most of these research mainly focused on momentum and heat exchange above land.

Previous research works investigated airflow over heterogeneous surfaces such as complex terrains and rural and urban type environments which consist of different surfaces. Vercauteren (2011) investigated the lake-atmosphere process by using the Lake-Atmosphere Turbulent EXchange (LATEX) field measurement over Lake Geneva. Pendergrass and Arya (1984) simulated the effects of sharp roughness changes of rural and urban type surfaces on the development of the Internal Boundary Layer (IBL) under a neutral condition. Fesquet et al. (2009) investigated the influences of different atmospheric stability conditions and fetch effects on ABL turbulent airflow over heterogeneous terrains. They showed that the local turbulence variables such as momentum fluxes are significantly affected by the land surface complexity (Fesquet et al., 2009). By using a three-dimensional Large Eddy Simulation (LES) model, Fesquet et al. (2009) studied the effects of surface inhomogeneities on the ABL flow structure.

A big challenge in simulations of atmospheric boundary layer over the heterogeneous surfaces (for instance a surface consists of land and water surface) is that there are sharp changes of the surfaces’ properties from land to water surface and vice versa. In addition, small inland water bodies usually have a limited fetch and dependent on the fetch values, the airflow over the lakes has time or not to adjust to its underlying water surface. In these cases, the horizontal inhomogeneity can be very important and the effect of this limited fetch still needs to be assessed (Vercauteren, 2011; Brutsaert, 1982). Such strong spatial differences in surface characteristics (temperature, wetness and the roughness) affect the airflow and transfer processes of heat and water vapor, specifically the evaporation rates. In response to these changes, an internal boundary layer develops that characterizes the region influenced by the wet surface.

Following rapid changes in surface properties from land to water or vice versa down-
wind of the step change location, an Internal Boundary Layer (IBL) develops which is strongly dependent on the surface below. In this situation, only the lowest parts of the atmosphere may be affected by the underlying surface conditions and the flow structure in higher levels is usually mainly dependent on the upwind surface conditions (Pendergrass and Arya, 1984).

Measuring airflow parameters on the water surface usually is costly and time consuming. Hence, due to the lack of measurements over the water surface, especially for small and shallow lakes (which are rarely available or usually confined to a single point), modelling the atmospheric boundary layer (ABL) flow would be promising for spatial information of air flow passing from different surfaces. Computational Fluid Dynamics (CFD) simulations help to understand the interactions of inland water bodies with the surrounding atmosphere. CFD as a robust tool can provide the temporal and spatial distribution of airflow parameters in the computational domain, which is difficult to achieve using experimental measurements, to investigate the effects of the water surfaces on the above atmosphere.

The atmospheric boundary layer flow is usually turbulent and fully developed. Studying the turbulent flow in ABL alongside the size of atmospheric domains is an ongoing challenge to simulate realistic atmospheric flows. To simulate the turbulent flow dynamics in the lower atmosphere, the Reynolds Averaged Navier Stokes (RANS) approach has been widely utilized (e.g. Solazzo et al. (2009); Majdoubi et al. (2009); Milashuk and Crane (2011); Anagnostopoulos and Bergeles (1998); Foudhil et al. (2005); Pattanapol et al. (2008); Luna et al. (2003); Liu et al. (1996); Prospathopoulos et al. (2012); Hsieh et al. (2007); Huser et al. (1997)). Although, recently due to the significant growth in computing tools and consequently decreasing the simulation cost, more accurate methods with more computational needs, such as Large Eddy Simulation (LES) is becoming more applicable in ABL studies (e.g Benjamin Martinez (2011); Flores et al. (2013); Beyers et al. (2010); Hertwig et al. (2011); Chamecki et al. (2008); Albertson and Parlange (1999); Porté-Argel et al. (2014); Cancelli et al. (2014); Porté-Argel et al. (2011); Maronga et al. (2013); Esau and Lyons (2002); Bou-Zeid et al. (2004); Vercauteren et al. (2008)). The water surface and land fluxes of momentum, heat and water vapor determine the state of the atmosphere to a large extent. Their accurate parametrization has been recognized as a big challenge to make CFD a more reliable tool for simulation of airflow over the heterogeneous surfaces which include small water surfaces (Cabot and Moin, 1999; Piomelli and Balaras, 2002; Piomelli, 2008). A review of numerical studies of flow over wet surfaces can be found for example in Crosman and Horel (2010).

Considering the dimensions of the computational domain, the global and mesoscale models of atmospheric flow are not applicable to study the small waters effects on airflow because of the hydrostatic pressure assumption and their inabilities in resolving the variations in topography in vertical direction and consequently roughness variations in the simulation (Kim et al., 2000). Fully 2-D and 3-D atmosphere models can be used to provide reliable predictions considering various conditions to investigate the airflow in the ABL. Although, adding the third dimension to the model, usually makes the model more complex and expensive due to the high computational requirements, these three-dimensional models provide accurate airflow predictions over the complex terrain which is not possible with one- or two-dimensional simulations (Joubert et al., 2012).
In the present research, the state of the airflow in the atmosphere as it passes from a dry land surface to a wet (water) surface is considered. The effect of a surface transition and sharp changes in surfaces properties (such as roughness length, wetness and temperature) on the flow are investigated. In addition, the atmospheric stability conditions are considered in the simulation to study the effect of stability conditions on the airflow over a non-homogeneous surface. The RANS approach is used to study the airflow and heat fluxes above a small inland water surface surrounded by arid lands.

6.2. Model Structure
In atmospheric boundary layer (ABL), the flow is represented by the conservation laws of mass, momentum and energy. Combining the airflow and heat transfer in the ABL introduces extra complexities to the simulation. Even though the thermodynamic properties of air are assumed to be constant, the buoyancy body force term in the momentum equation is added allowing one to relate density changes to temperature in ABL. In the model developed in this study, it is assumed that the ABL airflow is incompressible and fully three-dimensional.

The RANS approach has been applied to simulate the ABL flow due to its computational feasibility. Although, using other approaches such as Direct Numerical Simulation (DNS) or Large Eddy Simulation (LES) methods would generate more precise results, they are not applicable in most of ABL airflow modelling because applying these approaches for real-life complex geometries needs a very fine computational grid and consequently, high computational resources (Wakes et al., 2010). Based on the turbulence model used, the numerical scheme, and the discretization technique, wide range of RANS models with different complexity levels have been developed in ABL modeling. In using the RANS approach to resolve the turbulence of the airflow, some (zero, one, two or even more) additional equations must be solved alongside the flow equations (Prospathopoulos et al., 2012; Tsanis, 2006; Tritton, 2007).

The different phases of the ABL modelling framework developed in this study is illustrated in Figure 6.1.

6.2.1. Governing Equations
The Navier Stokes equations, as a widely used approach, are solved to model the airflow, heat (temperature) and water vapor (specific humidity) transfer over the inland water surface and its surrounding lands. With the assumption of the pressure work being negligible, the following conservation equations can be derived for mass, momentum and energy respectively (Defraeye et al., 2012; Ferziger and Perić, 2002; White, 1991; Massel, 1999; Zhang et al., 2005):

\[
\frac{\partial u_i}{\partial x_i} = 0 \quad (6.1)
\]

\[
\frac{\partial u_i}{\partial t} + \frac{\partial}{\partial x_j} (u_j u_i) - \frac{\partial}{\partial x_j} \left\{ v_{eff} \left[ \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} \left( \frac{\partial u_k}{\partial x_k} \right) \delta_{ij} \right] \right\} = - \frac{1}{\rho_k} \frac{\partial p}{\partial x_i} + g_l \left[ 1 - \beta \left( T - T_{ref} \right) \right] \quad (6.2)
\]
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\[ \frac{\partial T}{\partial t} + \frac{\partial}{\partial x_i} (Tu_i) - \alpha_{\text{eff}} \frac{\partial}{\partial x_k} (\frac{\partial T}{\partial x_k}) = 0 \]  \hspace{1cm} (6.3)

\[ \frac{\partial q}{\partial t} + \frac{\partial}{\partial x_i} (qu_i) - \chi_{\text{eff}} \frac{\partial}{\partial x_k} (\frac{\partial q}{\partial x_k}) = 0 \]  \hspace{1cm} (6.4)

where \( u_i \) is the velocity component in \( x_i \) direction (\( ms^{-1} \)), \( p \) is pressure (\( Pa \)), \( T \) is temperature (\( K \)), \( q \) is specific humidity (\( g kg^{-1} \)), \( \nu_{\text{eff}} = \nu_0 + \nu_t \) is the effective kinematic viscosity (\( m^2 s^{-1} \)), with \( \nu_0 \) and \( \nu_t \) denoting molecular and turbulent viscosity, respectively, \( g_i \) the gravity acceleration components (\( ms^{-2} \)), \( \beta \) the coefficient of expansion with temperature of the air (\( J kg^{-1} K^{-1} \)) and \( \delta \) is the delta of Kronecker (dimensionless), \( \alpha_{\text{eff}} = \alpha_0 + \alpha_t \) is effective heat transfer conductivity (\( m^2 s^{-1} \)), with \( \alpha_0 \) and \( \alpha_t \) denoting molecular and turbulent thermal conductivity of air, respectively, and \( \rho_k \) is the effective (driving) kinematic density (dimensionless) and \( \chi_{\text{eff}} \) effective water vapor transfer coefficient (in this study it is assumed that \( \chi_{\text{eff}} = \alpha_{\text{eff}} \)).

The Boussinesq approximation is valid under the assumption that density differences are sufficiently small (as this study) to be neglected, except where they appear in the term multiplied by \( g_i \) (Fredriksson, 2011; Corzo et al., 2011). According to White (1991) and Ferziger and Perić (2002), the Boussinesq approximation introduces errors less than 1% for temperature variations of 15 \( K \) for air. In the model developed here, for incompressible flows the density of air is calculated as a linear function of temperature changes.
In the current model, a constant value for $\beta$ (it is assumed air is an ideal gas) is used. Heat transfer conductivity in atmosphere can be given by:

$$
a_{eff} = a_t + a_0 = \frac{v_t}{Pr_t} + \frac{v_0}{Pr}
$$

where $Pr_t$ is turbulent Prandtl number and $Pr$ is Prandtl number.

### 6.2.2. Turbulence Model Formulation

In ABL simulation, turbulence is not negligible and plays an important role (Crasto, 2007). Different turbulence models have been developed and applied in ABL simulations. The turbulence closures are applied in order to solve the Reynolds stresses and the scalar transport terms in the RANS approach. Investigation of different turbulence models used in RANS is beyond the aims of this study and the comprehensive study of the turbulence models can be found in Computational Fluid Dynamics books (e.g. Cebebi (2004); White (1991); Ferziger and Perić (2002), etc.).

Standard $k-\epsilon$ (SKE) and realizable $k-\epsilon$ (RKE) models are used widely in most of CFD simulations. These turbulence approaches due to the relatively low computational needs, are considered as promising turbulence models in wide-range of applications (Silvester et al., 2009). The semi-empirical standard model introduces two more transport equations for the turbulence kinetic energy ($k$) and the dissipation rate of kinetic energy ($\epsilon$) in the flow equation system. Kim et al. (1997) and Kim and Patel (2000) showed that in comparison with other two-equation turbulence models, the $k-\epsilon$ model requires less computational resources and can solve the airflow in ABL without loss of accuracy. Various two equation models (such as $k-\omega$) similar to the standard $k-\epsilon$ model are available which need extra input parameters. In these models, the transport equation for $k$ is derived mathematically while $\epsilon$ is based upon empirical definition (Silvester et al., 2009). According to Silvester et al. (2009), the standard $k-\epsilon$ performs poorly for flows with steep pressure gradients and in cases with complex flows. The poor performance of $k-\epsilon$ model mainly relates to imprecision in the $\epsilon$ equation (Hussein and El-Shishiny, 2009). However, the standard $k-\epsilon$ model is mostly used for atmospheric boundary layer models. In simulating airflow alongside heat transfer in the regional atmosphere, it was found that the realizable $k-\epsilon$ model is robust with reasonable accuracy and provides better results than the standard or other traditional $k-\epsilon$ models (Shih et al., 1995; Wang, 2013; Joubert et al., 2012). In this turbulence model, the Reynolds stresses are limited by physical-based mathematical constraints (Rohdin and Moshfegh, 2007). In the RKE turbulence model, dissipation rate for fluctuation is approximated by the dynamic equation vorticity. In addition, the RKE is expected to accurately predict the flow variables and likely to enhance the stability of employed numerical schemes in ABL turbulent flow simulations.
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(Shih et al., 1995). In the RKE model, the turbulence kinetic energy \( k \) and the turbulent dissipation rate \( \varepsilon \) are obtained from:

\[
\frac{\partial k}{\partial t} + \frac{\partial}{\partial x_j} (k u_j) = \frac{\partial}{\partial x_j} \left( \frac{v_t}{\sigma_k} \frac{\partial k}{\partial x_j} \right) + v_T \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \frac{\partial u_i}{\partial x_j} - \varepsilon + G_k + G_b
\]

(6.9)

\[
\frac{\partial \varepsilon}{\partial t} + \frac{\partial}{\partial x_j} (\varepsilon u_j) = \frac{\partial}{\partial x_j} \left( \frac{v_t}{\sigma_\varepsilon} \frac{\partial \varepsilon}{\partial x_j} \right) + C_1 \varepsilon - C_2 \frac{\varepsilon^2}{k + \sqrt{\nu \varepsilon}} + C_3 \frac{\varepsilon}{k} G_b
\]

(6.10)

where \( k \) is the turbulence kinetic energy, \( \varepsilon \) is the dissipation rate of turbulence kinetic energy, \( v_0 \) and \( v_t \) are molecular and turbulent viscosity respectively, \( G_b \) is the production of turbulent kinetic energy by the buoyancy, and \( G_k \) is the production of turbulent kinetic energy by the mean velocity gradient. The parameter \( C_3 \) is the ratio of the velocity functions in the vertical and longitudinal directions and is not constant but instead depends on the flow conditions (Lee, 2007):

\[
C_3 = \tanh \frac{w}{U_h} |\]

(6.11)

where \( U_h \) and \( w \) are the components of the airflow velocity perpendicular and parallel to the gravitational vector, respectively. The coefficient \( C_1 \) is evaluated as (Shih et al., 1995):

\[
C_1 = \max \left( 0.43, \frac{\zeta}{\zeta + 5} \right)
\]

(6.12)

\[
\zeta = S \frac{k}{\varepsilon}
\]

(6.13)

\[
S = \sqrt{2 S_{ij} S_{ij}}
\]

(6.14)

\[
S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)
\]

(6.15)

and the turbulent kinematic viscosity is given by

\[
\nu_t = C_\mu \frac{k^2}{\varepsilon}
\]

(6.16)

\[
C_\mu = \frac{1}{A_0 + A_s \frac{k U^*}{\varepsilon}}
\]

(6.17)

\[
U^* = \sqrt{S_{ij} S_{ij} + \Omega_{ij} \Omega_{ij}}
\]

(6.18)

\[
A_s = \sqrt{6} \cos \phi
\]

(6.19)

\[
\phi = \frac{1}{3} \cos^{-1}(\sqrt{6} W)
\]

(6.20)

\[
W = \frac{S_{ij} S_{jk} S_{ki}}{\tilde{S}^3}
\]

(6.21)

\[
\tilde{S} = \sqrt{S_{ij} S_{ij}}
\]

(6.22)
\( \Omega_{ij} \) represents the mean rate-of-rotation tensor to capture rotational effects on the flow field. The production of turbulent kinetic energy by the mean velocity gradient \( (G_k) \) is written as:

\[
G_k = \nu_t S^2
\]

In the current ABL airflow modelling, due to the existence of temperature gradient alongside the non-zero gravity field, the production of turbulent kinetic energy by the buoyancy is included in the \( k \) and \( \epsilon \) equations \((G_b \text{ in Equation (6.9) and Equation (6.10)})\). The generation of turbulence due to buoyancy is given by

\[
G_b = \beta g_i \frac{v_i}{Pr_t} \left[ \frac{\partial T}{\partial x_i} - \frac{g_i}{C_p} \right]
\]

where \( Pr_t \) is the turbulent Prandtl number (a dimensionless number defined as the ratio of momentum diffusivity to thermal diffusivity where controls the relative thickness of the momentum and thermal boundary layers). For standard and realizable \( k-\epsilon \) models, default value of \( Pr_t \) for air is 0.71 \((\text{Fluent}, 2006)\). \( g_i \) is gravitational vector components, \( C_p \) is specific heat of air and \( T \) is (air) temperature. In unstable atmospheric conditions \( G_b > 0 \) and according to \( k \) equation \((\text{Equation (6.9)})\) the turbulence kinetic energy tends to be increased. In contrast to the unstable conditions, for stable stratification in ABL where \( G_b < 0 \), buoyancy force disrupts the turbulence intensity. To investigate the influence of atmospheric stability conditions on the airflow in ABL, the buoyancy terms in the \( k \) and \( \epsilon \) should be implemented in turbulence model. While the process of generation of turbulence due to buoyancy on turbulent kinetic energy \( (k) \) is relatively clear, the effect of buoyancy on the dissipation rate of kinetic energy \( (\epsilon) \) is less understood \((\text{Fluent}, 2006)\). In the current model, the buoyancy effects on both \( k \) and \( \epsilon \) are included in turbulence model given by Equation (6.24). To take into account the buoyancy effects on \( \epsilon \), the non-constant parameter \( C_{\epsilon 3} \) is used as defined in Equation (6.11).

Exploring a wide-range of turbulent flow experiments \((\text{e.g. Shih et al. (1995) and Pieterse (2013)})\), values of the model constants of the realizable turbulence approach in the Equation (6.9) and (6.10) are:

\[
C_{\epsilon 1} = 1.176; \quad C_{\epsilon 2} = 1.92; \quad \sigma_k = 1.0; \quad \sigma_\epsilon = 1.3; \quad A_0 = 4.0
\]

### 6.3. Atmospheric Stability Condition

The turbulent airflow in ABL is strongly influenced by the atmospheric stability conditions \((\text{Garratt, 1994})\). Some attempts have been made to take into consideration the stability effects in simulating the turbulent ABL \((\text{Alinot and Masson, 2005; Huser et al., 1997; Meissner et al., 2009; Pontiggia et al., 2009})\). In non-neutral conditions, the applied turbulence model should account for both shear and buoyancy produced turbulence terms. To consider the effects of atmospheric stability conditions in the ABL flow, the conservation of energy (or temperature), is included in the governing equations and coupled with the momentum equation. The buoyancy forces are taken into consideration using the Boussinesq approximation for buoyancy, and density variations are introduced only into the gravity terms of the momentum equations \((\text{Alinot and Masson, 2005; Meissner et al., 2009; Pontiggia et al., 2009})\). Additionally to buoyancy forces, thermal stratification in ABL has a significant impact on the turbulence characteristics. Therefore, the
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The turbulence model has to be modified to take into account the generation and destruction of turbulence due to buoyancy. This is typically done via buoyancy term in $k$ and $\varepsilon$ equations. For determining the buoyancy related term in turbulence equations different approaches exist in the literature, and their formulations differ greatly (Huser et al., 1997; Sogachev et al., 2012; Vendel et al., 2010).

Generally, two different approaches can be applied for considering the atmospheric stability conditions in the ABL simulations. In the first approach, the stability conditions are implemented in the vertical profiles of temperature and other parameters at the inflow boundary (free stream stability approach). To prepare these vertical profiles at the inflow, the stability conditions should be prescribed. This method is applied in Section (6.6). In the second approach, the stability conditions are implemented in time and location varying surface (skin) temperature or time-dependent non-uniform heat fluxes on the surface (surface stability approach) (Koblitz et al., 2013). In comparison with heat fluxes, using (measured) temperature values on the surfaces is more straightforward and introduces less uncertainties in the simulations. Due to the transient nature of ABL flow, in both approaches the applied boundary conditions at the inflow and bottom boundaries are unsteady and vary with height and time (Section (6.5)).

6.3.1. Solver Specifications

Steady-state solvers have been applied in many ABL simulation cases to predict the mean flow characteristics (Prospathopoulos et al., 2012). However, in some cases such as the current study, the steady flow assumption is not strictly valid and would make large errors in the simulations, even in the micro-scale. Abrupt changes in the surface characteristics, time-dependent meteorological parameters, combining heat transfer with wind flow simulation, and unsteady (transient) boundary conditions especially over the water surface make it necessary to develop an unsteady solver to estimate flow parameters in this study.

The developed solver in the current study solves the governing equations in the model described in Section (6.2.1) alongside the turbulence model equations described in Section (6.2.2) using the described boundary and initial conditions (Section (6.5.1)). The ABL airflow equations are discretized using the Finite Volume Method (FVM) in open-source code OpenFOAM. The OpenFOAM (Open Source Field Operation and Manipulation) toolbox includes open source C++ libraries released under the general public license (GPL). Using pre-configured built-in libraries, one can build his own numerical solvers for solving the desired ABL airflow problems (Chen et al., 2014). The pre-configured solvers were modified and used for the current study. Considering the buoyancy effects in turbulence equations is an example of modification in the standard available solvers and libraries.

Furthermore, and unlike most of the commercial codes now available (e.g. ANSYS-FLUENT, FIDAP, PHOENICS, STAR-CD, etc.), the pre-configured solvers and utilities in OpenFOAM could be extended to generate strictly customized tools and boundary conditions (BC). As OpenFOAM is available free and open-source, it would be a promising tool for research due to its adaptability to specific case studies. In addition, in contrast to the commercial CFD packages, using OpenFOAM does not need any expensive licenses neither for industrial or academic purposes (Benjamin et al., 2011). The free availabil-
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ity of this open source CFD software alongside its robustness could be a very attractive motivation to use it in developing countries (Balogh et al., 2012).

The developed OpenFOAM-based incompressible solver in the current context computes the airflow variables in the atmospheric boundary layer over a non-homogeneous surface. The presented solver has been built on the built-in solver in OpenFOAM called buoyantBoussinesqPimpleFoam, and some corrections, improvements and additions have been done to adapt it to the specific case study. This unsteady finite volume solver was used in this study to simulate airflow and heat transfer in the atmospheric boundary layer.

SOLVING ALGORITHM

One of the main advantages of OpenFOAM is that allows one to employ desired specific solver for each of the governing equations. According to the results of some similar simulations, throughout this work, the Euler blended Crank-Nicholson method was used to discretize the temporal term. This is a first-order, bounded implicit method and the SmoothSolver for the momentum, \(k\), \(\varepsilon\), \(T\) and \(q\) equations is used with a GaussSeidel smoother (Gauss refers to the standard finite volume discretization of Gaussian integration). For solving the pressure equation, the GAMG (Geometric-algebraic multi-grid) solver is employed. Multi-grid solvers (such as GAMG) decrease the computational time and show appropriate performance in problems of airflow over the complex terrains. This solver is specially convenient and fast in highly dense domains. It first generates a quick solution on a coarser mesh (with a small number of cells) and then maps the resolved field data onto a finer mesh to obtain an accurate solution. Regarding the spatial discretization, gradient terms were solved by the 2\(^{nd}\) order linear interpolation (Gaussian), divergence terms were solved by the 2\(^{nd}\) order upwind interpolation (Gaussian) and Laplacian terms were solved by the 2\(^{nd}\) order linear interpolation with explicit non-orthogonal corrections. To improve the stability of the computations, the relaxation parameters (which limit the variable changes from one iteration to the next iteration) are set to 0.3 for pressure and 0.5 for the other variables.

The PIMPLE method was employed for pressure-velocity coupling. PIMPLE algorithm combines the PISO (pressure implicit with splitting of operators) and SIMPLE (semi-implicit method for pressure-linked equations) algorithms to rectify the second pressure correction and correct both velocity and pressure explicitly. This algorithm allows one to use larger time steps than the PISO algorithm. Due to the transient conditions of flow in the ABL, an adaptive time-stepping technique based on Courant-Friedrick-Levy-number (CFL-number) is used (Bechmann, 2006):

\[
CFL = \Delta t_{\text{max}} \left(\frac{|u|}{\Delta x}, \frac{|v|}{\Delta y}, \frac{|w|}{\Delta z}\right) \leq 1 \tag{6.26}
\]

where \(CFL\) is Courant-Friedrick-Levy-number, \(u\), \(v\) and \(w\) are the velocity components in \(x\)-, \(y\)- and \(z\)-directions respectively. In this study, the maximum value of global \(CFL\) is adopted to 0.5. For larger time steps, numerical dissipation increases as the \(CFL\) number increases and the model will be more unstable (Wang, 2013; Ferziger and Perić, 2002).

The problems that arise in solving these equations are memory related issues and also the run time (to obtain a solution) when running the model. As stated earlier on,
the core of the model is based on OpenFOAM and, therefore the framework offers parallelization features. Hence, the model can be decomposed and ran on a relatively large number of processors, either on supercomputers or HPC clouds to reduce the simulation time.

6.4. Computational Domain

Computational domain is extended 3500 m in $x$–direction, 1850 m in $y$–direction and more than 500 m upwards ($z$–direction) in order to allow the flow to settle and avoid interaction between boundary conditions and the developing flow (Joubert et al., 2012; Prospathopoulos and Voutsinas, 2006; Vinnichenko et al., 2011). As shown in Figure 6.2, the extension of the computational domain downwind of the water body is larger than the upwind distance to minimize the effects of outflow boundary on the airflow. The shape of the water surface is the primary input for building the computational domain in the current simulation. The water surface shape, though relatively small, induces complex 3D flow in ABL. During the simulation time (one day), changes of the water level with an average value of 0.006 m were ignored and a constant level was assumed for the water surface. The water surface shape was generated from the roughly measured bathymetry using the approach proposed by Abbasi et al. (2015a).

Figure 6.2: Plan view of computational domain, water surface outlines and grid refining region.

6.4.1. Mesh Generation

Generating and applying a good computational grid is a very important step in performing reliable CFD simulations especially in complex terrains. Generally, in ABL simu-
lations, grid generation remains a significant challenge for CFD simulations. Using a computational grid with highly skewed, non-orthogonal differential cells will produce significant errors in solving the governing equations. Indeed, meshing complex terrains is not straightforward and is very case-sensitive especially for heterogeneous surfaces with sharp changes in their properties. The generated mesh must accurately represent the shape of the water surface and its surrounding terrain. To improve the generated computational grid, concentration of grid points near the lake’s boundary and near the bottom boundary (wall) are more clustered to cover the sharp changes in surface properties. Refining the computational mesh only at specific regions can reduce significantly the computational cost (Prospathopoulos et al., 2012). In addition, refining the grid at regions with abrupt changes in surface characteristics increases the representation accuracy of the terrain and the predictions accuracy as well. The quality of the mesh which, in turns, have a clear impact on the accuracy of any CFD simulations (Rhoads, 2014) and affects significantly the convergence speed and the accuracy of the modelling.

The proposed framework uses a right hand coordinate system (typically used in simulations), with the $z$–axis positive in the upward direction (normal to the water surface). The origin is located in the lower left-hand corner of the mesh when viewed in the $xy$–plane. Keeping with this convention in the model, the $x$–axis is aligned to be positive in the easterly direction, with the $y$–axis positive in the northerly direction. Horizontal grids are generated by following the geometrical boundaries (water surface and land) available in the computational domain. For the vertical direction the grid points are clustered near the water surface and at the location of abrupt changes to resolve the turbulent flow field and capture flow parameters such as temperature and shear stress distributions in the most dynamic zones. Figure 6.3 shows the generated grid’s details.

The vertical grids near the lower surface should be sufficiently fine to be able to capture the large thermal and velocity gradients present in this region.

In this work, the computational grid was generated with snappyHexMesh (sHM) utility available in OpenFOAM. sHM as a powerful script-driven tool, which generates unstructured mesh containing hexahedra and split-hexahedra cells (Brockhaus, 2011). snappyHexMesh proved to be very flexible with different domain configurations. sHM allows to use STL (STereoLithography / Standard Triangle Language) files which represent the small water surfaces in complex heterogeneous surfaces. Although using unstructured meshes allows for local mesh refinement and facilitates the transition between regions with different mesh densities, they are more costly than structured meshes. Unstructured meshes are being used widely in ABL simulations due to their flexibility and the adaptation capability (Kim and Boysan, 1999). The final mesh used in this simulation consists primarily of hexahedral cells (1144900 cells) with some polyhedral cells (17268 cells). The choice of mesh size is based on the available computational resources and the resolution required to get accurate results as well. This mesh should be refined sufficiently near the bottom boundary (Abbasi et al., 2015a). The final computational grid is shown in Figure 6.4. In the current simulation, the effect of the roughness of surfaces is applied by using wall functions which introduce some restrictions on the minimum height of the first cell above the bottom surface. This requires the first cell center adjacent to the wall should not be smaller than the roughness height (it means it should be placed within the logarithmic region of the boundary layer) (Joubert et al., 2012; Wakes...
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Figure 6.3: Defined different zones in height (z-direction) to generate computational grid. Properties of generated mesh in each zone are presented.

et al., 2010). According to the roughness lengths of the bottom surfaces (land and water surface) the height of the first cells near the wall could be very large (a cell size of 3.5 and 0.25 m should be chosen for the cells adjacent to the land and water surface respectively) and with this cell size, there would be big errors in simulations. To conquer this
problem, the first cell is placed on top of the roughness elements and the boundary conditions will be modified. Displacing the first model level by \( z_0 \) (where \( z_0 \) is the surface roughness length) has the advantage that in the case of large roughness changes (e.g. land) there are no minimum height restrictions for the first cells (Koblitz et al., 2013).

### 6.5. Initial and Boundary Conditions

#### 6.5.1. Initial Conditions

The initial conditions have no effect on the results of the simulations, however, it is strictly suggested to assign real initial conditions in the model. Implementing correct initial conditions in the model could be useful in converging the simulations and reduce the simulation time specially for first time steps. As in most cases, often there is no sufficient data to generate the initial distribution of airflow parameters, therefore the vertical profiles in the inflow at the start time of simulation (at \( t = 0 \)) are applied throughout the entire domain as initial condition (Section (6.6)). Implementing the initial condition (simple or complex) is done by `funkySetField` tool available in `swak4Foam` libraries, which are python-based functions applicable alongside OpenFOAM. To prevent the numerical instabilities, for turbulence parameters, it is suggested to impose a weak initial turbulence level (a non-zero turbulence condition) in ABL simulations (Verdier-Bonnet et al., 1999).

#### 6.5.2. Boundary Conditions

As shown in Figure 6.4, the modelled computational domain has seven defined physical boundaries: Inflow boundary as the upwind boundary; Outflow as the downwind boundary; two boundaries parallel to the wind direction (Back and Front); two walls to represent the water surface (Water Surface) and the surrounding terrain (Terrain); and the Top boundary as the vertical extension of the domain.

**Inflow Boundary**

As the available measurements in most ABL studies are not sufficient to determine the velocity field at the inflow boundary of the computational domain, assuming neutral atmospheric conditions, the logarithmic law is used for the vertical distribution of the inflow velocity. The vertical profiles should represent the characteristics of upstream terrain (Blocken et al., 2007; Prospathopoulos and Voutsinas, 2006). The implementation of the logarithmic velocity profile in this region where the inflow and bottom boundary meet would improve the stability of simulation. Inflow boundary conditions for \( u_i \), \( k \) and \( \varepsilon \) respectively are given by the following equations (Blocken et al., 2007; Joubert et al., 2012; Yang et al., 2009):

\[
\begin{align*}
    u &= \frac{u^*_s}{k} \ln \left( \frac{z + z_0}{z_0} \right); \quad v = 0; \quad w = 0 \\
    k &= \frac{u^*_s^2}{\sqrt{C'_{\mu}}} \sqrt{C'_1 \times \ln \left( \frac{z + z_0}{z_0} \right) + C'_2} \\
    \varepsilon &= \frac{u^*_s^3}{k(z + z_0)} \sqrt{C'_1 \times \ln \left( \frac{z + z_0}{z_0} \right) + C'_2}
\end{align*}
\]
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where \( u_\ast \) is the friction velocity \([ms^{-1}]\) given by:

\[
u_\ast = \frac{u_{\text{ref}}K}{\ln\left(\frac{z_{\text{ref}} + z_0}{z_0}\right)}
\] (6.30)

where \( u, v \) and \( w \) are velocity components in \( x-\), \( y- \) and \( z- \) directions respectively, \( \kappa \) is the von Karman constant (\( \approx 0.4187 \)), \( z_0 \) is the aerodynamic roughness length \([m]\), \( z \) is the vertical distance above the bottom surfaces \([m]\), \( C'_1 \), \( C'_2 \) and \( C_\mu \) are constant where \( C'_1 = -0.01 \), \( C'_2 = 1.23 \) and \( C_\mu = 0.033 \) (ÖSullivan et al., 2011), and \( u_{\text{ref}} \) is the wind speed measured at the reference height \( (z_{\text{ref}}) \). In the described vertical profiles of the mean horizontal wind speed \( U \), turbulent kinetic energy \( k \) and turbulent dissipation rate \( \varepsilon \), it is assumed that the ABL is neutral condition (i.e. the turbulence originates from friction and shear forces and the effect of thermal stratification is ignored) (Yang et al., 2009). If the measurements of the atmospheric stability conditions are available, the profiles could be modified to take into account the real conditions at inflow boundary (Section 6.6). In this study, the roughness length for terrain surrounding the water surface (lake) is assumed \( z_0 = 0.13 \ m \), which represents a land surface with sparse vegetation (Bagayoko et al., 2007).

**Top Boundary**

The top boundary is positioned high enough (about 500 \( m \)) above the top of the boundary layer and the no-flux condition can be imposed for the velocity field (Churchfield, 2013; Prospathopoulos and Voutsinas, 2006). Physically in this boundary condition, the velocity is tangential to the boundary:

\[
u = U_\infty; \quad v = w = 0; \quad \frac{\partial k}{\partial z} = 0; \quad \frac{\partial \varepsilon}{\partial z} = 0; \quad \frac{\partial q}{\partial z} = 0; \quad T = T_\infty
\] (6.31)

where \( u, v \) and \( w \) are velocity components in \( x-\), \( y- \) and \( z- \) directions respectively, \( U_\infty \) prescribing the value corresponding to the inflow velocity profile at the height of the top boundary, and \( T_\infty \) prescribing the value corresponding to the inflow temperature profile at the height of the top boundary. For other flow variables, it is assumed that the fluxes across the top of the domain are zero and hence a symmetry condition (no-gradient) is used.

**Outflow Boundary**

At outlet boundary, the flow that leaves the domain is typically not known before solving the flow. However, in most ABL simulations fully developed flow conditions (zero-normal gradient condition) are imposed on the outflow boundary which introduces errors (Benjamin et al., 2011; Hussein and El-Shishiny, 2009). As the flow in homogeneous ABL is not fully developed, this assumption introduces some errors in the flow parameters. To minimize the errors due to this assumption, the outflow boundary is placed far downstream of the area of interest (water surface) (Koblitz et al., 2013). The following conditions are assumed as boundary conditions at the outflow:

\[
\frac{\partial u}{\partial x} = 0; \quad \frac{\partial v}{\partial x} = 0; \quad \frac{\partial w}{\partial x} = 0; \quad \frac{\partial k}{\partial x} = 0; \quad \frac{\partial \varepsilon}{\partial x} = 0; \quad \frac{\partial q}{\partial x} = 0; \quad \frac{\partial T}{\partial x} = 0
\] (6.32)
LATERAL BOUNDARIES
For the lateral boundaries (Back and Front) which are oriented parallel to the wind direction, slip boundary condition is imposed which represents the fully developed flow conditions on the lateral boundaries Prospathopoulos and Voutsinas (2006):

\[
\frac{\partial u}{\partial z} = 0; \quad \nu = 0; \quad \frac{\partial w}{\partial z} = 0; \quad \frac{\partial k}{\partial z} = 0; \quad \frac{\partial e}{\partial z} = 0; \quad \frac{\partial q}{\partial z} = 0; \quad \frac{\partial T}{\partial z} = 0 \quad (6.33)
\]

As shown in Equation 6.33, slip boundary represents a zero-gradient condition for scalar parameters (such as \(k\) and \(e\)) and for the tangential components of velocity vector (i.e. \(u\) and \(v\)) and defines fixed value (zero) for the normal component (i.e. \(w\)) of velocity.

BOTTOM BOUNDARY
In the desired computational domain, the bottom boundary encompasses two surfaces with different properties, land surface and water surface. Heterogeneous surfaces which contain different surfaces, make the airflow over the surface complex. Wind flow over the heterogeneous surfaces is strongly affected by the surfaces’ roughness length. In order to simulate airflow over the water surface and its surrounding accurately, the boundary conditions for bottom surfaces must be correctly selected (Luna et al., 2003; Wakes et al., 2010). The lower boundary conditions (water and land surfaces) use wall functions. Using the wall functions, the airflow is not solved explicitly in the immediate vicinity of the bottom surface and the effects of surfaces on the airflow are modelled through wall function by using proper aerodynamic roughness length (\(z_0\)) values (Foudhil et al., 2005).

Using a wall function besides RANS method for the ABL has the limitation of inconsistency in the turbulence model, the fully developed inflow and the standard wall boundary conditions (Balogh et al., 2012). Generally, to solve this limitation, it is required that the vertical distance of the first cell’s center point (\(z_p\)) of the wall-adjacent cell (bottom boundary) should be larger than the physical roughness height (\(k_s\)) of the surface (Blocken et al., 2007). It is therefore suggested that the position of the center point of the first cell near the wall should be larger than or at least equal to the physical roughness height (\(z_p \gtrsim k_s\)). Physically, it is not meaningful to have grid cells within the physical roughness height (Benjamin Martinez, 2011; Blocken et al., 2007).

The physical roughness height (\(k_s\)) is a function of the aerodynamic (momentum) roughness length (\(z_0\)) of the surface and can be computed as following Prospathopoulos and Voutsinas (2006):

\[
k_s = \frac{E}{C_s} z_0 \quad (6.34)
\]

where \(E\) represents the empirical constant (\(\approx 9.793\)) and \(C_s\) is the roughness constant which contains the type of roughness. Due to the lack of specific guidelines on determining the value of roughness constant, generally its default value for sand-grain roughened pipes and channels (\(\approx 0.5\)) is used (Blocken et al., 2007).

Using standard wall functions in one hand, requires a refinement of the mesh near the rough wall to capture the high gradients in flow parameters and in the other hand, introduces the constraint of placing the first computational node (at least \(k_s\) away from the wall). To solve this contradictory, the roughness height (\(z_0\)) is included in the vertical profiles of the inflow boundary conditions presented in Equation (6.27) through
6.6. VALIDATION OF THE MODEL

The main aim of using numerical models in ABL simulations is to provide predictions that represent the real air flow field with a reasonable accuracy (Wakes et al., 2010). Generally, to validate a numerical simulation, accurate measured data from full-scale observations are necessary. In ABL modelling, because of the practical difficulties in taking full-scale measurements, these measurements are rare (Kim and Patel, 2000). In the current study, to validate the solver developed, turbulence models for different atmospheric stability conditions and the performance of implemented boundary and initial conditions, three models with different stability conditions according to Pieterse (2013) were selected. The details of the validated cases are summarized in Table 6.1. To validate the model using the pre-described parameters in Table 6.1, the computational mesh, initial conditions, and turbulence model equations were adopted from Pieterse (2013). As in these cases the stability parameters are known, the first approach (free stream stability approach) described in Section (6.3) was used to implement stability conditions in the simulations hence, the inlet profiles were modified as below:

\[ u(z) = \frac{u_*}{k} \left[ \ln \left( \frac{z + z_0}{z_0} \right) - \Phi_m(\zeta) \right] \]  

(6.35)

Equation (6.30). By employing these inflow boundary conditions, the first cell can be displaced on top of the roughness elements (\(z_0\)) and therefore, in the case of large roughness changes (e.g. water to land) there are no minimum height restrictions for the first cell (Koblitz et al., 2013).

Changes in surface roughness (from dry land to water surface) cause the local profiles of wind speed, temperature and turbulence to be out of equilibrium and make the flow fully three-dimensional and more complex than flow over a flat terrain. For the land surrounding the lake, by ignoring the changes of roughness with wind speed due to the low to moderate wind speed values (Prospathopoulos et al., 2012), and considering the type of crops around the water surface, the average roughness length assumed \(z_0 = 0.13\ m\), which represents a land surface with sparse vegetation (Bagayoko et al., 2007). For the water surface, the roughness length was assumed \(z_0 = 10^{-4}\ m\) which seems to be appropriate on this type of water surfaces with low to moderate wind speed (Vercauteren, 2011).

For temperature boundary condition over the bottom surface, the measured surfaces temperature (for both water and land surface) can be used directly (Dirichlet boundary condition), or the heat flux values as the cooling or warming forces can be specified (Neumann boundary condition). Changes in temperature of bottom surface might occur mainly due to the heat exchange across the bottom surface and air interface. Accurate estimation of heat fluxes is extremely important in the simulation of temperature dynamics over the ground (bottom) surface. In this study, both approaches for temperature boundary conditions stated above are used to compare the performance of the suggested boundary conditions. Obviously, using the Dirichlet boundary condition for temperature on the bottom surface has less uncertainties and could decrease the computational time. For the last approach and its details, especially over the water surface, the reader is referred to a paper currently submitted for publish (Abbasi et al., 2015a).
\[ T(z) = \frac{T_*}{\kappa} \left[ \ln \left( \frac{z + z_0}{z_0} \right) - \Phi_h(\zeta) \right] + T_0 - \frac{z}{C_p} \]  

(6.36)

where \( \zeta = \frac{z}{L} \) is the stability parameter, \( L \) is the Monin-Obukhov length and is defined as:

\[ L = \frac{u'^2 T_0}{\kappa g T_*} \]  

(6.37)

where \( C_p \) is the specific heat of air, \( g \) is the gravity acceleration, \( T_0 \) is the temperature at ground level and \( T_* \) is the scaling temperature defined as

\[ T_* = -\frac{q_0}{\rho C_p u_*} \]  

(6.38)

where \( q_0 \) is the heat flux from the surface, \( \rho \) is air density, \( \Phi_h \) and \( \Phi_m \) are the integrated forms of the similarity functions and are given by

\[ \Phi_h = \Phi_m = -5 \frac{z}{L} \]  

(6.39)

\[ \Phi_m = \ln \left[ \left( \frac{1 + x^2}{2} \right) \left( \frac{1 + x^2}{2} \right) \right] - 2 \tan^{-1} x + \pi/2 \]  

(6.40)

\[ \Phi_h = 2 \ln \left( \frac{1 + x^2}{2} \right) \]  

(6.41)

where:

\[ x = \left( 1 - 16 \frac{z}{L} \right)^{1/4} \]  

(6.42)

For turbulence parameters, the inlet profile considering the stability conditions could be written as

\[ \varepsilon(z) = \frac{u'^3}{\kappa z} \varphi_\varepsilon \left( \frac{z}{L} \right) \]  

(6.43)

\[ k(z) = \sqrt{\frac{v_t \varepsilon}{\rho C_\mu} - 5.48 u'^2} \sqrt{\frac{\varphi_\varepsilon(z/L)}{\varphi_m(z/L)}} \]  

(6.44)

where \( v_t \) is turbulent kinematic viscosity and \( \varphi_\varepsilon \) is given by:

\[ \varphi_\varepsilon \left( \frac{z}{L} \right) = \begin{cases} 1 - \frac{z}{L} & \text{if } L > 0 \\ \varphi_m \left( \frac{z}{L} \right) - \frac{z}{L} & \text{if } L < 0 \end{cases} \]  

(6.45)

\( \varphi_h \) and \( \varphi_m \) are the similarity functions and are given by:

\[ \begin{cases} \varphi_m = \varphi_h = 1 + 5 \frac{z}{L} & \text{if } L > 0 \\ \varphi_m^2 = \varphi_h = (1 - 16 \frac{z}{L})^{-1/2} & \text{if } L < 0 \end{cases} \]  

(6.46)

As the bottom boundary is homogeneous, the prescribed cases for the validation were run in 2D. It is assumed that there is an equilibrium ABL which implies horizontal homogeneity, this implies the streamwise gradients of all parameters should be zero (Yang
6.7. DESCRIPTION OF STUDY SITE AND DATA COLLECTION

The Upper East Region of Ghana is classified as one of the poorest in the country. Most of the inhabitants of the region (mostly rural areas) are farmers and rely on rainfed agriculture. To improve their livelihoods and enhance food security, a number of small reservoirs (more than 160) with surface areas between 1 to 100 hectares (Abbasi et al., 2016b; Annor et al., 2009) were constructed for them by the Ghana government and development partners in the late 1980s and early 1990s. These were constructed to promote dry season farming (crop and livestock), fishing and domestic water uses. Their closeness to the point of use made them very attractive (Abbasi et al., 2016a; Keller et al., 2000). However, with recent changes in climate (climate change), the small reservoirs which

Table 6.1: Parameters describing different stability conditions in validating cases (adopted from Pieterse (2013))

<table>
<thead>
<tr>
<th>ABL state</th>
<th>( z_0 [m] )</th>
<th>( u_∗ [m/s] )</th>
<th>( z_r [m] )</th>
<th>( q_0 [W/m^2] )</th>
<th>( T_0[^\circ C] )</th>
<th>( L [m] )</th>
<th>( u_r [m/s] )</th>
<th>( k [-] )</th>
<th>( k_z [m] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>0.002</td>
<td>10</td>
<td>10</td>
<td>0.0</td>
<td>25.0</td>
<td>( \infty )</td>
<td>0.481</td>
<td>0.41</td>
<td>0.015</td>
</tr>
<tr>
<td>Stable</td>
<td>0.002</td>
<td>10</td>
<td>10</td>
<td>-30.0</td>
<td>10.0</td>
<td>309.5</td>
<td>0.472</td>
<td>0.41</td>
<td>0.015</td>
</tr>
<tr>
<td>Unstable</td>
<td>0.002</td>
<td>10</td>
<td>10</td>
<td>100.0</td>
<td>40.0</td>
<td>-108.1</td>
<td>0.497</td>
<td>0.41</td>
<td>0.015</td>
</tr>
</tbody>
</table>

et al., 2009). It also means that by comparing the imposed profiles at the inflow boundary and the predicted profiles in different positions streamwise, it is possible to validate the model. Theoretically, the vertical profiles should be maintained throughout a computational domain without an obstacle. Using the assumption of equilibrium ABL, the vertical profiles of airflow’s parameters in each prescribed validation case are plotted. The streamwise flow parameters under neutral condition are illustrated in Figure 6.5. It can be seen that the vertical profiles of the flow are maintained throughout the downstream distance. There are some slight differences which are consistent with the observation of previous studies (e.g. Blocken et al. (2007); Hargreaves and Wright (2007); Pieterse (2013)). A comparison of the homogeneity error at a height of 10 m, relative to the inlet conditions under neutral atmosphere is shown in Figure 6.6. It illustrates clearly that the temperature profile is well maintained. The maintenance of the velocity is also particularly good, with less than 10% error at a height of 10 m, the point in the domain where some of the largest inhomogeneity were observed (Pieterse, 2013). The relative streamwise large gradients in the \( k \) and \( \epsilon \) profiles could be mainly due to the use of wall functions and has been investigated by many researchers (e.g. Blocken et al. (2007); Hargreaves and Wright (2007); Parente et al. (2011)). The streamwise gradients of flow parameters under stable and unstable atmosphere are shown in Figure 6.7 and Figure 6.9 respectively. Similar to the neutral simulation, the comparison of the homogeneity error at a height of 10 m, relative to the inlet conditions under stable and unstable atmosphere is shown in Figure 6.8 and Figure 6.10 respectively. As shown in these graphs, the model performance is better in the non-neutral atmosphere. Generally, the performance of the model regarding the stability conditions is good and could be used in simulating the airflow in ABL considering stability conditions. For more details about the validating process and the results refer to Pieterse (2013).
Figure 6.5: Neutral model results illustrating streamwise gradients for (a) wind speed; (b) temperature; (c) turbulent kinetic energy; and (d) turbulent dissipation rate.

Figure 6.6: Relative change of flow parameters in neutral condition relative to inlet values.
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Figure 6.7: Model results for stable atmospheric condition illustrating streamwise gradients for (a) wind speed; (b) temperature; (c) turbulent kinetic energy; and (d) turbulent dissipation rate.

Figure 6.8: Relative change of flow parameters in stable atmospheric condition relative to inlet values.
Figure 6.9: Model results for unstable atmospheric condition illustrating streamwise gradients for (a) wind speed; (b) temperature; (c) turbulent kinetic energy; and (d) turbulent dissipation rate.

Figure 6.10: Relative change of flow parameters in unstable atmospheric condition relative to inlet values.
were to increase the resilience of the communities which use them are at risk from high evaporation losses from them. Binaba dam, a small and shallow reservoir located in this region (10°53'20" N, 00°26'20" W) was studied to determine the rate of heat fluxes in small lakes in this region. The Binaba reservoir has an average surface area of 31 ha with a maximum and average depth of 4.0 m and 1.1 m respectively, at full storage level (Figure 6.11). To monitor the meteorological parameters, a floating measurement station was installed over the water surface. Measurements taken included atmospheric parameters (air temperature, wind speed at 2 m above the water surface, wind direction and relative humidity), incoming shortwave radiation, water temperature profile, and sensible heat flux using a 3-D sonic anemometer. The installed 3-D sonic anemometer recorded sensible heat flux over the water surface at 10 Hz and accumulated over 30-minutes intervals. The air temperature fluctuated from 18.0 to 40.0°C with an average of 28.7°C while the water surface temperature varied between 24.0°C and 32.5°C with an average of 27.5°C during the measurement period. Measurements were done from November 23, 2012, to December 22, 2012. Figure 6.12(a) shows the diurnal changes of air temperature, with daily variations of approximately 10.0°C. The maximum wind speed recorded during the study was 4.5 m s$^{-1}$ (Figure 6.12(b)) with the South-Western direction being the most dominant direction.

Figure 6.11: Lake Binaba and its surroundings.

6.8. RESULTS AND DISCUSSION

To simulate the transient behavior of ABL and the influence of water surface on the airflow, unsteady RANS (URANS) was used (Equation (6.1) through (6.4)). In the following section, by using the results of the model, the effects of water surface on the flow features in ABL is discussed. To this end, the flow parameters such as velocity, temperature and water vapour concentration over the water surface and its surroundings are analysed.
In the modelled complex domain, the airflow encounters sudden changes in surface roughness, temperature and wetness. These sharp changes modify the velocity, humidity and temperature profiles in a layer near the bottom boundary which is commonly referred to as the Internal Boundary Layer (IBL) (Bou-Zeid et al., 2004; Józsa et al., 2007).

In Figure 6.13 the flow parameters in streamwise ($x$-)direction which includes both land (upstream and downstream) and water surface at different times are plotted. As shown in velocity graph (Figure 6.13(a)) the flow velocity has sharp changes after passing the land-water border and in passing the water-land border as well. The main reason for these sharp changes could be related to the big difference between the water surface roughness ($z_0 = 0.0001 \, m$) and the land surface ($z_0 = 0.13 \, m$). With atmospheric stability condition (Table 6.2), in the unstable conditions, the airflow has sharp changes in passing from land through water surface or vice versa. However, for stable conditions ($t = 12:00$ and $t = 15:00$ hr), the velocity profile has no clear pattern in the transition zones. Investigating the streamlines at these times shows that in stable conditions there are some inverse flows in the domain which could change the velocity values when compared with the effect of roughness changes. Therefore, in stable conditions the effect of buoyancy on the air flow could be dominant and should be considered in the model. Including the buoyancy effect in the momentum equation could be another reason for the changes in flow parameters (Equation (6.2)). As shown in Table 6.2 at $t = 12:00$ hr and $t = 15:00$ hr, the ABL is stable and the buoyancy effect could be maximum due to the highest values of differences between the reference ($T_\text{ref}$) and air temperature ($T_a$). For temperature, (Figure 6.13(b)) its shape in streamwise ($x$-)direction in stable conditions is different from unstable conditions. In stable conditions, there are some sharp changes (either increasing or decreasing) in temperature profiles. For unstable conditions, the changes in temperature profile are small and, in general, the change in temperature due to the water surface in ABL is smaller than its effects on the velocity profile. Canvassing the airflow properties illustrated in Figure 6.13 and Figure 6.14 shows that the water surface generally can change the airflow parameters distribution in streamwise. These changes have different shapes in different stability conditions due to the effect of buoyancy.

To study the distribution of airflow parameters with respect to the bottom surface
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Table 6.2: ABL condition in different simulated times (ζ is stability parameter, \(T_a\) is air temperature, \(T_{ws}\) is water surface temperature, and \(T_{ref}\) is reference temperature)

<table>
<thead>
<tr>
<th>Time (hr)</th>
<th>ζ [-]</th>
<th>(T_a) (K)</th>
<th>(T_{ws}) (K)</th>
<th>(T_a - T_{ws}) (K)</th>
<th>(T_{ref}) (K)</th>
<th>(T_a - T_{ref}) (K)</th>
<th>Stability Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1.13</td>
<td>301.81</td>
<td>302.02</td>
<td>-0.21</td>
<td>293.15</td>
<td>8.81</td>
<td>Unstable</td>
</tr>
<tr>
<td>2</td>
<td>-3.48</td>
<td>301.58</td>
<td>301.94</td>
<td>-0.36</td>
<td>293.15</td>
<td>8.58</td>
<td>Unstable</td>
</tr>
<tr>
<td>8</td>
<td>-2.95</td>
<td>301.21</td>
<td>301.82</td>
<td>-0.61</td>
<td>293.15</td>
<td>8.21</td>
<td>Unstable</td>
</tr>
<tr>
<td>12</td>
<td>2.11</td>
<td>310.4</td>
<td>303.72</td>
<td>6.68</td>
<td>293.15</td>
<td>17.4</td>
<td>Stable</td>
</tr>
<tr>
<td>15</td>
<td>4.75</td>
<td>313.08</td>
<td>305.15</td>
<td>7.93</td>
<td>293.15</td>
<td>20.08</td>
<td>Stable</td>
</tr>
<tr>
<td>19</td>
<td>-3.17</td>
<td>304.13</td>
<td>303.64</td>
<td>0.49</td>
<td>293.15</td>
<td>11.13</td>
<td>Unstable</td>
</tr>
<tr>
<td>24</td>
<td>-9.5</td>
<td>297.99</td>
<td>301.74</td>
<td>-3.75</td>
<td>293.15</td>
<td>4.99</td>
<td>Unstable</td>
</tr>
</tbody>
</table>

Figure 6.13: Simulated flow parameters at height 2 m above the bottom surface in streamwise (x-)direction include land and water surface. Water surface extends from \(x \approx 550\) to \(x \approx 1200\) m. Results are plotted for seven different times: \(t_1 = 01:00\), \(t_2 = 02:00\), \(t_8 = 08:00\), \(t_{12} = 12:00\), \(t_{15} = 15:00\), \(t_{19} = 19:00\) and \(t_{24} = 24:00\) hr: (a) velocity; (b) temperature; (c) turbulent kinematic energy; and (d) dissipation rate of turbulent kinetic energy.

effects on the ABL flow, the simulated airflow parameters are depicted over the four different lines streamwise in Figure 6.15 and Figure 6.16 at two selected times. Two lines (\(x_5\) and \(x_6\)) pass only from the land surface and the rest (\(x_6\) and \(x_7\)) are located on both land and water surface. In addition, due to the transient ABL flow, the simulated results are shown in two different times (\(t = 02:00\) and \(t = 15:00\) hr) where at \(t = 02:00\) hr the ABL is unstable and in \(t = 15:00\) hr it is stable and it could be possible to study the effect of stability conditions on the ABL flow passing through different surfaces. It is clear that the position of the water surface in the computational domain is an important parameter in the airflow in the ABL, especially in unsteady flow simulation. Examining the
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Figure 6.14: Simulated flow parameters at height 2 m above the bottom surface in streamwise ($x$-)direction include land and water surface. Water surface extends from $x ≈ 550$ to $x ≈ 1200$ m. Results are plotted for seven different times: $t_1 = 01:00$, $t_2 = 02:00$, $t_3 = 08:00$, $t_4 = 12:00$, $t_5 = 15:00$, $t_9 = 19:00$ and $t_{21} = 24:00$ hr: (a) specific humidity; and (b) dynamic pressure ($P_d = P_{\text{total}} - P_{\text{static}}$).

shape of the flow parameters (for instance $q$ in Figure 6.15(f)) shows that different locations of the water surface (for line $x_6$ the water surface extends from 900 to 1300 m and for the $x_7$ it extends from 550 to 1200 m) could generate different distributions of airflow parameters.

In Figure 6.17, Figure 6.18 and Figure 6.19 the vertical profiles of airflow in three positions and at different times are delineated. These three positions are selected in a way that the reader is able to study the effect of water surface on the vertical profiles of airflow. The first point is located on the upstream (upwind) land before reaching to the water surface ($x = 500$ m), the second point is located on the water surface far from the water edge ($x = 1000$ m) and the last one is located on the downstream (downwind) land after passing from the water surface ($x = 1300$ m). As shown in these figures, the water surface makes some changes in the flow profiles not only over the water surface but also on the downwind land. It means that the combination of water surface’s shape and the wind direction can significantly affect the distributions of airflow variables over the water and in the downwind distance outside the water body itself. These effects could help in situating land-based stations to measure meteorological parameters in lake surroundings.

The temporal distribution of airflow velocity, as well as the temperature distribution, are illustrated in Figure 6.20(a) and Figure 6.20(b) respectively. The temporal distribution are plotted for three probe locations: i) the first point is located at $x = 500$ and $z = 2.0$ m above the bottom surface over the upwind land, ii) the second one is at $x = 1000$ and $z = 2.0$ m above the water surface, and iii) the third point is located at $x = 1500$ and $z = 2.0$ m above the downwind land. In stable conditions ($t = 08:45$ till $18:00$ hr), there is no clear trend for velocity changes in any of the selected probe locations. For unstable conditions (the remaining time), the velocity values on the water surface and on the downstream land are larger than the values on the upstream land. Figure 6.20(b) shows that the changes in temperatures values for unstable conditions are very small for all locations. However, the changes in temperature increases (from $t = 08:45$ hr) in stable conditions, and continues until reaching unstable condition at $t = 18:00$ hr.
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Figure 6.15: Comparison of simulated flow parameters at height 2 m above bottom surface in streamwise \((x-\)direction) for different conditions: \(x_5\): includes only land surface, \(x_6\): includes land and water surface extending from \(x \approx 900\) to \(x \approx 1300\) m, \(x_7\): includes land and water surface extending from \(x \approx 900\) to \(x \approx 1300\) m, \(x_8\): includes only land surface: (a) velocity at \(t = 02:00\) hr; (b) velocity at \(t = 15:00\) hr; (c) temperature at \(t = 02:00\) hr; (d) temperature at \(t = 15:00\) hr; (e) specific humidity at \(t = 02:00\) hr; (f) specific humidity at \(t = 15:00\) hr.

Analysing the model results described above, shows that the water surface can affect the airflow in ABL due to its different properties in roughness, wetness and temperature. In unstable atmospheric conditions, the water surface characteristics could change the airflow pattern when compared with a homogeneous surface (the surface which includes only land) in all directions (in streamwise, vertical and perpendicular direction). However, in stable atmospheric conditions, the airflow in ABL is affected not only by the surface characteristics but also by the atmospheric stability conditions. In these situations, there is no clear direction for parameter changes in the ABL.
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Figure 6.16: Comparison of simulated flow parameters at height 2 m above bottom surface in streamwise \((x-)\) direction for different conditions: \(x_5\): includes only land surface, \(x_6\): includes land and water surface extending from \(x \approx 900\) to \(x \approx 1300\) m, \(x_7\): includes land and water surface extending from \(x \approx 550\) to \(x \approx 1200\) m, \(x_8\): includes only land surface: (a) turbulent kinetic energy at \(t = 02:00\) hr; (b) turbulent kinetic energy at \(t = 15:00\) hr; (c) dissipation rate of turbulent kinetic energy at \(t = 02:00\) hr; (d) dissipation rate of turbulent kinetic energy at \(t = 15:00\) hr.

6.9. CONCLUSION

In this study, the airflow in Atmospheric Boundary Layer (ABL) using Unsteady Reynolds Average Navier Stokes (URANS) is simulated considering the effects of sharp changes in surface characteristics from dry land to water surface and vice versa. In addition, the effect of atmospheric stability conditions on the airflow is examined. To be able to take into account the stability conditions and the buoyancy in the ABL and the non-homogeneity of the bottom surface as well, some modification were done in the flow equations and in the turbulence equations. Due to the complexity of the computational domain which includes an irregular water surface at the bottom surface, generating the geometry and the optimal computational grid is a big challenge for simulations. Adapting the boundary conditions to the available data and their transient conditions, need much effort to get reasonable and reliable results for the airflow in ABL. The results of the model were verified for three cases with different stability conditions. Validation results showed that the model has a good performance especially in unstable conditions.

The current model was used to investigate the effect of a small water surface on the airflow in ABL. The main reason for the simulation was to study the changes of the flow variables due to the available water surface and the effects of stability conditions on the parameters, especially over the water surface. The model was then used to determine
the heat fluxes and the humidity over the water surface. The results showed that the flow pattern in the domain is affected by different parameters such as changes in roughness, wetness, temperature and the stability conditions as well. In unstable atmospheric conditions, the effect of changes in surface characteristics was dominant and a clear pattern could be detected. However, for the stable atmospheric condition no clear patterns were detected. The shape of the airflow in ABL in these conditions could be affected by the buoyancy force which is dominant compared with the changes of surface properties.

The proposed model could be used as a suitable tool to estimate parameters such as velocity, temperature, specific humidity, etc. over the water surface using the measured
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Figure 6.18: Comparison of simulated flow parameters in height ($z$-direction) for different locations in streamwise direction and for different times: $t_1 = 01:00$, $t_2 = 02:00$, $t_8 = 08:00$, $t_{12} = 12:00$, $t_{15} = 15:00$, $t_{19} = 19:00$ and $t_{21} = 21:00$ hr: (a) specific humidity at $x = 500$ m on land in upstream of water surface; (b) dynamic pressure ($P_d = P_{total} - P_{static}$) at $x = 500$ m on land in upstream of water surface; (c) specific humidity at $x = 1000$ m on water surface; (d) dynamic pressure ($P_d = P_{total} - P_{static}$) at $x = 1000$ m on water surface; (e) specific humidity at $x = 1300$ m on land in downstream of water surface; (f) dynamic pressure ($P_d = P_{total} - P_{static}$) at $x = 1300$ m on land in downstream of water surface.

meteorological parameters in land-based stations. In addition, the results of the model will help with identifying appropriate location to install weather stations on the land in lake surroundings.
Figure 6.19: Comparison of simulated flow parameters in height (z-direction) for different locations in streamwise direction and for different times: $t_1 = 01:00$, $t_2 = 02:00$, $t_3 = 08:00$, $t_{12} = 12:00$, $t_{15} = 15:00$, $t_{19} = 19:00$ and $t_{21} = 24:00$ hr: (a) turbulent kinetic energy at $x=500$ m on land in upstream of water surface; (b) dissipation rate of turbulent kinetic energy at $x=500$ m on land in upstream of water surface; (c) turbulent kinetic energy at $x=1000$ m on water surface; (d) dissipation rate of turbulent kinetic energy at $x=1000$ m on water surface; (e) turbulent kinetic energy at $x=1300$ m on land in downstream of water surface; (f) dissipation rate of turbulent kinetic energy at $x=1300$ m on land in downstream of water surface.
Figure 6.20: Changes of simulated flow parameters with time at height of 2 m above bottom surface in three locations: \(x_1 = 500\) m (over upstream land), \(x_2 = 1000\) m (over water surface) and \(x_3 = 1500\) m (over downstream land), (a) velocity; and (b) temperature.
CONCLUSION AND
RECOMMENDATIONS

In this research different issues related to small reservoirs were investigated. Since there is an important role for these water resources in arid and semi-arid regions, there is urgent need to studying them. According to the results of various assessments which were carried out in this study, the following conclusion could be drawn.

7.1. EVAPORATION FROM SMALL RESERVOIRS

The atmospheric stability conditions over small and shallow lakes in arid and semi-arid regions are important in estimating evaporation from open water bodies. Using the Monin-Obukhov Similarity Theory (MOST), stability conditions were used to estimate latent and sensible heat fluxes. The bulk aerodynamic transfer method was improved by using the stability parameter from MOST and the atmospheric stability adjusted transfer coefficients. From the modeling results, atmospheric instability occurred more than 65% of the time in the study period, hence it enhanced the evaporation from water surface by 44.4% on average. Using the developed method, the calculated daily average evaporation from lake Binaba during the study period was $3.6 \text{ mm d}^{-1}$. The effect of atmospheric instability on drag coefficient and heat (or water vapor) transfer coefficient were found to be 23.5% and 51.4%, respectively. The results correlated well with the measured values of sensible heat flux.

7.2. CFD-BASED APPROACH TO ESTIMATE EVAPORATION (CF-D\text{EVAP})

In this research, a CFD-based approach has been developed to determine the heat and mass transfer coefficients over the water surface of a semi-arid shallow and small lake. Using this method, the mass transfer coefficients that are usually used in aerodynamic mass transfer method in estimating evaporation from the water surface, could be used
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for measuring evaporation from the water surface. To determine the heat and mass transfer coefficients, different scenarios with different atmospheric stability conditions were considered. For each scenario the heat and mass flow (air flow) over the water surface was simulated to determine the spatial distributions of sensible and latent heat fluxes over the water surface. The evaporation values estimated by the proposed approach, were compared with the measured evaporation over the lake. The developed model predicts sensible heat fluxes accurately for unstable atmospheric conditions but it overestimates convective heat flux in stable and neutral atmospheric boundary layer. The methodology developed here represents a useful framework for estimating evaporation for water bodies, especially in regions where advection, oasis and atmospheric instability effects on evaporation are considerably high. In addition, the approach can show the spatial distribution of evaporation rate over the open water surface (fetch effects). These make it an easily applicable and cost effective approach for estimating evaporation from water surfaces. This approach was applied for lake Binaba and results showed that the minimum, average and maximum values of evaporation during the study period were 2.6, 4.2 and 6.8 $mm\,d^{-1}$, respectively. The estimated evaporation values using CFDEvap approach are a little higher than ones estimated by the mass-transfer method described in Chapter 2.

7.3. SMALL SHALLOW LAKE FRAMEWORK (SSLF)

In this study, a comprehensive framework for simulating small and shallow inland water bodies was developed to assess circulation and temperature dynamics in small reservoirs. This framework comprises many crucial steps in lake and reservoir modeling which include: creating bathymetry, generating computational grid, solving flow field and temperature dynamics, plotting desired graphs, analysing the outputs, etc. In order to produce an acceptable bathymetry applicable in CFD simulations, a new simple approach using open-source tools has been developed which could be easily implemented in different models that require the geometry of water body or similar computational domains to conduct simulations. Moreover, to consider the buoyancy effects in water body, the turbulence model was improved to take into account buoyancy effects. In commonly available measurements for small water bodies, a wide range of boundary conditions are proposed that could be adapted to suit measurements over the water surface at hand. To check performance of the framework, several test cases and a real-world lake were simulated and compared with field measurements.

The results of the proposed framework (SSLF) for different simulations have led to the following conclusions: 1) the model can estimate the temperature distribution as well as the flow field in water bodies; 2) this framework can work with a wide range of boundary conditions dependent on available measured parameters; 3) accuracy of the prepared model mainly depends on errors and uncertainties in input meteorological parameters; 4) temperature dynamics and flow pattern in the water body at a given point are strong functions of air temperature, incoming short-wave radiation, and wind velocity over the water surface. Effects of other meteorological parameters are considered implicitly in heat fluxes over the water surface as boundary conditions; 5) flow in the (small shallow) water body is fully 3-D and turbulent; 6) influence of turbidity of water on the flow field could be significant in small and shallow water bodies; 7) one of
the big challenges in modeling shallow lakes is implementing heat fluxes over the water surface accurately, especially for latent heat flux (evaporative heat flux); 8) the model is very sensitive to the resolution of the computational mesh. Making a reasonable balance between the computational mesh and the needed computational resources is a very important step in simulating lake-like domains; 9) due to coupling of heat transfer processes with water flow in the lake, handling numerical issues in the model is very crucial. To solve the model in a stable and precise way, the appropriate numerical algorithms should be chosen; 10) open-source and free of charge tools could be used to develop flexible and powerful frameworks to simulate inland water bodies. A number of different approaches have been described in this study. Picking out the right turbulence model and boundary conditions are very important and can affect results significantly. It is obvious that using methods with less uncertainties, if possible, are better in computing the parameters, because they usually give better results. The approach used in this study for temperature dynamics could be applied to water quality, biological and environmental simulations of shallow water bodies as well as the model developed here.

7.4. APPLYING SSLF FOR A CASE STUDY

The lake model developed in this study (SSLF) was applied to investigate temperature profile and circulation in a shallow and small lake in the region of interest. The main aim of the simulation was to find out how the flow field and temperature distribution vary spatially and temporally in the studied shallow inland water body. As the flow in the water body is fully 3-D and turbulent, the full 3-D modified equations of the flow, considering the temperature in the water body, were solved by a CFD approach using OpenFOAM. The results for Lake Binaba show that the model overestimates the temperature distribution in the water body. This could be due to using boundary conditions with high degree of uncertainty. Accuracy of the model depends mainly on error in input meteorological parameters. Profile temperatures and flow pattern in water bodies have been found to have strong correlations with air temperature, incoming short-wave radiation, and wind velocity over water surface. Effects of other meteorological parameters were considered implicitly in heat fluxes over the water surface as boundary conditions. One of the big challenges in modeling very shallow lakes is implementing heat fluxes over the water surface accurately, especially for latent heat flux (evaporative heat flux).

According to the results obtained from the simulation, a number of improvements can be made to the lake model: 1) improving the temperature boundary condition on the bottom and sides of the lake by considering the heat fluxes through the sediments; 2) improving the methods to estimate heat fluxes over the water surface as temperature boundary condition; 3) considering the effects of reflected penetrated short-wave radiation in the water body as an extra source term in the lake; 4) an optimization methods to find the optimized number of cells and regions that should be refined in the lake.

7.5. ABL-SSL INTERACTION SIMULATION

In this part of the research, the airflow in Atmospheric Boundary Layer (ABL) using Unsteady Reynolds Average Navier Stokes (URANS) is simulated taking into account effects of sharp changes in surface characteristics from dry land to water surface and vice versa.
In addition, the effect of atmospheric stability conditions on airflow is examined. To be able to take into account stability conditions and buoyancy in the ABL and the non-homogeneity of the bottom surface as well, some modifications were done in the flow equations and in the turbulence equations. Due to the complexity of the computational domain which includes an irregular water surface at the bottom surface, generating the geometry and the optimal computational grid is a big challenge for doing simulations. Adapting the boundary conditions to the available data and their transient conditions, must be carried out to get reasonable and reliable results for airflow in ABL. Results of the model were verified for three cases with different stability conditions. Validating the model showed that the model has a good performance especially in unstable conditions.

The prepared model was used to investigate the effect of a small water surface on the airflow in ABL. The main reason for the simulation was to study changes of flow variables due to the water surface and the effects of stability conditions on parameters, especially over the water surface. Results of the model then would be used to get an idea about the heat fluxes and the humidity over the water surface. Results showed that the flow pattern in the domain is affected by different parameters, such as, changes in roughness, wetness and the temperature and also the stability conditions. In unstable atmospheric conditions, the effect of changes in surface characteristics is dominant and a clear pattern could be detected. Contrary in the stable atmospheric condition no clear patterns are detected. Shape of airflow in ABL in these conditions could be affected by the buoyancy force where it is dominant in comparison with changes of surface properties.

The proposed model could be used as a suitable tool to estimate parameters such as velocity, temperature, specific humidity, etc., over the water surface using the measured meteorological parameters in the land-based stations. In addition, the results of the model will aid in finding the appropriate location to install the weather station on the land in lake surroundings.

7.6. Recommendations

Studying small shallow lakes in most cases could be more difficult than large or deep lakes. The biggest challenge is that the needed observations or measurements to validate the results of the model are rarely available. In addition, most of available models (open-source or commercial software) developed for inland water bodies are not applicable for the shallow small lakes due to the specific conditions. Regarding the modeling issues, figuring out the geometry of small lakes could be a big challenge. Besides this challenge, developing and solving the lake models is very sensitive to the environmental conditions and time varying boundary conditions where often there is insufficient data to implemented the model. In other words, small shallow lake modelling suffers from various issues, from computational issues, complex boundary conditions, etc., to limited insufficient on-site observations for verification. Although, there have been attempts to implement as much detail as possible in the model, due to complex conditions which exist in the ABL-SSL system, there is always room for improvements. It is obvious that having access to more observations on water surfaces would accelerate development of better simulations. A good model would be a tool to check and validate the data taken over water surfaces. A combination of in-situ observations and well-developed models would be a powerful tool in managing and evaluating small shallow water surfaces. An-
7.6. **Recommendations**

Other interesting direction for this work is to simulate small inland water bodies using a two-phase flow approach. This will result in the improvement of our understanding of the flow field in small lakes and reservoirs. In addition, it would be interesting to improve initial and boundary conditions in CFD models by coupling various models such as the Weather Research and Forecasting (WRF) model and OpenFOAM. Using output of the WRF model as initial and boundary conditions in OpenFOAM would be promising to improve accuracy of simulations without any significant increase in required computational resources.
This thesis aims at developing a flexible and efficient (numerical) approach for estimating the energy balance and heat storage of small shallow lakes in arid and semi-arid regions. To reach to this aim, numerical methods and improvements in conventional methods were done.

The starting point of this thesis is understanding the role of small and shallow reservoirs in arid and semi-arid areas. In chapter 1 the importance of small lakes in improving the food security, stimulating the economy and development of the study region (Upper East Region of Ghana) is explained. As these small reservoirs have a significant impact on rural communities, they are a priority for national governments and local authorities.

Chapter 2 investigates the effect of atmospheric stability conditions over small lakes in heat fluxes from water surface. Using the Monin-Obukhov Similarity Theory (MOST), stability conditions are implemented in bulk aerodynamic transfer method to adjust transfer coefficients (for momentum, heat and water vapour). Another topic studied in this chapter is the application of values measured over-land of air temperature to estimate unknown water surface temperature values. To calculate these transfer coefficients accurately, a new computational method is developed in chapter 3. In this chapter a CFD-based approach (CFDEvap Model) is developed to determine the heat and mass transfer coefficients over the water surface. The methodology developed here represents a useful framework for estimating evaporation for water bodies, especially in regions where advection, oasis and atmospheric instability effects on evaporation are high. In addition, the approach can show the spatial distribution of evaporation over the open water surface (fetch effects). These make it an easily applicable and cost effective approach for estimating evaporation from water surfaces.

Chapter 4 is concentrates on the temperature dynamics as well as circulation in small water bodies. In this chapter, a comprehensive framework (SSLF) comprises all crucial steps in lake and reservoir modeling which include: creating bathymetry, generating computational grid, solving flow field and temperature dynamics, plotting desired graphs, analysing the outputs, etc. is developed. As most of conventional methods fail in generating an acceptable geometry and computational grids applicable in CFD simulations, a new simple approach using open-source tools has been developed which could be easily implemented in different models that require the geometry of computational domains to conduct simulations. Moreover, to consider the buoyancy effects in water body, the turbulence model was improved. To check performance of the framework, a real-world lake (lake Binaba) as described in chapter 5 is simulated and the results are compared with field measurements.

As the energy balance of small lakes is significantly affected by the atmospheric conditions, in chapter 6 the airflow in the Atmospheric Boundary Layer (ABL) is simulated taking into account effects of sharp changes in surface characteristics from dry land to water surface and vice versa. In addition, the influence of atmospheric stability con-
ditions on airflow is examined. The proposed model can be used as a suitable tool to estimate parameters such as velocity, temperature, specific humidity, etc., over the water surface using the measured meteorological parameters of land-based stations. In addition, the results of the model will aid in finding the appropriate location to install weather stations on land and also over the water surface.

Chapter 7 summarizes the findings of this research and discusses them. In addition, some additional issues on increasing the accuracy as well as the computational efficiency of the simulations, and some possible directions for further research based on the current work are briefly described.
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