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Abstract

Smoothing methods are analyzed for use in multigrid methods applied to flow problems in three dimensions. A three-dimensional version of incomplete block factorisation is described. The anisotropic diffusion and convection-diffusion equations are used as model problems. Unlike the two-dimensional case, none of the smoothing methods considered is suitable for all relevant values of the physical parameters.

1. Introduction

With fluid flow problems in mind, we study in this paper the use of multigrid methods for the solution of discretized versions of:

\[- \nabla (D \nabla \phi) + u \nabla \phi + c \phi = f, \quad x \in \Omega \subset \mathbb{R}^d \tag{1.1}\]

with D a symmetric positive definite dxd matrix, and u a d-dimensional vector.

Our objective is to develop a multigrid program that requires the user to provide the matrix and the right side of the discretization of (1.1) only, and that does not require the user to adapt the multigrid method to the problem at hand. Such a multigrid program would be an autonomous ("black box") subroutine. In [4,6,7,12,13] autonomous multigrid subroutines are described that perform satisfactorily in two dimensions. Here we study the three-dimensional case d = 3.
An autonomous multigrid subroutine for (1.1) should be able to cope with all relevant functions D, u and c. Especially, in the context of flow computations, for D having elements that differ in order of magnitude (anisotropic diffusion, stretched grids), for $L\|u\|/\|D\|\gg 1$ (high Reynolds number flow, L is a characteristic length), and $c \gg 0$. A necessary requirement is, that the smoothing method employed by the multigrid subroutine works in all these cases, i.e. is robust. Because in two dimensional problems incomplete block (incomplete block LU) factorisation (IBLU) (also called incomplete line LU decomposition, ILLU) has been found to be a robust smoothing method [6, 7], we have investigated a generalization of this method to three dimensions. Here we present the results of this investigation, and compare with a few alternative methods.

We note that the application of multigrid methods to (1.1) with $u = 0$ and $d = 3$ has also been investigated in [1].

2. Incomplete block factorisation in three dimensions

We have implemented and analyzed a three-dimensional version of IBLU. This three-dimensional version has been proposed in [10], and is an extension of the two-dimensional incomplete block factorisation described for example in [3, 7].

The discretization of (1.1) and the coarse grid approximations result in a block-tridiagonal matrix $A = L + D + U$ with the following structure:

$$L = \begin{pmatrix} 0 & & & & \\ & L_2 & & & \\ & & \ddots & & \\ & & & L_n & \\ & & & & 0 \end{pmatrix}, \quad D = \begin{pmatrix} D_1 & & & & \\ & D_2 & & & \\ & & \ddots & & \\ & & & D_n & \\ & & & & 0 \end{pmatrix}, \quad U = \begin{pmatrix} 0 & U_1 & & & \\ & 0 & & & \\ & & \ddots & & \\ & & & 0 & U_{n-1} \end{pmatrix}$$  \hspace{1cm} (2.1)

Here $n$ is the number of grid-points in the z-direction; $L_i$, $D_i$ and $U_i$ are $lm \times lm$ matrices, with $l, m$ the number of grid-points in the $x$- and $y$-direction, respectively.

The IBLU-factorisation of $A$ is given by

$$(L + \bar{D})\bar{D}^{-1}(\bar{D} + U) = A + R$$  \hspace{1cm} (2.2)
with $R$ the error matrix. If one chooses

\[
\tilde{D} = \begin{pmatrix}
\tilde{D}_1 \\
\tilde{D}_2 \\
\vdots \\
\tilde{D}_n
\end{pmatrix}
\]  

(2.3)

with $\tilde{D}_i$ $1m \times 1m$ matrices, and if

\[
\tilde{D}_1 = D_1, \quad \tilde{D}_k = D_k - L_k \tilde{D}_{k-1} U_{k-1}, \quad k = 2(1)n
\]  

(2.4)

then the factorisation (2.2) is complete ($R = 0$). The factorisation becomes incomplete if one forbids fill-in in $\tilde{D}_k$, $k > 1$. For simplicity we describe IBLU only for the sparsity pattern of the standard 7-point finite difference approximation of the Laplacian.

We choose $\tilde{D}$ as follows. Let $i$ be a row and $j$ be a column index. Let $S_5$ be a symbolic name for the sparsity pattern of an $1m \times 1m$ matrix with non-zero elements only for $|i-j| = 1, 0$. (hence, $S_5$ is the familiar 5-point Laplacian sparsity pattern in the $(x,y)$ plane). Similarly, $S_3$ corresponds to $|i-j| = 1, 0$: the tridiagonal sparsity pattern. By $S_5(A)$ we mean: replace all elements of $A$ outside $S_5$ by zero, and similarly for $S_3$. $\tilde{D}$ will have the structure (2.3), with

\[
\tilde{D}_k = (\bar{L}_k + \Delta_k)\Delta_k^{-1}(\Delta_k + \bar{U}_k)
\]  

(2.5)

as in [3,7,10] for the case of $d = 2$. $\tilde{D}_k$ will be the incomplete block factorisation of a matrix $\hat{D}_k$ with $S_5$ sparsity pattern:

\[
\tilde{D}_k = D_k + R_k
\]  

(2.6)

The matrices occurring in (2.5) and (2.6) have the following structure:

\[
\bar{L}_k = \begin{pmatrix}
0 \\
L_2 & \ddots & \ddots \\
& L_k & \ddots \\
& & L_m & 0
\end{pmatrix}, \quad \Delta_k = \begin{pmatrix}
\Delta_1 \\
\Delta_2 & \ddots \\
& \ddots & \ddots \\
& & \Delta_m
\end{pmatrix}
\]
\[
\tilde{u}_k = \begin{pmatrix}
0 & u_k^1 & \cdots & u_k^{m-1} \\
& \ddots & \ddots & \vdots \\
& & \ddots & u_m^k \\
& & & 0
\end{pmatrix}, \quad \tilde{D}_k = \begin{pmatrix}
D_k^1 & u_k^1 & \cdots & u_k^{m-1} \\
& \ddots & \ddots & \vdots \\
& & \ddots & u_m^k \\
& & & \ddots \\
& & & & D_m^k
\end{pmatrix}
\]

(2.7)

with \(L_j^k\), \(U_j^k\), \(\Delta_j^k\) \(1 \times 1\) matrices; \(D_j^k\) and \(\Delta_j^k\) are tridiagonal, \(L_j^k\) and \(U_j^k\) are diagonal matrices. The algorithm for constructing \(L_j^k\), \(\Delta_j^k\) and \(U_j^k\) is:

\[
\tilde{D}_1^n := D_1^n;
\]

for \(k := 2(1)n\) do

begin \(\Delta_1^{k-1} := D_1^{k-1}\);

for \(j := 2(1)m\) do

\(\Delta_j^{k-1} := D_j^{k-1} - S_j\{L_j^{k-1}(\Delta_{j-1}^{k-1})^{-1}U_j^{k-1}\};

\tilde{D}_k := D_k - S_j\{L_k^{k-1}D_j^{-1}U_k^{k-1}\}

end;

\(\Delta_1^n := D_1^n;\)

for \(j := 2(1)m\) do

\(\Delta_j^n := D_j^n - S_j\{L_j^n(\Delta_{j-1}^n)^{-1}U_j^n\};

end.

Given the IBLU factorisation, a smoothing step is applied to the system \(Ay = b\) as follows:

\[(L + \tilde{D})(\tilde{D}^{-1}(\tilde{D} + U)\delta y = b - Ay, \quad y := y + \delta y.\) (2.8)

A system \((L + \tilde{D})(\tilde{D}^{-1}(\tilde{D} + U)z = r\) is solved as follows. We write \(z = (z_1, \ldots, z_n)^T\) with \(z_i\) vectors of length \(1m\), and partition \(r\) accordingly. Then we solve \((L + \tilde{D})\tilde{z} = r\) with

\[
\tilde{z}_1 := \tilde{D}_1^{-1}r_1, \quad \tilde{z}_k := \tilde{D}_k^{-1}r_k - L_k\tilde{z}_{k-1}, \quad k = 2(1)n.\) (2.9)

Then we solve \((I + \tilde{D}^{-1})U\tilde{z} = \tilde{z}\) with

\[
z_n := \tilde{z}_n, \quad z_k := \tilde{z}_k - \tilde{D}_k^{-1}U_kz_{k+1}, \quad k = n-1(-1)1\) (2.10)

Eqs. (2.9) and (2.10) involve solution of systems of the type \(\tilde{D}_k u = v\). This can be done as follows. We introduce the partition \(u = (u_1, \ldots, u_m)^T\) with \(u_i\) vectors of length \(1\). With the factorisation (2.5) and the partitionings (2.7) we can write
\[
\tilde{u}_1 := (\Delta_1^{-1}) v,
\tilde{u}_n := (\Delta_n^{-1}) (v_n - L_n^{-1} \tilde{u}_{n-1}), j = 2(1) m, \tag{2.11}
\]

\[
u_n := \tilde{u}_n, u_j := \tilde{u}_j - (\Delta_j^{-1}) u_j u_{j+1}, j = m-1(-1) 1
\]

Eq. (2.11) involves only the solution of tridiagonal systems.

3. Smoothing analysis

The following smoothing processes will be considered:

PGS: Standard forward Gauss-Seidel (x varying faster than y varying faster than z).

LGS: Line-Gauss-Seidel: simultaneous solution of values on grid-lines in the x-direction, sweeping forward in the y-z plane (y varying faster than z).

PLGS: Plane-Gauss-Seidel: simultaneous solution of values in grid-points in x-y planes, sweeping forward in the z-direction.

IBLU: Incomplete block LU-factorisation.

It is assumed that the coarse grids are constructed by mesh-doubling in all three directions.

PLGS involves accurate solution of two-dimensional subproblems in successive planes. This can be done for example with two-dimensional multigrid or conjugate gradient methods. We expect one PLGS sweep to be more expensive than one IBLU iteration.

Smoothing analysis for IBLU is carried out as follows. It is assumed that the computational grid is infinite, and that all matrices involved are Toeplitz matrices, i.e. all elements on a given diagonal have the same value. All that is required is to obtain these values. This can be done to any required precision with the following iterative algorithm; cf. [7]. In the Toeplitz matrix \( A \) we have \( D_k = D_1, L_k = L_2, U_k = U_1, L_j^k = L_2^1, \Delta_j^k = \Delta_1^1 \) etc. for \( j, k \in \mathbb{Z} \). The algorithm is:

\[
\tilde{D}_1 := D_1;
\]

until convergence within desired precision do

begin

\[
\Delta_1^1 := \tilde{D}_1
\]

until convergence within required precision do

\[
\Delta_1^1 := \tilde{D}_1^1 - S_3^1 \{ L_2^2 (\Delta_1^1)^{-1} U_1^1 \};
\]

\[
\tilde{D}_1 := D_1 - S_3^1 \{ L_2^2 \tilde{D}_1^{-1} U_1 \}
\]
end;

The error reduction Toeplitz matrix is \((I - \tilde{A}^{-1}A)\) with

\[
\tilde{A} = (L + \tilde{D})\tilde{D}^{-1}(D + U)
\]  (3.1)

The calculation of reduction factors of Fourier components is then straightforward.

The smoothing analysis of PGS, LGS and PLGS is standard and will not be described.

Table 3.1 gives some smoothing factors for the anisotropic diffusion equation. The discretization is the standard three-dimensional 7-point finite difference approximation. The mesh-size is the same in all three directions.

With respect to table 3.1 we make the following remarks.

a) If there is a dominant plane (as for the first three anisotropic operators) then high frequencies perpendicular to this plane are not well smoothed by any of the methods, except for PLGS in that plane. In problems where the dominant plane has a variable orientation, alternating PLGS (i.e., using not only \((x,y)\)- but also \((y,z)\)- and \((z,x)\)-planes) would work, but this would be an expensive smoothing method compared to IBLU.

b) If there is only one dominant direction, IBLU is always good, but PLGS not.

c) In the case of a dominant plane, there are only a few high frequency modes that are not smoothed by IBLU. Therefore a combination with a conjugate gradient method (as given in [7]) would be effective. This might be an attractive alternative to alternating PLGS in problems where the dominant plane has a variable orientation.

d) Due to the way practitioners choose their discretization, the case of a dominant line is much more common than a dominant plane in three-dimensional oil reservoir flow simulations.

e) The case of a dominant plane can be handled by semi-coarsening, i.e. in multigrid methods the coarse grids retain the same mesh-size as the fine grid in the direction of small diffusion (cf. e.g. [2,11]). This approach falls outside the scope of autonomous subroutines.

f) For anisotropic diffusion problems, pattern relaxation methods (red-black, zebra) behave much like PGS and LGS (see [11]).
<table>
<thead>
<tr>
<th>Operator</th>
<th>ε</th>
<th>PGS</th>
<th>LGS</th>
<th>PLGS</th>
<th>IBLU</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}$</td>
<td>.567</td>
<td>.500</td>
<td>.447</td>
<td>.119</td>
<td></td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>.909</td>
<td>.835</td>
<td>.447</td>
<td>.336</td>
<td></td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>.990</td>
<td>.980</td>
<td>.447</td>
<td>.856</td>
<td></td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>.999</td>
<td>.998</td>
<td>.447</td>
<td>.984</td>
<td></td>
</tr>
<tr>
<td>$\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \epsilon \frac{\partial^2}{\partial z^2}$</td>
<td>$10^{-1}$</td>
<td>.909</td>
<td>.835</td>
<td>.833</td>
<td>.299</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>.990</td>
<td>.980</td>
<td>.980</td>
<td>.855</td>
<td></td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>.999</td>
<td>.998</td>
<td>.998</td>
<td>.984</td>
<td></td>
</tr>
<tr>
<td>$\frac{\partial^2}{\partial x^2} + \epsilon \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}$</td>
<td>$10^{-1}$</td>
<td>.909</td>
<td>.909</td>
<td>.833</td>
<td>.379</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>.990</td>
<td>.990</td>
<td>.980</td>
<td>.891</td>
<td></td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>.999</td>
<td>.999</td>
<td>.998</td>
<td>.988</td>
<td></td>
</tr>
<tr>
<td>$\frac{\partial^2}{\partial x^2} + \epsilon \frac{\partial^2}{\partial y^2} + \epsilon \frac{\partial^2}{\partial z^2}$</td>
<td>$10^{-1}$</td>
<td>.847</td>
<td>.500</td>
<td>.447</td>
<td>.183</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>.980</td>
<td>.500</td>
<td>.447</td>
<td>.229</td>
<td></td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>.998</td>
<td>.500</td>
<td>.447</td>
<td>.248</td>
<td></td>
</tr>
<tr>
<td>$\frac{\partial^2}{\partial x^2} + \epsilon \frac{\partial^2}{\partial y^2} + \epsilon \frac{\partial^2}{\partial z^2}$</td>
<td>$10^{-1}$</td>
<td>.847</td>
<td>.846</td>
<td>.447</td>
<td>.188</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>.980</td>
<td>.981</td>
<td>.447</td>
<td>.221</td>
<td></td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>.998</td>
<td>.998</td>
<td>.447</td>
<td>.228</td>
<td></td>
</tr>
<tr>
<td>$\frac{\partial^2}{\partial x^2} + \epsilon \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}$</td>
<td>$10^{-1}$</td>
<td>.847</td>
<td>.846</td>
<td>.833</td>
<td>.043</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>.980</td>
<td>.981</td>
<td>.980</td>
<td>.076</td>
<td></td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>.998</td>
<td>.998</td>
<td>.998</td>
<td>.089</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1 Smoothing factors for anisotropic diffusion operators in three dimensions.
g) Alternating PLGS will always work. It has been tested extensively in [1] for (1.1) with \( u = 0 \). The two-dimensional subproblems were solved with a conjugate gradient method. ILU (incomplete point LU factorisation) was also tried in [1], but did not work well, as is to be expected from smoothing analysis. Because of the cost of the PLGS smoother, multigrid was found to be slower than conjugate gradients.

h) In principle, the performance of IBLU may be improved by replacing \( D_{k-1} \) by a better approximation \( \tilde{D}_{k-1} \) in the algorithm of section 2.

Next, we turn to the following special case of (1.1), namely the convection-diffusion equation:

\[ - \varepsilon \Delta \phi + \frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} + \frac{\partial \phi}{\partial z} = f \]

The mesh-size is 1 in all directions; the components \( u, v, w \) may be -1, 0 or 1. For easy visualization we place in fig. 3.1 the smoothing factors inside cubes of size 2 with center at the origin. The coordinates of the dot associated with each smoothing factor in fig. 3.1 equal the values of \( u, v, w \). The values not shown for \( \varepsilon = 0.1, 0.001 \) can be inferred from the symmetries present in the case \( \varepsilon = 1 \). We give results only for the two most robust methods of table 3.1: PLGS and IBLU.

As is to be expected, PLGS does not work when the marching direction is against the flow direction. Symmetric PLGS (forwards and backwards) will always work, as does IBLU.

4. Final remarks

We have analyzed the smoothing properties of a number of iterative methods for use in multigrid methods in three dimensions. As test problems, the anisotropic diffusion and the convection diffusion equations have been used. Alternating and symmetric PLGS always works, but is expensive, since it involves solving accurately in planes. Unlike in two dimensions, our version of IBLU does not work in all cases. Namely, it does not work for the anisotropic diffusion equation when there is strong coupling in a two-dimensional surface. If this surface is a plane with fixed orientation, one can combine IBLU with semi-coarsening: coarsening only in the strongly coupled directions. But this precludes the use of what we call autonomous multigrid subroutines.
Figure 7.1 Smoothing factors times 1000.
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