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A B S T R A C T

For the design of maritime structures in waves, the extreme values of responses such as motions
and wave impact loads are required. Waves and wave-induced responses are stochastic, so such
responses should always be related to a probability. This information is not easy to obtain
for strongly non-linear responses such as wave impact forces. Usually class rules or direct
assessment via experiments or numerical simulations are applied to obtain extreme values for
design. This brings up questions related to the convergence of extreme values: how long do we
need to test in order to obtain converged statistics for the target duration? Or, vice versa: given
testing data, what is the uncertainty of the associated statistics? Often the test or simulation
duration is cut up in ‘seeds’ or ‘realisations’, with an exposure duration of one or three hours
based on the typical duration of a steady environmental condition at sea, or the time that a ship
sails a single course. The required number of seeds for converged results depends on the type
of structure and response, the exposure duration, and the desired probability level. The present
study provides guidelines for the convergence of most probable maximum (MPM) wave crest
heights and MPM green water wave impact forces on a ferry. Long duration experiments were
done to gain insight into the required number of seeds, and the effect of fitting. The present
paper presents part 1 of this study; part 2 [1] presents similar results for wave-in-deck loads
on a stationary deck box.

1. Introduction

1.1. Background

For the design or reliability assessment of a maritime structure, it is required to know the expected extreme values of wave-
induced responses for a defined duration. There will be statistical variability to these values, due to the stochastic nature of the
ocean excitation. For strongly non-linear responses such as wave impact forces (e.g., green water, slamming, air gap impacts), this
variability may be relatively large. In order to obtain extreme response statistics for a defined duration or return-period with an
uncertainty below a given tolerance, it is therefore important to estimate the required test duration at the start of a numerical or
experimental campaign. Or, vice versa: given response data with a certain duration, it is desirable to know the uncertainty of the
resulting extreme response statistics; this paper focuses on this question in particular. The more non-linear the response, the longer
the required test duration for a given uncertainty and the higher the uncertainty for a given duration. Without clearly defining the
required test duration for an experiment or simulation and the expected resulting response variability, there may be large uncertainty
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in the design load for the structure, its failure probability may be over- or under-estimated, or the validation difference between
experimental and numerical values may be within the uncertainty of both results.

The direct motivation for the present study is the desire to use long duration experimental data as validation material for methods
o predict extreme values of wave impacts. Examples of such methods are screening approaches (e.g., [2–4]), response-conditioning
pproaches (e.g., [5–8]) or adaptive sampling approaches (e.g., [9–11]). In order to validate these approaches, it is necessary to
btain insight into the variability of the available experimental data. A more practical motivation to want this information could
e to plan a test campaign to evaluate the design of a new structure exposed to wave impacts.

The present study and its ‘sister study’ [1] provide this insight for the variability of wave crests and green water impact loads
n a sailing ferry, and wave-in-deck loads on a stationary deck box, respectively. The two long-duration datasets described in these
ublications will be used later for the validation study described above.

.2. Short-term analysis: exposure duration and number of seed variations

In general, it can be said that the statistical (aleatoric) uncertainty of wave and response values can be reduced by increasing
he test or simulation duration. Ideally a wave record should be infinite to eliminate sampling variability (see, e.g., [12]), but this
s of course unfeasible. Here uncertainty is not knowing the single, true value of a quantity while the variability describes the fact
hat a quantity can take on different true values at different times, locations, etc. [13]. Statistical variation is not the only source
f uncertainty in extreme wave impact values based on experiments or simulations; [14] provides an overview of many possible
pistemic and aleatoric sources (e.g., sensor accuracy, residual waves in a basin, numerical implementation, scaling, etc.). These
ther sources are not considered here.

Long- and short-term variability of a response are usually considered separately. Long-term variability is related to the response
ariation over the many wave conditions a ship encounters in its lifetime; short-term variability is related to the variability of the
esponse over different wave realisations of the same sea state condition. It is common practice to assume that long- and short-term
ariability can be decoupled. Long-term variability may first be considered via contour methods (e.g., [15–17]) or design sea state
ethods [18], resulting in a few sea states (see, e.g., [19]) at a given return period. Short-term variability and extreme values

an then be evaluated by sufficiently long duration tests or calculations, such that the responses at an appropriate quantile of the
hort-term distribution can be evaluated (see Section 4.4). There is some debate about some assumptions in the contour methods
see e.g., [20–22]), but it is common practice to apply them. Here we will focus on the short-term responses based on experimental
ata, assuming a few critical sea states have already been selected from the scatter diagram.

Usually, the short-term duration of experiments is cut up into ‘seeds’ or ‘realisations’, each with the same exposure duration. A
est with a duration of 30 h can equivalently be seen as 10 realisations (‘seed variations’) of 3 h exposure duration, or as 60 seeds
f 30 min exposure, etc. Here we will use the term ‘seed’ to indicate a random realisation of a test condition. The exposure duration
s usually determined at the start of a study (see Section 1.3). Section 1.4 discusses literature on the required number of seeds for
onverged extreme value statistics. Fitting theoretical formulations to the crest or peak distributions is a commonly applied way to
educe this variability and to extrapolate to longer durations. This is further discussed in Section 4.6. It should be noted that a high
uantile of a 1 h distribution is equivalent to a lower quantile of a 3 h or 10 h distribution. There are therefore many ways to present
he same results. In order to provide results that can be applied, we stuck as much as possible to the industry standard/common
ay that tests are performed in applied research institutes (see Sections 1.3 and 1.4). In the remainder of this paper, durations will
e abbreviated: three hours as 3 h, one hour as 1 h, 30 min as 30 min, etc.

.3. Guidelines concerning exposure duration

Some guidelines and literature are available for test durations of extreme wave impact event analysis. They are usually defined
eparately for offshore platforms and ships. The selected exposure duration should be related to the stationary duration of the wave
onditions. For ships this is typically shorter, as the steady state duration is also determined by the time a ship sails a single course
r speed. For the offshore industry, a 3 h stationary duration is commonly applied [12,23]. It is stated by [24] that 3 h is seen as
he ‘standard duration’, but the period of stationarity can range from 30 min to 10 h, whereas [25] states that ‘‘information on sea
tate duration is to be provided (...) by metocean specialists’’. The ITTC guideline for wave modelling [26] states that normally a
uration of 1 h is used for seakeeping and 3 h in offshore engineering. The ITTC guidelines for experiments on rarely occurring
vents [27] recommend to increase the exposure duration and increase the sea state until a minimum number of extreme events is
ncluded (minimum frequency of event occurrence set very high at 40%–60% of the wave encounters, plus 100 wave encounters as
he lower limit, 200 as standard and 400 as excellent practice). Summarising, an exposure duration of 3 h is generally applied for
ffshore platforms and shorter durations for ships (e.g., 1 h or 100–200 wave encounters).

.4. Guidelines concerning number of seeds

For the offshore industry, the minimum number of 3 h seeds required to derive extreme wave impact loads is set at 20–30 [28], ‘a
arge number’ [24], a ‘sufficient’ number [12], 16 for air-gap and impact load analysis for column-stabilised units [29], ‘sufficient’
r 10 for ‘Gumbel fitting to the maximum values’ for air-gap and wave impacts on semi-submersibles [23], or ‘multiple’ [30].
arge numbers of seeds in different wave conditions were analysed by [31] for slamming impacts on a large-volume cylinder,
2

oncluding that 50–60 seeds are required for convergence. Some other references concerning the number of seeds for wave-in-deck
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type of impacts are provided in part 2 of this study [1]. For ships, the minimum number of (usually) 1 h seeds required to derive
extreme wave impact loads is set at 20–30 [18] or 16 (indirectly derived from a criterion based on the exposure duration and target
exceedance probability provided in [32]). An alternative approach suggested by [27,32,33] is to test only 1 seed in such high waves
that a large number of events is obtained. This is very efficient, but it requires testing in a very severe condition that may not be
representative of the operational regime loads. This alternative is therefore not further treated in the present study. Summarising,
there is a preference for 10–30 seeds of 3 h for offshore platforms, or even up to 50–60. For ships, shorter exposure durations are
applied with 1–30 seeds. However, the guidelines vary greatly and only a few studies were found that support these numbers with
data.

2. Objectives and approach

The previous sections indicate that there is no clear consensus in literature about the number of seeds required for convergence
f extreme value statistics. There is more consensus about steady-state exposure durations; therefore, we will consider 3 h, 1 h and
0 min durations. It is common practice in (applied) research wave basins to perform tests in a number of wave seeds with such
urations. In the present study we focus on the most probable maximum (MPM) of wave crest heights and wave impact force peaks,
ection 4.4 explains why. Part 2 of this study [1] also evaluates extreme values with a longer return period for an offshore structure.
he objectives of the present study are therefore to:

• Quantify the convergence of the short-term wave crest and impact force peak MPM from experiments at exposure durations
of 3 h, 1 h or 30 min.

• Evaluate how the convergence and accuracy of these predictions is affected by fitting.
• Evaluate whether there is a difference in MPM values when they are obtained based on distributions that include all peaks in

a sea state or only the maximum of each seed (ensemble or block maxima).

These objectives were reached by analysing a long-duration wave impact experimental campaign. This dataset contains wave
easurements and green water impacts loads on the accommodation of a sailing ferry in irregular waves, with test durations of
4 and 23 h (representing two different wave conditions). For reference, part 2 of this study in [1] discusses similar results for
ave-in-deck loads on a stationary deck box, with a test duration of 300 h plus deterministic repeat tests for one wave condition.

n both parts of the study, the total test duration was cut up into different combinations of exposure duration and number of seeds.
he variability of the MPM values was then evaluated as a function of the number of considered seeds. The effect of fitting is also
onsidered in both parts of the study.

The experiments are described in Section 3, and the analysis methods in Section 4. Three types of probability distribution are
istinguished in the present study: based on all peaks in a single seed (DSR), all peaks in multiple seeds (DNR), or on the maximum/

extreme’ value per seed (DEM). This is explained in Section 4.3. The resulting wave crest height and green water impact force peak
SR distributions are discussed in Section 5.1 and the fitted equivalents in Section 5.2. The resulting DEM distributions and the
ifference between the extreme values from DNR and DEM are discussed in Section 5.3. Next, Section 5.4 discusses the convergence
f the MPM wave crests and impact force peaks with and without fitting when considering an increasing number of seeds. The fitted
esults do not converge to exactly the same extreme values as the original measured data; Sections 5.5 and 5.6 discusses the bias
ntroduced by the fitting and extrapolation. Comparison with the results for the other dataset in part 2 of this study is examined in
ection 5.7. Finally, some conclusions are drawn in Section 6 and possible future work is discussed in Section 7.

. Experiments

All results in the present publication are provided at full scale. Free-sailing experiments were done with a model of the 190 m
MARIN ferry 2’ [34] at scale 35.986, see Fig. 1. The freeboard of the model was lowered and the draught increased compared to the
riginal design, in order to increase the probability of green water events. These experiments were done within the project ‘SCREAM’
SCReening for Extremes And Maxima in waves) of the Cooperative Research Ships (CRS). The scale, main dimensions and loading
ondition of this ship are provided in Appendix A. It was equipped with bilge keels and an active propeller and rudder. The tests
ere done in MARIN’s Seakeeping and Manoeuvring Basin, measuring 170 × 40 × 5 m [35]. Appendix A provides information about

the instrumentation of the model, the test set-up and the wave probes around it. The present publication mainly uses the integrated
green water impact force 𝐹𝑋 over all 40 panels on the front of the accommodation and the non-dimensionalised wave elevation
𝜂𝑊 21∕𝐻𝑠 measured at wave probe W21 (see Fig. 12). Details about the force panels are also provided in Appendix A and in [36].

The model was tested in irregular bow-quartering waves at forward speed. The experimental conditions are listed in Table 1. The
‘heavy condition’ was tested for a duration of almost 35 h, the ‘extreme condition’ for almost 24 h. These conditions were selected
such that a significant number of green water and bow-flare slamming events occurred (this is also indicated in the table). The wave
conditions were selected in a steep and rare but still realistic part of a world-wide scatter diagram. 4.6 kn is a realistic speed in the
heavy wave condition based on the ship properties and estimated engine power (5 kn is prescribed in extreme conditions by for
instance [32]). 9.7 kn may be possible to reach, but the captain will probably not be comfortable with this speed. This is why the
second wave condition is considered to be extreme.

The waves were measured around the model during the tests (no undisturbed wave repeat tests were done for the long duration
tests) and the model sailed at a relatively low speed. However, the possible influence of radiated and diffracted wave components
3

on the convergence results at probe W21 is considered to be small (see Appendix A).
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Fig. 1. Model of the MARIN ferry 2 and some of its instrumentation: relative wave elevation probes, force panels on the accommodation and force panels and
local pressure sensors in the bow flare.

Table 1
Test programme and maximum measured wave crests and impact force peaks for the ferry at forward speed, where 𝜇 = heading (150 deg is bow-quartering
waves), 𝐻𝑠 = significant wave height, 𝑇𝑝 = peak wave period, 𝑉𝑥 = mean forward speed, 𝑉𝑦 = mean drift speed (kn = knots) and 𝑆 = 𝐻𝑠∕𝑇 2

𝑝 = wave
steepness. All waves: long-crested JONSWAP wave spectra with peak enhancement factor 𝛾 = 3.3. The number of wave crests (𝑛𝑒) is the number of encountered
crests by the ship in all seeds combined. The number of green water impacts (𝑛𝑖) is defined similarly.

Condition Dur. (h) # runs 𝜇 (deg) 𝐻𝑠 (m) 𝑇𝑝 (s) 𝑉𝑥 (kn) 𝑉𝑦 (kn) 𝑆 (m/s2) Wave crests Impact peaks

𝑛𝑒 max. (m) 𝑛𝑖 max. (kN)

Heavy 34:51:16 60 150 8.1 9.4 4.6 0.7 0.092 16 113 11.1 515 4.09 × 103

Extreme 23:42:49 93 150 8.3 10.0 9.7 1.1 0.083 12 096 11.1 1001 1.06 × 104

. Definitions and analysis methods

.1. Concatenation of runs to generate long duration time traces

Because the basin has a finite length, the tests were performed in multiple consecutive non-repeating runs. These were joined
n the analysis. At 9.7 kn one run had a duration of around 15 min full-scale, at 4.6 kn this was 35 min. After removing part of
he time traces at the start and end of each run (making sure not to cut too close to a wave impact), long duration results were
btained by concatenating the runs. This led to the test durations in Table 1.

.2. Cutting long duration time traces in realisations with different exposure durations

After the concatenation of the runs, the resulting long test durations were divided into different combinations of exposure
uration and number of realisations. An exposure duration of 1 h complies with excellent practice in the ITTC guidelines (see
ection 1.3): the tested wave conditions were severe and led to a high frequency of impact events, and the average number of wave
ncounters per hour was 460–510 in the two test conditions. As explained in Section 2, exposure durations around 3 h, 1 h and
0 min were considered. The final durations are not exactly rounded because the available total duration consisted of an integer
umber of runs through the basin. The available tests allow for the following number of seeds (𝑀):

• 12 seeds × 2:54:16 h (heavy condition) and 8 seeds × 2:57:51 h (extreme condition);
• 35 seeds × 0:59:45 h (heavy condition) and 24 seeds × 0:59:17 h (extreme condition);
• 70 seeds × 0:29:52 h (heavy condition) and 48 seeds × 0:29:38 h (extreme condition).

.3. Peaks, ensemble maxima and distributions

As mentioned in Section 3, wave elevation 𝜂𝑊 21 and force 𝐹𝑋 are the most important signals in the present study. The crests in the
ave elevation time traces were identified using a zero up-crossing analysis, where each peak and trough are after the corresponding

ero up-crossing and before the next zero up-crossing. The force signal is not continuous; peaks were only measured during green
ater events. A peak over threshold analysis was therefore used to identify its peaks. An ensemble maximum is defined as the
aximum peak value in a certain exposure duration. Samples, peaks and ensemble maxima in general have different probability
istributions, as illustrated for theoretical Gaussian wave crests in Fig. 2. The crests/peaks in wave elevation and accommodation
orce are indicated by 𝜂𝑊 21,𝐶 and 𝐹𝑋,𝐶 , and their ensemble maxima by 𝜂𝑊 21,𝐸 and 𝐹𝑋,𝐸 , respectively. In order to avoid contamination
f the test results by the concatenation of the runs discussed in Section 4.1, all peaks and maxima within one wave period of a
oncatenation were removed from the dataset. All wave results were furthermore non-dimensionalised with the significant wave
4
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Fig. 2. Typical probability density function and inverse cumulative distribution of samples, peaks and ensemble maxima of wave and response signals — here for
5000 seeds of 3 h linear Gaussian waves with a JONSWAP spectrum and 𝐻𝑠 5 m, 𝑇𝑝 9 s, 𝛾 3.3. The elevation and peak distributions are the mean distributions
ver all seeds. The MPM (36.8% quantile) and 90% quantile are also indicated.

eight 𝐻𝑠. The wave impact forces are presented as absolute values, as there is no logical reference for them. In practice, an
ncertainty requirement for structural design forces would probably be related to the maximum allowable design force on the
tructure.

As mentioned in Section 2, we distinguish three types of exceedance probability distributions. Firstly, a DSR distribution is based
n all crests or peaks in a single seed (or realisation): 𝜂𝑊 21,𝐶 and 𝐹𝑋,𝐶 in our case. The probability level in the DSR in the present
tudy is based on the total number of wave encounters 𝑛𝑒 for all signals. This is also done for the impact loads, even though they
o not peak at every wave encounter. This is required in order to relate the number of impact peaks to a time duration — there are
ultiple force peaks per exposure duration so this information would be lost if the DSR probability level was plotted based on the
umber of impact peaks. The probability levels in the DSR are set to 1/𝑛𝑒 for the highest value and (𝑛𝑒-1)/𝑛𝑒 for the lowest value.
econdly, the DNR distribution is based on all peaks or crests over a number of seeds (or realisations). The DNR is easily derived
rom multiple DSRs. All peaks in the available seeds are assembled, after which a new distribution is generated. This is effectively
long duration distribution (e.g., 10 realisations of 3 h lead to a 30 h DNR). The probability level in the DNR is also based on the

otal number of wave encounters for all signals. Finally, a DEM distribution is based on ensemble maxima: 𝜂𝑊 21,𝐸 and 𝐹𝑋,𝐸 in our
ase. It uses the largest value of each seed for a given exposure duration. The probability level for the DEM in the present paper is
ased on the number of ensemble maxima (so the number of seeds 𝑁), both for the wave crests and the impact force peaks. The
robability levels in the DEM are set to 1/𝑁 for the highest value and (𝑁-1)/𝑁 for the lowest value. For the waves, some theoretical
ormulations exist for these distributions. These are described in Section 4.5.

.4. Extreme values

As already mentioned in Section 2, short-term extreme response values used in design are often required in the form of the MPM
r a quantile value 𝑞. The point at which 90% of the extreme values in the DEM are smaller is indicated by 𝑞 = 90%, as also shown
n Fig. 2. The MPM is the extreme value that is most likely to occur, which is equal to 𝑞 = 36.8% for a linear Gaussian signal
see Fig. 2). For ships, the MPM is often considered as design value (e.g., [18] and experience with commercial testing at MARIN).
he MPM can be estimated from data by taking the mode of the binned or fitted DEM, or by taking the extreme value with 63.2%
xceedance probability (so cumulative probability quantile 𝑞 = 36.8%, assuming the extreme value distribution approximates a
aussian distribution, see e.g., [37]). The 63.2% exceedance probability is a more robust definition for datasets that are not very

arge, as the mode definition is very sensitive to outliers, and the fitting definition may introduce extra fitting errors. Even though
e do not consider purely Gaussian signals, the 63.2% exceedance probability definition is therefore applied in the present study.
his is formulated in Eq. (1), where 𝑆𝐸 (𝑁) are the DEM ensemble maxima values of 𝑁 seeds, 𝐷 is their exceedance probability
istribution and 𝑆𝐸 (𝑁) is the MPM value interpolated from 𝑁 seeds. We use linear interpolation of the empirical distribution for
his. Signal 𝑆 can either be the non-dimensional wave elevation or the impact force (with the ensemble maxima values 𝜂𝑊 21,𝐸 and
𝑋,𝐸 defined above). As explained in the previous section, a probability of 1/𝑁 is used for the highest value in 𝐷 and (𝑁-1)/𝑁 for
he lowest value.

𝐷(𝑠) = 𝑃
(

𝑆𝐸 (𝑁) ≥ 𝑠
)

𝐷
(

𝑆𝐸 (𝑁)
)

= 𝑃
(

𝑆𝐸 (𝑁) ≥ 𝑆𝐸 (𝑁)
)

= 0.632
[ ]

(1)
5

𝑆𝐸 (𝑁) = 𝜙0.632 𝑆𝐸 (𝑁)
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For offshore structures, quantile values of 85%–95% are considered a reasonable choice for design (e.g., [24,30]). Eq. (1) can
till be used in that case, with exceedance probability 0.15 or 0.05 instead of 0.632 and the result called quantile instead of MPM.
his is discussed in part 2 of the present study for the deck box [1]; here we only use the MPM.

Alternatively, the MPM can be estimated using a DNR distribution. This is formulated in Eq. (2), where 𝑛𝑒,𝑡 is the average number
of wave encounters in the target exposure duration and 𝑃𝑡 is the lowest available exceedance probability level for that exposure
uration. 𝑆𝐶 (𝑁) are the DNR crest/peak values of 𝑁 seeds, 𝐻 is their exceedance probability distribution, and 𝑆𝐶 (𝑁) is the MPM
alue interpolated from 𝑁 seeds. We use linear interpolation of the empirical distribution for this. Again, signal 𝑆 can either be
he non-dimensional wave elevation or the impact force (with the crest/peak values 𝜂𝑊 21,𝐶 and 𝐹𝑋,𝐶 defined above), or their fitted
quivalents. As explained in the previous section, a probability of 1/𝑛𝑒 is used for the highest value in 𝐻 and (𝑛𝑒-1)/𝑛𝑒 for the lowest
alue (where 𝑛𝑒 is the total number of wave encounters in all seeds combined).

𝑃𝑡 = 1∕𝑛𝑒,𝑡
𝐻(𝑠) = 𝑃

(

𝑆𝐶 (𝑁) ≥ 𝑠
)

𝐻
(

𝑆𝐶 (𝑁)
)

= 𝑃
(

𝑆𝐶 (𝑁) ≥ 𝑆𝐶 (𝑁)
)

= 𝑃𝑡

𝑆𝐶 (𝑁) = 𝜙𝑃𝑡

[

𝑆𝐶 (𝑁)
]

(2)

Again, the DNR can also be used to derive higher quantiles for offshore structures. The definition in [29] for peak-over-threshold
uantiles is used for this, modified to account for the total number of wave encounters in all seeds 𝑛𝑒 as basis for the exceedance
robability. 𝑃𝑡 in Eq. (2) is now substituted by 𝑃𝑞 that is defined in Eq. (3) (the rest of Eq. (2) stays the same). 𝑀 in this formulation is
he total number of available seeds (see Section 4.2). Example: for the MPM in the heavy condition with a duration of 1 h (𝑞 = 0.368,

= 35 and 𝑛𝑒 = 16113) this reduces to 𝑃𝑞 = 2.169 × 10−3, which is very close to 𝑃𝑡 = 1∕(16113∕35) = 2.172 × 10−3 from Eq. (2). The
orresponding 90% quantile would be found at 𝑃𝑞 = 2.29 × 10−4. This is used in part 2 of the present study for the deck box; here
e only use the MPM.

𝑃𝑞 = 1 − 𝑞𝑚𝑜𝑑 = 1 − 𝑞𝑀∕𝑛𝑒 (3)

.5. Theoretical wave distributions

It can be argued that the DSR of wave crest heights is often compared to theoretical distributions [38], whereas these are actually
erived for the DNR. These authors therefore introduced new empirical ‘Huang-Zhang’ upper and lower limits for DSR distributions
for details see Appendix B). The wave crest height results in the present study are compared to these. For the DNR of the wave crest
eights, some theoretical forms are available: Rayleigh, Forristall [39], Huang-Zhang and CresT [40]. Details of these distributions
re provided in Appendix B. Note that there is a small difference between the DNR and the mean over all available DSR seeds at
he same probability level (see also e.g., [38]).

.6. Fitting

Measured distributions from experiments are often fitted with theoretical extreme value distributions. This is done in order to
educe the statistical variability of the single measured maxima or to extrapolate measured statistics to a longer duration. Especially
hen experimental results with a short exposure duration are used and/or far extrapolations, this can lead to errors. Wave impacts

an be ‘badly-behaving problems’ [41], where the phenomena that play a role for low-magnitude responses are different than those
or high-magnitude responses (e.g., plunging or dambreak versus hammerfist green water events). This makes extrapolation difficult,
f not impossible. However, fitting and extrapolation of the DSR based on only a few seeds are commonly used in applied research
o obtain extreme wave impact design values. The present study therefore also evaluates the benefits of fitting to the DSR and DNR.

For measured DSR/DNR crest distributions in ship and offshore design, many authors successfully apply or recommend 2- or
-parameter Weibull fitting (e.g., [18,42–44]). We therefore used the 3-parameter Weibull distribution (Eq. (4)). The distribution
as fitted to the data using least-squares, as [24] states that this often gives a better tail fit for Weibull fitting than the method of
oments or maximum likelihood estimation. The influence of the higher peaks was further increased by only considering a certain
ercentage of the highest peaks in the fits. The applied percentage is indicated in each plot in Section 5.2.

𝑃 (𝑥 > 𝑋) = exp
(

−
(𝑥 − 𝜃

𝛼

)𝛽)

(4)

In the remainder of this paper, we compare the following extreme values and their variability for an increasing number of seeds:

1. MPM from DEM that is based on the measured DSRs (‘MPM from measured data’).
2. MPM from DEM that is based on the Weibull-fitted DSRs (‘MPM from fitted data’).
3. MPM based on the measured DNR (‘MPM from DNR’).

fourth one could be from a GEV fit to the empirical DEM. However, the objective of the present paper is to evaluate the convergence
f the results by increasing the number of included seeds (see next section), which means that we start from very low number of
eeds. Obtaining a MPM value from (in the limiting case) only 2 or 3 DEM values is already questionable, but fitting a GEV to only
or 3 data points and then obtaining the MPM was judged to be unfeasible. Options 1 to 3 also align with what is done in practice

n wave basins to evaluate the MPM of marine structural responses. We therefore stuck to the three options above.
6
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4.7. RMSE convergence metric for MPM values

The main objective of the present work is to evaluate how many seeds are required for a given extreme value accuracy. To this
nd, the root mean square error (RMSE) for the MPM value over a given number of seeds is introduced. The RMSE defined here
xpresses the difference between the MPM over a randomly selected number of seeds (1*, 2*, . . . , 𝑁) and the MPM over all available

seeds (𝑀). The latter is seen as the ‘true’ value (some comments about this assumption can be found in Section 4.9). The indices
with a star indicate a randomly picked set of 𝑁 seeds out of the available 𝑀 (random permutation without repeating elements).
The number 𝑁 is variable, and 𝑀 was fixed during the performance of the experiments. By increasing the number of seeds included
n the calculation 𝑁 , its effect on the RMSE can be evaluated.

Each time we randomly pick 𝑁 seeds leads to a different result. We will call this the number of ‘seed picking realisations’ 𝑊 , not
o be confused with the random wave seed (also called wave realisation) itself. The lowest number of available seeds 𝑀 is 8 (3 h
xtreme condition) and the highest number is 70 (30 min heavy condition). The number of combinations, 𝑛𝑜𝑝𝑡𝑖𝑜𝑛𝑠, for an ‘unordered
ampling without replacement’ seed picking routine is given in Eq. (5). Calculating the MPM over all combinations is not feasible:

= 35 and 𝑀 = 70 for instance gives 1.1 ×1020 options. Instead, we randomly pick 500 times for all combinations of 𝑁 and 𝑀
𝑊 = 500). This provides a fair indication of the RMSE for larger 𝑁 : the curves of the RMSE plots in Section 5.4 became quite
mooth, whereas they are very peaked for low numbers of 𝑊 .

𝑛𝑜𝑝𝑡𝑖𝑜𝑛𝑠 =
𝑀!

𝑁!(𝑀 −𝑁)!
(5)

Finally, the RMSE was calculated over 𝑊 . This is formulated in Eq. (6), where the MPM values 𝑆𝐸 (𝑁) are defined as in Eq. (1)
nd index 𝑤 refers to the seed picking realisations. We do this for all possible values of 𝑁 , in order to obtain the convergence
MSE for the MPM values as a function of 𝑁 . The seed picking routine is ‘unordered sampling without replacement’: we draw 𝑁
amples from the set of 𝑀 , such that ordering does not matter and repetition is not allowed. We used 𝑊 = 500 for our analysis.

For example, 70 seeds are available for the 30 min exposure duration in the heavy condition (so 𝑀 = 70). We randomly pick 10
seeds out of these 70 (𝑁 = 10), and repeat this 500 times (𝑊 = 500). We then calculate the RMSE over these 500 seed picking
realisations, for the MPM over the 10 seeds compared to the MPM value over the fixed 70 seeds. This can be done for any value of
𝑁 between 1 and 𝑀 .

𝑅(𝑁) =

√

√

√

√

√

∑𝑊
𝑤=1

[

𝑆𝐸,𝑤(𝑁) − 𝑆𝐸 (𝑀)
]2

𝑊
=

√

√

√

√

√

∑500
𝑤=1

[

𝑆𝐸,𝑤(𝑁) − 𝑆𝐸 (𝑀)
]2

500
(6)

The procedure above was used to evaluate the convergence of the extreme values in the measured original data (option 1 in
ection 4.6). For the DSR-fitted data (option 2 in Section 4.6), there are two different things to evaluate: the convergence over an
ncreasing number of seeds, and the accuracy of the fitted data compared to the measured data (the bias). The bias is discussed
n Section 4.8. The convergence of the fitted data was evaluated in the same way as for the measured data. This was done using
q. (6), but with 𝑆𝐸 in this equation and in the MPM definition of Eq. (1) substituted by the ensemble maxima in the fit (option 2
n Section 4.6) at the same probability levels 𝑆𝑓

𝐸 . This results in Eq. (7).

𝑅𝑓 (𝑁) =

√

√

√

√

√

√

∑𝑊
𝑤=1

[

𝑆𝑓
𝐸,𝑤(𝑁) − 𝑆𝑓

𝐸 (𝑀)
]2

𝑊
=

√

√

√

√

√

√

∑500
𝑤=1

[

𝑆𝑓
𝐸,𝑤(𝑁) − 𝑆𝑓

𝐸 (𝑀)
]2

500

(7)

The RMSE values were calculated for the measured wave and impact data and for the fitted wave and impact data, for exposure
durations 3 h, 1 h and 30 min and both wave conditions. The results can be compared to an arbitrary convergence criterion, in order
to determine how many seeds are required. This value will depend on the application; it could be a relative uncertainty criterion
(e.g., 2% of 𝐻𝑠 for the wave crests), an absolute uncertainty criterion (e.g., 200 kN wave impact force for design of a structure on
deck), a criterion based on the derivative of the RMSE with respect to the number of seeds (the slope of the lines in Section 5.4) or
a combination.

4.8. RMSE bias metric for MPM values

To evaluate the bias of the fits compared to the measured values, a similar formulation was used. This bias RMSE was again
defined based on the MPM defined in Eq. (1), and 𝑊 is again 500. 𝑆𝑓

𝐸 here indicates the ensemble maxima in the fit (option 2 in
Section 4.6), and 𝑆𝐸 again the ensemble maxima in the measured signal. This RMSE value for the fitted data does not converge to
zero for larger 𝑁 , but to a constant value: the bias introduced by fitting the DSRs.

𝐵𝑓 (𝑁) =

√

√

√

√

√

√

∑𝑊
𝑤=1

[

𝑆𝑓
𝐸,𝑤(𝑁) − 𝑆𝐸 (𝑀)

]2

𝑊
=

√

√

√

√

√

√

∑500
𝑤=1

[

𝑆𝑓
𝐸,𝑤(𝑁) − 𝑆𝐸 (𝑀)

]2

500

(8)

4.9. Assumptions

It is assumed that the MPM value over the maximum number of available seeds 𝑀 is converged and the ‘truth’. This is not
necessarily true of course, but it is the best estimate that we have based on the available data.
7
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5. Results and discussion

5.1. Wave crest and impact force peak distributions (DSR and DNR)

The DSRs and DNR of the non-dimensional wave crests measured at probe W21 were derived using the procedure explained
n Sections 4.1 to 4.3 and 4.5. The DSRs are shown in Fig. 3 for 3 h, 1 h and 30 min exposure duration (in grey). The number
f DSR increases with decreasing exposure duration – towards the bottom of the plots – as more realisations are available in the
xperiments. This was explained in Section 4.2. The DNR is also in these figures (in red). The DNR is the same for all exposure
urations, but different for the two wave conditions. The measured distributions are compared to the Huang-Zhang DSR upper
nd lower limits for 3 h exposure and to the Rayleigh, Forristall, Huang-Zhang and CresT DNR. These theoretical distributions are
pecified in Appendix B.1, and the comparison of the measured data with these theoretical distributions is discussed in Appendix B.2.

The variation in DSR over all seeds decreases with increasing exposure duration; more crests are measured per seed, so the
ariability between the seeds decreases. As expected, the plots also show that the ensemble maximum wave crest heights (the
argest value in each seed) increase with increasing exposure duration. This is discussed in detail in Section 5.3. This is a direct
onsequence of the stochasticity of waves. It confirms again that the exposure duration should be selected based on the expected
teady state duration at sea: this will deliver realistic extreme values.

Similar DSRs and DNR are shown in Fig. 4 for the green water impact force peaks. No theoretical distributions are available for
hese distributions. However, similar trends are visible as for the wave crest distributions: an increasing exposure duration decreases
he variability between the seeds, and increases the ensemble maximum peak values (again, see Section 5.3). The variability in the
orce peaks is a lot larger than in the wave crests however. This can be explained by the fact that variability in green water impact
orces is not only influenced by the variability in the incoming waves, but also by that in the vessel speed, vessel motions, water
lowing over the deck, etc.

Comparing Figs. 3 and 4 shows that the non-dimensional wave crest distributions of the two wave conditions are very similar,
ut the impact force peak distributions are very different. This is the case for the dimensional wave crests as well; Table 1 shows
hat the 𝐻𝑠 values of the two conditions are similar (8.1 and 8.3 m, respectively). The extreme condition leads to significantly
igher loads than the heavy condition (note that the scale of the 𝑥-axis is the same for the non-dimensional crest heights in the two

wave conditions, and different for the impact forces). This may partly be due to a slightly different wave steepness, but the biggest
difference is the forward speed of the vessel. In the heavy condition it sails at 5 knots, and in the extreme condition at 10 knots.
This caused a big difference in impact load magnitude.

5.2. Fitting of the crest and peak distributions

Section 4.6 explained the 3-parameter Weibull fitting procedure we apply to the DSRs. For reference, we first fit the same
distribution type to the DNR distributions. This provides an idea of the suitability of the Weibull fit over a large range of crest
heights. The result is shown in Fig. 5 for the non-dimensional wave crests and the green water impact force peaks. For both, the
30% highest peaks were used in the fit. The figure shows that Weibull fits the wave crest data very well, up to some limit. This
may be due to the influence of wave breaking for the highest and steepest crests. Based on this, Weibull is expected to give a slight
overestimation of the wave crest heights when extrapolated to lower probabilities. For the impact force peaks, the fit seems very
good in the extreme condition. The fit quality for the heavy condition looks more similar to that for the wave crests: quite good up
to some limit force, which may be associated with the onset of wave breaking (or another type of green water event). The green
water impacts in the heavy condition seem more correlated to the wave crest height than in the extreme condition. This may be
because forward speed plays a large role in the extreme condition. This seems to lead to a more Weibull-following behaviour of the
force peaks. Based on this, Weibull is expected to give a slight overestimation of the green water impact forces when extrapolated
to lower probabilities for the heavy condition, and a good estimate for the extreme condition.

Fitting the DSRs can in theory be used to reduce the variability of the measured maxima and to extrapolate to longer exposure
durations. Each DSR was therefore fitted using the procedure explained in Section 4.6. As explained in that section, this was done
because this is a common way to extrapolate commercial tests in only a few seeds to higher quantiles in applied research institutes.
For the waves, the 30% highest crests were used for fitting. Fewer events are available per seed for the green water impacts, so
the 90% highest force peaks were used for fitting. The results for the non-dimensional waves and green water impacts in the heavy
condition for 3 h exposure duration are shown in Fig. 6. Similar results for the other exposure durations and the extreme condition
are shown in Appendix C. The number of impact peaks in 30 min was too low for a fit, so this duration was omitted for the impacts.
These plots seem to confirm that the variability between the seeds reduces when proper fitting is applied to the DSRs. This would
be good news: compared to the unfitted results, it may be possible to get convergence at a lower number of seeds. However, there
are a few remarks. Firstly, the plots show that while the fits may in some cases decrease the variability, they may also increase
the mean deviation from the DNR. Secondly, whether or not the fits converge quicker needs to be quantified, which is done in
Section 5.4. Finally, the quality of the fit plays a large role. This quality is higher for fits based on measured data with a longer
exposure duration. This is quantified in Section 5.5. It should also be kept in mind that we use one fitting procedure, where many
are possible. Another choice of fit distribution type, fitting procedure or included percentage of peaks may lead to different results.
However, the present procedure complies with common practice (as explained in Section 4.6), so it provides a fair indication of
8
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Fig. 3. DSR and DNR distributions of 𝜂𝑊 21,𝐶∕𝐻𝑠, in the heavy and extreme condition for different exposure durations and number of seeds (including theoretical
rest height distributions).
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Fig. 4. DSR and DNR distributions of 𝐹𝑋,𝐶 , in the heavy and extreme condition for different exposure durations and number of seeds. No theoretical distributions
are available for these measurements.
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Fig. 5. DNR least-squares fitting result for 𝜂𝑊 21,𝐶∕𝐻𝑠 (top) and for 𝐹𝑋,𝐶 (bottom) with 3-parameter Weibull, considering 30% of the highest crests or peaks.
The approximate 30 min, 1 h and 3 h probability levels are also indicated (based on wave peak encounter period).

Fig. 6. DSR and DNR of 𝜂𝑊 21,𝐶 (left) and 𝐹𝑋,𝐶 (right), in the heavy condition for 3 h exposure duration. Including 3-parameter Weibull fits to top 30% crests
waves) or top 90% peaks (forces) in the DSR distributions.

.3. Deriving design loads based on DEM versus DNR

This section examines MPM values based on the DEM and the DNR, to see whether the DNR can be used for such an extreme
alue estimate. A possible limitation of using the DNR for this purpose is the level of independence of the peaks. The MPM values
or the wave crest heights and impact force peaks were estimated using the procedures in Sections 4.3, 4.5 and 4.6 and following
stimation options 1, 2 and 3 listed in Section 4.6: from the DEM based on the empirical DSRs (‘MPM from measured data’, Eq. (1)),
rom the DEM based on the Weibull-fitted DSRs (‘MPM from fitted data’, Eq. (1)) and from the measured/empirical DNR (‘MPM
rom DNR’, Eq. (2)). Comparing these results will show the consistency of the methods and provide an indication of the extreme
alues for our test case. The present section shows the MPM results for the maximum number of available seeds (𝑀). The next

section discusses how the results converge to these values for lower numbers of seeds.
Fig. 7 shows the DEM based on the measured DSRs for the waves and impacts, for both test conditions and three exposure

durations. The number of points in 3 h is lower than in 1 h or 30 min, because fewer seeds are available. The figures show that both
11
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Fig. 7. DEM based on empirical DSRs of 𝜂𝑊 21,𝐸∕𝐻𝑠 (left) and 𝐹𝑋,𝐸 (right) for both test conditions and all three exposure durations, incl. approximation of MPM.

Table 2
MPM values based on the DNR following Eq. (2), versus MPM values based on the DEM following Eq. (1). The DEM here is
based either on the measured DSRs (‘DEM𝑚 ’) or on the fitted DSRs (‘DEM𝑓 ’). This corresponds to options 1 to 3 (in 3,1,2 order)
from Section 4.6.

MPM of 𝜂∕𝐻𝑠 [–] MPM of 𝐹𝑋 [kN]

Based on DNR DEM𝑚 DEM𝑓 DNR DEM𝑚 DEM𝑓

Heavy, 3 h 1.15 1.13 1.22 2.9 × 103 2.8 × 103 3.0 × 103

Heavy, 1 h 1.06 1.06 1.10 1.9 × 103 1.6 × 103 1.8 × 103

Heavy, 30 min 1.00 0.99 1.01 1.3 × 103 1.2 × 103 –
Extreme, 3 h 1.16 1.18 1.23 6.8 × 103 6.9 × 103 6.1 × 103

Extreme, 1 h 1.06 1.08 1.10 4.9 × 103 4.9 × 103 4.4 × 103

Extreme, 30 min 0.99 1.02 1.02 3.7 × 103 3.5 × 103 –

the wave and the impact force ensemble maxima increase with exposure duration (as expected from a stochastic signal). As also
observed based on the DSRs in the previous sections, the wave ensemble maxima are relatively similar in the two test conditions,
whereas the impact forces differ significantly. This is probably due to the higher vessel speed in the extreme test condition. The
obtained MPM values are seen as the ‘true’ converged values in the next section, which derives the convergence with an increasing
number of seeds with respect to this true value. Table 2 shows that the MPM values from the measured DEM in Fig. 7 are close to
the DNR values from Fig. 5 at the same exposure duration, even though all peaks are included in the DNR, and only the extreme
value for each seed in the DEM. The linear DEM interpolation in Fig. 7 is relatively coarse, so this may have introduced small
differences as well. This indicates that the choice to include all peaks or only the ensemble maximum peaks does not matter much
for the extreme value prediction in the present case, even though the impact frequency is high.

The table also includes the results based on the DEM from fitted DSRs (option 2 from Section 4.6, see Section 5.2), which are
erived from similar (omitted) plots as Fig. 7. Comparison between the MPM from the measured and fitted versions of the DEM
how that fitting introduces a bias. This is further examined in Section 5.5.

.4. MPM convergence for original and fitted data

The distribution plots in the previous sections provide qualitative insights in the variability and maxima of wave crests and
reen water impact force peaks as a function of the number of seeds. In order to determine how many seeds are needed at a certain
xposure duration, quantification is required. This is evaluated using the RMSE convergence metric 𝑅(𝑁) defined in Section 4.7,

calculated for an increasing number of seeds 𝑁 . The results for the non-dimensional wave crests and impact force peaks are plotted
in Fig. 8. The results on the left are based on the original measured data; the results on the right on the fitted data (option 1 and 2
in Section 4.6, respectively). Note that the 30 min results for the fitted impact force peaks are missing, as the number of peaks per
seed was insufficient for a fit. In these plots, the two wave conditions are directly compared in a plot per type of data (original or
fitted). In Appendix D, the same plots are reorganised such that the two types of data (original or fitted) are directly compared in
a plot per wave condition.
12
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Fig. 8. Convergence metric 𝑅(𝑁) and 𝑅𝑓 (𝑁) from Eqs. (6) and (7) over 500 seed picking realisations for waves and impacts, original and fitted data. The
uperscript 𝑓 is omitted in the 𝑦-axis label for the fitted data.

These plots provide an indication of the accuracy that can be expected for the wave crest or impact peak MPM values in different
xposure durations and wave conditions, for an increasing number of seeds. They can also be used to derive the required number of
eeds in order to obtain extreme wave crest and impact peak results with an arbitrary RMSE uncertainty criterion (see Section 4.7)
or the present test case. The following can be observed from Fig. 8:

• For longer exposure durations, convergence is reached with fewer seeds. However, consider that the total required test time
may not be shorter (e.g., 6 × 3 h > 15 × 30 min).

• The MPM values in the heavy and extreme test condition converge at a similar (but not identical) rate. The small differences
are probably related to the vessel speed and the details of the waves: steepness, timing, breaking, etc.

• The wave crests and the impact force peak MPM also convergence in a similar and monotonic way; there are no indications
in the impact force plots that suggest different loading processes. The present case is a relatively well-behaving problem; for
more badly behaving impact problems where different loading processes play a role this may be different.

• The influence of fitting on the convergence is small (see Figs. 15 and 16 in Appendix D). For many combinations of wave
condition and duration the process of converging after fitting is slightly slower than before (contrary to expectations), for
others it is slightly faster. The effects are small, and we cannot conclude that fitting speeds up or slows down the convergence
in general.

• Using only 1 or 2 seeds (as is common practice for ship testing, see Section 1.4) leads to quite inaccurate MPM results. If for
instance only 1 seed with a duration of 1 h is tested, the MPM uncertainty expressed as RMSE is around 11% of the 𝐻𝑠 for the
wave crests, and between 500–2500 kN for the impact forces (5%–24% of the max. measured force during the test campaign).

It might be expected that the number of required seeds is lower for more linear problems and higher for more non-linear or
badly-behaving’ problems (where other phenomena play a role for low and high peaks). For lower sea states it is hard to say what
s expected; the waves and impact events are expected to be more linear and well-behaved, but there will also be fewer impact
13
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Fig. 9. Bias metric 𝐵𝑓 (𝑁) from Eq. (8) over 500 seed picking realisations for waves and impacts, fitted data. The superscript 𝑓 is omitted in the 𝑦-axis label.

.5. MPM bias due to fitting

Fig. 8 showed the convergence of the RMSE following Eqs. (6) and (7) for the original experiments and the fits, which is a good
easure for the convergence of the data. However, Fig. 6 and Appendix C show that the fits may also introduce a bias in the MPM
ith respect to the long duration data. This was evaluated using bias metric 𝐵𝑓 (𝑁) defined in Eq. (8). Results are shown in Fig. 9.
hese plots show a bias due to fitting that does not converge to zero for large 𝑁 . The bias for the maximum number of available
eeds (𝑀) is similar to the difference between the MPM values based on the fitted and measured versions of the DEM in Table 2.
he fitted distributions in Section 5.2 and Appendix C show that the bias for the wave crests is almost always conservative (towards

arger wave crests). This is not visible in Fig. 9 due to the positive definition of RMSE bias metric. The conservatism for large crest
eights is probably related to the steepness of the wave conditions; wave breaking or other dissipating phenomena reduce the highest
ave crest heights, which is not considered sufficiently in the fits based on lower heights. Other wave and wave impact problems
o not necessarily show a similar conservatism, see for instance the explanation of badly-behaving problems in Section 4.6. The
igure shows that the RMSE bias in MPM due to the fitting goes roughly to ∼0.01 to 0.07 for the non-dimensional wave crest heights
1%–7% of 𝐻𝑠), and to very small values for the maximum measured impact forces. This means that the force fits match the long
uration quite well.

Similar as for the convergence results, Figs. 17 and 18 in Appendix D show re-organised plots based on the same data, where the
it bias results are plotted together with the fit convergence results per wave condition. These plots show that the RMSE convergence
etric and the RMSE bias metric for the fitted result are the same order of magnitude. This could indicate that the considered fits

re well-balanced. It also indicates that the convergence may be slightly quicker (or slower) than for the original data in some cases,
ut the fitted results do not converge to the same value as the original data. They converge to the bias value.

These results depend strongly on the choice of theoretical fit distribution, the fitting method and the number of crests or peaks
o include. The present results provide an indication of the results for common practice choices (see Section 4.6). Evaluating the
nfluence of these parameters in detail could be a follow-up study (see Section 7).

.6. Estimated MPM bias due to fitting and extrapolation

The bias metric 𝐵𝑓 (𝑀) at the maximum number of available seeds 𝑀 (to make sure the bias results are converged) can also be
sed to evaluate the quality of extrapolation using the fits. For experiments with ships this is a relatively common procedure: tests
ith a duration of for instance 1 h are fitted and extrapolated in order to obtain 1.5 or 2 h MPM values for design.

In order to evaluate the bias considering extrapolation of the fits, we need a modified bias metric. The reference ‘true’ value
PM over all available DSR in the original metric in Eq. (8) is not directly available for extrapolation. A modified estimated bias
etric 𝐵𝑓

𝑒 (𝑁) is therefore defined in Eq. (9), only for extrapolation. The MPM from the DNR was selected here as ‘true’ value instead
f the MPM based on the DEM, because this also allows for a bias estimation of extrapolated fits. Section 5.3 showed that the MPM
erived from the DNR is not identical to that from the DEM for this test case, but it is a good approximation. The bias increases
uickly with extrapolation ‘distance’, and it generally becomes an order higher than the difference between the MPM value from
he DNR versus de DEM. The exposure duration exceedance probability level 𝑃𝑡 can be selected based on the average number of
ave encounters in 30 min, 1 h or 3 h in order to evaluate extrapolation.

𝐵𝑓 (𝑁) =

√

√

√

√

√

√

∑500
𝑤=1

[

𝑆𝑓
𝐸,𝑤(𝑁) −𝐷𝑁𝑅(𝑃𝑡)

]2

(9)
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p

Fig. 10. Estimated converged bias metric 𝐵(𝑀) from Eq. (9), for extrapolated results using fitting from short tests to longer required durations (using the fitting
rocedure in Section 4.6). Wave crests (left) and impact force peaks (right). Legend is the same for both subfigures and superscript 𝑓 is omitted in the 𝑦-axis

label.

The resulting converged estimated bias metric 𝐵𝑓
𝑒 (𝑀) is visualised in Fig. 10 for both the wave crests and the impact force peaks.

The bias in dataset ‘based on fit to 1 h test’ at 1 h duration on the 𝑥-axis in Fig. 10 is equal to the 1 h converged bias for the same
wave condition in Fig. 9. This figure shows: the further the extrapolation and the shorter the basis exposure duration, the worse
the results. For instance, the wave crest bias from the fitted 30 min duration in the heavy condition is around 0.02 (2% 𝐻𝑠), and
extrapolation leads to a bias around 0.04 at 1 h and 0.11 at 3 h exposure durations (green triangles). Similar fitting trends are
valid for the extreme wave condition. It is also observed that fitting and extrapolation lead to quite accurate results for the impact
data in this case. This is also visible in Appendix C. This probably has two causes. Firstly, wave breaking introduces another regime
for the highest wave crests and reduces the extrapolation accuracy for the wave crests. This is not as clearly visible in the impact
peak distributions. Secondly, due to the vessel freeboard, there is a ‘threshold’ for the impacts: only the highest wave crests lead
to impacts, which may all be in the same wave regime. A solution for the waves could be to use an even lower percentage of the
highest crests, but this is not further evaluated here. Again, these results depend on the choice of theoretical fit distribution. Results
for a common procedure are provided here.

5.7. Comparison of the ferry and deck box results

Similar analyses and results are presented for 300 h of wave-in-deck forces on a stationary deck box in [1] (part 2 of the present
study). The case studies were similar: wave elevations and wave impact forces were measured using similar instrumentation in long
duration experiments. There were also some important differences:

1. There were on average only 2–3 wave-in-deck impacts on the deck box per 3 h seed; this was 44 (heavy) or 127 (extreme) for
the green water impacts on the ferry (Table 3). Obviously, this makes a difference for the convergence of the impact forces;
this is not only related to exposure duration, but also to the number of events in that duration. For this reason, the deck box
impact results were presented for longer exposure durations: 60 h, 30 h and 15 h. The wave crests were evaluated for 3 h
and 1 h in both case studies.

2. The steepness of the wave conditions was different (Table 3). Usually it is assumed that some wave crests start breaking around
steepness values of 0.06–0.08 m/s2. The deck box conditions were in the transition area from non-breaking to breaking waves,
whereas the ferry conditions are above the breaking limit. There may therefore be many breaking crests in one deck box seed,
and few in another. The waves for the ferry are above the breaking limit and breaking was frequently observed in all seeds.
This is supported by the variation between DSRs in Fig. 11: there is less variation between the DSRs for the ferry than for
the deck box. For the ferry, most distributions clearly show the downward trend expected for breaking waves in the tail of
the distribution (observed by e.g., [40,45,46]). For the deck box data this is missing for some seeds and present for others.
This could introduce more variability and slower convergence of waves with a steepness around the start of breaking.

3. The wave crests directly hit the deck box, whereas they first ran over deck before impacting the ferry accommodation. Direct
impacts increase the influence of complicated impact properties such as the relative wave steepness with respect to the
structure and air entrapments (see e.g., [47,48]). Steep, almost breaking wave crests close to the structure may lead to
another load regime for the deck box than the other waves, in line with a badly-behaving problem. This is less likely for
the green water loads, which makes them easier to fit and extrapolate.

4. For the measurement of the crest heights different types of instrumentation were used in the two test campaigns. For the ferry
test campaigns acoustic type wave probes were used. These types of wave probes are typically used for wave measurements
at forward speed. For the deck box wave measurements resistant type wave probes were used. The two types of wave probes
15

are based on different measurement techniques. Differences in measured crest heights can be observed especially in very
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Table 3
Wave conditions for the ferry and deck box. All: irregular, long-crested, JONSWAP, 𝛾 = 3.3. With: 𝑆 = 𝐻𝑠∕𝑇 2

𝑝 = wave steepness, 𝜆𝑝 = peak wave length, x =
distance to the wave generator, NS = North Sea.

Campaign Condition Duration (h) 𝐻𝑠 (m) 𝑇𝑝 (s) 𝑆 (m/s2) 𝜆𝑝 (m) x (m) x/𝜆𝑝 # wave crests # impacts

P1, Ferry Heavy 34:51:16 8.1 9.4 0.092 138 360–5700 2.6–41.7 16 113 515
P1, Ferry Extreme 23:42:49 8.3 10.0 0.083 156 360–5700 2.3–36.9 12 096 1001
P2, Deck box 10,000 yr NS 300:00:00 17.0 15.9 0.067 395 1500 3.8 79 859 254

Table 4
Number of seeds required for convergence of the wave crest MPM (original data) following the analysis in Section 4.7,
for convergence criterion 𝑅(𝑁) = 3% 𝐻𝑠 and the experimental campaigns in part 1 and 2 of this study.
Exposure duration Required 𝑁 (P1, Heavy) Required 𝑁 (P1, Extreme) Required 𝑁 (P2, 10,000 yr NS)

30 min 23 15 –
1 h 17 8 22
3 h 6 5 14

steep and breaking waves, as presented in [49]. The type of measurement probe might therefore also have an effect on the
variability of the crests.

5. The deck box tests were done at zero speed and the ferry tests at forward speed. In theory this should not matter, but on
average the ferry was farther from the wave generator than the deck box (Table 3). As wave energy can only be inputted at
the generators, this may have some influence (especially for steep near-breaking waves, see e.g., [50]). The distance to the
wavemaker 𝑥 divided by the wave length 𝜆𝑝 is much lower for the deck box than for the average ferry distance (Table 3).
It was shown by [51] that higher-order non-linear wave effects converge slowly with distance to the wave generator (even
for identical wave spectra at different locations), and that the wave non-linearity is converged around 𝑥∕𝜆𝑝 = 20–30. The
non-linearity of the waves is therefore probably more converged at the average ferry distance than at the deck box distance.
This may cause additional variability in the deck box wave crests.

6. The tests were done in different basins, with different wave generators and instrumentation. Both are position-controlled
flap-type wave generators, controlled with similar software. The water depths of both basins can be considered deep at the
tested scales. This is therefore not expected to introduce differences in the results.

For the purpose of comparison of the non-dimensional wave crest MPM convergence in the two data sets, the convergence
criterion for the RMSE in Section 4.7 is set at 0.03 (so at 3% of the 𝐻𝑠 values) for both test cases. Based on this criterion, the
required number of seeds can be derived from the convergence plots (Fig. 8 and a similar plot in the deck box paper). The results
are presented in Table 4 for the two data sets. This table summarises the results from Section 5.4 and the similar section in the deck
box paper. The deck box data were not analysed for 30 min, as it is not common practice to apply this duration in the offshore
industry. The table shows that the waves in both case studies converge at a similar rate, although the deck box waves seem slightly
slower. This can probably be attributed to points 2, 3, 4 and 5 above. Because the deck box air-gap impacts are much rarer than
the ferry green water impacts (point 1 above) and because there is no obvious reference force to relate the absolute forces in both
cases, these results cannot be directly compared.

6. Conclusions

The first objective of the present study was to quantify the convergence of the short-term wave crest and impact force peak MPM
from experiments at exposure durations of 3 h, 1 h and 30 min. Convergence plots were made, showing the RMSE in MPM values
as a function of the number of seeds (or realisations). These can be used to obtain an idea of the expected error in the extreme
values when a certain number of seeds is tested in an experiment, or vice versa, to determine how many seeds are required in order
to obtain a target uncertainty. This was evaluated for two test cases, green water impacts on a sailing ferry in the present study
and wave-in-deck impacts on a stationary deck box in [1]. The required number of seeds for impact force peak MPM convergence
cannot be directly compared, because the deck box impacts were much rarer than the green water impacts on the ferry (on average
1 versus 15–42 impacts per hour). Taking an RMSE criterion of 3% 𝐻𝑠 for the wave crest MPM values results in 5–14 required 3 h
seeds for both cases, or 8–22 required 1 h seeds. This is based on two test campaigns with in total three wave conditions in relatively
steep waves. The difference between the wave crest MPM convergence of the two test campaigns is larger than between the two
wave conditions in one campaign. This can have several possible causes, including differences in wave steepness, wave measurement
equipment, average distance to the wave generator, or possibly other differences between the basins. The convergence of the green
water force MPM values on the ferry presented here is representative for structures with a relatively high impact frequency, whereas
the deck box results are more representative for structures with a low impact frequency. Using only 1 or 2 seeds leads to quite
inaccurate MPM results: for 1 seed with a duration of 1 h, the RMSE uncertainty in the MPM is ∼11% of the 𝐻𝑠 for the wave crests,
16

and ∼5%–24% of the max. measured green water force on the ferry accommodation.
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(a) Ferry, 𝑆 = 0.092 (Fig. 3) (b) Deck box, 𝑆 = 0.067 ([1])

Fig. 11. DSR and DNR distributions of wave crest height around 1 h exposure duration for the ferry (heavy wave condition) and deck box (repeat 1 of the
selected wave condition).

The second objective of the study was to evaluate how extreme value convergence is influenced by fitting and extrapolation. Using
a 3-parameter Weibull fit, it was concluded that fitting does not significantly affect the number of required seeds for convergence of
the wave crests or impact force peaks. For the MPM wave crests, fitting introduces an RMSE bias of 2%–3% of the 𝐻𝑠 for exposure
durations between 30 min and 3 h. Extrapolation increases this and the further the extrapolation, the worse the results for the MPM
wave crests. This is probably because breaking of the highest wave crests dissipates energy, which is not considered well by the fits.
For the MPM wave impact force peaks, fitting only introduces a very small RMSE bias (0.1%–10% of the max. measured forces)
for exposure durations between 30 min and 3 h. Extrapolation sometimes increases and sometimes decreases these biases. These
results depend strongly on the choice of theoretical fit distribution, the fitting method and the number of crests or peaks to include.
The present results provide an indication of the results for common practice choices. Evaluating the influence of these parameters
in detail could be a follow-up study (see Section 7).

The final objective was to evaluate whether there is a difference in extreme value results when they are obtained based on DNR
or DEM distributions. It was concluded that this difference is very small for the present ferry wave impact dataset, even though the
impact frequency is high.

7. Future work

As explained in Section 1, the present results will be used as reference for an extreme value prediction method validation study.
Some other things would be interesting to evaluate based on the present results. Firstly, the applied 3-parameter Weibull/least-
squares fitting method was based on literature and best practice at MARIN. The best fitting method is probably case-specific, but
studying its influence may further improve results. Secondly, it was observed that the difference between the wave crest MPM
convergence of the two test campaigns is larger than between the two test conditions in one campaign. This can have several
possible causes (as detailed in Section 5.7 and summarised in the conclusions). Further research could shed more light on the most
likely cause. Thirdly, this study (part 1 and 2) is based on long duration experimental campaigns for only two different structures
and in total three test conditions. The cases are quite different (green water in a sailing ship and air-gap impacts on a stationary
deck box). The resulting number of required seeds can therefore be used as order of magnitude for extreme values of wave impacts
on other marine structures. However, performing similar tests and analyses for more wave conditions may provide more clarity
on the effects of wave steepness, non-linear wave-wave interaction, wave breaking and test specifics (instrumentation, basin, wave
generation). Repeating similar long duration wave impact experiments with other marine structures would also be valuable for less
structure dependence. Finally, it would be interesting to see how the present results compare to required durations for convergence
of other non-linear and rare response phenomena (such as broaching, parametric roll, slamming, etc.)
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Table 5
Properties and loading condition of the ferry, where 𝐿𝑝𝑝 = the ship length between perpendiculars, 𝐵 = its width, 𝑇 = its even keel draught, 𝑍𝑏𝑜𝑤 = the
freeboard at the bow, 𝐿𝐶𝐺, 𝑉 𝐶𝐺 = the vertical and longitudinal location of the centre of gravity (from APP and keel), 𝑘𝑥𝑥, 𝑘𝑦𝑦, 𝑘𝑧𝑧 = the radii of inertia,
𝐺𝑀 = the metacentric height and 𝑇𝜙 = the ship natural roll period. All values except the main dimensions were measured.

Scale (–) 𝐿𝑝𝑝 (m) 𝐵 (m) 𝑇 (m) 𝑍𝑏𝑜𝑤 (m) 𝐿𝐶𝐺 (m) 𝑉 𝐶𝐺 (m) 𝑘𝑥𝑥 (m) 𝑘𝑦𝑦 (m) 𝑘𝑧𝑧 (m) 𝐺𝑀 (m) 𝑇𝜙 (s)

35.986 190.0 30.0 9.0 10.5 87.7 14.3 10.6 47.3 47.6 0.98 24.7

Fig. 12. Soft spring set-up for the ferry (left) and the corresponding wave probe set-up (right, with and without model).
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ppendix A. Extra experimental information

The main dimensions and loading condition of the ferry are provided in Table 5. Other details about the experiments are provided
elow.
Test set-up. The ferry was tested in a free-sailing set-up with an active propeller, rudder and autopilot steering on heading.

A constant speed was required for the measurement carriage and the attached wave probes, for later deterministic numerical
reproduction of the wave conditions. The carriage therefore moved at a constant x- and y-speed instead of following the model
in a ‘normal’ set-up. This required addition of some soft springs that reduced the low-frequency surge, sway and yaw motions, to
keep the model under the carriage. The y-speed of the carriage was derived from the average drift speed during free-sailing trial
runs at the same speed in the same wave condition. Fig. 12 on the left shows the test set-up. The natural surge, sway and yaw
periods of this set-up were 54, 67 and 34 s at speed, respectively (derived from decay experiments). The springs only limited the
low-frequency horizontal motions, and kept the horizontal wave–frequency motions and all other degrees of freedom and as free
as possible. A constant propeller rotation rate was applied for each test, which was estimated based on the trial runs in the same
condition.

Instrumentation. The model was instrumented to measure the six degree of freedom ship motions (optical tracking system),
rigid-body accelerations at 5 locations and relative wave elevation at 12 locations along the weather side of the ship at 2 locations
on the fore deck (resistance-type probes). Fig. 1 shows the names of the sensors. Green water wave impact forces were measured at
40 panels on the front of the accommodation. More information about these panels is given below. Slamming forces were measured
using 3 force panels and 9 pressure sensors in the bow flare. The incoming waves around the ship were also measured at 6 probes,
attached to the measurement carriage (see Fig. 12 on the right). Two of the incoming wave probes (W1 and W2) were acoustic probes,
18
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all others were resistance-type probes (including W21). The undisturbed waves without model were measured in deterministic repeat
runs for 8 selected runs with a large green water impact. All probes in green in Fig. 12 were present for all tests (with or without the
model); the purple probes were added only for some undisturbed wave repeat runs without model. The ship motions were measured
at a full-scale sample frequency of 16.7 Hz, incoming waves at 16.7 or 33.3 Hz, relative wave elevation at 33.3 Hz and forces and
pressures at 800.2 Hz.

The ferry accommodation force panels were placed in 5 rows of each 8 panels, at 13.0 m behind the forward perpendicular
FPP). Each force panel had a size of 1.8 × 1.8 m full-scale. Previous research showed that the rise times of green water impacts

can be around 0.10–0.35 s (full-scale), and that hydro-elasticity plays a small role for such impacts [52]. This indicates that the
interaction between the loads and the deformation of the structure is low, so they can be decoupled. The loads on the selected deck
structures were therefore conduced with stiff force measurement panels mounted on a stiff structure. The natural frequency of the
panels was around 2100 rad/s full-scale in the main force direction. This is orders faster than the typical rise times, so any possible
resonance was small, and could be filtered in the analysis. No correction was applied for the inertial loads on the panels due to the
global ship motions, because these forces were very small (max. 2.7 kN on one panel, compared to impact forces in the order of
103 kN).

Radiated and diffracted wave components. The waves used in the present publication were measured at probe W21 at portside
front of the model. The model sailed at a relatively low speed. This means that there may be some influence of radiated and diffracted
waves from the model on these results (Brard number 𝜏 = 𝑉𝑠𝜔∕𝑔 ∼0.18–0.20, energy may propagate forward for 𝜏 < 0.25). However,
for a quite similar case (containership of 230 m, scale ∼38 at 5 kn speed in waves with 𝑇𝑝 9.7 s, so 𝜏 = 0.17), Rankine-source
diffraction calculations were performed in the preparation of [50,53] to evaluate this. This was done in the same test set-up and
basin as the ferry tests. For the containership the results at probe W1 showed radiated and diffracted wave elevations around 3% of
the incoming wave elevation. The present model is slightly smaller and more slender (ferry of 190 m, scale ∼36 at 5 and 10 kn speed
in waves with 𝑇𝑝 9.4–10.0). The considered probe was W21 instead of W1, but these are close. A similar or slightly lower influence
of radiated an diffracted wave components can therefore be expected. There is no reason to assume that these small components
converge slower or faster than the incoming wave components, so this will not significantly influence the convergence results in
the present paper.

Appendix B. Theoretical wave crest distributions

B.1. Formulations

The Rayleigh DNR wave crest distribution for Gaussian narrow-banded wave spectra is provided in Eq. (10), where 𝐻𝑠 is the
significant wave height and 𝜂 is the wave crest height.

𝑃𝑅𝑎𝑦(𝜂𝑐 > 𝜂) = exp

(

−
8𝜂2

𝐻2
𝑠

)

(10)

The Forristall DNR wave crest distribution [39] for second-order waves is provided in Eq. (11a). It is based on a 2-parameter
eibull distribution, with 𝛼 and 𝛽 parameters that are based on fitting to second-order wave simulations. These parameters are

provided for long-crested waves in Eqs. (11b) and (11c), where 𝑆1 is a wave steepness parameter (Eq. (12)) and 𝑈𝑟 is the Ursell
number (Eq. (13), characterising the effect of water depth on wave non-linearity). 𝑇1 in these formulations is the mean wave period,

the water depth and 𝑘1 the corresponding wave number.

𝑃𝐹𝑜𝑟(𝜂𝑐 > 𝜂) = exp

(

−
(

𝜂
𝛼𝐻𝑠

)𝛽
)

(11a)

𝛼 = 0.3536 + 0.2892𝑆1 + 0.1060𝑈𝑟 (11b)

𝛽 = 2 − 2.1597𝑆1 + 0.0968𝑈2
𝑟 (11c)

𝑆1 =
2𝜋𝐻𝑠

𝑔𝑇 2
1

(12)

𝑈𝑟 =
𝐻𝑠

𝑘21𝑑
3

(13)

A rough indication of the expected DNR based on analysis in the CresT project [40] is also included in the present paper: it was
rgued that a correction of 4%–8% above the Forristall distribution should be applied for crest heights in waves with low directional
preading. As these percentages are expected to increase with decreasing spreading (we have long-crested waves) and with wave
teepness (we have relatively steep waves), 8% was applied. This theoretical distribution is called ‘CresT correction to Forristall
NR’ in the present paper.

The Huang-Zhang theoretical wave crest height distributions were based on a Weibull fit to 1000 seeds of 3 h non-linear wave
imulations. There are two versions of the distribution: for DSR limits (mean and upper and lower 99% bands) and for DNR [38].
or reference, DSR is called ‘PDSR’ in their publication, and DNR is called ‘PDER’ (the present publication sticks to DSR and DNR).
he basic formulation for all these distributions is the Weibull formulation (provided in Eq. (14a)). The same definitions for wave
19
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Table 6
Coefficients Huang-Zhang distributions [38].

Type DSR, mean DSR, upp99% DSR, low99% DSR, mean DSR, upp99% DSR, low99% DNR DNR

𝑃 <10−2 <10−2 <10−2 >10−2 >10−2 >10−2 <10−2 >10−2

𝑎0 0.2894 0.1334 0.3752 0.3712 0.3516 0.3708 0.3242 0.3733
𝑎1 12.3011 13.0432 9.1269 1.0087 2.3892 0.9835 11.7467 0.9398
𝑎2 −662.632 −751.0935 −446.8393 −43.0667 −105.4167 −39.9404 −652.147 −40.0095
𝑎3 12 153.3466 14 727.6571 7837.572 567.5292 1557.3914 598.3819 12 308.3001 512.0601
𝑎4 −68 031.8045 −87 711.081 −42 682.1177 −1173.1204 −5807.4512 −2144.492 −70 529.2504 −849.0734
𝑎5 0.3779 0.084 0.8351 0.1276 0.0791 0.2427 0.3785 0.1294
𝑎6 −3.7904 −5.2045 −5.7942 0.3115 0.355 −0.5379 −3.8837 0.2882
𝑏0 1.5277 0.7965 2.4637 2.006 1.62 2.212 1.7321 2.0411
𝑏1 67.2118 44.9229 82.5688 4.841 19.72 10.951 72.7179 3.6068
𝑏2 −3683.1338 −2525.6956 −4300.5362 −321.181 −909.665 −637.673 −4093.6916 −272.2806
𝑏3 63 759.0846 47 184.1324 68 857.4691 846.332 10 465.556 6707.056 72 132.2957 −58.9649
𝑏4 −336 712.3631 −270 084.1075 −337 914.7489 27 223.189 −22 952.443 −10 244.141 −386 504.7502 32 786.2976
𝑏5 −8.1382 −13.316 2.5661 0.832 −3.726 4.505 −9.9594 0.9003

steepness parameter and the Ursell number are still used. The values of coefficients 𝑎0 to 𝑎6 and 𝑏0 to 𝑏5 were based on non-linear
ave simulations. They were defined separately for probabilities below and above 10−2, see Table 6. No smoothing between the

egimes was applied. NB. A small mistake in the original publications was corrected: the 𝑎4 value in Eq. (14b) was given to the
power of four. This power was removed in order to arrive at realistic distributions.

𝑃𝐻𝑍 (𝜂𝑐 > 𝜂) = exp

(

−
(

𝜂
𝛼′𝐻𝑠

)𝛽′
)

(14a)

𝛼′ = 𝑎0 + 𝑎1𝑆1 + 𝑎2𝑆
2
1 + 𝑎3𝑆

3
1 + 𝑎4𝑆

4
1 + 𝑎5𝑈𝑟 + 𝑎6𝑈

2
𝑟 (14b)

𝛽′ = 𝑏0 + 𝑏1𝑆1 + 𝑏2𝑆
2
1 + 𝑏3𝑆

3
1 + 𝑏4𝑆

4
1 + 𝑏5𝑈

2
𝑟 (14c)

.2. Comparison of measurements with theoretical wave distributions

As explained in Section 3, the waves for the ferry tests were measured with the model present, and there may be a small influence
f radiated and diffracted waves from the model on the measurements at wave probe 21. In addition, the wave conditions were
uite steep and some waves dissipate energy by breaking. As the wave generators can only input energy at the basin sides, this may
ead to some spatial non-uniformity of the wave conditions over the basin length. However, by comparing these measurements to
he theoretical wave crest distributions, we can still get a rough idea of their non-linearity.

The measured DNR in Fig. 3 is above the second-order Forristall crest distribution, as expected for long-crested waves (see
.g., [40,45,46]). Measurements in a basin at Imperial College discussed in the first publication indicated that crest heights are
xpected to exceed Forristall for probabilities below around 10−3. The present measurements show that this already happens at
igher probabilities, around 10−1. This may be because the wave conditions are relatively steep. The measured DNR is quite close
o the Huang-Zhang DNR distribution for the probability range between 10−2 −5 ⋅ 10−2. For higher probabilities than 5 ⋅ 10−2 (lower

crests), the measurements are slightly lower than the Huang-Zhang distributions. Here Forristall provides a better match. For lower
probabilities than 10−2 (higher crests), the measured crests are significantly higher than Huang-Zhang. The tested wave conditions
were quite steep (𝐻𝑠∕𝑇 2

𝑝 ∼ 0.08–0.09), and breaking wave events were observed. This probably causes the energy dissipation and
drop of the higher crests below the distribution expected based on the lower crests. However, the drop is not as significant as
predicted by Huang-Zhang. Interesting to see is that the simple 8% correction to Forristall from the CresT JIP leads to results that
are very close to the measurements for lower probabilities (<10−2).

Similar things were observed for the measured DSRs in Fig. 3: most of them are above Forristall. Of course there is a lot of scatter
in the peak values between the seeds, but their mean also seems to approximately follow Huang-Zhang. The width of the 99% DSR
interval from Huang-Zhang for 3 h exposure seems to comply quite well with the measurements. Based on the present results, this
new empirical estimate of the upper and lower limits between which the crest distribution of a single seed should lie can be helpful
in new test campaigns.

Finally, it can be concluded that the proposed 99% intervals for the individual seed distributions of wave crests proposed by [38]
match the present data relatively well; they can be used to roughly estimate the uncertainty of a single seed measured wave crest
distribution at different probability levels.

Appendix C. Weibull fit plots

Fig. 13 provides all Weibull fit plots for the wave crests and Fig. 14 provides the same plots for the green water impact force
20

peaks. The number of impact peaks in 30 min exposure duration was too low for a fit, so this duration was omitted.
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Fig. 13. DSR and DNR distributions of 𝜂𝑊 21,𝐶 , in the heavy and extreme condition for different exposure durations and number of seeds. Including 3-parameter
Weibull fits to top 30% crests in the DSR distributions.
21
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Fig. 14. DSR and DNR distributions of 𝐹𝑋,𝐶 , in the heavy and extreme condition for different exposure durations and number of seeds. Including 3-parameter
Weibull fits to top 90% peaks in the DSR distributions. The 30 min exposure duration is omitted, as the number of wave impact peaks per seed was too low
for a good fit in many of the seeds.

Fig. 15. Re-ordered convergence plots for the non-dimensional wave crests, per wave condition. The superscript 𝑓 is omitted in the 𝑦-axis label for the fitted
convergence metric.
22



Marine Structures 90 (2023) 103410S.M. van Essen et al.

f

Fig. 16. Re-ordered convergence plots for the green water force peaks, per wave condition (30 min fits not available). The superscript 𝑓 is omitted in the 𝑦-axis
label for the fitted convergence metric.

Fig. 17. Re-ordered convergence and bias plots for the fitted non-dimensional wave crests, per wave condition. The superscript 𝑓 is omitted in the 𝑦-axis label
or both the convergence and bias metric.

Fig. 18. Re-ordered convergence and bias plots for the fitted green water force peaks, per wave condition (30 min fits not available). The superscript 𝑓 is
omitted in the 𝑦-axis label for both the convergence and bias metric.
23
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Appendix D. Re-ordered convergence and bias plots

In Section 5.4, the convergence plots are arranged to show both wave conditions in the same plot, separately for the original
nd fitted data. In Figs. 15 and 16, the same convergence data is shown, but now organised per wave condition. This enables direct
omparison of the original and fitted data. For this bias this is not necessary, as it is only defined for the fitted data. Similarly,
igs. 17 and 18 show the results for the bias and convergence of the fits in the same plot, per wave condition.
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