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Baseband-Function Placement With
Multi-Task Traffic Prediction for
5G Radio Access Networks

Ligia Maria Moreira Zorello™, Graduate Student Member, IEEE, Laurens Bliek™, Sebastian Troia™,

Tias Guns, Sicco Verwer

Abstract—The 5G Radio Access Network (RAN) virtualiza-
tion aims to improve network quality and lower the operator’s
costs. One of its main features is the functional split, i.e., divid-
ing the instantiation of RAN baseband functions into different
units over metro-network nodes. However, its optimal placement
is non-trivial: it depends on the application requirements and on
the expected traffic volume, whose daily variation highly impacts
the total power consumption. Current optimization solutions fail
to provide a placement solution capable of handling traffic fluc-
tuations. In fact, the standard machine learning algorithms used
in the literature for planning the network resources in advance
result in an allocation that is inadequate to carry the actual
traffic at all the time-slots. Hence, we must reserve an artifi-
cial buffer capacity in the nodes to ensure feasibility. Instead,
our proposed method exploits a fine-grained two-step multi-task
algorithm that predicts the mean and quantile traffic, making the
artificial capacity no longer necessary. The subsequent placement
uses mixed-integer linear programming and a heuristic. The for-
mer considers the expected traffic in the objective function (to
estimate costs) and the quantile in the constraints (to enforce
capacity limits). The heuristic combines the mean and quantile
results to minimize the power and comply with the require-
ments. While using sufficiently large artificial buffers guarantees
robustness with a mild power increase compared to the oracle,
the fine-grained multi-task model improves the results, reducing
the power consumption compared to the mean and meets all
constraints. The heuristic enables significant computational time
reduction.

Index Terms—5G radio access network, functional split,
network function virtualization, traffic prediction, mathematical
optimization, machine learning, energy saving.
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I. INTRODUCTION

HE FIFTH generation of mobile networks (5G) was

developed to carry services with different Quality of
Service (QoS) requirements with improved energy efficiency.
It was necessary to improve the Decentralized Radio Access
Network (D-RAN) of 4G (Fig. 1(a)), as it would lead to an
inefficient and highly costly architecture for mobile operators
at scale. 4G further introduced the Centralized RAN (C-RAN)
(Fig. 1(b)) to decouple the Remote Radio Head (RRH) and the
Baseband Unit (BBU) and fully centralize and virtualize the
BBUs in powerful central offices Fig. 1(b). This architecture
enhances the network management and control, the processing
scalability, and it reduces the overall power consumption due
to the better utilization of the computing resources. However,
several issues are yet to be addressed to enable its broad
deployment. The consolidation of baseband functions in a sin-
gle central node requires very high traffic capacity over the
fronthaul links connecting the RRHs to their corresponding
BBU, and it imposes stringent latency requirements between
sites [1], [2].

To diminish these issues and find a trade-off between power
consumption and processing and bandwidth capacity, part of
the baseband functions can be virtualized and redistributed
over local offices in the network, as shown in Fig. 1(c).
The 3rd Generation Partnership Project (3GPP) proposed a
5G RAN with functional splits, indicating the centralization
degree of baseband functions [3]. While the RRH continues
in the antenna site, the BBU functions are deployed as Virtual
Network Functions (VNFs) into Distributed Unit (DU) and
Centralized Unit (CU). The DUs deploy lower-layer network
functions in the access network, and the CUs deploy the
remaining functions over cloud-enabled nodes in the metro
network. The CUs and DUs are directly connected via midhaul
links.

The efficient placement of these VNFs in the network nodes
becomes a new optimization problem. There is a significant
effort in the literature to solve it. Nevertheless, aspects related
to the costs and to the functional split constraints were not
fully considered. Network operators must minimize their oper-
ational costs when deploying baseband VNFs while ensuring
that service requirements are always satisfied. For this reason,
it is cumbersome to use power models that take into account
different aspects of the network. As shown in our previous
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Fig. 1. Evolution of RAN architecture: completely distributed (a), completely centralized (b) and partially centralized with functional splits (c).

work [4], the network power consumption plays a key role
in building up the cost of an NFV infrastructure. Therefore,
we study the optimal VNF placement to minimize the node
and network power consumption. In addition, despite being an
important requirement, the split latency is frequency neglected
in the literature. It guarantees that all baseband functions are
correctly executed; thus, our approach ensures that the solution
is always compliant with the split and service latency require-
ments. We consider the placement of the CUs while the DUs
are assumed as fixed in the access network.

This optimization highly depends on the network traf-
fic, which shows fluctuations during the day due to users’
movement in urban areas. Therefore, the network operator may
need to move the baseband VNFs over the network nodes to
adapt to the traffic and comply with split and service require-
ments at all times. The baseband VNFs may be deployed as
Virtual Machines (VMs) or containers over general-purpose
servers. Consequently, the migration of the baseband VNFs
can be translated into moving their hosting VMSs or containers
over the network. Independently on the technique applied,
the reconfigurating the baseband VNF placement involves the
VNF instantiation and migration and lightpath establishment.
The entire process is time consuming, making the computa-
tion and reconfiguration of the network on a real-time basis
impractical and leading to disruptions of service. Therefore, it
is necessary to plan the VNF placement in advance. Machine
learning algorithms can aid this anticipated optimization tak-
ing advantage of the tidal daily traffic variation in urban areas
due to the regularity of inhabitants and commuters displace-
ment [5] These algorithms provide accurate traffic forecast
and improves the applicability of optimization frameworks in
real-time scenarios. However, unpredictable events may cre-
ate perturbations in these patterns. Therefore, the traditional
techniques used in the literature using machine learning to
predict the traffic and then optimize the placement fail to pro-
vide solutions that ensures feasibility in real-time. Indeed, they
do not guarantee that the real traffic could be carried by the
anticipated placement.

We model the baseband VNF placement as a modular
optimization problem in a metro-area network from the point
of view of a mobile operator in the context of the Metro-
Haul project [6]. In particular, we assume that the nodes are
distributed cloud-enabled, i.e., they are equipped with com-
puting power that can host baseband VNFs. A flexible and

high-capacity Wavelength Division Multiplexing (WDM) opti-
cal network interconnects these nodes. In this scenario, the first
stage of the optimization is an hourly-based traffic forecast
consisting of a two-step multi-task prediction. The multi-task
machine learning algorithm outputs the mean and the nor-
malized traffic, then scales it using persistent forecast. The
forecast traffic is then used as input to calculate the placement
to reduce the power consumption for the operator. We pro-
pose an optimization algorithm based on Mixed Integer Linear
Programming (MILP) to minimize the network and IT power
consumption subject to the functional split and service con-
straints. In order to ensure a robust solution when applying the
actual traffic to the configured network, the traffic prediction
is divided into two outputs. We apply the expected traffic per
node, i.e., the mean predicted value, to the objective func-
tion. The optimization constraints use the quantile predictions
to consider more strict scenarios and avoid underestimating
the network configuration. To mitigate the MILP complexity,
we propose a heuristic algorithm to compute the placement
considering the predicted traffic.

The remainder of the paper is organized as follows.
Section II surveys the related works. Section III details the
machine-learning-aided optimization, describing the multi-task
two-step traffic prediction and the proposed MILP, including
the models that describe the system. Section IV shows the sim-
ulation environment, the performance of the proposed traffic
prediction tool, and the results when operating the MILP on
the predicted traffic. Finally, Section V concludes the paper.

II. RELATED WORKS

This section details the works that tackle the baseband VNF
placement optimization problem. First, it describes the papers
that use mathematical optimization. Then, it highlights the
solutions to speed up this task by using heuristic algorithms
and machine learning, focusing on traffic prediction.

A. Optimization of Baseband VNF Placement

The baseband VNF placement in 5G-RAN has been con-
siderably studied in the past few years with the develop-
ment of 5G solutions. Tzanakaki et al. introduced in [7]
an optimization to select the transport technology (optical
or wireless) and then optimize the utilization of the data
center network and processing resources. Although authors
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considered different split options deployed, they assumed all
baseband functions placed in a unique centralized data center.
Yu et al. proposed in [8] a placement optimization algorithm
to reduce the number of active nodes hosting baseband func-
tions. However, this work did not take into account the network
components in the optimization, which, as we showed in [4],
significantly impacts the power consumption for operators.
Al-Quzaweeni et al. [9] minimized the power consumption
when allocating baseband functions and routing users traf-
fic considering both processing and network components. In
the same line, Murti et al. [10] developed an algorithm to
deploy CUs with different functional splits over a 5G RAN
to reduce the overall operational expenses. Tinini et al. [11]
optimized the BBU migration over cloud and fog nodes in
a Passive Optical Network to minimize power consumption.
These works studied the baseband consolidation but did not
evaluate the impact that different services have on the network.
In addition, they ignored or adopted a simplified model for the
latency that considers only the split latency and/or average
service latency.

Yusupov et al. [12] placed baseband functions to carry differ-
ent categories of services, ensuring low latency. They minimized
the number of used nodes and the service latency and maxi-
mized the remaining data rate on links to carry these services.
Ojaghi et al. performed radio spectrum slicing and baseband
placement considering different service requirements to min-
imize uniquely computational cost over network nodes [13].
Similarly, Matoussi et al. [14] proposed a joint optimization of
RAN slicing and split selection to transport different service
types and minimize the power consumption. However, these
works did not optimize the location of such functions.

These papers proposed optimization methods based on lin-
ear programming to compute the baseband VNF placement.
However, this type of problem is typically NP-Hard, making it
hard to provide a fast reaction to traffic changes. Consequently,
these solutions cannot be deployed in real-time scenarios.

B. Heuristic Techniques

Some solutions speed up the computation of the
optimal placement and enable a more dynamic placement.
Gupta et al. [15] propose an optimization and a heuristic
algorithm to place CUs based on the energy consumption
and the number of handovers, considering different functional
splits. Nevertheless, it does not evaluate the impact of traf-
fic variation. Singh et al. [16] optimized the baseband VNF
placement to minimize the energy consumption. For this, they
developed an integer quadratic programming model and a
more computationally efficient decomposition-based heuristic
model. Xiao et al. proposed in [17] a MILP model and a
heuristic algorithm to minimize the power consumption when
placing the baseband functions and provisioning lightpaths
over a flexible optical transport network. The authors com-
pared the impact when different services must be carried over
the network separately. Sigwele er al. [18] maximized the
energy efficiency of the C-RAN radio and cloud parts. On
the transport side, the proposed heuristic algorithms aim to
reduce the number of active nodes.
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None of these works evaluated the effect of multiple
services sharing the same network infrastructure. In addition,
although heuristic algorithms have reduced complexity and
can solve the optimization problem much faster than linear
programming, the VNF migration and the lightpath establish-
ment are time-consuming. Hence, it is necessary to compute
the placement ahead of time.

C. Machine-Learning Techniques for Dynamic Optimization

The integration of machine learning is in improving the
dynamicity and applicability of optimization in real-time solu-
tions. In the context of 5G RAN, Pelekanou et al. [19] deploy
machine learning algorithms first to forecast the traffic and
then select which baseband function to place in a single cen-
tralized data center. Yu et al. [20] allocate, migrate and scale
5G RAN slices over metro-aggregation networks based on
traffic prediction. Gao et al. present in [21] a deep reinforce-
ment learning approach to dynamically adjust the baseband
function placement and routing to minimize the used nodes,
the bandwidth, and the transport latency. Zhu et al. [22] pro-
pose a heuristic-assisted deep reinforcement learning-based
algorithm to decide whether to aggregate BBUs or to avoid
traffic migration. Chen et al. [23] optimized the RRH-to-BBU
association based on the traffic predicted using a multivari-
ate long short term memory. Guerra-Gémez et al. presented
in [24] a dynamic computational resource allocation of BBU-
related functions using machine learning with an error-shifting
technique to define a margin of computational resources to
consider in the optimization.

Several works on traffic prediction have been published
in the past years. Zhang et al. [25] use machine learning
techniques based on Feed Forward Neural Networks (FFNN)
and Recurrent Neural Networks (RNN) to cope with network
resource utilization and handover by predicting users’ traffic
and mobility. Other works use more modern machine learn-
ing algorithms for traffic forecasting. Andreoletti er al. [26]
deploy diffusion convolutional recurrent neural networks to
capture topological properties from the network and predict
the load over network links. Bega et al. [27] describe a data
analytics tool based on three-dimensional convolutional neu-
ral networks to learn spatio-temporal features and forecast the
load of different services. Nevertheless, the former two meth-
ods predict the traffic load over the links, which are associated
with routing the demands in the network independently on the
baseband function placement.

These works aim to obtain the most accurate model to
predict the network traffic considering extensive topology
and statistics information. However, the high prediction accu-
racy does not guarantee a robust optimization regarding the
actual traffic. For this, we propose a two-step multi-task
approach. It outputs the mean expected traffic to estimate
the optimization costs and the traffic uncertainty (measured
as quantile) to guarantee that the constraints are respected.
Moreover, this prediction model is based only on two param-
eters, the hour of the day and the aggregated traffic of previous
days, significantly reducing the model size and complexity.
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D. Paper Contribution

In this work, we propose a traffic prediction algorithm tai-
lored to the optimization of baseband VNF placement. Thanks
to the traffic prediction, the network operators can reconfig-
ure the placement of such functions in advance according to
the expected demands. The contributions of this paper are
summarized as follows:

1) We introduce an optimization framework that forecasts
the traffic and computes the baseband VNF placement
for different services to efficiently plan and reconfigure
the 5G-RAN network in advance.

2) We propose a two-step multi-task traffic predictor capa-
ble of significantly reducing the model complexity, while
ensuring robustness to the optimization.

3) We formulate the placement as a MILP problem, in
which we minimize the system power consumption
considering multiple services and splits.

4) We develop a heuristic algorithm to reduce the MILP
computational time.

5) We conduct a series of experiments and prove that
the proposed framework provides fast and accurate
optimization of the baseband VNF placement while
satisfying the actual demand.

III. MACHINE-LEARNING-AIDED BASEBAND
VNF PLACEMENT

The optimal baseband VNF placement depends on the
requirements related to the node selection and traffic routing.
Such requirements are strictly related to the service type and to
the selected functional split. This work considers two typical
mobile services: Voice over IP (VoIP) and content delivery.
The former does not generate a large volume of traffic but
requires a strict latency budget to guarantee the quality of
the calls. Therefore, it enters the category of ultra- Reliable
and Low Latency (uURLLC) services [28]. Instead, the lat-
ter demands greater traffic capacity over network links but
looser latency requirement, entering the category of enhanced
Mobile Broadband (eMBB) services. After this, we refer to
these services as URLLC and eMBB. In this work we did not
consider the mMTC services as they did not match with the
traffic dataset we had at our disposal. In this work we did not
consider the mMTC services as they did not match with the
traffic dataset we had at our disposal.

Some splits are more appropriate to support a given ser-
vice so that the split constraints can match the application
requirements in terms of bandwidth and latency [29]. Physical-
layer splits compel more strict latency requirements and high
midhaul traffic but enable greater coordination thanks to a
more centralized network control. Therefore, low-layer split
options are more adapted to uRLLC applications, which typ-
ically imply low traffic loads but stringent latency and high
coordination. In contrast, high-layer functional splits central-
ize fewer data link-layer functions from the baseband protocol
stack. This more distributed architecture leads to lower CU
computational complexity and to looser latency constraints.
Moreover, it is capable of minimizing the traffic load over the
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metro network links. Hence, they are more suitable for eMBB
services.!

We assume in this work that traffic generated by services
belonging to the eMBB class is processed by the CU using
split #2 of 3GPP split set. [3]> Conversely, traffic generated
by uRLLC applications is processed by the CU using split #6.
Moreover, we assume that the User Plane Functions (UPFs)
related to each service are located in the core network. Fig. 2
depicts the division of baseband functions among DU and CU
for each service.

We place the baseband VNFs over a flexible IP-over-optical
metro network. In order to host these VNFs, the network nodes
must be equipped with general-purpose servers capable of pro-
cessing such functions. High-capacity fiber links connect these
nodes to carry the demands from all RRHs to the gateway. In
addition, the network infrastructure must enable the reconfigu-
ration of lightpaths to establish them according to the baseband
VNF placement. For this, we take advantage of the metro
network infrastructure proposed by the Metro-Haul project [6].
It is composed of a set of metro and core nodes interconnected
by a high-capacity and flexible WDM network. We assume
that the core nodes, or Metro Core Edge Nodes (MCENs),
host all UPFs. The metro nodes, called Access Metro Edge
Nodes (AMENSs), are enabled with computing capacity to sup-
port the instantiation of VNFs. Each of them is connected to
a set of DUs using optical links. Each DU serves to a pool
of adjacent RRHs via the access network. Based on this con-
figuration, we also consider a set of demands for eMBB and
uRLLC services arriving at the nodes. These demands gener-
ate hourly traffic corresponding to the upstream (downstream)
traffic generated by (destined to) all mobile users connected
to the RRHs connected to this node.

Based on this architecture, we detail in the remaining of
this section a machine learning-aided optimization to place the
baseband VNFs depicted in Fig. 3. As previously explained,
the baseband VNF placement and routing must be com-
puted beforehand to ensure an efficient network configuration.

ITo reduce the DU computational complexity, the baseband functions could
be divided between the DUs and RRHs using a low-layer split.
2The DU placement in the access network is not object of this work.
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Therefore, the proposed framework first estimates the expected
traffic and the a-quantile uncertainty using a two-step multi-
task algorithm. For this, it predicts the mean and the quantile
normalized traffic using traditional machine learning algo-
rithms and then multiplies them by a scaling factor. Then, the
predicted traffic is given as input to the MILP model responsi-
ble for optimizing the baseband VNF placement. In particular,
it applies the expected traffic to the objective function to esti-
mate the costs and the quantile in the constraints to ensure
feasibility in the worst-case scenario.

A. Traffic Prediction in Metro Nodes

This section describes the two-step traffic prediction model
depicted on the left-hand side of Fig. 3. Predicting traffic is a
classical problem of time series forecasting. Therefore, regres-
sion supervised machine learning techniques can be applied
to predict a real value based on the information of previously
seen data. In this regard, as mentioned in Section II, several
approaches have been proposed in the literature. Most of these
works consider multiple characteristics related to the historical
traffic and the network topology to model the prediction. The
approach proposed in this work is tailored to the baseband
VNF placement optimization problem and reduces the com-
plexity of the models, improving training time and storage
requirements.

The insight behind our approach is the tidal movement of
large populations in a city during the day that displays a
fairly stable seasonality [30]. The users’ traffic arrives at each
node of the metro network from the RRHs to which they are
connected regularly during weekdays, resulting in a very sim-
ilar traffic shape and a slow variation of the traffic volume
with respect to the previous days. This phenomenon is better
illustrated in Section IV.

In contrast with the traditional approaches in which the
expected traffic is predicted directly based on previous traffic
information in a single step, our proposal consists of a two-
step prediction. We divide the traffic forecast into two parts,
normalized and scaling factor prediction, as shown in Fig. 3.
We perform the normalization over the total daily traffic to
avoid a substantial impact of the spikes. Hence, we consider
the summation of the hourly traffic in each day as the scal-
ing factor. We exploit the time series techniques of persistent
forecast and Simple Moving Average (SMA) to compute this
value. The persistence forecast strategy, or naive forecast, uses
the previous observation directly as the forecast value. The
SMA calculates the average of previous n observations. More

IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. 19, NO. 4, DECEMBER 2022

specifically, in this work, we deploy persistent forecast to out-
put the total traffic volume observed in the previous day, and
SMA to consider the total traffic of the previous 5 days.

To determine the normalized traffic, the unique input param-
eter necessary is the hour. For this, we employ traditional
regression machine learning techniques. The simplest avail-
able approach is linear regression, whose model obtains linear
functions of the parameters used in this algorithm. They offer
simple analytical properties; nevertheless, they often present
significant limitations in practical use cases. Alternatively, arti-
ficial neural networks were shown to reach high accuracy in
traffic forecast applications. In this work, we consider two
algorithms: FFNN and RNN. FFNN consists of a series of
nodes, called neurons, interconnected through weighted edges
in a feed-forward way [31]. RNN introduces a recurring struc-
ture to traditional FFNNs such that each neuron forwards
feedback to the next steps. This characteristic makes RNN
convenient for time-series predictions. Among the different
algorithms available, this work focuses on Long Short-Term
Memory (LSTM) [32], typically capable of learning long-term
dependencies in sequence prediction problems and extensively
used in traffic prediction use cases.

In any machine learning model, the training phase consists
of minimizing a loss function that evaluates the output with
respect to the expected value. In traditional regression meth-
ods, the best model is found by minimizing the Mean Squared
Error (MSE) (Eqn. (1)). The minimization of such loss func-
tion defines the conditional mean of the target over the feature
values. However, it is not always sufficient for a machine learn-
ing model to make accurate predictions. In applications in
which the forecast value is further used in an optimization
problem, it is equally important to understand the uncertainty
of these predictions. This behavior can be achieved by apply-
ing quantile regression. As its name says, this model estimates
the conditional quantiles, giving priority to the i-th percentile
of the input data. Consequently, its predictions are more robust
against outliers. Eqn. (2) computes the loss function of quantile
regression.

. 1 o\ 2

Lysp(Y,Y) = gZ(Y" - Yi) @
) l—a)(Y —Y),ifY >V

Lquant(Y7 Y) = {é(ffoixy) >7 if Y ; Y, o

where Y is the true value, Y is the predicted value for the
normalized traffic and « gives the ath percentile of Y. In par-
ticular, the loss function utilized for the quantile regression
presents an asymmetric behavior, such that for o < 0.5 it
penalizes positive errors.

This work integrates the mean and the quantile predictions
to the optimization setup. We apply the mean traffic prediction
to the objective function because it provides a good esti-
mate of expected traffic, whose relation with the objective we
wish to minimize. Instead, the optimization could benefit from
the quantile regression as it provides an upper bound on the
expected traffic. This allows us to optimize the baseband VNF
placement considering the expected value while ensuring the
feasibility of the constraints. In order to predict both values, we
use a multi-task learning approach. In this setting, the neural
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network model has two distinct outputs: the mean prediction
value and the quantile prediction. We model each output, or
task, with its own loss function, i.e., Lyssg and Lgyqntie for
the mean and the quantile outputs, respectively. During the
training phase, the model learns a shared representation such
that the loss function becomes a combination of both tasks:

L=oa-Lysg(Y, ?MSE) + (1 - ) Lguant(Y, Yquant>v
3)

where )A/MSE and f/quant represent the output of the mean and
quantile tasks, and a weights the importance of each loss. In
particular, we set it to 0.5 as they are equally important.

B. Optimization of Baseband VNF Placement

The second part of the optimization (right block of Fig. 3)
consists of the baseband VNF placement problem, extending
our work in [4]. The goal is to minimize the overall power
consumption when deploying baseband functions to carry dif-
ferent services over the network. Because of the stringent
latency constraints of the uRLLC service, the optimization
gives it priority over eMBB when being processed. Moreover,
the optimization relies on the constraints related both to the
split and to the services, as described as follows.

We consider a metro network composed of N nodes and E
links, in which one node is assumed as the gateway and the
remaining are candidate CU nodes to host the split 2 and split
6 baseband functions. Nodes have a computing capacity Cj,
and the links can carry a maximum bandwidth C.. We also
assume that there are D uplink demands arriving from the
RRHs connected to each of the network nodes (ng; € N),
and whose destination is the gateway (ngy,). Each demand
d € D requests a certain amount of traffic described by A7}’
(mean) and /\g (quantile) associated to a service and, thus, to a
functional split f € F = {2,6}. All parameters and variables
are described in Table I.

Processing Load: The baseband processing load depends on
the split option selected. The model used in this paper assumes
the processing load of a split to be proportional to the capacity
required to process a Common Public Radio Interface (CPRI)
flow [33]:

4)

My-C-L\ R
3 10’

szof(ng-i-?)-na-l-

where n, is the number of antennas, M} is the modulation, C
is the coding rate, L is the number of MIMO layers, and R is
the number of resource blocks per user. The scaling factor o
is calculated as a ratio of the split and the CPRI computational
complexity according to [34]. In the particular case of the
functional splits used in this paper, the CU scaling factor is
0.13 and 0.42 for split 2 and split 6, respectively, while the
values for the DU are 0.87 and 0.58.

Latency: The computation of the maximum acceptable ser-
vice and split latency is impacted by the delays drawn by
both network and IT components. This paper considers the
following parameters:

e Propagation delay (Z.): product of the distance of the

fiber links through which the traffic of a demand needs

5109

TABLE I
PARAMETERS AND VARIABLES USED IN THE MILP FORMULATION

Parameters
Pl Server idle power consumption
Pax Server maximum power consumption
Pl Transponder power consumption
Mn: Servers available at node
Chp: Node maximum processing capacity
Ce: Link maximum number of wavelengths
A% Mean predicted traffic load of demand d
/13: Quantile predicted traffic load of demand d
g Processing workload of functional split f
te: Link e propagation delay
[ Switching delay
tr: Processing latency with functional split f at CU
t? U Processing latency with functional split f at DU
t;p I Maximum allowed latency of functional split f
gservice. Maximum allowed latency of service using split f
ng: Node where demand d starts
Mgy ! Gateway node
Oe.n: 1 if link e ends at node n
Od.f: 1 if demand d requires functional split f
M: Very large number
Variables
Wy 1 if node n hosts a CU
Yd.n: 1 if node n is assigned to demand d
Xd,e: 1 if link e carried demand d

xCU. 1 if link e carried demand d until CU

d.,e
Tan: Processing delay for demand d at node n

to be transported and the specific propagation delay per
unit length in a fiber (approximately 5 ps/km).

o Switching latency (¢°"): product of the number of elec-
tronic switches crossed by the demand and the specific
switch delay, assumed as 20 us per traversed switch [35].

o Baseband processing delay (¢7): depends on the server
characteristics and on the processing load required to
process a demand at a certain split [36], [37]:

¢ - 5)
I~ %cpu - foru’

where 7y is the split processing capacity from Eqn. (4),
Topy 1s the server maximum processing load in GOPS,
and fopy is CPU operating frequency in GHz.

This work ensures that the baseband VNF placement always
meets the QoS requirements, i.e., the placement must be
compliant to the maximum acceptable latency of the splits
and service requested by the different demands. For this, we
assume the split latency as the propagation and switching delay
between the DU and the CU, summed to the processing delay
of the requested split. The maximum split latency is 1.5 ms for
split 2 and 0.25 ms for split 6 [2]. For the service latency, we
consider the propagation along the whole path from the RRHs
to the gateway, and the processing delay of DU and CU nodes.
The maximum service latency accepted by the uRLLC service
is 0.5 ms and by the eMBB service is 5 ms [38].

Power Consumption: To determine the overall power con-
sumed by the system, we divide it into two parts: network and
processing. The network consumption Pp; is given by the
power consumed by the transponders, being the transponder
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an optical device responsible for performing optical-electrical-
optical conversion. We assume that whenever a lightpath is
created, the two transponders associated with it are active and
consuming 2mem. The processing power Pproc depends on
the node utilization, i.e., the node consumes its idle power
P?. whenever it is active, and its consumed power increases
according to its utilization up to the maximum power P, ...
The node utilization is directly related to the baseband VNFs
hosted by this node and by the total processed traffic:

deDy feF

where Dy, is the set of demands processed by node n, m¢
is the split processing capacity from Eqn. (4), d4 ¢ indicates
that demand d requires functional split f, and C), is the node
maximum processing capacity.

1) Objective Function: The optimization goal is to mini-
mize the power consumption related to processing and network
components. Based on the power consumption description
provided above, the objective function is represented by
Eqn. (7). As shown in Fig. 3, in order to estimate the expected
placement cost, the node power consumption related to its uti-
lization considers the mean predicted traffic A7}'. The weight
[ determines the impact of each component. In particular, we
set it to 0.5 to give equal importance to both metrics.

min S Pnet + (1 — B3) Pproc, @)
where
Pret = Z Z Z maw 6 nTd e) (8a)
deD eeEneN
PS — ps
Pproc = §:nn<P&kwn+(m“%7”k)
neN n
< D> (A\PSasms)yan | (8b)

deD feF

2) Constraints: The aforementioned objective function is
subject to the following constraints. The first set of constraints
determine the path from the origin to the destination node.
Eqgn. (9) denotes the flow conservation, such that the number
of links assigned to a demand arriving at a certain node (E;L" )is
equal to the number of outgoing links (£, ), unless the demand
starts or ends at this node. The assignment of a demand to a
link is denoted by z4 .

—1,if n = ny
Z .fL'd7e — Z xd,e = 17 lfn = ngw ,
ecE, ecE; 0, otherwise
vd € D,vn € N 9

Eqn. (10) ensures that the path that carries the demand
passes through the node assigned to it, indicated by yq .
Tde Oen = Ydn,Vd € D,Ve € E,Vn € N (10)

Eqn. (11) establishes the path from origin to the CU, while
Eqn. (12) determines that the links assigned to this demand
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until the CU (xdc g) belong to the path from the origin node
to the gateway.

> wi -

eEE;r

Z cU _ 1, if n=mny
Td,e —Yd,n, otherwise’
eck,
Vde D,neN
xdcg <z4.VdeD,eck

(11
12)

We define that each demand is assigned to a single node:

> Yan=1,vdeD.
neN

13)

Using the Big M method, constraint (14) specifies the nodes
which host a CU, denoted by wy,, and ensures that the node
processes a demand if and only if it hosts a CU.

M wp > Zyd,nzwn,VnGN
deD

(14)

The next two constraints delimit the capacity over the links
and nodes. Eqn. (15) restricts the traffic of the services over
the links to the total link capacity, whilst Eqn. (16) limits the
processing load of each node to the maximum node capacity.

Z deU < Ce’ve c Lk (15)
deD
deD \feF

Finally, constraints (17) and (18) ensure that the split and
service latencies are limited to their maximum allowed values.
Eqn. (19) and Eqn. (20) determine the processing delay of
DU and CU nodes, respectively. We consider the propagation
(te), switching (¢°“) and processing delays (i) previously
defined. The split latency is the sum of the propagation delay
from the DU to the node hosting a CU, the switching delay
and the CU processing delay. Instead, the service latency sums
up the propagation and switching delay until the gateway, and
the processing delay in the DU and in the CU. Moreover, we
assume that uRLLC have priority over the eMBB services, i.e.,
they are processed first in the CU. To guarantee such priority,
we con51der that F’ = {6} if demand d is of type uRLLC and

F' = F = {2,6} otherwise in Eqn. (19) and Eqn. (20).
S0l Y a4 Y T
ecl eck neN
<N bay Spl”, vd € D (17)
feF
>z qte + > mge+ TPV
ecl e€El
+ > Tan <> 04st™, VdeD (18)
neN feF
=> Adtf PU vde D (19)
fEF!
Ton=van Y. | > Oarstr)Ayyarn |,¥VdeD,neN
d'eD \feF’
(20)
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Because Eqn. (20) involves a quadratic term, this
optimization is a Mixed-Integer Quadratic Constraint Program,
which cannot be solved by libraries such a CPLEX. Therefore,
we linearize as follows to reduce it to a MILP:

0< Tyn <15y, VdeD,neN

Z Z <6d’,ftf))‘?1/yd’,n

d'eD \feF'

<D

d'eD

21

- 1-5(1 - yd,n) < Td,n

Nde D,ne N (22)

Z (5d’,ftf))‘g/ yd’ﬂ

fer’

C. Heuristic Algorithm

The problem described by the MILP model is a typi-
cal bin-packing problem, which is NP-hard [39]. Thus, we
developed a greedy heuristic algorithm to place the baseband
VNFs and establish lightpaths to minimize power consump-
tion and ensure latency and capacity constraints compliance.
The algorithm pseudo-code is described in Algorithm 2 and
Algorithm 1.

Algorithm 1 gets as inputs the network graph G(N, E) and
the set of demands D. It starts by placing baseband VNFs in
all nodes so that each one processes its incoming demands. It
then routes the demands following the shortest path computed
using Dijkstra algorithm, taking the number of hops as the
weight metric. The next step consists of a greedy algorithm
that searches a node among the neighbors to move the least
utilized nodes. For this, it sorts the nodes reversely according
to the node utilization U, calculated as follows:

>_deD Yd,nAddd,f Ty
Cy

Then, it gets the set of demands Dy,,, assigned to the node
with the i”* lowest utilization ny,,,, i.e., where Yd,nypy = L
and saves the current state of variables a,"dcg, Te g and yq p

to fchU otemp, xeteglp and ytemp For each demand d € Dy,
the algorlthm searches among the set of neighbors Ny, eignbors
for the node with the highest utilization that respects all con-
straints. Hence, for each node n € Nyorteq N Npeighbors» it
tries to assign demand d to this node and sets y4 , = 1 and
Yd,ny,,, = 0- Then, it calculates the shortest path between ny
and n (E(ng,n)), and between n and ng, (E(n,ngy)), and

it sets variables a:eCdU and z, 4 as follows:

Up = (23)

cv _ [ Life€ E(ng,n)
Te,d = {O,otherwise 24)
[ lifee E(ng,n)UE(n,ngw)
Te,d = {O,otherwise (25)

Next, it verifies if the solution respects capacity and latency
constraints (Eqn. (16), Eqn. (17) and Eqn. (18)). In case the
solution is not compliant with any of them, it sets the variables
back to the previous solution (fo stemp xiegbp and ytemp )
and tries the next node n € Nsorted N Nnezghbom When the
algorithm finishes this procedure for all demands d € Dy,,,,
it verifies whether the node is empty (3 ¢ Diow Ydiniow = 0)

and sets wp, = 0 to indicate it is not used. If at least one
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Algorithm 1 Baseband VNF Placement and Routing

Input: Network graph G(N, E), demands D, traffic A4
Output: CU assignment y4 ,,, Wy, traffic routing zq ., de:g
1: for d € D do
2:  Assign demand d to node n; where demand d starts:
Yd,ng < 1o wpy <1

3: T q < 1if e is in shortest path between ng and ngy
4: end for
504041
6: while true do
7:  Sort nodes reversely based on their utilization:
Niorted < sort(N, Up)
8: nlow + node with i*" lowest utilization
9: — demands ass1gned t0 Ny
10: éQﬁ) temp “ xtemp “
d e’ e, d e,d

temp

Yang, < Yd,niow: Vd € Dy, Ve € E
11:  forall de D,y do

12: for all n € Nyorieq N Npeighvor do
13: Yd.n < 1, yd%weo
14: s 28U « Eqn. (24)
15: Te g < Eqn. (25)
16: if Eqn (16), Eqn. (17) or Eqn. (18) not satisfied
then
17: mdcg — xdcg P g xf;'”’
Yd,npony € yﬁffl’) VeeE
18: next n
19: end if
20: end for
21:  end for
22: if ZdeDlow Ynyen,d = 0 then
23: Wnyy, < 0
24:  else
25: U ol D gy g e 2l
Ydmpy yffnmp Vd € Dy, Ve € E
26: 14—1+1
27: if ¢ > | Nyprieq| then
28: break
29: end if
30  end if

31: end while

demand is assigned to this node, it sets the variables back to
the previous solution for all demands. In addition, it incre-
ments i to evaluate the next node with the lowest utilization.
The stop condition is when i is over the length of set Ng,pieq-

Algorithm 2 provides a solution that consumes the least
energy while respecting all constraints. For this, it computes
the baseband VNF placement using the mean traffic A7". Then,
it calculates the total power consumption and utilization fol-
lowing Eqn. (7) and Eqn. (23) applying the quantile traffic
()\ ). After this, it computes the baseband VNF placement and
power consumption using the quantile traffic /\q If the power
consumed by the mean placement (Pyeqn) 18 lower than the
quantile (Pgyant) and the maximum utilization Upeqn does
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Algorithm 2 Baseband VNF Placement Based on Multi-Task

Traffic Prediction

Input: Network graph G(N,E), demands D, mean and
quantile predicted traffic A7, A4

Output: CU assignment yq ,,, wy, traffic routing z4 .

1: Get baseband VNF placement with mean traffic A7}":

YAty ean e xfé],mean +Algorithm 1
% Pongan  Ban. (T)(yean, wyeen, gmean, 0)

Umean + Eqn. 23)(y's™, A
3: Get baseband VNF placement with quantile traffic )\gz

uant want uant _ CU,quant .
ygm Wy , 576 1 Tq e a <Algorithm 1
uant uant uant
4: Pgyant < Eqn. (7)(yg7n L wy 7335,6 ,/\g)

5. if Prican < Pguant and max(Upean) < 1 then
Y = YT 2,0 < T,

g8V = a TV Ly o wi*, Yd € D, Ye € B,

Vn e N
7: else
yd,n s ygu;mt’ xd,e « zg:t;ant’
xdcg ~ d,f"’““”t, wp — wl™ d e D,Ve € E,
Vn e N
9: end if

not surpass the node capacity, the algorithm returns the mean
placement. Otherwise, it outputs the quantile placement.

IV. RESULTS

This section discusses the performance of the prediction
and optimization algorithms presented in Section III. First, we
describe the simulation environment, detailing the parameters
used. Next, we describe the outcomes of the traffic prediction.
After this, we evaluate the robustness of the baseband VNF
placement with the predicted traffic. Then, we compare the
results of the network optimization using the predicted traffic
to the optimal MILP solution and to two baseline scenarios.
Finally, we analyze the computational time and model size.

A. Implementation and Simulation Environment

For the simulations, we consider a network topology
inspired by a metro network from Metro-Haul project [6]
depicted in Fig. 4. It contains a total of 36 nodes, among which
one MCEN and 35 AMENs. The MCEN is the only node con-
nected to the core and is considered to be the gateway node.
Instead, the AMENSs are treated as potential CU nodes. Each
AMEN is equipped with a Intel Xeon Gold 6134 servers with
8 cores operating at 3.7 GHz and with a processing capac-
ity Cs of 537.6 GFLOPS. The total capacity in each node is
obtained by multiplying the number of servers per node by
the server processing capacity. The idle power consumption
Pfdle is 130 W, and we consider that it represents 15% of
the maximum power P; ..., which is set to 870 W. Also, the
MCEN contains 70 servers with the same specifications.

As anticipated, we assume that each AMEN is connected
to a set of DU nodes serving the local RRHs, whose radio
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Fig. 4. Metro-area network topology with 35 AMENs and one MCEN.

TABLE II
SIMULATION INPUT PARAMETERS

Parameters ~ Description Value
n # servers at AMENs 1
Mgy # servers at MCEN 70
Cy Server capacity 534.6 GFLOPS
fcpu CPU frequency 3.7 GHz
P> Server idle power consumption 130 W
X Server maximum power consumption 870 W
ng Number of antennas 2
L MIMO layers 2
My, QAM modulation 64
C Code rate 1
R Resource blocks 100
Pl .y Transponder power consumption 1104 W
Ce Wavelengths per fiber 80

configuration follows the description in [2]. This scenario con-
sists of a 64QAM modulation, 2x2 MIMO, and a coding
scheme of 1 in the uplink. We also consider that a single
user per transmission time interval sends 100 resource blocks
of data. Furthermore, the nodes are connected using opti-
cal fiber links with 80 wavelengths. Each node is equipped
with 100 Gbit/s transponders, with a power consumption of
110.4 W [40]. Table II summarizes the input parameters used
in the simulations.

We assume that the topology of Fig. 4 represents a realistic
metro-network infrastructure of a network operator. We com-
bined this topology with the OpenCellid database [41] to map
the RRHs of the city of Milan to the nodes. We also incorpo-
rated the TIM Big Data Challenge dataset [42] to obtain the
traffic per node. This dataset describes the anonymized Call
Detail Record over two months, indicating the interaction of
users with the network through SMS, phone calls, and Internet
connections every ten minutes. As explained in Section III,
we assume that the uURLLC and eMBB traffic are modeled
as VoIP and content delivery services, respectively. Therefore,
we apply the phone calls and Internet connections from the
TIM Big Data Challenge dataset to the uRLLC and eMBB
demands, respectively. Furthermore, we assume that traffic
information regarding uRLLC and eMBB services comes from
distinct cells to avoid coordination issues when using differ-
ent splits for each service. We divided the weekday traffic
information into three parts: the training set with 20 consecu-
tive weekdays, the validation set with 5 days, and the test set
with 3 days.
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TABLE III
HYPERPARAMETERS OF FFNN, LSTM AND LINEAR REGRESSION
ALGORITHMS FOR THE TWO- AND SINGLE-STEP APPROACHES

Two step Single step
Layers 2 2
FFNN Neurons 25, 115 140, 85
Activation  ReLu, ReLu, tanh  ReLu, tanh, ReLu
Layers 2 2
LSTM " Neurons 50, 130 130, 70
LR Degree 18 1

The traffic prediction tool was developed using the Keras
library from Python. The MILP formulation was modeled
using Net2Plan open-source network planner with the NFV
over IP over WDM library [43]. We ran the simulations on a
CPU Intel Core i7 with 32GB of RAM, 64-bit Windows 10.

B. Traffic Prediction

This section compares the results for the traffic prediction.
As explained in Section III-A, the machine learning algorithms
use the hour of the day to predict the normalized traffic, which
is then scaled to obtain the total traffic. First, we show the
results for the mechanisms proposed for computing the scaling
factor. Then, we describe the performance of traffic prediction.
In order to assess the performance of the proposed method,
we compare its results to another state of the art model to
predict the mean traffic proposed by Alvizu et al. [44]. That
paper approach uses the following features: day, hour, average
traffic of the previous days, traffic value for the same hour of
seven days before, and traffic value for the same hour of the
previous day. In contrast to the two-step approach proposed
in this paper, we refer to the traffic prediction of [44] as
single-step.

We selected the algorithms hyperparameters using the
hyperopt algorithm [45] to minimize the MSE over the valida-
tion set. Even if the nodes and the services differ in their traffic
patterns, they present fairly similar characteristics. For this rea-
son, we optimized the hyperparameters considering the eMBB
traffic of a single central node. According to the hyperparame-
ter optimization results, we built the FFNN, LSTM, and linear
regression models for the two- and single-step approaches, as
shown in Table III.

Next, we trained the Linear Regression, LSTM, and FFNN
algorithms in all scenarios using Adam optimizer [46] and
MSE as the loss function. To assess the algorithms accuracy on
the test set, we use the coefficient of determination (Rz), Root
Mean Squared Error (RMSE) and Mean Absolute Percentage
Error (MAPE) (Eqn. (26)).

Y, - Y;)?
U Ty

\/:ZZ(Yi— Y;)?
1 Y; — Y
MAPE = nZ<YZ>

where Y; is the real value, f/i is the predicted value, and n is
the number of samples.

RMSE = (26b)

(26¢)
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TABLE IV
RMSE AND MAPE OF PERSISTENCE FORECAST AND SMA

Persistent SMA
RMSE MAPE RMSE MAPE
pp  Mem 11856 0031 13691 0044
Max 29719 0068 36169  0.118
Mean  LI91 0025 LI71 0034
URLLC  \ix 2875 0066 2.532  0.151
TABLE V

R2 SCORE AND RMSE OF NORMALIZED, SCALED AND SINGLE-STEP
TRAFFIC PREDICTION FOR EMBB AND URLLC SERVICES

FFNN LSTM LR
RZ RMSE R? RMSE R? RMSE
m | Normalized 0.86 0.005 079 0.005 089 0.004
E Scaled 091 0965 085 1.156 095 0.745
S | Single step 075 0993 084 0907 0.78 1213
G | Normalized 096 0007 092 0009 098  0.004
3 | Scaled 097 0205 093 0298 099  0.099
% [Singlestep 098 0.151 098 0.146 098  0.141

Table IV describes the RMSE and MAPE for eMBB and
uRLLC services using the persistent forecast strategy and
SMA over 5 days for the test set. The mean value repre-
sents the average traffic forecast error over all nodes, and the
maximum value indicates the highest error among all nodes.

By applying the SMA over the previous 5 days as the scal-
ing factor, the RMSE over the three days for all nodes is
under 14 Gbit/s and 1.2 Gbit/s for eMBB and uRLLC traf-
fic, respectively. This corresponds to an average MAPE of
4.4% (eMBB) and 3.4% (uRLLC). Persistent forecast, instead,
enables reducing the error in both traffic scenarios, with the
maximum MAPE dropping to 6.8% for eMBB and to 6.6%
for uRLLC. Furthermore, evaluating the MAPE over the com-
plete dataset, the maximum error for a node is under 5.5% with
persistent forecast, while the SMA surpasses 7.5%. The low
MAPE score confirms the slow day-by-day traffic variation,
corroborating our idea of using it as a scaling factor.

We used the persistent forecast strategy to obtain the
final expected traffic in the two-step prediction because it
achieves the lowest error. Table V summarizes the R? scores
and the RMSE of the normalized and final scaled traffic (i.e.,
the normalized traffic multiplied by the total traffic of the
previous day), compared to the results of the single-step traf-
fic prediction. The results in this subsection consider only the
mean predicted value because the quantile regression provides
an overestimation of the traffic; hence, it reduces the accuracy
with respect to the real value.

Comparing the single-step traffic forecast to the approach
proposed in this paper, the two-step prediction outperforms
the former. The single-step technique provides high accuracy
to compute the uRLLC traffic, surpassing the scores of the
scaled traffic with LSTM. Nonetheless, the performance of
the single-step algorithms significantly drops if used to fore-
cast the eMBB traffic. The R? score decreases to less than
0.85 with any algorithm, and the RMSE surpasses 1 Gbit/s
for the Linear Regression. The two-step approach, instead,
presents significantly higher accuracy in the eMBB scenario
when applying FFNN and Linear Regression, with RMSE val-
ues under 0.97 Gbit/s. Indeed, these algorithms provide an
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Fig. 5. Total predicted traffic using LSTM, FFNN and LR using the scaled

normalized traffic compared to the real traffic.

accuracy of over 0.93 after the traffic was scaled. On the
other hand, LSTM does not perform as well as the other algo-
rithms, with accuracy values of 0.85 and 0.93 for the eMBB
and uRLLC services, respectively. Evaluating the services sep-
arately, it is worth mentioning that the calls traffic shape in the
dataset is more stable than Internet traffic. This is translated to
the results presented in Table V. The uRLLC traffic achieves
an accuracy over 0.97 when using the two-step prediction with
FFNN and Linear Regression, and 0.93 with LSTM.

Figures 5(a) and 5(b) depict, respectively, the uRLLC and
eMBB traffic of all nodes using the two-step traffic prediction
in comparison to the real traffic. These graphs illustrate that the
mispredictions are related to the occurrence of unpredictable
events that generate a sudden traffic growth or reduction of
traffic at certain time slots. Indeed, the traffic predicted with
the machine learning algorithms draws a smoother traffic
curve, not detecting unexpected traffic spikes.

The results in this subsection prove that our model has
a better performance than traditional single traffic prediction
approaches. Moreover, because the model requires uniquely
the hour of the day and the total traffic received in the previous
day, we can substantially simplify the pre-processing of the
acquired data.

C. Robustness of Optimization With Traffic Prediction

This subsection evaluates the robustness of the optimization
when using the traffic obtained in Section IV-B in the MILP. In
particular, we selected the two-step multi-task FFNN algorithm
for the network optimization.

First, we follow the technique widely used in the litera-
ture [19], [20], [23], which blindly uses the predicted traffic
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into the optimization framework to determine the future base-
band VNF placement. We ran the optimization algorithm
applying the mean forecast traffic (A]}") to the objective func-
tion and constraints of the MILP. Then, we applied the real
traffic data to understand whether the baseband VNF place-
ment is feasible in the actual scenario. Analyzing the power
consumption of the network configuration using the forecast
traffic, we observed a slight decrease in power consumption (at
most 0.27% at certain time slots) with respect to the optimal
solution. This result clearly shows a misplacement of the base-
band functions, as the solution calculated using the real traffic
is optimal. Indeed, analyzing other system aspects carefully,
we noticed that the node utilization surpasses its capacity when
the real traffic is applied to the computed placement, reaching
more than 110% with the mean FFNN traffic. Despite the high
accuracy of the traffic prediction, it underestimates the traffic
in almost all nodes. Consequently, simply applying the mean
forecast traffic as done in most research works available in the
literature does not guarantee a robust solution for the base-
band VNF placement and, thus, cannot be directly used in
this scenario. To overcome this issue, we evaluated two solu-
tions: adding an extra artificial capacity buffer and applying
the multi-task prediction.

1) Artificial Buffer: Consists of varying the total node
capacity perceived by the MILP model. This technique is
frequently used in the literature to ensure that the predicted
resource allocation is compliant with the constraints in the
real-time scenario. It is a similar solution to the one proposed
by Guerra-Gomez et al. in [24], and hereinafter we refer to
this setup as buffer. The algorithm computes the baseband
VNF placement assuming that the capacity over the nodes is
lower than the actual value, i.e., considering a capacity buffer
of X%. Then, the real traffic is applied to the computed con-
figuration with the full node capacity. By adding a buffer of
5%, i.e., reducing the computing capacity to 95%, the base-
band VNF placement complies in most time-slots with the
total node capacity. However, some time-slots require higher
computational capacity installed in the nodes, with the node
utilization arriving to 100.4%. Therefore, we must assume a
lower capacity threshold, with a buffer of 10%. Indeed, the
solution obtained becomes compliant with all the constraints
at all time-slots when applying the actual traffic. These results
show that we can obtain a risk-averse model that operators can
use without loss of QoS by adding an artificial buffer to the
optimization constraints. Nevertheless, this solution provides
a static modification of the system, not considering the fact
that each node presents different incoming traffic volumes.
Furthermore, not all time-slots present the violation of the
computing capacity constraint.

2) Multi-Task Prediction: Consists of using the mean traf-
fic to estimate the costs in the objective function and the quan-
tile prediction to ensure constraints compliance as explained in
Section III-A. This solution improves the robustness and con-
siders the traffic variability. Fig. 6 depicts the total real traffic
and the predictions considering the mean, the 75th percentile
and the 85th percentile. These figures show that the greatest
is the quantile value, the more the traffic is overestimated.
This translates into an overall RMSE over the total traffic of
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Fig. 6. Total traffic predicted with mean, 75th and 85th percentile compared
to the real traffic.

TABLE VI
MAXIMUM NODE UTILIZATION WHEN REDUCING NODE CAPACITY AND
WHEN APPLYING QUANTILE PREDICTION TO THE CONSTRAINTS

Prediction in ~ Node capacity =~ Maximum node

constraints buffer utilization
Mean - 1.101
Mean 5% 1.008
Mean 10% 0.956
Quantile 0.75 - 1.04
Quantile 0.85 - 0.992

19.83 Gbit/s and 31.1 Gbit/s with 75th and 85th percentile
predictions against 16.2 Gbit/s with the mean value. First,
we trained the quantile model using the 75th percentile. The
baseband VNF placement in this scenario reduces the overall
node utilization; however, a single time-slot still requires more
capacity. In particular, the placement violates the capacity of
one node, whose utilization reaches 104%. Consequently, we
trained the model using a greater quantile, i.e., 0.85. This
approach enables the obtained solution to be feasible at all
time-slots, reaching a maximum utilization of 99.2%.

Table VI summarizes the results when applying 5% and
10% artificial node capacity buffer and multi-task prediction
with 75th and 85th quantile in the constraints.

This section shows that calculating the network configura-
tion using the predicted traffic as-is does not provide a robust
solution, as it does not respect the node capacity constraints
when the actual traffic is applied. Hence, it is necessary to
apply other techniques to guarantee a feasible baseband VNF
placement with real traffic. For this, we proposed two solu-
tions: add an artificial node capacity buffer and use quantile
prediction in the MILP constraints. In the former, we added a
10% buffer to the node capacity constraints. The latter takes
into account the traffic variability by using quantile regression
to overestimate the predicted traffic.

D. MILP Optimization With Predicted Traffic

Based on the outcomes of Section IV-C, this section shows
that the MILP with predicted traffic places the baseband
VNF efficiently. For this, we compare the performance of
the optimization algorithm using real traffic (hereinafter called
oracle) to the traffic predicted by FFNN with the robustness
modifications. We also compare the solution to two baseline
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Fig. 7. Power consumed by the oracle, by the placement with predicted traffic
using artificial buffer and quantile regression, and by the baseline scenarios.

scenarios: fully centralized and fully decentralized. The first
corresponds to the earliest proposal of the baseband unit sepa-
ration to achieve a completely centralized processing. For this
reason, we call it the C-RAN scenario, and the MCEN is the
only node containing the baseband VNFs. The second scenario
designates the current RAN in 4G networks, i.e., the D-RAN,
in which all AMENSs in the topology described in Section IV-A
host a CU and process the demands from the DUs to which
they are connected. Both baseline scenarios route the demands
on the path with the shortest propagation delay. All results
in this section assume that the real traffic is applied to the
different baseband VNF placement computation.

Fig. 7 presents the overall power consumption of the oracle,
the baselines (C-RAN and D-RAN), the placement using the
mean predicted traffic with 10% capacity buffer (Mean, 10%
buffer) and using the multi-task prediction with 0.85 quantile
(Quantile 0.85). The box plot in Fig. 8 illustrates the difference
in power consumption with respect to the oracle.

Comparing the results to the baseline scenarios, the ora-
cle enables reducing the overall power consumed on average
21.3% in comparison with the D-RAN. As expected, when
processing is fully distributed, the AMENs are active at
all times, leading to greater node power. Rather, the ora-
cle baseband VNF placement maintains at most 11 nodes
active simultaneously. As a result, the oracle reduces the IT
power consumption by 76.93%. The C-RAN scenario, instead,
presents the lowest consumption, with an average decrease
of 6.46%, as a consequence of using a unique node. With
respect to both baseline scenarios, the MILP reduces the total
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Fig. 8. Difference in power consumption with respect to the oracle of the
placement based on the predicted traffic, and of the baseline scenarios.

TABLE VII
SPLIT AND SERVICE LATENCY FOR URLLC SERVICES. MAXIMUM
ALLOWED LATENCY: 0.25 MS (SPLIT 6) AND 0.5 MS (URLLC SERVICE)

Split latency (ms) Service latency (ms)

min max mean min max mean
Oracle 0.179 0210 0.200 0.330 0376 035
C-RAN 0.188 0.283 0240 0.188 0.291 0.242
D-RAN 0.063 0.130 0.095 0.186 0.268 0.216
Mean, 10% buffer  0.179  0.230 0.204 0.330 0.399 0.361
Quantile 0.85 0.179 0226 0.200 0.330 0.376  0.358

transponder consumption by more than 10% on average. This
result shows that, although the baseline scenarios route the
demands using the shortest path, they do not guarantee the
use of the minimum amount of network resources.

Evaluating the results using the predicted traffic, we observe
a mild increase in power compared to the oracle. More specif-
ically, the consumption rose on average 0.39% (106 W) when
applying the mean traffic prediction with 10% buffer. Using
quantile regression, the increase represents 0.33% (87 W) on
average; thus, we can save 2% with respect to the mean with
10% buffer. The solution with the quantile regression tends to
use more nodes than the one with the buffer and the oracle.
During the evaluated time slots, it uses on average 8.88 and
at maximum 12 nodes, while these values decrease to 8.61/11
nodes with capacity buffer and to 8.5/11 nodes for the oracle.
This translates into an increase of IT power consumption of
1.22% and 0.35% for the quantile and artificial buffer solutions
with respect to the oracle. However, the network represents the
most important component when computing the total power
consumption. Since the solution using quantile prediction in
the constraints uses fewer transponders, it enables finding a
solution closer to the oracle.

We also evaluate the oracle, the baseline scenarios and the
placement using the predicted traffic in terms of the maximum
latency to understand whether the different scenarios com-
ply with the service and split constraints. Table VII presents
the minimum, maximum, mean of the demands with highest
latency obtained for uRLLC service, and Table VIII show the
results for the eMBB service.

The fully distributed scenario presents the lowest latency
and the lowest deviation, reaching at most 130 us and 268 us
of split and service delays for uRLLC services, and 338 us
and 1.67 ms for eMBB. This is explained by the fact that the
CU is as close as possible to the DU, and it uses the shortest
path to the gateway, leading to a modest propagation delay.
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TABLE VIII
SPLIT AND SERVICE LATENCY FOR EMBB SERVICES. MAXIMUM
ALLOWED LATENCY: 1.5 MS (SPLIT 2)AND 5 MS (EMBB SERVICE)

Split latency (ms) Service latency (ms)

min max mean min max  mean

Oracle 0.351 0537 0453 0559 1.666 1.268

C-RAN 0249 0542 0422 0492 1.661 1.214

D-RAN 0.095 0.388 0.263 0487 1.666 1.205

Mean, 10% buffer  0.351 0509 0438 0.559 1.618 1.245

Quantile 0.85 0.308 0.521 0.446 0549 1.666 1.252
TABLE IX

POWER AND LATENCY RESULTS AT TIME-SLOT 40

Power (kW) Split / Service latency (ms)
Total 1T Network uRLLC eMBB
Oracle 28.13  7.82 20.31 0.209 7/ 0.375 0.510/ 1.552
Mean 2846  7.82 20.64 0.229/0.399 0.432/1.552
Quantile 28.35 7.82 20.53 0.206 / 0.375 0.510/ 1.552

Moreover, each CU processes a few traffic demands, repre-
senting a small contribution as processing delay. In contrast,
the C-RAN scenario reaches the highest latency values and
greatest variability. The results of eMBB service show that,
although its delay is higher than the D-RAN service latency,
it is compliant with all constraints. However, as observed in
bold in Table VII, it presents the highest variance and does not
satisfy the split latency constraint of uURLLC service (250 ps)
in several time-slots, with maximum latency of more than
280 ps. Hence, even if it enables reducing the overall power
consumption, it penalizes the demands because of the latency.

The oracle baseband placement latency results present con-
siderably higher values with respect to the D-RAN baseline
scenario, mainly considering the uRLLC service. Nevertheless,
it is compliant with the split and service latency constraints
at all time slots: for the uRLLC service, the highest latency
is 210 ws (split) and 376 us (service), and for the eMBB
service, it does not surpass 537 us (split) and 1.67 ms (ser-
vice). Comparing these results to the placement calculated
using the predicted traffic, we observe very similar values.
The solution with mean prediction and node capacity buffer
presents more important differences, with maximum deviations
of 11.4% (split 2), 9.9% (split 6), 2.8% (service 2) and 6.2%
(service 6). These results confirm that the network configura-
tion computed by the MILP for the predicted traffic presents a
variation to the oracle solution. Nevertheless, we observe that
the requirements are respected in all scenarios, i.e., the split
6, split 2, uRLLC, and eMBB delays are under the specified
limits of 0.25 ms, 1.5 ms, 0.5 ms, and 5 ms, respectively.

Fig. 9 exemplifies the difference graphically in baseband
VNF placement over the metro-network topology at 4 PM of
the second day (time-slot 40). Table IX summarizes the power
and latency results for each optimization.

The number of nodes that host the baseband VNFs is the
same for all scenarios (11 nodes). Ten of these nodes remain
the same, with a difference of a single node in each scenario.
Because of the different settings, the power consumption of the
placement with quantile and with mean prediction increases of
331.2 W and 220.8 W, respectively, compared to the oracle.
Since the number of used nodes is the same, this deviation is
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(¢) Placement with multi-task.

Baseband function placement over AMENSs at 4 PM of the first day in the scenarios with the real traffic (a), with the mean prediction and artificial

buffer (b) and with the multi-task prediction (c). The circled nodes highlight the nodes that are active only one of the scenarios.

driven only by the transponder as the demands must be routed
through different paths. The different routes also affect the
split and service latency of each optimization. As a result, the
placement computed using the mean predicted traffic intro-
duces about 20 us to the uRLLC split and service latency and
reduces 75 us from the eMBB split delay with respect to the
oracle. On the other hand, the placement with quantile lowers
the uRLLC split delay by only 3 us, while the other latency
values remain the same.

The results presented in this subsection show that the
optimization proposed in Section III-B provides a solution that
significantly reduces the power consumption while respecting
all constraints. In addition, when applying the predicted traffic
including the robustness modifications of Section IV-C, it is
possible to achieve a quasi-optimal solution, being compliant
with all requirements with a minor increase in power con-
sumption. Comparing the two robustness proposals, quantile
regression reaches a final result that is closer to the oracle
placement even if it degrades the traffic prediction.

E. Heuristic Algorithm With Predicted Traffic

After evaluating the MILP model with predicted traffic, this
section presents the results using the heuristic algorithm from
Section III-C. For this, Figure 10 depicts the node and network
power consumption of the oracle, the D-RAN scenario, the
placement using MILP with the multi-task prediction with 0.85
quantile (MILP quantile), and the placement with the heuris-
tic algorithm applying the real (Heuristic real traffic) and the
multi-task prediction with 0.85 quantile (Heuristic quantile).
Figure 11 illustrates the difference in power consumption of
the same scenarios in a box plot compared to the oracle.

The heuristic algorithm with real traffic enables finding an
intermediate solution between the oracle and the D-RAN sce-
nario. It presents similar node power consumption compared
to the oracle, with an increase of 10% on average. On the
other hand, the network power consumption is significantly
higher, with a maximum increment of 30.77%. This difference
is because the node placement with the heuristic algorithm
does not ensure that the CU is in a path among the shortest
ones from the node receiving the demands and the gateway.
Indeed, the network power is higher than the D-RAN scenario.
Nevertheless, the overall power presents an average increase
compared to the oracle of 15.2%, ensuring a better solution
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Fig. 10. Power consumed by the oracle, by the D-RAN scenario, by the MILP
placement with quantile regression, and by the heuristic algorithm with real
and quantile predicted traffic.

during the entire day than the D-RAN, which is 21.27% higher
than the oracle.

Applying the multi-task traffic prediction to the heuristic
algorithm slightly decreases the maximum power consumption
relative to real traffic. It consumes in total 1.3% less than the
heuristic computed with the real traffic. Note that the heuris-
tic algorithm does not compute the optimal solution; hence,
the predicted traffic error further improves the final result.
Compared to the MILP results, the multi-task-based heuris-
tic algorithm raises the power consumption by 13.68% and
13.31% regarding the oracle and the MILP with multi-task
traffic prediction, respectively. As in the heuristic with real
traffic, this growth is a consequence of the higher network
power.
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Fig. 11. Difference in power consumption with respect to the oracle of the
D-RAN scenario, the MILP placement based on the predicted traffic, and the
heuristic placement with the real and the predicted traffic.

TABLE X
HEURISTIC SPLIT AND SERVICE LATENCY. MAXIMUM ALLOWED
LATENCY: 0.25 MS (SPLIT 6), 1.5 Ms (SPLIT 2),0.5 Ms (URLLC
SERVICE), 5 MS (EMBB SERVICE)

Split latency (ms) Service latency (ms)

min max mean min max  mean
WrLLC Real 0.1 022 016 040 0499 045
Quantile 0.12 022 0.17 040 0499 046
<MBB Real 025 039 033 055 1.59 1.20
Quantile 021 039 032  0.58 1.59 1.21

TABLE XI

TRAINING TIME AND MODEL SIZE FOR LINEAR REGRESSION, LSTM
AND FFNN ALGORITHMS IN THE TWO- AND SINGLE-STEP APPROACHES

. Two-step Single-step
Algorithm o () Size (MiB)  Time (s)  Size (MiB)
LR 0.544 0.027 1.002 0.021
LSTM 590.8 41.9 937.8 50.4
FFNN 211.9 2.32 2427 5.82

Table X shows the minimum, maximum and mean split and
service latency obtained for the uRLLC and eMBB services
using the heuristic algorithm. Please refer to Tables VII and
VIII for the latency results of the other approaches.

The maximum uRLLC-related latency values are very close
to the accepted limit by the split 6 (0.25 ms) and the uRLLC
service (0.5 ms). Nonetheless, the heuristic algorithm is always
capable of providing a feasible solution. Concerning the eMBB
service, since it presents very loose split and service latency
budgets (1.5 ms and 5 ms), the algorithm using the real and
the predicted traffic does not have any problem in finding a
feasible solution. Therefore, the heuristic approach proposed
is compliant with all requirements.

F. Computational Time

Table XI details the average training time and the model
size of each algorithm analyzed in Section I'V-B.

As expected, Linear Regression requires the shortest training
time and occupies the least memory, followed by FFNN. Instead,
LSTM is about 3 times slower and occupies at least § times
more memory than FFNN. Comparing the two approaches
analyzed in this section, the two-step traffic forecast training is
considerably faster than the single-step prediction. Indeed, the
time to train the one-step linear regression, LSTM, and FFNN
increases 84%, 58%, and 15%, respectively, with respect to the
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two-step prediction. In addition, the approach proposed in this
paper reduces significantly the model size of LSTM and FFNN,
occupying less memory (17% and 60%, respectively). The model
size of Linear Regression using the two-step approach is slightly
larger than the one-step, with a difference of 7 kiB. Besides
improving the prediction accuracy as shown in Section IV-B,
these results prove that the proposed solution considerably
improves the training time and the model size. Consequently,
it facilitates the retraining for network operators and also the
storage of these models.

As previously mentioned, MILP models with similar formu-
lations to the one proposed in this paper are NP-hard. Thanks to
the approach used in this paper of placing the baseband VNFs
considering only the metro-network nodes, we can maintain the
execution time low. The MILP spends on average 112.47 s to
compute the hourly placement of baseband VNFs considering
the proposed topology. Although the computing time is fairly
low with the topology used in this paper, larger cities with a
greater number of nodes could require many hours to compute
a solution. As previously mentioned, the heuristic algorithm
was developed to mitigate the NP-Hardness of MILP mod-
els. The heuristic algorithm proposed in this paper spends on
average 182.61 ms to compute the solution for each time slot.
Therefore, it is more than 600 times faster than the MILP.

V. FINAL REMARKS

This paper presents the optimization of baseband VNF
placement in a metro network to minimize operators’ costs.
This approach envisages first the forecast of the traf-
fic of different services and then the optimization of the
network configuration. Exploiting the well-defined shape of
the daily traffic, we developed a two-step multi-task predictive
model prior to the baseband VNF optimization. First, Linear
Regression, LSTM and FFNN algorithms predict the mean
and quantile normalized traffic. Then, we use persistent fore-
cast to determine the scaling factor to calculate the expected
traffic. This information is then fed to a MILP formula-
tion that computes the network configuration minimizing the
power consumption, subject to the functional split and service
requirements. In particular, we apply the mean predicted traffic
to the objective function to estimate the costs and the quantile
value to the constraints to ensure that the capacity bounds are
respected. We also propose a heuristic algorithm to reduce the
computational time. It analyzes the placement using the mean
and the quantile traffic to minimize the power consumption
and guarantee constraint compliance. The results show that
the two-step traffic prediction using FFNN algorithm provides
the best prediction accuracy and outperforms the state-of-the-
art. We also demonstrate that the two-step multi-task traffic
prediction in the optimization is the approach that achieves
the most similar results with respect to the oracle placement,
i.e., the placement calculated using the real traffic. Indeed,
our solution enables achieving a robust solution capable of
carrying the actual traffic at all time slots, and the power con-
sumption is only 0.33% higher than the oracle. The heuristic
algorithm significantly reduces the computational time at the
expense of increasing the power consumption by 13%.
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