Magnetization dissipation in ferromagnets from scattering theory

Arne Brataas
Department of Physics, Norwegian University of Science and Technology, NO-7491 Trondheim, Norway

Yaroslav Tserkovnyak
Department of Physics and Astronomy, University of California, Los Angeles, California 90095, USA

Gerrit E. W. Bauer
Institute for Materials Research, Tohoku University, Sendai 980-8577, Japan and
Kavli Institute of NanoScience, Delft University of Technology, Lorentzweg 1, 2628 CJ Delft, The Netherlands

(Received 8 April 2011; published 5 August 2011)

The magnetization dynamics of ferromagnets is often formulated in terms of the Landau-Lifshitz-Gilbert (LLG) equation. The reactive part of this equation describes the response of the magnetization in terms of effective fields, whereas the dissipative part is parametrized by the Gilbert damping tensor. We formulate a scattering theory for the magnetization dynamics and map this description on the linearized LLG equation by attaching electric contacts to the ferromagnet. The reactive part can then be expressed in terms of the static scattering matrix. The dissipative contribution to the low-frequency magnetization dynamics can be described as an adiabatic energy pumping process to the electronic subsystem by the time-dependent magnetization. The Gilbert damping tensor depends on the time derivative of the scattering matrix as a function of the magnetization direction. By the fluctuation-dissipation theorem, the fluctuations of the effective fields can also be formulated in terms of the quasistatic scattering matrix. The theory is formulated for general magnetization textures and worked out for monodomain precessions and domain-wall motions. We prove that the Gilbert damping from scattering theory is identical to the result obtained by the Kubo formalism.
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I. INTRODUCTION

Ferromagnets develop a spontaneous magnetization below the Curie temperature. The long-wavelength modulations of the magnetization direction consist of spin waves, the low-lying elementary excitations (Goldstone modes) of the ordered state. When the thermal energy is much smaller than the microscopic exchange energy, the magnetization dynamics can be phenomenologically expressed in a generalized Landau-Lifshitz-Gilbert (LLG) form:

\[
\dot{m}(r,t) = -\gamma m(r,t) \times [H_{\text{eff}}(r,t) + h(r,t)] + m(r,t) \times \int d\mathbf{r}' [\tilde{\alpha}(m(r',t)) m(r',t)],
\]

where the magnetization texture is described by \( m(r,t) \), the unit vector along the magnetization direction at position \( r \) and time \( t \), \( \dot{m}(r,t) = \partial m(r,t)/\partial t \), and \( \gamma = g\mu_B/\hbar \) is the gyromagnetic ratio in terms of the \( g \) factor (\( \approx 2 \) for free electrons) and the Bohr magneton \( \mu_B \). The Gilbert damping \( \tilde{\alpha} \) is a nonlocal symmetric \( 3 \times 3 \) tensor that is a functional of \( m \). The Gilbert damping tensor is commonly approximated to be diagonal and isotropic (i), local (l), and independent of the magnetization \( m \), with diagonal elements

\[
\alpha_{ij}(r',t') = \alpha \delta(r-r').
\]

The linearized version of the LLG equation for small-amplitude excitations has been derived microscopically.\(^{1}\) It has been used very successfully to describe the measured response of ferromagnetic bulk materials and thin films in terms of a small number of adjustable, material-specific parameters. The experiment of choice is ferromagnetic resonance (FMR), which probes the small-amplitude coherent precession of the magnet.\(^{2}\) The Gilbert damping model in the local and time-independent approximation has important ramifications, such as a linear dependence of the FMR linewidth on resonance frequency, that have been frequently found to be correct. The damping constant is technologically important since it governs the switching rate of ferromagnets driven by external magnetic fields or electric currents.\(^{3}\) In spatially dependent magnetization textures, the nonlocal character of the damping can be significant as well.\(^{4,5}\) Motivated by the belief that the Gilbert damping constant is an important material property, we set out here to understand its physical origins from first principles. We focus on the well-studied and technologically important itinerant ferromagnets, although the formalism can be used in principle for any magnetic system.

The reactive dynamics within the LLG Eq. (1) is described by the thermodynamic potential \( \Omega[M] \) as a functional of the magnetization. The effective magnetic field \( H_{\text{eff}}[M](r) = -\delta\Omega/\delta M(r) \) is the functional derivative with respect to the local magnetization \( M(r) = M_s m(r) \), including the external magnetic field \( H_{\text{ext}} \), the magnetic dipolar field \( H_{\text{dip}} \), the texture-dependent exchange energy, and crystal-field anisotropies. \( M_s \) is the saturation magnetization density. Thermal fluctuations can be included by a stochastic magnetic field \( h(r,t) \) with zero time average, \( \langle h \rangle = 0 \), and white-noise correlation:\(^{7}\)

\[
\langle h_i(r,t) h_j(r',t') \rangle = \frac{2k_B T}{\gamma M_s} \delta_{ij} \alpha_{ij}(m(r,r')) \delta(t - t'),
\]

where \( M_s \) is the magnetization, \( i \) and \( j \) are the Cartesian indices, and \( T \) is the temperature. This relation is a consequence of the fluctuation-dissipation theorem (FDT) in the classical (Maxwell-Boltzmann) limit.
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time-dependent magnetizations in Sec. V, before concluding our paper in Sec. VI. The Appendixes provide technical derivations of spin, charge, and energy pumping in terms of the scattering matrix of the system.

II. MODEL

Our approach rests on density-functional theory (DFT), which is widely and successfully used to describe the electronic structure and magnetism in many ferromagnets, including transition-metal ferromagnets and ferromagnetic semiconductors. In the Kohn-Sham implementation of DFT, noninteracting hypothetical particles experience an effective exchange-correlation potential that leads to the ground-state density as the interacting many-electron system. A simple yet successful scheme is the local-density approximation to the effective potential. DFT theory can also handle time-dependent phenomena. We adopt here the adiabatic local-density approximation (ALDA), i.e., an exchange-correlation potential that is time-dependent but local in time and space. As the name expresses, the ALDA is valid when the parametric time dependence of the problem is adiabatic with respect to the electron time constants. Here we consider a magnetization direction that varies slowly in both space and time. The equation of motion of the collective coordinates under a force

\[ \dot{\mathbf{m}}(r,t) = \mathbf{m}_a(r; \xi_a(t)) \]

where \( \mathbf{m}_a \) is the profile at \( t \to -\infty \). This representation has proven to be very effective in handling magnetization dynamics of domain walls in ferromagnetic wires. The description is approximate, but (for a few variables) it becomes exact in special limits, such as a transverse domain wall in wires below the Walker breakdown (see below); it becomes arbitrarily accurate by increasing the number of collective variables. The energy dissipation to lowest (quadratic) order in the rate of change \( \dot{\xi}_a \) of the collective coordinates is

\[ \dot{E} = - \sum_{ab} \Gamma_{ab} \dot{\xi}_a \dot{\xi}_b. \]

The (symmetric) dissipation tensor \( \Gamma_{ab} \) reads

\[ \Gamma_{ab} = \frac{M_s}{\gamma} \int dr \int dr' \frac{\partial \mathbf{m}_a(r)}{\partial \xi_a} \left[ \mathbf{m}(r, r') \cdot \frac{\partial \mathbf{m}_a(r')}{\partial \xi_{b'}} \right]. \]

The equation of motion of the collective coordinates under a force

\[ \ddot{\xi} = - \frac{\partial \Omega}{\partial \xi} \]

introducing the antisymmetric and time-independent gyrotropic tensor:

\[ \tilde{\eta}_{ab} = \frac{M_s}{\gamma} \int dr \mathbf{m}_a(r) \cdot \left[ \frac{\partial \mathbf{m}_a(r)}{\partial \xi_a} \times \frac{\partial \mathbf{m}_a(r)}{\partial \xi_b} \right]. \]

We show below that \( \ddot{\xi} \) and \( \Gamma \) can be expressed in terms of the scattering matrix. For our subsequent discussions, it is necessary to include a fluctuating force \( f(t) \) with \( \langle f(t) \rangle = 0 \), which has not been considered in Refs. 25 and 26. From Eq. (3)
if follows that the time correlation of $f$ is white and obeys the fluctuation-dissipation theorem:

$$\langle f(t)f(t') \rangle = 2k_B T \gamma_{ab} \delta(t-t').$$  \hspace{1cm} (14)$$

In the following, we illustrate the collective coordinate description of magnetization textures for the macrospin model and the Walker model for a transverse domain wall. The treatment is easily extended to other rigid textures such as magnetic vortices.

A. Macrospin excitations

When high magnetic fields are applied or when the system dimensions are small, the exchange stiffness dominates. In both limits, the magnetization direction and its low-energy excitations lie on the unit sphere and its magnetization dynamics is described by the polar angles $\theta(t)$ and $\varphi(t)$:

$$\mathbf{m} = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta).$$  \hspace{1cm} (15)$$

The diagonal components of the gyrotropic tensor vanish by (anti)symmetry $\eta_{\theta\theta} = 0$, $\eta_{\varphi\varphi} = 0$. Its off-diagonal components are

$$\eta_{\theta\varphi} = \frac{M_s V}{\gamma} \sin \theta = -\eta_{\varphi\theta}. \hspace{1cm} (16)$$

$V$ is the particle volume and $M_s V$ is the total magnetic moment. We now have two coupled equations of motion,

$$\frac{M_s V}{\gamma} \dot{\theta} \sin \theta - \frac{\partial \Omega}{\partial \theta} - (\tilde{\Gamma}_{\theta\theta} + \tilde{\Gamma}_{\theta\varphi} \dot{\varphi}) = 0,$$

$$-\frac{M_s V}{\gamma} \dot{\varphi} \sin \theta - \frac{\partial \Omega}{\partial \varphi} - (\tilde{\Gamma}_{\varphi\theta} + \tilde{\Gamma}_{\varphi\varphi} \dot{\varphi}) = 0. \hspace{1cm} (17)$$

The thermodynamic potential $\Omega$ determines the ballistic trajectories of the magnetization. The Gilbert damping tensor $\tilde{\Gamma}_{\theta\theta}$ will be computed below, but when isotropic and local,

$$\tilde{\Gamma} = \tilde{\Gamma}(r-r') M_s \alpha_\gamma / \gamma, \hspace{1cm} (18)$$

where $\tilde{\Gamma}$ is a unit matrix in the Cartesian basis and $\alpha$ is the dimensionless Gilbert constant, $\tilde{\Gamma}_{\theta\theta} = M_s V \alpha_\gamma / \gamma$, $\tilde{\Gamma}_{\varphi\varphi} = 0 = \Gamma_{\theta\varphi}$, and $\Gamma_{\varphi\varphi} = \sin^2 \theta M_s V \alpha_\gamma / \gamma$.

B. Domain-wall motion

We focus on a one-dimensional model, in which the magnetization gradient, magnetic easy axis, and external magnetic field point along the wire (z) axis. The magnetic energy of such a wire with transverse cross section $S$ can be written as

$$\Omega = M_s S \int dz \phi(z), \hspace{1cm} (19)$$

in terms of the one-dimensional energy density

$$\phi = \frac{A}{2} \left| \frac{d\mathbf{m}}{dz} \right|^2 - H_s m_z + \frac{K_1}{2} (1 - m_z^2) + \frac{K_2}{2} m_z^2, \hspace{1cm} (20)$$

where $H_s$ is the applied field and $A$ is the exchange stiffness. Here the easy-axis anisotropy is parametrized by an anisotropy constant $K_1$. In the case of a thin-film wire, there is also a smaller anisotropy energy associated with the magnetization transverse to the wire governed by $K_2$. In a cylindrical wire from a material without crystal anisotropy (such as permalloy), $K_2 = 0$.

When the shape of such a domain wall is preserved in the dynamics, three collective coordinates characterize the magnetization texture: the domain-wall position $\xi(t) = r_w(t)$, the polar angle $\varphi(t)$, and the domain-wall width $\lambda(t)$. We consider a head-to-head transverse domain wall (a tail-to-tail wall can be treated analogously). $\mathbf{m}(z) = \left( \sin \theta_w \cos \varphi_w, \sin \theta_w \sin \varphi_w, \cos \theta_w \right)$, where

$$\cos \theta_w = \tanh \frac{r_w - z}{\lambda_w}, \hspace{1cm} (21)$$

or, represented as

$$\csc \theta_w = \cosh \frac{r_w - z}{\lambda_w}, \hspace{1cm} (22)$$

minimizes the energy (20) under the constraint that the magnetization to the far left and right points toward the domain wall. The off-diagonal elements are then $\eta_{\xi\xi} = \eta_{r\varphi} = 0$, $\eta_{\varphi\varphi} = -2 M_s / \gamma - \eta_{\varphi\theta}$. The energy (20) reduces to

$$\Omega = M_s S \left[ \alpha_{r\lambda} \varphi - 2 H_s \varphi + K_1 \varphi + K_2 \lambda \cos^2 \varphi \right]. \hspace{1cm} (23)$$

Disregarding fluctuations, the equation of motion Eq. (12) can be expanded as

$$2 \varphi_w + \alpha_{\varphi\varphi} \dot{\varphi}_w + \alpha_{\varphi r} \dot{r}_w + \alpha_{\varphi \lambda} \dot{\lambda}_w = \gamma K_2 \lambda \sin 2 \varphi_w,$$

$$-2 \dot{\varphi}_w + \alpha_{r\varphi} \dot{r}_w + \alpha_{r\lambda} \dot{\lambda}_w = 2 \gamma H_s,$$

$$A / \lambda_w^2 + \alpha_{r r} \dot{r}_w + \alpha_{r \lambda} \dot{r}_w + \alpha_{\lambda \lambda} \dot{\lambda}_w = K_1 + K_2 \cos^2 \varphi_w, \hspace{1cm} (24)$$

where $\alpha_{ab} = \gamma \Gamma_{ab} / M_s S$.

When the Gilbert damping tensor is isotropic and local in the basis of the Cartesian coordinates, $\Gamma = \delta(r-r') M_s / \gamma$, $\alpha_{rr} = \frac{2 \alpha}{\lambda_w}$, $\alpha_{\varphi \varphi} = 2 \alpha \lambda_w$, $\alpha_{\lambda \lambda} = \frac{\pi^2 \alpha}{6 \lambda_w}$, whereas all off-diagonal elements vanish.

Most experiments are carried out on thin-film ferromagnetic wires for which $K_2$ is finite. Dissipation is especially simple below the Walker threshold, the regime in which the wall moves with a constant drift velocity, $\varphi_w = 0$, and $\theta_w = 2 \gamma H_s / \alpha_{rr}$. \hspace{1cm} (28)$$

The Gilbert damping coefficient $\alpha_{rr}$ can be obtained directly from the scattering matrix by the parametric dependence of the scattering matrix on the center coordinate position $r_w$. When the Gilbert damping tensor is isotropic and local, we find $\dot{r}_w = \lambda_w \gamma H_s / \alpha$. The domain-wall width $\lambda_w = \sqrt{A / (K_1 + K_2 \cos^2 \varphi_w)}$ and the out-of-plane angle $\varphi_w = \frac{1}{2} \arcsin 2 \gamma H_s / \alpha K_2$. At the Walker-breakdown field $(H_s)_{WB} = \alpha K_2 / (2 \gamma)$, the sliding domain wall becomes unstable.

In a cylindrical wire without anisotropy, $K_2 = 0$, $\varphi_w$ is time-dependent and satisfies

$$\dot{\varphi}_w = \frac{(2 + \alpha_{\varphi \varphi})}{\alpha_{\varphi \varphi}} \dot{r}_w, \hspace{1cm} (29)$$

while

$$\dot{r}_w = \frac{2 \gamma H_s}{2 \lambda_w} + \alpha_{rr}. \hspace{1cm} (30)$$
For isotropic and local Gilbert damping coefficients,\textsuperscript{27}
\[
\frac{\dot{r}_w}{\lambda_w} = \frac{\alpha \gamma H_{\text{g}}}{1 + \alpha^2}.
\]  
(31)
In the next section, we formulate how the Gilbert scattering tensor can be computed from time-dependent scattering theory.

IV. SCATTERING THEORY OF MESOSCOPIC MAGNETIZATION DYNAMICS

Scattering theory of transport phenomena\textsuperscript{29} has proven its worth in the context of magnetoelectronics. It has been used advantageously to evaluate the nonlocal exchange interaction multilayers or spin valves,\textsuperscript{11} the giant magnetoresistance,\textsuperscript{30} spin-transfer torque,\textsuperscript{9} and spin pumping.\textsuperscript{10} We first review the scattering theory of equilibrium magnetic properties and anisotropy fields and then we will turn to nonequilibrium transport.

A. Conservative forces

Considering only the electronic degrees of freedom in our model, the thermodynamic (grand) potential is defined as
\[
\Omega = -k_B T \ln \text{Tr} e^{-\hat{H}_{\text{ALDA}} - \mu \hat{N}},
\]  
(32)
while $\mu$ is the chemical potential and $\hat{N}$ is the number operator. The conservative force
\[
\vec{F} = -\frac{\partial \Omega}{\partial \vec{\xi}}
\]  
(33)
can be computed for an open system by defining a scattering region that is connected by ideal leads to reservoirs at common equilibrium. For a two-terminal device, the flow of charge, spin, and energy between the reservoirs can then be described in terms of the $S$ matrix:
\[
S = \begin{pmatrix}
\tau & \tau' \\
\bar{\tau} & \bar{\tau}'
\end{pmatrix},
\]  
(34)
where $\tau$ is the matrix of probability amplitudes of states impinging from and reflected into the left reservoir, while $\tau'$ denotes the probability amplitudes of states incoming from the left and transmitted to the right. Similarly, $\tau'$ and $\bar{\tau}'$ describe the probability amplitudes for states that originate from the right reservoir. $\tau$, $\tau'$, $\bar{\tau}$, and $\bar{\tau}'$ are matrices in the space spanned by eigenstates in the leads. We are interested in the free magnetic energy modulation by the magnetic configuration that allows evaluation of the forces Eq. (33). The free-energy change reads
\[
\Delta \Omega = -k_B T \int d\epsilon \, d\epsilon' \, \Delta n(\epsilon) \ln \left[ 1 + e^{(\epsilon - \epsilon')/k_B T} \right],
\]  
(35)
where $\Delta n(\epsilon) d\epsilon$ is the change in the number of states at energy $\epsilon$ and interval $d\epsilon$, which can be expressed in terms of the scattering matrix\textsuperscript{31}
\[
\Delta n(\epsilon) = -\frac{1}{2\pi i} \frac{\partial}{\partial \epsilon} \text{Tr} \ln S(\epsilon).
\]  
(36)
Carrying out the derivative, we arrive at the force
\[
\vec{F} = -\frac{1}{2\pi i} \int d\epsilon \, f(\epsilon) \text{Tr} \left( S' \frac{\partial S}{\partial \vec{\xi}} \right),
\]  
(37)
where $f(\epsilon)$ is the Fermi-Dirac distribution function with chemical potential $\mu$. This established result will be reproduced and generalized to the description of dissipation and fluctuations below.

B. Gilbert damping as energy pumping

Here we interpret Gilbert damping as an energy-pumping process by equating the results for energy dissipation from the microscopic adiabatic pumping formalism with the LLG phenomenology in terms of collective coordinates, Eq. (9). The adiabatic energy-loss rate of a scattering region in terms of a scattering matrix at zero temperature has been derived in Refs. 32 and 33. In the Appendixes, we present an alternative way to obtain this result at finite temperatures.\textsuperscript{34}
\[
\dot{\vec{E}} = \frac{\hbar}{4\pi} \int d\epsilon \left( -\frac{\partial f}{\partial \epsilon} \right) \text{Tr} \left[ \frac{\partial S(\epsilon,t)}{\partial t} \frac{\partial S^\dagger(\epsilon,t)}{\partial t} \right].
\]  
(38)
Since we employ the adiabatic approximation, $S(\epsilon,t)$ is the energy-dependent scattering matrix for an instantaneous (“frozen”) scattering potential at time $t$. In a magnetic system, the time dependence arises from its magnetization dynamics, $S(\epsilon,t) = S[\vec{m}(t)](\epsilon)$. In terms of the collective coordinates $\xi(t)$, $S(\epsilon,t) = S(\epsilon,\xi(t))$,
\[
\frac{\partial S[\vec{m}(t)]}{\partial t} \approx \sum_a \frac{\partial S[\vec{m}(t)]}{\partial \xi_a} \xi_a,
\]  
(39)
where the approximate sign has been discussed in the previous section. We can now identify the dissipation tensor (10) in terms of the scattering matrix
\[
\Gamma_{ab} = \frac{\hbar}{4\pi M_s} \int d\epsilon \left( -\frac{\partial f}{\partial \epsilon} \right) \text{Tr} \left[ \frac{\partial S(\epsilon)}{\partial m_a} \frac{\partial S^\dagger(\epsilon)}{\partial m_b} \right].
\]  
(40)
In the macrospin model, the Gilbert damping tensor can then be expressed as
\[
\dot{\alpha}_{ij} = \frac{\gamma \hbar}{4\pi M_s} \int d\epsilon \left( -\frac{\partial f}{\partial \epsilon} \right) \text{Tr} \left[ \frac{\partial S(\epsilon)}{\partial m_i} \frac{\partial S^\dagger(\epsilon)}{\partial m_j} \right],
\]  
(41)
where $m_i$ is a Cartesian component of the magnetization direction.

C. Gilbert damping and fluctuation-dissipation theorem

At finite temperatures, the forces acting on the magnetization contain thermal fluctuations that are related to the Gilbert dissipation by the fluctuation-dissipation theorem, Eq. (14). The dissipation tensor is therefore accessible via the stochastic forces in thermal equilibrium.

The time dependence of the force operators
\[
\vec{\xi}(t) = -\frac{\partial \hat{H}_{ALDA}(\vec{m})}{\partial \vec{\xi}}
\]  
(42)
is caused by the thermal fluctuations of the magnetization. It is convenient to rearrange the Hamiltonian $\hat{H}_{ALDA}$ into an unperturbed part that does not depend on the magnetization and a scattering potential $\hat{H}_{ALDA}(\vec{m}) = \hat{H}_0 + \hat{V}(\vec{m})$. On the basis of scattering wave functions of the leads, the force operator reads
\[
\vec{F} = -\int d\epsilon \int d\epsilon' \frac{\partial \hat{V}}{\partial \vec{\xi}} e^{i(e-e')/\hbar} \hat{a}_\epsilon^\dagger(\epsilon) \hat{a}_\epsilon(\epsilon') e^{i(e-e')/\hbar},
\]  
(43)
where $\hat{a}_\beta$ annihilates an electron incident on the scattering region, $\beta$ labels the lead (left or right) and quantum numbers of the waveguide mode, and $|\epsilon\beta\rangle$ is an associated scattering eigenstate at energy $\epsilon$. We take again the left and right reservoirs to be in thermal equilibrium with the same chemical potentials, such that the expectation values
\[
\langle \hat{a}_\alpha^\dagger (\epsilon) \hat{a}_\beta (\epsilon') \rangle = \delta_{\alpha\beta} \delta (\epsilon - \epsilon').
\]
(44)

The relation between the matrix element of the scattering potential and the $S$ matrix
\[
\left[ S^\dagger(\epsilon) \frac{\partial S(\epsilon)}{\partial \xi_{ab}} \right]_{\alpha\beta} = -2\pi i \epsilon \alpha \frac{\partial V}{\partial \epsilon} \epsilon \beta
\]
(45)
follows from the relation derived in Eq. (61) below as well as unitarity of the $S$ matrix, $S^\dagger S = 1$. Taking these relations into account, the expectation value of $\hat{S}$ is found to be Eq. (37). We now consider the fluctuations in the force $f(t) = \hat{S}(t) - \langle \hat{S}(t) \rangle$, which involves expectation values
\[
\langle \hat{a}_\alpha^\dagger (\epsilon_1) \hat{a}_\beta (\epsilon_2) \hat{a}_\beta^\dagger (\epsilon_3) \hat{a}_\alpha^\dagger (\epsilon_4) \hat{a}_\beta^\dagger (\epsilon_5) \rangle = \delta_{\alpha\beta}(\epsilon_1 - \epsilon_2) \delta_{\alpha\beta}(\epsilon_4 - \epsilon_5) f(\epsilon_1)[1 - f(\epsilon_2)].
\]
(46)
where we invoked Wick’s theorem. Putting everything together, we finally find
\[
\langle f_\alpha(t) f_\beta(t') \rangle = 2k_B T \delta(t - t') \Gamma_{ab},
\]
(47)
where $\Gamma_{ab}$ has been defined in Eq. (40). Comparing with Eq. (14), we conclude that the dissipation tensor $\Gamma_{ab}$ governing the fluctuations is identical to the one obtained from the energy pumping, Eq. (40), thereby confirming the fluctuation-dissipation theorem. In small ferromagnets, magnetization dissipation is dominated by spin-pumping to adjacent conductors, and a one-to-one correspondence between the spin-pumping enhanced dissipation and the spin-current fluctuations can be found that obeys the fluctuation-dissipation theorem of Eq. (14).

V. KUBO FORMULA

Adiabatic magnetization dynamics perturbs the system weakly, thus allowing for a linear-response treatment of the instantaneous dissipation. In the present section, we demonstrate that the damping obtained from linear-response (Kubo) theory agrees with that of the scattering theory of demonstration that the damping obtained from linear-response the instantaneous dissipation. In the present section, we

The static part, $\hat{H}_a$, is the Hamiltonian for a magnetization for a fixed and arbitrary initial texture $m_n$, as, without loss of generality, described by the collective coordinates $\xi_a$. Since we assume that the variation of the magnetization in time is small, a linear expansion in terms of the slow deviations of the collective coordinate $\delta \xi_a(t)$ is valid for sufficiently short time intervals. We can then employ the Kubo formalism and express the energy dissipation as
\[
\dot{E} = \sum_a \delta \xi_a(t) \langle \frac{\partial \hat{H}}{\partial \xi_a} \rangle_{m(r) \rightarrow m_n(r)},
\]
(50)
where the expectation value of the out-of-equilibrium conservative force
\[
\left( \frac{\partial \hat{H}}{\partial \xi_a} \right)_{m(r) \rightarrow m_n(r)} \equiv \delta_a \dot{\hat{H}}
\]
(51)
consists of an equilibrium contribution and a term linear in the perturbed magnetization direction:
\[
\langle \delta_a \dot{\hat{H}}(t) \rangle = \langle \delta_a \dot{\hat{H}} \rangle_{st} + \sum_b \int_{-\infty}^{\infty} dt' \chi_{ab}(t-t') \delta \xi_b(t').
\]
(52)
Here, we introduced the retarded susceptibility
\[
\chi_{ab}(t-t') = -\frac{i}{\hbar} \theta(t-t')\langle [\delta_a \dot{\hat{H}}(t), \delta_b \dot{\hat{H}}(t')] \rangle_{st},
\]
(53)
where $\langle \rangle_{st}$ is the expectation value for the wave functions of the static configuration. Focusing on slow modulations, we can further simplify the expression by expanding
\[
\delta \xi_a(t') \approx \delta \xi_a(t) + (t' - t) \delta \xi_a(t),
\]
(54)
so that
\[
\langle \delta_a \dot{\hat{H}} \rangle = \langle \delta_a \dot{\hat{H}} \rangle_{st} + \int_{-\infty}^{\infty} dt' \chi_{ab}(t-t') \delta \xi_b(t)
\]
\[
+ \int_{-\infty}^{\infty} dt' \chi_{ab}(t-t')(t' - t) \delta \xi_b(t).
\]
(55)
The first two terms in this expression, $\langle \delta_a \dot{\hat{H}} \rangle_{st}$ and $\int_{-\infty}^{\infty} dt' \chi_{ab}(t-t') \delta \xi_b(t)$, correspond to the energy variation with respect to a change in the static magnetization. These terms do not contribute to the dissipation since the magnetic excitations are transverse, $m \cdot m = 0$. Only the last term in Eq. (55) gives rise to dissipation. Hence, the energy loss reduces to
\[
\dot{E} = i \sum_{ij} \delta \xi_i \delta \xi_j \left. \frac{\partial \chi_{ij}^{S}}{\partial \omega} \right|_{\omega=0},
\]
(56)
where $\chi_{ab}^{S}(\omega) = \int_{-\infty}^{\infty} dt \chi_{ab}(t) + \chi_{ba}(t) e^{i\omega t}/2$. The symmetrized susceptibility can be expanded as
\[
\chi_{ab}^{S} = \sum_{n m} \frac{f_n - f_m}{2} \langle n \langle t \rangle m | \langle t \rangle n | \langle t \rangle n \rangle | \langle t \rangle n | + (a \leftrightarrow b) \frac{\hbar \omega + i n}{\epsilon_n - \epsilon_m},
\]
(57)
where $|n\rangle$ is an eigenstate of the Hamiltonian $\hat{H}_{st}$ with eigenvalue $\epsilon_n$, $f_n \equiv f(\epsilon_n)$, $f(\epsilon)$ is the Fermi-Dirac distribution.
function at energy $\epsilon$, and $\eta$ is a positive infinitesimal constant. Therefore,
\[
i \left( \frac{\partial \chi_{ab}}{\partial \omega} \right)_{\omega=0} = \pi \sum_{nm} \left( -\frac{\partial f_n}{\partial \epsilon} \right) \langle n | \hat{a}_b \hat{H} | m \rangle \times \langle m | \hat{a}_b \hat{H} | n \rangle \delta(\epsilon_n - \epsilon_m),
\]
and the dissipation tensor
\[
\Gamma_{ab} = \pi \sum_{nm} \left( -\frac{\partial f_n}{\partial \epsilon} \right) \langle n | \hat{a}_b \hat{H} | m \rangle \langle m | \hat{a}_b \hat{H} | n \rangle \delta(\epsilon_n - \epsilon_m).
\]

We now demonstrate that the dissipation tensor obtained from the Kubo linear-response formula, Eq. (59), is identical to the expression from scattering theory, Eq. (40), following the Fisher and Lee proof of the equivalence of linear response and scattering theory for the conductance.\(^{38}\)

The static Hamiltonian $\hat{H}_{st}(\xi) = \hat{H}_0 + \hat{V}(\xi)$ can be decomposed into a free-electron part $\hat{H}_0 = -\hat{h}^2 \nabla^2 / 2m$ and a scattering potential $\hat{V}(\xi)$. The eigenstates of $\hat{H}_0$ are denoted $|\psi_{s,q}(\epsilon)\rangle$, with eigenenergies $\epsilon$, where $s = \pm$ denotes the longitudinal propagation direction along the system (say, to the left or to the right), and $q$ is a transverse quantum number determined by the lateral confinement. The potential $\hat{V}(\xi)$ scatters the particles between the propagating states forward or backward. The outgoing ($+$) and incoming ($-$) scattering eigenstates of the static Hamiltonian $\hat{H}_{st}$ are written as $|\psi_{s,q}(\epsilon)\rangle$, which form another complete basis with orthogonality relations $\langle \psi_{s,q}^{(\pm)}(\epsilon) | \psi_{s',q'}^{(\pm)}(\epsilon) \rangle = \delta_{s,s'} \delta_{q,q'} \delta(\epsilon - \epsilon')$.\(^{38}\)

These wave functions can be expressed as $|\psi_{s,q}(\epsilon)\rangle = [1 + G_{st}^{(\pm)} \hat{V}] |\psi_{s,q}\rangle$, where the retarded (+) and advanced (−) Green’s functions read $G_{st}^{(\pm)}(\epsilon) = (\epsilon \pm i \eta - \hat{H}_{st})^{-1}$. By expanding $\Gamma_{ab}$ on the basis of outgoing wave functions, $|\psi_{s,q}^{(+)}\rangle$, the energy dissipation (59) becomes
\[
\Gamma_{ab} = \pi \sum_{s,q,s',q'} \int d\epsilon \left( -\frac{\partial f_q}{\partial \epsilon} \right) \langle \psi_{s',q'}^{(+)\dagger} \hat{a}_b \hat{V} | \psi_{s,q}^{(+)} \rangle \delta(\epsilon_{s',q'} - \epsilon_{s,q}),
\]
where wave functions should be evaluated at the energy $\epsilon$.

Let us now compare this result, Eq. (60), to the direct scattering matrix expression for the energy dissipation, Eq. (40).

The $S$-matrix operator can be written in terms of the $T$ matrix as $\hat{S}(\epsilon; \xi) = 1 - 2\pi i \hat{T}(\epsilon; \xi)$, where the $T$ matrix is defined recursively by $\hat{T} = \hat{V} [1 + \hat{G}_{st}^{(+)\dagger}\hat{V}]$. We then find
\[
\frac{\partial \hat{T}}{\partial \xi_a} = [1 + \hat{G}_{st}^{(+)\dagger}] \delta_{a} \hat{H} [1 + \hat{G}_{st}^{(+)\dagger}\hat{V}] - \hat{V}. \hat{G}_{st}^{(+)\dagger} \delta_{a} \hat{H} [1 + \hat{G}_{st}^{(+)\dagger}\hat{V}] + \hat{V} \hat{G}_{st}^{(+)\dagger} \delta_{a} \hat{H} [1 + \hat{G}_{st}^{(+)\dagger}\hat{V}].
\]
The change in the scattering matrix appearing in Eq. (40) is then
\[
\frac{\delta S_{s',q',s,q}}{\delta \xi_a} = -2\pi i \langle \psi_{s',q'}^{(+)\dagger} | \delta_a \hat{H} | \psi_{s,q}^{(+)} \rangle = -2\pi i \langle \psi_{s',q'}^{(-)\dagger} | \delta_a \hat{H} | \psi_{s,q}^{(-)} \rangle.
\]
Since
\[
\langle \psi_{s,q}^{(-)}(\epsilon) \rangle = \sum_{s',q'} S_{s',q',s,q}(\epsilon),
\]
and $S^\dagger S = 1$, we can write the linear-response result, Eq. (60), as energy pumping (40). This completes our proof of the equivalence between adiabatic energy pumping in terms of the $S$ matrix and the Kubo linear-response theory.

VI. CONCLUSIONS

We have shown that most aspects of magnetization dynamics in ferromagnets can be understood in terms of the boundary conditions to normal metal contacts, i.e., a scattering matrix. By using the established numerical methods to compute electron transport based on scattering theory, this opens the way to compute dissipation in ferromagnets from first-principles. In particular, our formalism should work well for systems with strong elastic scattering due to a high density of large impurity potentials or in disordered alloys, including Ni$_{1-x}$Fe$_x$ ($x = 0.2$ represents the technologically important “permalloy”).

The dimensionless Gilbert damping tensors (41) for macrospin excitations, which can be measured directly in terms of the broadening of the ferromagnetic resonance, have been evaluated for Ni$_{1-x}$Fe$_x$ alloys by $ab$ initio methods.\(^{19}\)

Permalloy is substitutionally disordered and damping is dominated by the spin-orbit interaction in combination with disorder scattering. Without adjustable parameters, good agreement has been obtained with the available low-temperature experimental data, which is a strong indication of the practical value of our approach.

In clean samples and at high temperatures, the electron-phonon scattering importantly affects damping. Phonons are not explicitly included here, but the scattering theory of Gilbert damping can still be used for a frozen configuration of thermally displaced atoms, neglecting the inelastic aspect of scattering.\(^{13}\)

While the energy pumping by scattering theory has been applied to described magnetization damping,\(^{12}\) it can be used to compute other dissipation phenomena. This has recently been demonstrated for the case of current-induced mechanical forces and damping,\(^{40}\) with a formalism analogous to that for current-induced magnetization torques.\(^{16,17}\)
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APPENDIX A: ADIABATIC PUMPING

Adiabatic pumping is the current response to a time-dependent scattering potential to first order in the time-variation or “pumping” frequency when all reservoirs are at the same electrochemical potential.\(^{41}\) A compact formulation of the pumping charge current in terms of the instantaneous scattering matrix was derived in Ref. 42. In the same spirit,
the energy current pumped out of the scattering region has been formulated (at zero temperature) in Ref. 33. Some time ago, we extended the charge pumping concept to include the spin degree of freedom and ascertained its importance in magneto-electronic circuits.\textsuperscript{10} More recently, we demonstrated that the energy emitted by a ferromagnet with time-dependent magnetizations into adjacent conductors is not only caused by interface spin pumping, but also reflects the energy loss by spin-flip processes inside the ferromagnet\textsuperscript{15} and therefore Gilbert damping. Here we derive the energy pumping expressions at finite temperatures beyond the zero-temperature results derived in Ref. 33 and used in Ref. 12. Our results differ from an earlier extension to finite temperature derived in Ref. 43, and we point out the origin of the discrepancies, but they agree with the result in Eq. 103 of Ref. 34. The magnetization dynamics must satisfy the fluctuation-dissipation theorem, which is indeed the case in our formulation and in Ref. 34.

We proceed by deriving the charge, spin, and energy currents in terms of the time dependence of the scattering matrix of a two-terminal device. The transport direction is $x$ and the transverse coordinates are $q = (y, z)$. An arbitrary single-particle Hamiltonian can be decomposed as

$$H(r) = -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + H_{\perp}(x, q).$$ \hspace{1cm} (A1)

where the transverse part is

$$H_{\perp}(x, q) = -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial q^2} + V(x, q).$$ \hspace{1cm} (A2)

$V(q)$ is an elastic scattering potential in $2 \times 2$ Pauli spin space that includes the lattice, impurity, and self-consistent exchange-correlation potentials, including spin-orbit interaction and magnetic disorder. The scattering region is attached to perfect nonmagnetic electron waveguides (left $\alpha = L$ and right $\alpha = R$) with constant potential and without spin-orbit interaction. In lead $\alpha$, the transverse part of the $2 \times 2$ spinor wave function $\Psi_{1\alpha}(x, q)$ and its corresponding transverse energy $E_{1\alpha}(q)$ obey the Schrödinger equation

$$H_{\perp}(x, q) \Psi_{1\alpha}(q) = E_{1\alpha}(q) \Psi_{1\alpha}(q).$$ \hspace{1cm} (A3)

where $n$ is the spin and orbit number. These transverse waveguide modes form the basis for the expansion of the time-dependent scattering states in lead $\alpha = L, R$.\textsuperscript{44}

$$\hat{\Psi}_{\alpha} = \int_{0}^{\infty} \frac{dk}{\sqrt{2\pi}} \sum_{n\sigma} \varphi_{\alpha}^{(n\sigma)}(q)e^{i\sigma k_{s}k}e^{-i\epsilon_{\alpha}(n\sigma)/\hbar}c_{\alpha}^{(n\sigma)};$$ \hspace{1cm} (A4)

where $c_{\alpha}^{(n\sigma)}$ annihilates an electron in mode $n$ incident ($\sigma = +$) or outgoing ($\sigma = -$) in lead $\alpha$. The field operators satisfy the anticommutation relation

$$\{c_{\alpha}^{(n\sigma)}, c_{\beta}^{(n'\sigma')}\} = \delta_{\alpha\beta}\delta_{n\sigma}^{n'\sigma'}\delta(k - k').$$

The total energy is $E_{\alpha}(q) = \hbar^2 k^2/2m + E_{1\alpha}(q)$. In the leads, the particles, spins, and energy currents in the transport direction are

$$\hat{I}^{(1\alpha)}(q) = \frac{\hbar}{2mi} \int d\mathbf{q} Tr\left(\hat{\Psi}_{\alpha}^{\dagger} \frac{\partial \hat{\Psi}_{\alpha}}{\partial x} - \frac{\partial \hat{\Psi}_{\alpha}^{\dagger}}{\partial x} \hat{\Psi}_{\alpha}\right).$$ \hspace{1cm} (A5a)

$$\hat{I}^{(0\alpha)}(q) = \frac{\hbar}{4mi} \int d\mathbf{q} Tr\left(\hat{\Psi}_{\alpha}^{\dagger} H \frac{\partial \hat{\Psi}_{\alpha}}{\partial x} - \frac{\partial \hat{\Psi}_{\alpha}^{\dagger}}{\partial x} H \hat{\Psi}_{\alpha}\right) + \text{H.c.},$$ \hspace{1cm} (A5c)

where we suppressed the time $t$ and lead index $\alpha$, $\sigma = (\sigma_s, \sigma_c)$ is a vector of Pauli matrices, and $Tr$ denotes the trace in spin space. Note that the spin current $I_{s}$ flows in the $x$ direction with polarization vector $I_{s}/I_{c}$. To avoid dependence on an arbitrary global potential shift, it is convenient to work with heat $\hat{I}^{(0\alpha)}$ rather than energy currents $\hat{I}^{(1\alpha)}$:

$$\hat{I}^{(\mu)}(t) = \hat{I}^{(\mu)}(t) - \mu \hat{I}^{(\mu)}(t),$$ \hspace{1cm} (A6)

where $\mu$ is the chemical potential. Inserting the waveguide representation (A4) into (A5), the particle current reads\textsuperscript{45}

$$\hat{I}_{\alpha}^{(\mu)} = \frac{\hbar}{4\pi m} \int_{0}^{\infty} dk dk' \sum_{n\sigma\sigma'} \left(\sigma k + \sigma' k'\right)$$ \hspace{1cm} \times e^{i(k-k')x} \left(-i\epsilon_{\alpha}(n\sigma)/\hbar + i\epsilon_{\alpha}(n\sigma'')/\hbar \right) c_{\alpha}^{(n\sigma)} c_{\alpha}^{(n\sigma')}.$$ \hspace{1cm} (A7)

We are interested in the low-frequency limit of the Fourier transforms $\hat{I}_{\alpha}^{(\mu)}(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} \hat{I}_{\alpha}^{(\mu)}(t)$. Following Ref. 44, we assume long wavelengths such that only the intervals with $k \approx k'$ and $\sigma \approx \sigma'$ contribute. In the adiabatic limit $\omega \rightarrow 0$, this approach is correct to leading order in $\hbar\omega/\epsilon_{F}$, where $\epsilon_{F}$ is the Fermi energy. By introducing the (current-normalized) operator

$$\epsilon_{\alpha}^{(n\sigma)}(\epsilon_{\beta}) = \frac{1}{\sqrt{\frac{d\epsilon_{\alpha}(n\sigma)}{dk}}} \epsilon_{\alpha}^{(n\sigma)}(\epsilon_{\beta}),$$ \hspace{1cm} (A8)

which obeys the anticommutation relations

$$\{\epsilon_{\alpha}^{(n\sigma)}(\epsilon_{\alpha}), \epsilon_{\beta}^{(n'\sigma')}(\epsilon_{\beta})\} = \delta_{\alpha\beta}\delta_{n\sigma}^{n'\sigma'}(\epsilon_{\alpha} - \epsilon_{\beta}).$$ \hspace{1cm} (A9)

the charge current can be written as

$$\hat{I}_{\alpha}^{(\mu)}(t) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} de de' \sum_{n\sigma} \epsilon_{\alpha}^{(n\sigma)}(\epsilon_{\alpha}) e^{i(-e^{'\sigma'}/\hbar - e^{\sigma}/\hbar)(\epsilon_{\alpha} - \epsilon_{\beta})}. $$ \hspace{1cm} (A10)

We operate in the linear-response regime in which applied voltages and temperature differences as well as the externally induced dynamics disturb the system only weakly. Transport is then governed by states close to the Fermi energy. We may therefore extend the limits of the energy integration in Eq. (A10) from $(\epsilon_{\alpha}^{(n\sigma)}, \infty)$ to $(-\infty, \infty)$. We relabel the annihilation operators so that $\epsilon_{\alpha}^{(n\sigma)} = \bar{c}_{\alpha}^{(n\sigma)}$ denotes particles incident on the scattering region from lead $\alpha$ and $\bar{c}_{\alpha}^{(n\sigma)} = c_{\alpha}^{(n\sigma)}$ denotes particles leaving the scattering region by lead $\alpha$. Using the Fourier transforms

$$\epsilon_{\alpha}^{(n\sigma)}(\epsilon) = \int_{-\infty}^{\infty} dt \epsilon_{\alpha}^{(n\sigma)}(t)e^{-i\epsilon t/\hbar},$$ \hspace{1cm} (A11)

$$\epsilon_{\alpha}^{(n\sigma)}(\epsilon) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} de \epsilon_{\alpha}^{(n\sigma)}(\epsilon)e^{-i\epsilon t/\hbar},$$ \hspace{1cm} (A12)

we obtain in the low-frequency limit\textsuperscript{44}

$$\hat{I}_{\alpha}^{(\mu)}(t) = 2\pi \hbar[\bar{c}_{\alpha}^{(\dagger)}(t)c_{\alpha}(t) - \bar{c}_{\alpha}^{(\dagger)}(t)\bar{c}_{\alpha}(t)],$$ \hspace{1cm} (A13)
where $\hat{b}_\alpha$ is a column vector of the creation operators for all waveguide modes $|\hat{b}_\alpha^{(m)}\rangle$. Analogous calculations lead to the spin current

$$\hat{I}_a^{(s)} = 2\pi \hbar (\alpha \hat{a}_\alpha - \hat{b}_\alpha^\dagger \sigma \hat{b}_\alpha)$$

(A14)

and the energy current

$$\hat{I}_a^{(e)} = i \pi \hbar^2 \left( \frac{\partial \hat{a}_\alpha}{\partial t} - \frac{\partial \hat{b}_\alpha^\dagger}{\partial t} \right) + \text{H.c.}$$

(A15)

Next, we express the outgoing operators $\hat{b}(t)$ in terms of the incoming operators $\hat{a}(t)$ via the time-dependent scattering matrix (in the space spanned by all waveguide modes, including spin and orbit quantum number),

$$\hat{b}_\alpha(t) = \sum_{\beta} \int dt' S_{\alpha\beta}(t,t') \hat{a}_\beta(t').$$

(A16)

When the scattering region is stationary, $S_{\alpha\beta}(t,t')$ only depends on the relative time difference $t - t'$, and its Fourier transform

$$2\pi \hbar \langle \hat{b}_\alpha^{(m)}(t) \hat{b}_\alpha^{(m)}(t') \rangle_{eq} = \sum_{\beta} \int dt_1 dt_2 S_{\alpha\beta}(t,t_1) S_{\alpha\beta}(t_1,t_2) f_\beta(t_1 - t_2).$$

(A18)

$$2\pi \hbar \langle \hat{b}_\alpha^{(m)}(t) \sigma \hat{b}_\alpha^{(m)}(t') \rangle_{eq} = \sum_{\beta} \int dt_1 dt_2 S_{\alpha\beta}(t,t_1) \sigma S_{\alpha\beta}(t_1,t_2) f_\beta(t_1 - t_2).$$

(A19)

$$2\pi \hbar \langle \hat{h}\hat{b}_\alpha^{(m)}(t) \hat{b}_\alpha^{(m)}(t') \rangle_{eq} = \sum_{\beta} \int dt_1 dt_2 [\hat{h}\hat{b}_\beta^{(m)}(t) S_{\alpha\beta}(t,t_1)] S_{\alpha\beta}(t_1,t_2) f_\beta(t_1 - t_2).$$

(A20)

Next, we use the Wigner representation (B1),

$$S(t,t') = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} d\epsilon S\left(\frac{t + t'}{2}, \epsilon\right) e^{-i\epsilon(t-t')/\hbar},$$

(A21)

and by Taylor expanding the Wigner represented $S$ matrix $S((t + t')/2, \epsilon)$ around $S(t, \epsilon)$, $S((t + t')/2, \epsilon) = \sum_{n=0}^{\infty} \partial^n S(t, \epsilon)(t' - t)^n/(2^n n!)$, we find

$$S(t,t') = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} d\epsilon e^{-i\epsilon(t-t')/\hbar} e^{i\hbar\epsilon/2} S(t,\epsilon)$$

(A22)

and

$$\hat{h}\hat{b}_\alpha S(t,t') = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} d\epsilon e^{-i\epsilon(t-t')/\hbar} e^{i\hbar\epsilon/2} \left( \frac{\hbar}{2} \hbar \partial_\epsilon + i\epsilon \right) S(t,\epsilon).$$

(A23)

The factor 1/2 scaling the term $\hbar \partial_\epsilon S(t,\epsilon)$ arises from commuting $\epsilon$ with $e^{i\hbar\epsilon/2}$. The currents can now be evaluated as

$$I_a^{(c)}(t) = -\frac{1}{2\pi \hbar} \sum_{\beta} \int_{-\infty}^{\infty} d\epsilon \left[ e^{i\hbar\epsilon/2} S^{(m)}_{\beta\alpha}(\epsilon,t) \right] \left[ e^{i\hbar\epsilon/2} S_{\alpha\beta}(\epsilon,t) \right] f_\beta(\epsilon) - f_\alpha(\epsilon),$$

(A24a)

$$I_a^{(e)}(t) = -\frac{1}{2\pi \hbar} \sum_{\beta} \int_{-\infty}^{\infty} d\epsilon \left[ e^{i\hbar\epsilon/2} S^{(m)}_{\beta\alpha} \sigma(\epsilon,t) \right] \left[ e^{i\hbar\epsilon/2} S_{\alpha\beta}(\epsilon,t) \right] f_\beta(\epsilon),$$

(A24b)

$$I_a^{(e)}(t) = -\frac{1}{4\pi \hbar} \sum_{\beta} \int_{-\infty}^{\infty} d\epsilon \left[ e^{i\hbar\epsilon/2} (i\hbar\partial_\epsilon / 2 + \epsilon) S^{(m)}_{\beta\alpha}(\epsilon,t) S_{\alpha\beta}(\epsilon,t) \right] f_\beta(\epsilon) - f_\alpha(\epsilon)$$

(A24c)

$$- \frac{1}{4\pi \hbar} \sum_{\beta} \int_{-\infty}^{\infty} d\epsilon \left[ e^{i\hbar\epsilon/2} S^{(m)}_{\beta\alpha}(\epsilon,t) \sigma \left[ e^{i\hbar\epsilon/2} (i\hbar\partial_\epsilon / 2 + \epsilon) S_{\alpha\beta}(\epsilon,t) \right] f_\beta(\epsilon) - f_\alpha(\epsilon),$$

where the adjoint of the $S$ matrix has elements $S^{(m')}_{\beta\alpha} = S_{\alpha\beta}^{(m')}$. We are interested in the average (dc) currents, where simplified expressions can be found by partial integration over energy and time intervals. We will consider the total dc currents out of the scattering region, $I^{(out)} = -\sum_a I_a$, when the electrochemical...
potentials in the reservoirs are equal, \( f_\alpha(\epsilon) = f(\epsilon) \) for all \( \alpha \). The averaged pumped spin and energy currents out of the system in a time interval \( \tau \) can be written compactly as

\[
I_{\text{out}}^{(c)} = \frac{1}{2\pi \hbar} \int_0^\tau dt \int d\epsilon \text{Tr} \left\{ \left[ f \left( \epsilon - \frac{i\hbar}{2} \frac{\partial}{\partial t} \right) S \right] S^\dagger - f(\epsilon) \right\},
\]

\( (A25a) \)

\[
I_{\text{out}}^{(s)} = \frac{1}{2\pi \hbar} \int_0^\tau dt \int d\epsilon \text{Tr} \left\{ \sigma \left[ f \left( \epsilon - \frac{i\hbar}{2} \frac{\partial}{\partial t} \right) S \right] S^\dagger \right\},
\]

\( (A25b) \)

\[
I_{\text{out}}^{(e)} = \frac{1}{2\pi \hbar} \int_0^\tau dt \int d\epsilon \text{Tr} \left\{ \left[ \left( \epsilon - \frac{i\hbar}{2} \frac{\partial}{\partial t} \right) f \left( \epsilon - \frac{i\hbar}{2} \frac{\partial}{\partial t} \right) S \right] S^\dagger - \epsilon f(\epsilon) \right\} + \frac{1}{2\pi \hbar} \int_0^\tau dt \int d\epsilon \text{Tr} \left\{ \left[ f \left( \epsilon - \frac{i\hbar}{2} \frac{\partial}{\partial t} \right) S \right] \left( -i\hbar \frac{\partial S^\dagger}{\partial t} \right) \right\},
\]

\( (A25c) \)

where \( \text{Tr} \) is the trace over all waveguide modes (spin and orbital quantum numbers). As shown in Appendix C, the charge pumped into the reservoirs vanishes for a scattering matrix with a periodic time dependence when integrated over one cycle,

\[
I_{\text{out}}^{(c)} = 0.
\]

\( (A26) \)

This reflects particle conservation; the number of electrons cannot build up in the scattering region for periodic variations of the system. We can show that a similar contribution to the energy current, i.e., the first line in Eq. (A25c), vanishes, leading to the simple expression

\[
I_{\text{out}}^{(e)} = \frac{i}{2\pi} \int_0^\tau dt \int d\epsilon \text{Tr} \left\{ \left[ f \left( \epsilon - \frac{i\hbar}{2} \frac{\partial}{\partial t} \right) S \right] \frac{\partial S^\dagger}{\partial t} \right\}.
\]

\( (A27) \)

Expanded to lowest order in the pumping frequency, the pumped spin current (A25b) becomes

\[
I_{\text{out}}^{(s)} = \frac{1}{2\pi \hbar} \int_0^\tau dt \int d\epsilon \text{Tr} \left\{ SS^\dagger f - \frac{i\hbar}{2} \frac{\partial S}{\partial t} S^\dagger S^\dagger \frac{\partial f}{\partial \epsilon} \right\} \sigma.
\]

\( (A28) \)

This formula is not the most convenient form to compute the current to specified order. \( SS^\dagger \) also contains contributions that are linear and quadratic in the precession frequency since \( S(t,\epsilon) \) is the \( S \) matrix for a time-dependent problem. Instead, we would like to express the current in terms of the frozen scattering matrix \( S_\text{f}(t,\epsilon) \). The latter is computed for an instantaneous, static electronic potential. In our case, this is determined by a magnetization configuration that depends parametrically on time: \( S_\text{f}(t,\epsilon) = S[\mathbf{m}(t),\epsilon] \). Using unitarity of the time-dependent \( S \) matrix (as elaborated in Appendix C), expanding it to lowest order in the pumping frequency, and inserting it into (A28) leads to

\[
I_{\text{out}}^{(s)} = \frac{i}{2\pi} \sum_\rho \int_0^\tau dt \int d\epsilon \left( \frac{\partial f}{\partial \epsilon} \right) \text{Tr} \left\{ \frac{\partial S_\text{f}}{\partial t} S^\dagger \frac{\partial f}{\partial \epsilon} \right\}.
\]

\( (A29) \)

We evaluate the energy pumping by expanding (A27) to second order in the pumping frequency:

\[
I_{\text{out}}^{(e)} = \frac{\hbar}{4\pi} \int_0^\tau dt \int d\epsilon \text{Tr} \left\{ -if S \frac{\partial S^\dagger}{\partial t} - \frac{1}{2} \frac{\partial S}{\partial t} \frac{\partial S^\dagger}{\partial t} \right\}.
\]

\( (A30) \)

As a consequence of unitarity of the \( S \) matrix (see Appendix C), the first term vanishes to second order in the precession frequency:

\[
I_{\text{out}}^{(e)} = \frac{\hbar}{4\pi} \int_0^\tau dt \int d\epsilon \left( \frac{\partial f}{\partial \epsilon} \right) \text{Tr} \left\{ \frac{\partial S_\text{f}}{\partial t} \frac{\partial S^\dagger_\text{f}}{\partial t} \right\},
\]

\( (A31) \)

where, at this point, we may insert the frozen scattering matrix since the current expression is already proportional to the square of the pumping frequency. Furthermore, since there is no net pumped charge current in one cycle (and we are assuming reservoirs in a common equilibrium), the pumped heat current is identical to the pumped energy current, \( I_{\text{out}}^{(e)} = I_{\text{out}}^{(e)} \).

Our expression for the pumped energy current (A31) agrees with that derived in Ref. 33 at zero temperature and the one derived in Ref. 34 at finite temperatures. Our result (A31) differs from Ref. 43 at finite temperatures. The discrepancy can be explained as follows. Integration by parts over time \( t \) in Eq. (A27), using

\[
\left[ f \left( \epsilon - \frac{i\hbar}{2} \frac{\partial}{\partial t} \right) \frac{i\hbar}{2} \frac{\partial S}{\partial t} \right] S^\dagger = 2 \left[ ef \left( \epsilon - \frac{i\hbar}{2} \frac{\partial}{\partial t} \right) S \right] S^\dagger - 2 \left[ \left( \epsilon - \frac{i\hbar}{2} \frac{\partial}{\partial t} \right) f \left( \epsilon - \frac{i\hbar}{2} \frac{\partial}{\partial t} \right) S \right] S^\dagger,
\]

\( (A32) \)
and the unitarity condition from Appendix C,

$$\int_{0}^{T} \frac{dt}{\tau} \int d\epsilon \left[ \left( \epsilon - \frac{i}{2} \frac{\partial}{\partial t} \right) f \left( \epsilon - \frac{i}{2} \frac{\partial}{\partial t} \right) S \right] S^\dagger = \int_{0}^{T} \frac{dt}{\tau} \int d\epsilon \epsilon f(\epsilon),$$  \hspace{1cm} \text{(A33)}

the dc pumped energy current can be rewritten as

$$I_{\text{out}}^{(c)}(t) = \frac{1}{\pi \hbar} \int_{0}^{T} dt \int d\epsilon \text{Tr} \left\{ \left[ \epsilon f(\epsilon) - \frac{i}{2} \hbar \frac{\partial}{\partial t} S \right] S^\dagger - \epsilon f(\epsilon) \right\}.$$  \hspace{1cm} \text{(A34)}

Next, we expand this to the second order in the pumping frequency and find

$$I_{\text{out}}^{(c)} = \frac{1}{\pi \hbar} \int_{0}^{T} \frac{dt}{\tau} \int d\epsilon \text{Tr} \left\{ \left[ \epsilon f(\epsilon) (S S^\dagger - 1) - \epsilon (\partial_t f) \frac{i}{2} \hbar \frac{\partial S}{\partial t} \right] S^\dagger - \epsilon f(\epsilon) \right\}.$$  \hspace{1cm} \text{(A35)}

This form of the pumped energy current, Eq. (A35), agrees with Eq. (10) in Ref. 43 if one (incorrectly) assumes $SS^\dagger = 1$. Although for the frozen scattering matrix, $S_S^\dagger = 1$, unitarity does not hold for the Wigner representation of the scattering matrix to the second order in the pumping frequency. $(SS^\dagger - 1)$ therefore does not vanish but contributes to leading order in the frequency to the pumped current, which may not be neglected at finite temperatures. Only when this term is included is our new result Eq. (A31) recovered.

\textbf{APPENDIX B: FOURIER TRANSFORM AND WIGNER REPRESENTATION}

There is a long tradition in quantum theory to transform the two-time dependence of two-operator correlation functions such as scattering matrices by a mixed (Wigner) representation consisting of a Fourier transform over the time difference and an average time, which has distinct advantages when the scattering potential varies slowly in time.\(^45\) In order to establish conventions and notations, we present here a short exposure on how this works in our case.

The Fourier transform of the time-dependent annihilation operators is defined in Eqs. (A11) and (A12). Consider a function $A$ that depends on two times $t_1$ and $t_2$, $A = A(t_1, t_2)$. The Wigner representation with $t = (t_1 + t_2)/2$ and $t' = t_1 - t_2$ is defined as

$$A(t_1, t_2) = \frac{1}{2 \pi \hbar} \int_{-\infty}^{\infty} dt \ A(t, \epsilon) e^{-i(t_1 - t_2)/\hbar},$$  \hspace{1cm} \text{(B1)}

$$A(t, \epsilon) = \int_{-\infty}^{\infty} dt' A \left( t + \frac{t' - t''}{2}, t'' \right) e^{it' / \hbar}.$$  \hspace{1cm} \text{(B2)}

We also need the Wigner representation of convolutions,

$$(A \otimes B)(t_1, t_2) = \int_{-\infty}^{\infty} dt' A(t_1, t') B(t', t_2).$$  \hspace{1cm} \text{(B3)}

By a series expansion, this can be expressed as\(^45\)

$$(A \otimes B)(t, \epsilon) = e^{-i(\epsilon_2 - \epsilon_1) \epsilon} A(t, \epsilon) B(t, \epsilon),$$  \hspace{1cm} \text{(B4)}

which we use in the following section.

\textbf{APPENDIX C: PROPERTIES OF THE S MATRIX}

Here we discuss some general properties of the two-point time-dependent scattering matrix. Current conservation is reflected by the unitarity of the $S$ matrix, which can be expressed as

$$\sum_{\beta \alpha' \alpha} \int dt' S^{(\alpha \beta)}_{\alpha' \alpha'}(t_1, t') S^{(\alpha' \beta)}_{\alpha' \alpha'}(t', t_2) = \delta_{\alpha \alpha} \delta_{\beta \beta} \delta(t_1 - t_2).$$  \hspace{1cm} \text{(C1)}

Physically, this means that a particle entering the scattering region from a lead $\alpha$ at some time $t$ is bound to exit the scattering region in some lead $\beta$ at another (later) time $t'$. Using Wigner representation (B1) and integrating over the local time variable, this implies [using Eq. (B4)]

$$1 = (S \otimes S')(t, \epsilon) = e^{-i(\epsilon_2 - \epsilon_1) \epsilon} S(t, \epsilon) S'(t, \epsilon),$$  \hspace{1cm} \text{(C2)}

where 1 is a unit matrix in the space spanned by the waveguide modes (labeled by spin $s$ and orbital quantum number $n$). Similarly, we find

$$1 = (S \otimes S)(t, \epsilon) = e^{i(\epsilon_2 - \epsilon_1) \epsilon} S(t, \epsilon) S(t, \epsilon).$$  \hspace{1cm} \text{(C3)}

To second order in the precession frequency, subtracting and summing Eqs. (C2) and (C3), respectively, gives

$$\text{Tr} \left\{ \frac{\partial S}{\partial t} \frac{\partial S^\dagger}{\partial \epsilon} - \frac{\partial S}{\partial \epsilon} \frac{\partial S^\dagger}{\partial t} \right\} = 0$$  \hspace{1cm} \text{(C4)}

and

$$\text{Tr} \left[ SS^\dagger - 1 \right] = \text{Tr} \left\{ \frac{\partial^2 S}{\partial t^2} \frac{\partial^2 S^\dagger}{\partial \epsilon^2} - 2 \frac{\partial S}{\partial t} \frac{\partial S^\dagger}{\partial \epsilon} + \frac{\partial^2 S}{\partial t^2} \frac{\partial S^\dagger}{\partial \epsilon} \right\}.$$  \hspace{1cm} \text{(C5)}

Furthermore, for any energy-dependent function $Z(\epsilon)$ and arbitrary matrix in the space spanned by spin and transverse waveguide modes $Y$, Eq. (C2) implies

$$\frac{1}{\tau} \int_{0}^{\tau} dt \int d\epsilon Z(\epsilon) \text{Tr} \left\{ e^{-i(\epsilon_2 - \epsilon_1) \epsilon} S(t, \epsilon) \right\} = 0.$$  \hspace{1cm} \text{(C6)}

Integration by parts with respect to $\epsilon$ and $t$ gives

$$\frac{1}{\tau} \int_{0}^{\tau} dt \int d\epsilon \text{Tr} \left\{ e^{-i(\epsilon_2 - \epsilon_1) \epsilon} S(t, \epsilon) \right\} = 0.$$  \hspace{1cm} \text{(C7)}
which can be simplified to
\[ \frac{1}{\tau} \int_0^\tau dt \int d\epsilon \text{Tr} \left[ \left( Z \left( \epsilon - \frac{i}{2} \frac{\partial}{\partial t} \right) S(t, \epsilon) \right) S'(t, \epsilon) - Z(\epsilon) \right] \times Y = 0. \] 
(C8)

Similarly from (C3), we find
\[ \frac{1}{\tau} \int_0^\tau dt \int d\epsilon \text{Tr} \left[ \left( S'(t, \epsilon) \left( Z \left( \epsilon - \frac{i}{2} \frac{\partial}{\partial t} \right) S(t, \epsilon) \right) - 1 \right) \right] \times Y = 0. \] 
(C9)

Using this result for \( Y = 1 \) and \( Z(\epsilon) = f(\epsilon) \) in the expression for the dc particle current (A25a), we see that unitarity indeed implies particle current conservation, \( \sum_c t^{(c)}_0 = 0 \), for a time-periodic potential. However, such a relation does not hold for spins. Choosing \( Y = \sigma \), we cannot rewrite Eq. (C9) in the form (A25b) unless the \( S \) matrix and the Pauli matrices commute. Unless the \( S \) matrix is time- or spin-independent, a net spin current can be pumped out of the system, simultaneously exerting a torque on the scattering region.

Furthermore, choosing \( Z(\epsilon) = \int_0^\epsilon d\epsilon' f(\epsilon') \), \( Y = 1 \), and expanding the difference between (C9) and (C8) to second order in frequency gives
\[ \frac{1}{\tau} \int_0^\tau dt \int d\epsilon \text{Tr} \left[ f(\epsilon) \frac{\partial S(t, \epsilon)}{\partial t} S'(t, \epsilon) \right] = 0, \]
which we use to eliminate the first term in the expression for the energy pumping, Eq. (A30).
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