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Autonomous Underwater Vehicles (AUVs) are unmanned vehicles that are often used for searching an area of the seabed for objects, such as naval mines. For autonomous planning of such search operations, it is useful to be able to infer what tasks an AUV can perform and how well it can do so. The objective for this final thesis project therefore was to develop and implement a semantic knowledge model in the form of an ontology for assessing the capabilities of AUVs that perform mine search operations.

For developing an ontology, first the use case and existing ontologies for related topics were studied to obtain an overview of the concepts and relationships that are most relevant for AUVs that perform mine search operations. The ontology was then developed by formalising these concepts and relationships, and by identifying instances of these concepts that are specific to the use case. By implementing this ontology and developing a reasoning process for it, automatic inference of the capabilities of an AUV based on the components it is equipped with was realised. In addition, a data-driven methodology for performance assessment was developed and incorporated in the ontology to provide a basis for automatic inference of the expected performance of an AUV. This performance assessment methodology was tested by performing simulations with an AUV in a virtual underwater environment. These simulations showed that the developed methodology can successfully be used to predict performance under different conditions.
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Chapter 1

Introduction

The development and use of unmanned and autonomous vehicles has received a great deal of attention over the past few decades. A lot of research on topics related to these vehicles is being conducted and the resulting scientific and technological developments are closely followed both in the scientific community and in society. It is important to make a distinction between unmanned and autonomous vehicles, because not all unmanned vehicles are autonomous, for example remotely operated vehicles, and not all autonomous vehicles are unmanned, for example autonomous cars. In this thesis, the focus is on vehicles that are both unmanned and autonomous and more specifically on Autonomous Underwater Vehicles (AUVs). These unmanned autonomous vehicles, also called autonomous mobile robots, are very useful for tasks that are considered to be dull, dirty or dangerous [1]. In the underwater environment, tasks are inherently dangerous and arguably also dirty for humans in some sense. Currently, AUVs are often deployed for underwater search and survey tasks, which can be seen as dull tasks and which would be costly and time consuming if done by divers [1, 2]. An example of such a task is searching the seabed for naval mines, as part of a Naval Mine CounterMeasures (NMCM) operation. This mine search task is taken as the use case in this thesis.

1-1 Motivation

The goal of an NMCM operation is to clear a certain area of the seabed of mines, which serves the higher purpose of guaranteeing safe use of the sea and of port entrances [3]. Traditionally, such operations are performed using manned minehunting or minesweeping vessels or by divers, but several countries are starting to deploy unmanned systems such as AUVs to decrease the risk for their personnel [4, 5].

Two crucial factors for an NMCM operation are its duration and its effectiveness, often measured by the percentage clearance. This percentage describes what fraction of the mines in the area in which the operation was executed is successfully removed [6, 7]. So, in most cases, the goal of an NMCM operation is to achieve a high percentage clearance in a short amount of time.
When AUVs are used in an NMCM operation, these AUVs are generally tasked with searching the area for mines, which can then be removed or destroyed by divers or with a Remotely Operated Vehicle (ROV). For a search operation performed by an AUV as part of an NMCM operation, the duration and the effectiveness are crucial as well. For an AUV to perform well on both these aspects, it needs to have a high level of autonomy. This is required because the environment in which a search task takes place is often uncertain and subject to change. Additionally, the possibilities for communication underwater are limited due to the properties of the medium, so relying on an operator for decision making in challenging situations is not an option. [5, 6, 1]

Important aspects of autonomy for autonomous vehicles are decision making, planning and fault tolerance [1]. A common denominator of these three aspects is that they require a certain level of understanding of the vehicle, its environment and the interaction between the vehicle and the environment. A prerequisite for understanding something is to have knowledge about it, so knowledge is a useful asset for an autonomous vehicle [8, 9]. The type of knowledge that is referred to here can be classified as semantic knowledge, which indicates that the focus is on meaning. This focus on meaning was chosen for this research because it is necessary to take meaning into account when the goal is to realise understanding of a domain.

To be able to use semantic knowledge in an autonomous vehicle, some sort of knowledge representation method is required. A commonly used method that will also be used in this thesis is the ontology format. An ontology is a semantic model of knowledge in the form of concepts and relationships that are relevant for a certain domain. An important advantage of ontologies is that they are both computer-interpretable and intuitively understandable for humans. Furthermore, many tools are available for performing automatic reasoning with knowledge in the form of an ontology. Another advantage is that ontologies are widely used in the robotics community and that common robotics ontologies are being developed, which enables the exchange of knowledge between different organisations and different autonomous systems. [10, 11, 12, 13]

Also for the use case considered in this thesis, which is using AUVs in NMCM search operations, research on implementing knowledge in the form of ontologies has been done before. Examples of research on this topic are discussed in [8, 14] and more generally on ontologies for underwater survey mission with AUVs in [11, 12, 15]. Several of these articles concentrate on the planning aspect of AUV autonomy, which was also chosen as the topic to focus on in this thesis because it can affect both the duration and the effectiveness of a search operation performed by an AUV. Also, there is much to gain in this area, since currently some AUVs still use predefined mission plans instead of (re)planning autonomously. As will be discussed later, the decision was made to approach the planning aspect by looking at the capabilities that an AUV that performs NMCM search operations can or should have.

1-2 Research objective

Considering the motivation described in the previous section, the following objective was set for this final thesis project:

Develop a semantic knowledge model in the form of an ontology for assessing the capabilities of AUVs that perform NMCM search operations, to support the planning of these operations, and implement this ontology to show its relevance for the use case.
To achieve this objective, four sub-problems were defined, which will be addressed in this thesis. These sub-problems are the following:

1. Analyse the use case to obtain an overview of the concepts that should be included in the ontology.

2. Study ontology theory and existing ontologies that are relevant for the use case to learn how an ontology can be developed and implemented.

3. Develop a semantic knowledge model of the use case in the form of an ontology.

4. Implement the ontology in such a way that it can be used to assess the capabilities of an AUV that performs NMCM search operations and to quantify these capabilities in the form of measures of performance (MOPs)

Consequently, the goal that was set for the development and implementation of the ontology was to be able to automatically infer whether a vehicle with a given set of hardware and software components can perform a given task and, if so, how well this task can be executed. Realising this goal would be helpful for planning search operations, since the corresponding planning system could then be made “aware” of the capabilities of the available vehicles, allowing the system to assign and plan tasks more optimally. Additionally, the goal was set to keep the ontology general enough to be applicable for other (autonomous mobile robot) use cases than the one considered here.

1-3 Thesis outline

The first phase of this final thesis project consisted of performing a literature survey to obtain the necessary theoretical background for this research. This background was required for the first two sub-problems defined in the previous section. Therefore, an overview of this background concerning the use case and the topic of ontologies is given in Chapter 2. After the literature survey, the process of developing an ontology for the use case was started. This development process and the resulting developed ontology are described in Chapter 3, focussing on inferring the capabilities of a vehicle. The implementation of the ontology for inferring a vehicle’s capabilities is also discussed in Chapter 3. The second part of sub-problem 4, the quantification of a vehicle’s capabilities in the form of MOPs, is covered in Chapter 4. This chapter describes how the ontology was extended to enable the use of MOPs. In addition, Chapter 4 illustrates how these MOPs can be used by showing how data obtained from simulations was processed to obtain values for the MOPs and how these values can be incorporated in the developed ontology. The last chapter, Chapter 5, is then used to present the conclusions of this research and to give recommendations for future work.
In Chapter 1, the two main topics of this thesis were introduced, namely the use case and knowledge representation through ontologies. Before discussing the ontology that was developed in this final thesis project, some background on both these topics is required. This chapter provides this background for the use case in Section 2-1 and for knowledge representation through ontologies in Section 2-2.

2-1 Use case

The relevant background for the use case concerns Autonomous Underwater Vehicles (AUVs), Naval Mine CounterMeasures (NMCM) operations and the use of AUVs in NMCM search operations. Since this research was carried out at the Netherlands Organisation for applied scientific research (TNO), the AUV that is used at TNO, together with the operating procedures that were developed for it, was chosen as the vehicle to focus on for the use case. The goal of studying the use case was to get an idea of the concepts that are relevant for it and hence should be included in the ontology for this final thesis project.

2-1-1 Autonomous Underwater Vehicles and the LAUV

AUVs are autonomous mobile robots that can operate underwater and swim freely. They are part of the family of Unmanned Underwater Vehicles (UUVs), which also includes Remotely Operated Vehicles (ROVs). An important difference between ROVs and AUVs is that ROVs are controlled by human operators and are therefore connected to a host ship through an umbilical cable, which also provides power to the ROV, whereas AUVs operate independently of continuous human control and carry their own power source. In general, ROVs and AUVs are used for different applications. ROVs are suited for tasks that require some sort of manipulation, because they are controlled by a human operator and can be supplied with sufficient power by the host ship. Examples of ROV applications are construction, maintenance and inspection of underwater structures or retrieval of objects on the seabed. AUVs, however,
are mostly used for underwater survey tasks because they can autonomously cover large areas of the seabed, also at very large depths, and can be equipped with advanced imaging sensors such as side looking sonars. Applications of AUVs include oceanographic research, hydrographic surveying and searching for downed aircraft. [1, 16, 17]

The underwater environment poses some major challenges that need to be taken into account in the design and the deployment of AUVs in order to enable them to function autonomously. The most prominent challenge is the poor propagation of electromagnetic waves underwater. This makes the methods that are commonly used above water for communication (e.g. VHF radio), navigation (e.g. GPS) and perception (e.g. video camera) unsuitable for the underwater domain. Acoustic signals, however, propagate better in water than in air, which is why sonar systems are often used for sensing and navigation and why communication is also often done acoustically. Then again, the underwater environment is not ideal for acoustic propagation either, due to for instance the low propagation speed compared to the speed of light above water and the distorting effects of phenomena such as refraction, reflection and scattering. In addition, the propagation of acoustic signals is highly dependent on several underwater conditions (such as temperature, pressure and salinity), which are subject to change. These changing underwater conditions can also affect an AUV’s navigation performance, for instance due to changing underwater currents. Another challenge is that only a very small part of the seabed has been mapped and the seabed is also subject to change, so it is often not possible to use underwater maps for navigation. A third major challenge is that AUVs have to carry their own power source, which limits their endurance. These challenges indicate that the tasks that an AUV can execute and the performance it can achieve depend on the equipment it has and on its level of autonomy, which determines the extent to which the AUV can adapt to unknown and changing circumstances. [1, 18, 19]

AUVs are often torpedo shaped and propelled using a propeller combined with actuated fins. They come in many different sizes, with weights ranging from a few kilograms to a few tonnes. Examples of AUVs that are used for NMCM operations are the HUGIN 1000 AUV, which is a large AUV used by the Norwegian navy, and the REMUS 100 AUV, which is a man-portable AUV used by the Dutch navy amongst others. These two AUVs are shown in Figure 2-1a and 2-1b respectively.

![HUGIN 1000 AUV](image1) ![REMUS 100 AUV](image2)

**Figure 2-1:** Two examples of AUVs that are used for NMCM operations
The AUV used by TNO is the Light Autonomous Underwater Vehicle (LAUV), which was developed by OceanScan - Marine Systems & Technology. The LAUV was designed to be a lightweight, easily launchable vehicle with a modular design and with hardware and software architectures that are open for the user to implement own sensors and algorithms [22]. This open architecture makes it possible to use the LAUV as a test vehicle for experimenting with different methods and algorithms for instance for planning, navigation and data processing. In Figure 2-2, a picture of a LAUV’s exterior and a schematic cross section of the LAUV of TNO are shown.

The LAUV of TNO is equipped with several sensor systems that are required for performing a search operation, as is illustrated in Figure 2-2b. It uses GPS for navigating above water and is equipped with an Inertial Measurement Unit (IMU), combined with a Doppler Velocity Log (DVL) and magnetometers, for underwater navigation. The IMU measures the accelerations and angular rates of the vehicle, which can be integrated to obtain the vehicle’s position and orientation (together referred to as the vehicle’s pose). Measurements of the vehicle’s speed relative to the seabed, provided by the DVL, and of the vehicle’s magnetic course, provided by the magnetometers, are used to improve the estimates of the vehicle’s pose. A Forward Looking Sonar (FLS) is used for detecting obstacles underwater. In addition, the LAUV has three imaging sensors that can be used for searching the seabed, namely a Side-scan Sonar (SSS), suited for long range imaging, and a Multi-Beam Echo Sounder (MBES) and camera that can be used for high resolution (shorter range) imaging. [25]
In Figure 2-3a, a schematic rear view of an AUV with an SSS is shown. An SSS system on an AUV emits sound waves (sonar waves in Figure 2-3a) to the sides of the vehicle and then receives the echoes of these waves resulting from reflection on the seabed or objects on the seabed. These echoes can then be used to create an image of the seabed as the AUV moves over it, which is why the SSS is suitable for searching an area of the seabed. Figure 2-3b shows a visualisation of the range of the sound waves transmitted by an SSS system mounted on a LAUV in a simulation environment.

An MBES makes use of the same working principle of transmitting and receiving sound pulses, but the beam form of the emitted sound pulses, and the range and resolution of the system are different. On an AUV, the MBES is generally located on the bottom of the vehicle, so the emitted sound pulses are directed towards the seabed instead of to the sides of the vehicle, as is the case for the SSS system. In addition, the sound pulses are emitted in a narrower beam and the range for detecting objects is smaller, which makes the MBES more suitable for taking close-up images than for scanning a large area of the seabed.

2-1-2 Minehunting operations and the use of AUVs

In general, the goal of a NMCM operation is to clear a certain area of the sea of (naval) mines. In NMCM three methods exist for clearing mines: minesweeping, minehunting and Explosive Ordnance Disposal (EOD). In minehunting a large part of the operation consists of searching the seabed and water volume for mines using sensor systems, which is a task that can be performed by AUVs such as the LAUV. [4]

In a traditional minehunting operation, performed with a minehunting vessel, four phases can be distinguished. In the detection phase the vessel is navigating a pattern while using a detection sonar to detect objects. Once an object is detected a classification sonar is used to determine whether the detected object is likely to be a mine (classification phase). If so, another method is used to determine whether the object actually is a mine (identification phase). Identified mines are then detonated or first displaced and then detonated (neutralisation phase). Identification and neutralisation can be done by divers or using ROVs deployed...
from the minehunting vessel. When AUVs are used in a minehunting operation, the approach of the operation is generally different. First a full search of the area is performed by one or more AUVs and subsequently the detected objects that are likely to be mines are revisited and identified, using divers, ROVs or AUVs. When using divers or some types of ROVs, identified mines can also immediately be neutralised. When AUVs are used, however, the identified mines have to be acquired another time for neutralisation. [28, 14]

The LAUV of TNO is equipped with sensors that are suitable for long range imaging, and thus for searching objects, and with sensors for high resolution imaging, which can be used for identification. Therefore, in this thesis the assumption is made that the LAUV performs both the search task and the identification task, so the minehunting operation is divided into three phases [28]:

- **Search, classification and mapping** - In this phase, the LAUV navigates a pattern over the area that is to be searched, in most cases a lawnmower pattern (parallel tracks), while imaging the seabed with its SSS. The images are processed on board to detect and classify objects on the seabed and the estimated locations of these objects are saved.

- **Reacquisition and identification** - In this phase, the contacts that resulted from the first phase are revisited by the LAUV and imaged with its camera or MBES. The resulting images are processed to determine whether the reacquired contacts are mines.

- **Reacquisition and neutralisation** - In this phase the mines that were identified in the images obtained in the previous phase are revisited and neutralised. This phase will not be considered in this thesis since it cannot be performed by the LAUV.

**Control and planning in the LAUV for minehunting operations**

At TNO, a software architecture was developed for the LAUV, which enables it to plan and execute the search and identification tasks described above. This software architecture is described in [25] In this architecture, the TNO developers have differentiated between three levels of abstraction, namely the action level, task level and mission level (from low to high abstraction level). As shown in Figure 2-2b, the LAUV is equipped with two on-board computers: the frontseat and backseat board computers. The frontseat board computer runs software developed by the manufacturer of the LAUV and is used for control the actions of the vehicle. Actions are lowest level activities that the LAUV can perform as defined by the manufacturer. An example of an action is navigating to a waypoint or switching a sensor on or off. The backseat board computer runs the software that was developed by TNO and is used for mission and task planning and control. In general, the backseat computer performs mission and task planning by dividing a mission into a schedule of tasks and a task into a schedule of actions. Using these schedules, the backseat computer then requests the frontseat computer to perform the planned actions and monitors this execution using the information that is sent back by the frontseat computer. The backseat computer can also coordinate a mission for multiple vehicles. One of the vehicles is then assigned as the master and manages the mission by assigning parts of the mission or separate tasks to the different vehicles. Communication between the vehicles can be done acoustically when under water and via WiFi when above water. The different missions and tasks that the LAUV can perform are defined in [25]. The two main tasks that are defined for the LAUV correspond to the search task (search, classification and mapping) and the identification task (reacquisition and identification) that were defined above. [25]
Factors influencing AUV minehunting performance

As mentioned in Chapter 1, the duration and the effectiveness of an NMCM operation are important measures that describe the achieved performance. The overall effectiveness of an NMCM operation can be characterised by the percentage clearance, which is the percentage of mines in the operation area that have been successfully neutralised [6]. In a minehunting mission the achieved performance in the different phases that were described above contributes to the overall performance.

Search, classification and mapping phase For the search, classification and mapping phase, the performance measures that are important for the overall performance are the duration and the probability of correct detection and classification. This probability represents the chance that a mine like object in the operation area is detected and correctly qualified as a contact that should or should not be revisited in the identification phase. The two factors that mainly determine this probability are the percentage of the search area that is actually scanned by the AUV (coverage percentage) and the probability that an object in the scanned areas is correctly detected and classified. This coverage percentage indicates how much of the search area has been within the range of the SSS in the search phase and depends on several factors, such as the type of path that was planned to cover the search area, the navigation accuracy and the range of the SSS system. Other relevant performance measures for this phase are the false alarm rate, which gives an indication of the number of contacts that will be revisited in the identification phase but are likely to be identified as being non-mine, and the accuracy of the location estimate of the classified contacts.

Reacquisition and identification phase The last two measures mentioned in the previous paragraph influence the total duration of the reacquisition and identification phase, since a high false alarm rate in the search phase means that more contacts than necessary need to be revisited for identification and a low accuracy of the location estimate of a contact means that it will take longer to reacquire this contact. The resulting duration of the reacquisition and identification phase again influences the overall duration of the minehunting operation. A performance measure indicating the effectiveness of the reacquisition and identification phase is the probability of correct identification, which depends on the probability that a classified contact is reacquired and imaged and the probability that it can be identified from these images. For this phase also, the false alarm rate (indicating the number of classified objects incorrectly identified as mines) and the accuracy of the location estimate of the identified objects are relevant performance measures that influence the performance in the last phase (reacquisition and neutralisation). [6, 29]

Measuring or estimating the performance measures mentioned above is quite complicated because it involves unknown parameters, such as the actual number of mines in a real operation area, and because there are a lot of interdependencies between these measures and other influencing factors. These influencing factors can be divided into two categories, namely external factors, which are related to the environment in which the operation takes place, and internal factors, which are related to the vehicle itself. The external factors include factors
related to the underwater conditions, seabed properties and target properties. The internal factors include factors related to sensing, processing, actuation and planning. Examples of these factors are shown in Tables 2-1 and 2-2, which are not intended to give a complete overview of all factors influencing performance. These tables were drawn up using [6, 29, 30].

<table>
<thead>
<tr>
<th>External factors</th>
<th>Underwater conditions</th>
<th>Temperature</th>
<th>Salinity</th>
<th>Clarity</th>
<th>Currents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seabed properties</td>
<td>Clutter</td>
<td>Sediment type</td>
<td>Clutter</td>
<td>Ripples</td>
<td>Vegetation</td>
</tr>
<tr>
<td>Target properties</td>
<td>Mine type</td>
<td>Mine size</td>
<td>Burial</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Internal factors</th>
<th>Sensing aspects</th>
<th>Sensor configuration</th>
<th>Sensor quality</th>
<th>Sensor settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing aspects</td>
<td>Sensor fusion</td>
<td>Data processing algorithm quality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actuation aspects</td>
<td>Operation speed and height</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Planning aspects</td>
<td>Coverage planning</td>
<td>Mission and task planning</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Since one of the goals that was set for the ontology was to be able to infer how well a vehicle can perform a certain task, it is important to include the factors that can influence this task performance in the ontology. Knowledge about these factors and the way in which they can influence the performance of an AUVs on a task can be very useful for a planning system that should plan this task or the corresponding mission. Chapter 4 will discuss how these performance aspects were included in the developed ontology and will illustrate how some of the factors shown in Tables 2-1 and 2-2 can influence the performance of the LAUV.

### 2-2 Ontologies

Ontologies are used for representing semantic knowledge, which can be useful for autonomous vehicles. In this section, some theory on ontologies is given and some examples of ontologies in autonomous robotics are shown. Furthermore, some methods for developing ontologies and for implementing them are touched upon.

#### 2-2-1 Ontology theory

A useful definition for ontologies is given by Guarino et al. in [31]: “Computational ontologies are a means to formally model the structure of a system, i.e., the relevant entities and relations that emerge from its observation, and which are useful to our purposes.” The word ‘computational’ is used here to distinguish it from Ontology in the philosophical sense, which can be explained as the study of ‘being’ and ‘reality’ [31].

The main components of an ontology are concepts, relationships and instances, of which the concepts are organised in a hierarchy or taxonomy. A concept is a generalization of a set
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of things in a domain and concepts can be connected through relationships. The concepts and relationships define the structure of the ontology and indicate what kind of things can exist in a domain. Instances are the individuals that are represented by a concept and thus can be seen as specific realisations of this general concept. The instances form the population of the ontology and show what things and relationships actually exist in the domain. An ontology can be represented in the form of a graph in which the nodes represent concepts or instances and the edges represent relationships. Other ontology components that are often mentioned are axioms and attributes. Axioms are statements that define and constrain concepts and relationships. Attributes are used to describe properties of concepts and relationships. [8, 12, 31, 32, 33]

The structure of the ontology (concepts and relationships) can be compared with the schema of a database in the sense that they both prescribe what kind of instances or data can exist. However, the reason of existence of an ontology structure and of a database schema is different. A database schema is meant for structuring data in order to store and query it efficiently, whereas an ontology structure focuses on meaning and exists to create understanding of a domain [34]. This thesis is concerned with ontologies rather than databases and to make a clear distinction between the structure and the population of an ontology, the term ‘schema’ will be used to refer to the concepts and relationships of the ontology and the term ‘data’ will be used to refer to the instances, even though this terminology is theoretically inaccurate, as was explained above.

2-2-2 Ontologies in autonomous robotics

As mentioned in Chapter 1 ontologies are widely used in the robotics community. The best known example probably is the KnowRob knowledge processing infrastructure for autonomous service robots by Tenorth and Beetz [35], which includes ontologies for semantically describing robots and their environment [36, 37]. In the field of AUVs ontologies have also already been used, for instance in the PANDORA project, where ontologies were used to describe the external world of the AUV and to describe the vehicle’s capabilities [11]. Another example is the work of Cashmore et al. in which an ontology is used to organise knowledge about the external world in order to support the vehicle’s planning process [38]. A third example is the SWARMs project, where a set of ontologies was developed to facilitate cooperation between different kinds of maritime robotic vehicles [15]. An interesting aspect of the Smart and Networking Underwater Robots in Cooperation Meshes (SWARMs) ontology is that it can incorporate uncertainty by using constructs of the PR-OWL ontology, proposed by Carvalho et al., which provides means for representing probabilities in ontologies [15, 39, 40].

The work done by Migueláñez et al. [8] and by Papadimitriou et al. [14, 41] is especially interesting because they use ontologies for an NMCM use case and also consider the planning aspect. Migueláñez et al. developed a set of ontologies to improve the Situation Awareness (SA) of AUVs. They came up with an overarching core ontology containing concepts such as ‘platform’, ‘payload’ and ‘capability’ and two application ontologies specifically for status monitoring and for mission planning [8]. Papadimitriou et al. focus on adaptive mission planning and make use of the KnowRob system for the implementation of their ontologies. They developed three ontology sets related to the external world, the vehicle itself and the planning aspect respectively [14, 41].
An argument for using ontologies that is often mentioned is that they enable the exchange of knowledge between systems and humans and that they are reusable. In addition, some definitions for ontologies mention that ontologies should represent a shared conceptualisation of a domain [8, 12, 32]. In view of this, the efforts of an IEEE working group to develop a common ontology for the field of robotics and automation are very relevant. The goal of this Ontologies for Robotics and Automation Working Group (ORA WG) is to develop a standard to provide an overall ontology and associated methodology for knowledge representation and reasoning in robotics and automation [42]. The first resulting standard was released in 2015 and consists of the Core Ontologies for Robotics and Automation (CORA) [42].

The upper ontology called Suggested Upper Merged Ontology (SUMO) was used as a basis for the CORA. In Figure 2-4 an overview of the main concepts of the CORA and their relations to SUMO concepts (in gray) is shown. The arrows in this figure represent subclass relationships. In the standard that contains the CORA also some ontologies that extend the CORA are presented, namely CORAX, which focuses on robot design, interaction and environment, RP ARTS, which focuses on robot parts, and POS, focusing on robot position, orientation and pose concepts. [10, 33, 43]

As Figure 2-4 shows, the concepts in the CORA are still quite general, which is why two subgroups of the ORA WG are working on extending the CORA [42]. These two subgroups are the Robot Task Representation Subgroup and the Autonomous Robot Subgroup. The first subgroup is developing a Task Ontology, which is very relevant for this thesis because the concept of a task is important for planning an operation and thus is expected to play an important role in an ontology focusing on planning. The main concepts and relationships of the Task Ontology under development are shown in Figure 2-5 [44].
Since the CORA and related ontologies are meant to serve as a standard for the robotics and automation field, the goal was set to use these ontologies as a starting point for the development of an ontology for the use case considered here. In addition, this standard illustrates the usefulness of broadly applicable ontologies, so keeping the ontology as general as possible was set as another goal for the ontology development process. In light of this, it is worthwhile to look into some ontology development methods, which will be done in the next subsection.

### 2-2-3 Ontology development methods

The ontology development method that was used for developing the CORA is called METHONTOLOGY and is described in [10]. The ontology development process of METHONTOLOGY includes three types of activities, namely project management activities (e.g. planning), development-oriented activities and support activities (e.g. knowledge acquisition). The development-oriented activities are:

- Specification of the purpose, scope and intended usage of the ontology.
- Conceptualization of an informally perceived view of a domain to obtain a conceptual model of the ontology.
- Formalization of the conceptual model.
- Implementation of the formalized ontology in an ontology representation language.
- Maintenance of the developed ontology.

Figure 2-6 gives an overview of the ontology development process of METHONTOLOGY including all activities of the three types mentioned above. [33, 10]

Another interesting method is Robot Standard Ontological Development Life Cycle (RoSaDev), which a few of the authors of the CORA standard helped develop. A visualisation of this life cycle is shown in Figure 2-7. Compared to METHONTOLOGY, RoSaDev includes similar activities such as conceptualization and formalization, but RoSaDev also explicitly focuses on validation of the developed ontology and on integration into the standard ontology set. The method also proposes approaches for performing the four different steps of RoSaDev.
For the first two steps, which consist of identifying, developing and formalizing concepts, a collaborative approach is proposed since the goal is to develop a shared conceptualization of a certain domain. A middle-out approach is advised for developing use cases and validating the developed conceptualization. This validation step then should lead to integration into the standard in an incremental way. Finally, the four steps of the RoSaDev development process should be performed iteratively to obtain a comprehensive ontology that is integrated into the standard. [45]
2-2-4 Ontology implementation

To be able to use ontologies in an actual autonomous system a method for implementing them in the system is required. There are several ontology languages and tools as well as some database tools that can be used to implement ontologies, of which a few relevant ones will be discussed here.

According to Corcho et al. [46], ontology languages can be divided into two groups, namely classical ontology languages that evolved from existing knowledge representations languages, based on logics, and ontology markup languages (also called web-based ontology languages) that are based on existing markup languages such as HTML and XML. This first group of languages is hardly used anymore, but some of the second group are and the most commonly used one is the Web Ontology Language (OWL), which is based on XML. OWL is developed for the Semantic Web and is designed for representing knowledge about things and the relations between them. The Semantic Web is an extension to the world wide web with the goal to create a web of data that is machine readable and in which the meaning of data can be processed by machines as well [47]. OWL thus is machine-readable and can be used to enable computers to reason with the knowledge in an ontology. An important reason for the development of OWL was to facilitate ontology development and sharing via the web. Several tools exist for developing of and reasoning with ontologies expressed in OWL, such as the editors Protégé and SWOOP and the reasoners Fact++ and Hermit. [48, 49]

Apart from these tools and languages that are intended for implementing ontologies, some database tools can be used for this purpose as well [50]. Especially tools for graph databases can be suitable because graphs are a means to represent ontologies. Examples of graph database management systems are Neo4j, OrientDB and GRAKN.AI [51]. Graph database management systems can have different underlying data models, of which property graphs, hypergraphs and triples are the most common ones [52]. Property graphs consist of nodes and directed relations between nodes, which can both have properties. Hypergraphs also consist of nodes and relations, but these relations can connect more than two nodes, which is impossible in a property graph. Triples are used to store subject-predicate-object relations, which together form a graph of nodes and relations. Triples actually form the basis of the Web Ontology Language. [52, 53, 49]

In the literature study that was done for this thesis, the different available languages and tools for implementing ontologies were reviewed and compared and the choice was made to use GRAKN.AI, hereafter referred to as Grakn, as the implementation tool for this thesis. Grakn is an open-source graph database management system developed specifically for Artificial Intelligence (AI) applications and first released in 2016 [51]. The underlying data model of Grakn is a labelled hypergraph [54]. Grakn makes use of schemas to structure the data in a graph database, or knowledge graph as it is called in Grakn, which enables the implementation of an ontology as a graph database in Grakn. The use of a schema makes it possible to perform automated reasoning over the knowledge in a knowledge graph. Grakn has its own querying language, called Graql, and Graql queries can be used to retrieve or modify information stored in a knowledge graph. In addition, Grakn provides analytics capabilities, allowing users to perform statistics queries of numeric resources (e.g. mean or standard deviation) and graph queries (e.g. shortest path between nodes). [55]

The decisive reasons for choosing Grakn were that it enables the implementation of an ontology in a flexible and extendible way, it facilitates reasoning with and querying of the data.
in an ontology and it is easy to learn and work with. In addition, Grakn allows for working with large data sets and is compatible with the software that is used at TNO. The only major disadvantage of Grakn is that it does not conform to any semantic standards, making it harder to share knowledge with systems that do not use Grakn and making it impossible to directly use existing ontologies implemented in OWL.
A large part of the work done in this final thesis project consisted of the development of an ontology. This chapter describes the process of developing this ontology, in Section 3-1, and the resulting ontology itself, in Section 3-2, except for the ontology elements related to performance, which will be described in Chapter 4. In Section 3-3, the implementation of the developed ontology in Grakn for inferring a vehicle’s capabilities will be discussed, focusing on how querying and reasoning is used to achieve the goal that was set for the ontology.

3-1 Ontology development process

The process of developing an ontology turned out to be very iterative and non-linear, which corresponds to how the development process is presented in the methodologies that were described in Chapter 2 (Figures 2-6 and 2-7). The combination of taking a conceptual point of view and an application or implementation oriented point of view proved to be invaluable for making progress in this process. Additionally, feedback from experts with different backgrounds helped to make the ontology more comprehensive and intuitive. In this section, the development process is described, using the development methodologies described in Chapter 2 as a reference.

3-1-1 Specification of the purpose and scope for the ontology

Initially, the domain for the ontology that was to be developed was quite broad, namely planning for an Autonomous Underwater Vehicle (AUV) in Naval Mine CounterMeasures (NMCM) operations. The first step in the development process therefore was to find a more specific domain for developing an ontology and implementing knowledge. This step can be regarded as part of the Specification phase in the METHONTOLOGY method. The goal of this phase was to specify the domain for which the ontology would be developed by finding a set of main keywords describing this domain. In addition, this phase was meant for determining the intended usage of the ontology.
To obtain an overview of the broad domain, a set of sources selected for their relevancy for the use case was studied and used to draw up a list of relevant concepts. This set consisted of the following sources:

- A document containing a concept message set for autonomous systems operating MCM missions [56].
- A document describing the software architecture designed and used at TNO for the LAUV software [25].
- The IEEE Standard Ontologies for Robotics and Automation [33].
- An article by Balakirsky et al. describing the initial efforts in developing a robot task ontology as an extension to the CORA [44].
- An article by Migueláñez et al. about using an ontology framework for improving the situational awareness of AUVs, applied in an MCM use case [8].
- The ontologies that were used in the PANDORA project, with the aim to achieve persistent autonomy in AUVs, as described in [57] and [11], which are based on the KnowRob structure, described in [35].
- An article by Li et al. describing the SWARMs ontology, developed to support cooperation of underwater robots [15].
- Two articles by Papadimitriou et al. about using ontologies for adaptive mission planning and fault recovery for AUVs in MCM missions [14, 41].
- An article by Hongfei et al. about using ontologies for situational awareness in Unmanned Underwater Vehicles [58].

Based on these sources a list of concepts that are relevant for autonomous mobile robots in general and for the domain of search missions with AUVs in particular was drawn up. This list was unstructured and contained concepts for different levels of abstraction, such as “waypoint”, “pressure sensor”, “mission plan”, “robot part” and “water salinity”.

Next, the most relevant concepts from this list were selected following a bottom-up approach; the sources that relate to the domain on the lowest conceptual level, in this case sources that concern the actual application of AUVs in NMCM missions and the components, software and algorithms used for this, were used to decide which concepts to select. This approach was chosen because looking at the actual application gives a clear indication of what concepts are actually necessary for an ontology that should be useful for this application. Therefore, the selection of concepts was based on the first two sources from the list above, which concern the structure and the deployment of the AUV used at TNO. In this process, very general concepts such as “robot group”, “event” or “asset” were removed from the list and concepts specific for the use case were selected, as well as concepts that generalise a set of those specific concepts. For example, the components of the LAUV of TNO, such as “pressure sensor”, “forward looking sonar” or “MBES” were selected as specific concepts, as well as the corresponding generalising concept, which was “sensor component” for the examples given here.

The resulting list of concepts still was quite unstructured, so the decision was made to categorise the concepts. Five categories were identified, namely space/time concepts, planning/mission/tasks concepts, internal world/AUV status concepts, external world concepts and other concepts. This categorisation was inspired by the way in which ontologies are divided in several articles that were found during the literature study for this thesis, such as in [14, 41, 8, 15]. In these articles, often the following three areas for knowledge/understanding are identified as important for an autonomous vehicle: the environment/external world,
the mission/goal/planning aspects and the system itself (especially its capabilities). In an exploratory study by TNO about autonomous systems these three areas were also identified as important for realising understanding in an autonomous vehicle [59].

As mentioned before, the second one of these three knowledge areas, the planning aspect, was chosen to focus on, because planning is an important aspect for underwater survey missions with an AUV, especially when multiple AUVs are used. Examples of concepts that were placed in this category are the tasks of the LAUV of TNO (“search task”, “identification task’), but also more general concepts such as “mission plan”, “goal” or “task performance”.

Next, the list of categorised concepts was searched for the concepts that were most relevant for planning, while also looking for possible connections between these concepts, in order to find a set of main concepts that could be used to start building the ontology. The result of this search that was considered most promising for further research was the connection between AUV components, capabilities and tasks, which actually also concerns the last of the three knowledge areas (the system itself). A similar connection was found to be useful for developing ontologies for representing knowledge in an AUV in the article by Papadimitriou, Saigol and Lane. The connection between components and capabilities was also used by Migueláñez et al. in an ontology to aid mission planning [8]. Additionally, the concept task is receiving a lot of attention in the development of extensions to the CORA, as can be concluded from the article by Balakirsky et al. about the developing a robot task ontology [44]. This connection between components, capabilities and tasks is relevant for planning because planning a mission requires drawing up a schedule of tasks, such that executing the resulting combination of tasks leads to achieving the mission goal. Furthermore, the available vehicle(s) should be able to perform these tasks, which requires them to have some specific capabilities, and what capabilities a vehicle can have depends on the components it is equipped with. Considering this, the idea for developing the ontology matured and the goal was set to be able to use the ontology to automatically infer whether an AUV could perform a given task or mission based on the components it is equipped with. Additionally, it was considered useful to include performance aspects in the ontology, because often a certain level of performance is desired for a mission or a task, which should be taken into account when planning this mission or task.

The first of the three knowledge areas (environment/external world) was not considered for the initial development of an ontology because the expectation was that for this area proper identification and definition of concepts is quite complex. This expectation stemmed from the fact that there are many methods for modelling the environment of an AUV and that this environment is also uncertain and subject to change. It is, however, undeniable that environmental concepts are relevant for planning, for instance considering that the time a mission takes and the performance that can be achieved are highly dependent on the size and layout of the area of operation and the prevailing underwater conditions.

In summary, this initial specification phase resulted in a focus on the connection between AUV components, capabilities and tasks, and in a list of concepts relevant for planning. In addition, the goal was set for the ontology to be able to use it to automatically infer a vehicle’s capabilities based on the components it is equipped with. The LAUV was selected as the example vehicle for the ontology.

A common way to indicate the intended purpose and scope of an ontology is to define a set of competency questions (CQs), which are questions in natural language that the ontology should be able to answer [60, 61]. Therefore, a (non-exhaustive) list of competency questions has been defined for the ontology, which is shown below.
Competency Questions:

Q1. What kind of components can the LAUV have?
Q2. Which tasks are necessary for an NMCM search operation?
Q3. What capabilities can an AUV that performs NMCM search operations have?
Q4. Which capabilities are necessary for executing the tasks in an NMCM search operation?
Q5. With which components should the LAUV be equipped in order to have a certain capability?
Q6. How can the performance of an AUV on a certain task be described?
Q7. Which factors influence task performance?

The last two of these competency questions will not be addressed in this chapter, but are covered in Chapter 4. The next subsection will discuss how the results of the specification phase were used to develop a conceptual model of the domain, resulting in the schema of the ontology, which is described in Section 3-2.

3-1-2 Conceptualisation of the domain and validation

Developing a conceptual model of the domain and formalising this model to create an ontology constitute the second and third set of development-oriented activities discerned in the METHONTOLOGY method [10]. The combination of these activities is also mentioned in the RoSaDev (see Figure 2-7) [45].

To develop a conceptual model from the results obtained in the initial specification phase, some effort was put in finding the dependencies between components, capabilities and tasks within the list of relevant concepts that were found before. The document describing the software architecture for the LAUV of TNO [25], which was explained briefly in Section 2-1, served as inspiration for identifying the components and tasks concepts, since this document describes all software components and lists all tasks that are defined for the LAUV. Based on these tasks, a list of capabilities a LAUV must have to perform these tasks was drawn up. In addition, the LAUV components (as found in [25], [22], [62] and [23]) served as inspiration for determining which capabilities the vehicle can possess and which components or set of components can provide these capabilities. This process resulted in a list of capabilities and components for AUVs in NMCM missions. The resulting list was then used to set up a schema for an ontology, also using the article by Balakirsky et al. [44] and incorporating advice by TNO experts.

At this point, it useful to again mention the distinction between the ontology schema and data, which was explained in Section 2-2. In the process of modelling the domain and extracting the concepts and relationships for the ontology schema, the level of detail turned out to be decisive. The goal for the ontology schema was to keep it quite general, such that it is also applicable to other (autonomous mobile robot) use cases than the one considered here. On the other hand, the ontology needs to be detailed enough to be valuable for this specific use case, so it needs to be suitable for answering the CQs defined above. The approach that was used to achieve a balanced level of detail, was to extract general concepts
and relationships for the ontology schema from the use case of this final thesis project and then verify whether these are general enough by applying them to other use cases. Examples of such general concepts are component or task. These concepts are generalisations of concepts such as “Side-scan Sonar” or “identification task”, which are specific for the use case, but they can also be used for another use case, such as an autonomous car that has to do a transportation task (task) using a camera (component) for imaging its surroundings. Using these general schema concepts, ontology data was then developed for the use case, to test whether the ontology is detailed enough to be valuable for the use case. In the example given here, the “SSS” and the “identification task” thus are instances of component and task concepts respectively. Developing ontology data for validating the schema once again was an iterative process and some important considerations of this process will be discussed in the remainder of this chapter. This process of validating the developed ontology based on use cases is also mentioned in RoSaDev as a phase that follows the phase of concept development and formalisation [45].

The initial idea for the ontology schema, based on the components, capabilities and tasks that were found, is represented in Figure 3-1. The red rounded rectangles and green arrows in this and all other figures showing schemas in this thesis represent concepts and relationships respectively. The figure shows the dependency of tasks on capabilities and of capabilities on components and on other capabilities. In addition, the concept mission is included, which consists of tasks and thus is connected to the task concept in Figure 3-1 via a requires relationship.

Using this basic schema, the list of capabilities that were found for the use case were organised into chains of capabilities that depend on each other, where the final capability of a chain is one that is required for performing a task. For instance, the task “Survey area” requires the capability “transiting”, which itself requires other capabilities such as “path planning” and “localisation”. These capabilities were made dependent of components (both hardware and software), such as a path planner for the capability “path planning” and an IMU for “localisation”. In this way, a capability that is required for a task can be translated to a list of components that is required for that task, using the chain of capabilities preceding this capability and the components they require. In Figure 3-2, a visualisation of the example described above is shown.

This basic schema of Figure 3-1, however, has two major shortcomings, which became apparent when trying to apply the schema to the use case. The first shortcoming is that some
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capabilities can be realised through different (sets of) components, so modelling the dependency of capabilities on components as a direct requirement relationship in the schema is undesirable. For instance, the capability “propulsion” can be realised using a propeller or using a thruster, which are components with different principles of operation. The second shortcoming is that the requirement relationship between capability and component is based on the assumption that the presence of a set of components on a vehicle implies that these components can function together to achieve a certain capability. For example, the propulsion capability requires both a propeller and an electric motor (to drive this propeller), but these two components should also be mechanically connected to be able to function together. This requirement for a proper connection is not incorporated in the requirement relationships of the propulsion capability with the two individual components. Similarly, the fact that both a sensor and a sensor data processing component are present in a vehicle, does not mean that the processing component can actually receive the sensor data from the sensor, for instance because the sensor is not connected to a power source. Therefore, the assumption that just the presence of a set of components on a vehicle suffices for realising a capability entails an unacceptable simplification.

To overcome both of these shortcomings, the concept configuration was added to the schema in combination with input/output relationships between components. A configuration is defined as a set of connected components on a vehicle that together realise a capability. For one capability several configurations can exist, which makes it possible to model that different sets of components can realise a certain capability. The next section will further discuss the concepts and relationships that were introduced in this section.

3-2 Developed ontology

The ontology that resulted from the process described above is discussed in this section. The schema and corresponding data are explained separately in the two subsequent subsections.

3-2-1 Developed ontology schema

An overview of the developed schema is given in Figure 3-3. This figure shows the main concepts of the schema and the relationships that can exist between them. Definitions for these concepts and relationships are given in Appendix A. The overall structure of the schema will be explained below. In this explanation, some sections of Figure 3-3 will be shown in separate figures.

The concepts of the schema include the ones mentioned in the previous section: component, configuration, capability, task and mission. The previously described connections between these concepts are also represented in the schema: a mission consists of tasks (indicated by the is part of relationship in Figure 3-3), a task requires a capability (requires capability relationship), a capability is realised by a configuration (is realised by relationship) and a configuration consists of connected components (is part of and IO relation relationships). A capability was defined here as the skill or ability to perform specific behaviour supporting the ability to execute a task or mission. A component was defined as a physical or virtual element that can be part of a vehicle and fulfils a certain function that is relevant for one or more configurations.
A concept that was mentioned in the previous section, but was not included in the initial basic schema of Figure 3-1 is vehicle, which is an AUV in the use case considered here. In the schema, this concept is implemented as a subtype of the concept actor, together with the concept human, as is indicated by the red arrows marked with “isa” in Figure 3-3. This implementation was chosen to be able to capture that some tasks can be executed by autonomous mobile robots or by humans, thus by an actor. This might be less relevant for the use case considered here, but can be necessary in other autonomous vehicle applications.

mission, task and related concepts

The section of the schema in Figure 3-4 shows that an actor can have capabilities (has capability relationship) and can perform tasks, and thus also missions, given that it has the required capabilities (executes relationship). In addition, an actor can be equipped with components (has component relationship) and can be part of a team (is part of relationship). In this schema, a task is seen as an activity or set of activities that is executed by one actor (that has the required capabilities) and that is always part of a mission, which consists of one or more tasks. The different tasks of a mission might be executed by different actors, which are then considered to be part of team executing that mission. A mission generally has a goal that is to be achieved by executing the mission (goal concept and has goal relationship). Furthermore, missions and tasks can have constraints that limit the way in which they can be executed (constraint concept and is constrained by relationships), for instance no-go areas in a transit task. The requires task relationship indicates that a task can also require another task to be performed first, for instance detection of targets before identification can be performed.
Subtypes of the capability concept

The schema section of Figure 3-5 shows that three subtypes have been defined for the capability concept, namely planning capability, execution capability and evaluation capability. An execution capability indicates the ability to perform an action that can directly be executed by a configuration of components and that does not require extensive planning, for instance the capabilities “localisation” and “contact detection and classification”. A planning capability indicates the ability to plan and execute a more extensive action or set of actions. Therefore, a planning capability can also require an execution capability corresponding to one of these actions or require another planning capability for planning such an action. Examples of planning capabilities are “area survey planning” and “contact reacquisition planning”. An evaluation capability indicates the ability to perform an evaluation of actions that have been or are being executed. Evaluation capabilities were added to complete the cycle of planning, execution and evaluation, but will not be further considered in this thesis.

Component, configuration and related concepts

The concepts and relationships shown in the section of Figure 3-6 are essential for describing the usefulness of the configuration and component concepts. A configuration is a set of connected components that together realise a capability and components are elements that can be part of a vehicle and fulfil a certain function that is relevant for one or more configurations. Both for a configuration and for a component, its function is defined in the ontology by the functionalities and outputs it provides (provides relationship). The concept functionality refers to the purpose that a component can serve when used. Functionalties can be regarded as component level capabilities. Examples of functionalities are “electrical power supply” and “high resolution underwater imaging”. The output/input concept is used to model that what is exchanged via IO relations between components. Examples of output/input instances are “sonar images” and “electrical power”. Apart from providing functionalities and outputs, components can also require functionalities and inputs to be able to function (requires relationship). A sensor component, for example, generally requires electrical power to be able to output sensor data. Components that are part of a configuration should have all their requirements fulfilled via IO relations with other components on the vehicle. Although both the configuration concept and the component concept are connected to the functionality concept and the output/input concept via a provides relationship, the implication of this relationship is different; components can directly provide functionalities
and outputs, whereas configurations can provide functionalities and outputs only through the components that are part of the configuration. The reason for adding the provides relations of the configuration concept to the schema was that these were used to characterise a configuration in the ontology. A more obvious choice for characterising a configuration would be to list the components that are part of it, but this approach was not used here because the purpose of a configuration is to realise a capability. Therefore, the actual composition of the configuration is not important; it only matters what kind of utility the combined components provide and this can be characterised by the set of functionalities and outputs provided by the components in the configuration. On the other hand, it is still useful to know which components are part of a configuration, which is why the is part of relationship between component and configuration was included in the schema.

The choice was made to use both outputs and functionalities to represent what a component or a configuration provides because using only one of both was deemed insufficient. Using only functionalities would require ignoring the fact that components might need specific data for providing their functionality, which can not be expressed as a requirement for a functionality. This is illustrated in Example 3.1.

**Example 3.1.** A localisation algorithm might require its input data to be defined with respect to some specific reference frame to be able to produce a correct position estimate, so this specific data should be included as an input requirement for the algorithm.

On the other hand, the meaning and relevance of data is not always obvious from its format and data of different types sometimes can be used for the same purpose, which makes using only data for showing what a component or configuration provides insufficient. Examples 3.2 and 3.3 illustrate this.

**Example 3.2.** A list of waypoints can represent a transit path, but also a search pattern and the distinction is not clear from the data format itself. This can be solved by adding the meaning of a list of waypoints that a component produces in the form of a functionality that the component provides.

**Example 3.3.** Both an MBES and a camera can be used for high resolution imaging, but they produce data of very different formats, so it is useful to specify that both of these components provide the functionality “high resolution imaging”, which is required for the capability “identification”.

Finally, a component can require a certain functionality to be able to provide another functionality or an output, whereas this component does not require an input from the component that provides the required functionality. Therefore, this requirement for a functionality can not be represented as a requirement for an input. This is illustrated in Example 3.4.

**Example 3.4.** A pose control algorithm can only provide the functionality “pose control” if the functionalities “propulsion” and “steering” (actuation) are available, whereas the algorithm does not require input from the components that can provide these functionalities (for instance the propeller and the actuated fins).

These examples also illustrate that evaluating schema design decisions using a use case can yield valuable insights, based on which the ontology schema can be improved.
Subtypes of the output/input concept

In the schema section in Figure 3-7, the output/input concept and its subtypes are shown. As mentioned before, the output/input concept represents what is exchanged via IO relations and what thus is output for the transmitting component and simultaneously is input for the receiving component. An obvious type of output/input is data, such as sonar images or vehicle positions, which is thus modelled as the subtype data of the output/input concept, but resources such as mechanical and electrical power are also modelled as a subtype of the output/input concept named capacity. The last subtype of output/input is called physical effect and is added to be able to model that a component can have an effect on the environment or can obtain input from the environment. For example, the output of a component such as a propeller or fin can be modelled as a physical effect and the input of a sensor component that measures an environmental property, such as the underwater temperature, is modelled as a physical effect as well.

environment concept

The last concept of the schema in Figure 3-3 that was not described yet is environment, also shown in Figure 3-7. This concept is used to model the surroundings in which an actor executes tasks. The environment concept is included in the schema because some components of an actor can influence the environment or can be influenced by it. A physical effect caused by a component influences the environment (influences relationships) and the environment can influence sensor data, as for instance sonar data is influenced by the sound velocity underwater (influences quality relationship). As explained before, the focus of this ontology is not on the environment or external world, so the environment concept will not be expanded in the schema.

3-2-2 Identified data instances

The schema that was described in the previous subsection defines what kind of concepts and relationships can exist in the developed ontology. Instances of those schema elements were defined to obtain an ontology that is detailed enough for the use case considered here. Since the LAUV of TNO served as the example vehicle for the use case, the developed ontology data is based on this specific vehicle and the software architecture that was designed for it. As mentioned before, the process of developing the ontology was not linear and development of the schema and the data went hand in hand. The initial list of concepts that was mentioned in Subsection 3-1-1, which was mainly based on [25] and [56], was used as the basis for both the ontology schema and the data.

During the process of identifying data for the use case, it was found to be important to have a clear understanding of the idea behind developing an ontology for this particular use case. As was mentioned before, the goal here was to be able to automatically infer whether a vehicle
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3-2 Developed ontology

Mission

A mission is the highest level operation that a vehicle can execute. A typical mission for the use case considered here is to search a certain area of the seabed for mine-like objects and to identify these objects through high-resolution imaging. This mission is named “search and identify” and is shown as an instance of the concept **mission** in Figure 3-8. The figure shows that this mission consists of the tasks “search area”, which corresponds to what is done in the search, classification and mapping phase described in Subsection 2-1-2, and “identify”, which corresponds to what is done in the reacquisition and identification phase of a mine-hunting operation. For executing these tasks some planning capabilities are required, which themselves can require planning and execution capabilities, shown in Figure 3-8 in red and orange respectively.

Two of the execution capabilities shown in Figure 3-8 are also shown in Figure 3-9. The capability “area covering” represents the ability to plan and navigate a search pattern (e.g. a
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lawnmower pattern) over a given target area. This capability is required both for searching an area for a search task and for reacquiring contacts in a identification task, as is shown in Figure 3-8. The capability “identification sensing and processing” represents the ability to obtain data through high resolution imaging and to process this data for identifying the objects that have been imaged. Figure 3-9 also shows the configurations (in purple) that can realise these two execution capabilities. Configurations are characterised in the ontology data by the set of functionalities and outputs that the components in the realising configuration should provide. To express this characterisation in the data, the configurations are defined to provide these same functionalities and outputs, as is illustrated in Figure 3-9 (with output/input instances shown in green and functionalities shown in blue). For example, the configuration “identification” should consist of components that provide the output “identifications” and the functionalities “high resolution imaging” and “identification of contacts”.

Configurations and components

A configuration on a vehicle consists of a set of components that are connected through input/output relations. These IO relations between components indicate that something is transmitted between the connected components. For each component in the data, the outputs it generates and the inputs it should receive to be able to function are laid down using the provides and requires relationships. In addition, the functionalities the component provides and requires are defined in the data in the same way. The advantage of using these two relationship types for components is that it allows for automatic inference of the IO relations that can exist between components and of the possible compositions of configurations, as will be explained in the Section 3-3. In Figure 3-10, these requires and provides relationships with instances of the functionality and data concepts are shown for two components in the data, namely “digital camera” and “MBES”.

The figure shows that both components require the functionality “electrical power supply” and provide the functionality “high resolution imaging”, which is needed for the “identification” configuration (as was shown in Figure 3-9). The data output of both components, however, is different. This illustrates that two components can provide the same functionality while providing different data outputs, as was suggested in Example 3.3.

In Figure 3-11, two versions of the “identification” configuration for the LAUV are shown: Figure 3-11a shows the version of the configuration that makes use of the digital camera on board and Figure 3-11b shows the version that uses the MBES.
The black arrows in Figure 3-11 represent IO relations and are connected to the data instance that is transmitted via this relation. The gray arrows represent input or output of data to or from a component. Functionalities are not shown in this figure, but both the “identification software for camera” component and the “identification software for MBES” component provide the functionality “identification of contacts”. Therefore, for both versions of the “identification” configuration, the combined components provide the data and functionalities that the configuration should provide, as was shown in Figure 3-9. Figure 3-11 thus illustrates that a configuration can be composed of two different sets of components.

The other configuration that was mentioned in Figure 3-9, the “area covering” configuration, is more complicated than the “identification” configuration in the sense that it consists of more components. The complete “area covering” configuration as it is on the LAUV is shown in Figure B-5 in Appendix B. Some subsets of the components in this configuration, however, were also considered to represent distinct capabilities, such as “localisation”, “obstacle avoidance”, “path and trajectory planning” and “propulsion and steering control”. Therefore, configurations were defined for these capabilities, using the functionalities and outputs that are provided by the components in the corresponding subsets of the “area covering” configuration.

The components and IO relations that make up the configurations for the “obstacle avoidance” capability and the “path and trajectory planning” capability on the LAUV are shown in Appendix B. For the “localisation” capability and the “propulsion and steering control” capability, the realising configurations are shown and explained below. These two configurations will be used as test cases for implementing performance assessment in Chapter 4, which is why these configurations will be described in more detail in this section. The configurations for the two execution capabilities of Figure 3-9 that have not yet been explained (“detection and classification sensing and processing” and “transiting”) are discussed in Appendix B as well.

**Propulsion and steering control configuration**  The “propulsion and steering control configuration” gives a vehicle the capability to control its pose (position and orientation) through propulsion and steering such that it can correct an error with respect to a reference pose. Figure 3-12 gives an overview of the components that are part of this configuration in the LAUV of TNO.

Figure 3-12a shows the IO relations for the configuration. In this figure, the software components of the configuration are shown together with the data they receive and produce. These software components control the actuating components on the right side of Figure 3-12a, which output something that is modelled as a physical effect. This “effecting force” represents the effect that the actuation of the propeller and fins have on the vehicle’s pose in
the environment and thus is significantly different from the “required forward force” and “required sideways forces” in the figure, which represent setpoints or reference values and are thus modelled as instances of the data concept.

Figure 3-12b also shows the components of the “propulsion and steering control configuration” in the LAUV, but here the relationships of the components with functionality instances are shown. The red arrows pointing to the right towards a functionality indicate that the component at the starting side of the arrow provides this functionality and arrows pointing to the left towards a functionality indicate that the corresponding component requires this functionality (support functionalities such as “electrical power supply” are not shown in Figure 3-12b). This figure is shown here to illustrate that the provides and requires relationships between components and functionalities can contain information that is complementary to the information contained in IO relations. A notable difference between Figures 3-12a and 3-12b is that the order in which the components appear is reversed. The information contained in both of these figures is relevant for the composition of the configuration.

**Localisation configuration** The “localisation configuration” gives a vehicle the capability to determine its position and orientation in the world, both under water and at the surface (“localisation capability”). In Figure 3-13, the components that are part of this configuration in the LAUV are shown in the same way as was done for the “propulsion and steering control configuration” in Figure 3-12.

In Figure 3-13a, the IO relations for the configuration are shown. The figure shows the sensor systems that can be used for localisation in the LAUV, namely IMU, GPS and DVL, and the data they output. The software components shown in the figure then process this data to obtain an estimation of the vehicle pose. Figure 3-13b shows the relationships of the components of this “localisation configuration” with functionality instances. For this configuration, the difference between Figures 3-13a and 3-13b is less pronounced than was the case for the “propulsion and steering control configuration”.
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Master of Science Thesis
To be able to make use of the developed ontology, it was implemented using a software tool called Grakn, which was introduced in Chapter 2. The goal of implementing the ontology was to enable automatic inference of a vehicle’s capabilities, based on the components the vehicle is equipped with. Since the higher-level control of the LAUV of TNO is realised through a software architecture that makes use of the Robot Operating System (ROS) via the ROS Python client, the decision was made to use the Python client for Grakn as well.

During the development of the ontology, implementing what was developed proved to be a useful way to validate the ontology and this led to several adjustments. So implementation actually was part of the development process instead of just the final stage of this process, which is also what is suggested in Figure 2-6. This figure shows the METHONTOLOGY method and in this method, implementation is regarded as one of the phases in an iterative ontology development process [10].

What was also noticed during the development of the ontology is that the choice of the implementation tool can have a key influence on how the ontology can be used in an actual system. Especially the possibilities for reasoning and inference using the ontology are dependent on the tool that is chosen. In Subsection 3-3-2, the reasoning and inference that was implemented for this ontology and the way in which this was implemented in Grakn are explained. But first the implementation of the ontology itself and the way in which it can be queried in Grakn are described in Subsection 3-3-1. This section ends with a subsection on the work that still needs to be done to realise the implementation of the ontology in an actual vehicle.
3-3-1 Implementation and querying of the ontology

Implementing an ontology schema in Grakn is done by defining the schema in Grakn’s query language, called Graql. The complete Graql code that was written to implement the developed ontology schema in Grakn is shown in Appendix C, but some significant elements and aspects of this code will be highlighted here.

In Graql, schema concepts are called entities and all entities are organised in a hierarchy. The element at the top of this hierarchy is denoted as entity and all other concepts have an inheritance relationship either with entity or with a concept that is below entity in the hierarchy. In Figure 3-3, inheritance relationships are denoted with the word “isa”, whereas in Graql they are denoted with the word sub. So in Grakn, the code shown in Listing 3.1 is used to define that the concept vehicle is a subconcept of actor, as was shown in Figure 3-3, and that actor is a subconcept of entity.

Listing 3.1: Graql code for defining schema concepts

```graql
1 define
2  actor sub entity;
3  vehicle sub actor;
```

The use of inheritance relationships in the ontology schema was affected by the choice of Grakn as the implementation tool, since in Grakn multiple inheritance is not supported [55]. So in Grakn, a concept can be a subconcept of only one higher level concept (a concept can have only one isa relationship with another concept), although a concept can have multiple subconcepts. In the CORA, however, several concepts inherit from multiple other concepts, as is illustrated in Figure 2-4 where for instance a robot is a subconcept of both agent and device. As a result, implementing the CORA directly in Grakn is impossible, which made it harder to implement the developed ontology as an extension to the CORA. Therefore, the decision was made to avoid the use of multiple inheritance and to use the CORA as an inspiration rather than as the basis for the ontology.

Another consequence of using Grakn was that the relationships that were defined in the ontology schema had to be implemented in a somewhat different way than it would be done in other ontology software tools. In Grakn, relationships are undirected and can exist between two or more things [55], whereas in OWL, for instance, relationships are directed and always connect two elements [55, 54]. All things that are connected through a relationship in Grakn play a certain role in that relationship, so these roles were used to implement the directionality that was used in the relationships in the ontology schema. For instance, for the has capability relationship in Figure 3-3 the actor concept was defined to have the role of subject and the capability concept was given the role of object in this relationship. The corresponding Graql code for defining these concepts, their roles and the has capability relationship is shown in Listing 3.2.

Listing 3.2: Graql code for defining the has capability relationship

```graql
1 define
2  actor sub entity,
3    plays actor_subject;
4
5  capability sub entity,
```
The Graql keyword `plays` is used to indicate which roles a schema element can play, so in this case for instance the `capability` concept can play the role `capability_object`. The keyword `relates` is used to define which roles can be played in the corresponding relationship (or `relation`, as it is called in Graql). Listing 3.2 also shows another Grakn feature, namely the use of subtypes of relationships. A general relationship called `have_relation` with the roles `subject` and `object` was defined in the schema, and the `has_capability` relationship was modelled as a subtype, called `has_capability`, of this general relationship. The two roles of this relationships were also modelled as subtypes of the roles of the general relationship, which is indicated by the word `as` in the Graql code. Using such general relationships was found to be helpful for querying large data sets. For the same reason, several subtypes of some concepts (for instance the `component` concept) were defined in the implementation of the schema. These subtypes or inheritance relationships are not necessarily required for the ontology, but can be practical for querying a data set for a specific set of relationships or concept instances in Grakn. In addition, some attributes were added in the Grakn implementation to make retrieval of ontology data easier. In Grakn, attributes need to be defined in combination with a datatype, for instance `string` or `boolean`. In Listing 3.3, the Graql code for defining an attribute for the concept `actor` is shown. This attribute is called `name` and has the datatype `string`. The keyword `has` in Graql indicates that a schema element (in this case `actor`) can have the corresponding attribute. In Grakn, both entities and relations and attributes can have attributes [55].

```graql
define
actor sub entity,

has name;

name sub attribute,

datatype string;
```

After defining the schema in Graql and loading it into Grakn, ontology data can be added by performing `insert` queries in which the entity, attribute or relation that is to be inserted is defined [55]. In Listing 3.4, two examples of Graql `insert` queries are shown: the first one for inserting an instance of the `actor` concept and the second one for inserting an instance of the `capability` concept, both with the `name` attribute. In Graql, the symbol `$` is used to represent variables.

```graql
insert $x isa actor, has name 'LAUV-1';
insert $y isa capability, has name 'localisation';
```
Listing 3.5 shows an example of a query for inserting a has_capability relationship. In this case, the insert query is preceded by a match clause, which is used to retrieve data instances that follow the particular pattern that is defined in the match clause [55]. This match clause is necessary because in Grakn the roles in a relationship that is to be inserted need to be played by existing data instances and these instances thus need to be found in the data [55]. In this example query, the match clause would be used to retrieve the instances that were inserted using the queries in Listing 3.4 and then a has_capability relation between these instances would be inserted in the ontology. In Graql, round brackets () are used to group the elements that are connected in a relationship and in Listing 3.5, the roles that these elements play in the relationship that is inserted are specified as well (actor_subject and capability_object).

Listing 3.5: Graql code for inserting a relationship

1. **match**
2. **$x isa actor, has name 'LAUV-1';**
3. **$y isa capability, has name 'localisation';**
4. **insert (actor_subject: $x, capability_object: $y) isa has_capability;**

The insert queries that were described above can be performed in several ways. In this final thesis project, the ontology data that was defined for the use case was saved in CSV files and loaded into Grakn using the Python client for performing the insert queries. In the CSV files, all instances for the schema concepts and attributes were defined and for all relations defined in the schema, the instances for which these relationships had to be inserted were listed.

After loading the ontology schema and data, the ontology can be queried in order to retrieve specific data instances or schema types or to perform some calculations with specific data sets. In Grakn, the match get query can be used to retrieve data instances or schema elements. In this type of query, the match clause again is used to specify the pattern that is sought for. Using the get command, the ontology elements that match this pattern then can be retrieved, for instance through the Python client of Grakn. In addition, some calculations can be done with the results of a match get query by adding an aggregation command such as count, mean or sum. These three commands can be used to count the number of results or to find the mean or sum of a set of attribute values respectively. [55]

Another option for querying the ontology data is to use the compute command. This command can be used to calculate statistical values, such as means or standard deviations, over large sets of data. Furthermore, metadata of the ontology data can be obtained with this command; for example, the shortest path (of instances and relations) between two data instances can be computed, as well as the number of other instances an instance is connected to. [55]

### 3-3-2 Reasoning with the ontology

One of the reasons for selecting Grakn as the implementation tool was that it offers useful methods for querying and for reasoning with the ontology. The goal for the implementation of reasoning with the ontology was to be able to use the ontology for automatic inference of a vehicle’s capabilities based on the components it is equipped with. Before discussing how this goal was reached, first the way in which reasoning can be performed in Grakn is explained.
Reasoning over ontology data in Grakn can be done using pre-defined rules, which can be included in the Graql definition of the ontology schema. These rules are composed of a set of conditions (the “when” part of the rule) and a conclusion (the “then” part of the rule). The when part of a rule has the same function as the match clause that was described before, and is also structured in the same way. The then part of a rule, on the other hand, has the same structure as the insert command in a match insert query, but its function is different. In a match insert query, the instances that are found for the pattern in the match clause are used to insert new data, for instance a new relationship between these instances. In the then part of a rule, however, no new data is inserted, but the ontology data that corresponds to the pattern in the when part is used to create queryable relationships. These “inferred” relationships thus are not included in the ontology data, but they can be queried, which then initiates an automated reasoning process in which the ontology data is searched for the pattern defined in the when part of the corresponding rule.

The advantage of using rules is that they can be included in the schema in Grakn and will thus hold for any data that is inserted in the ontology; also, the inferred conclusions do not have to be deleted separately when the corresponding data (that fits the pattern of the when part) is deleted. A match insert query, however, inserts data at the time the query is performed, thus only taking into account the ontology data at that specific moment, and the inserted relationships have to be deleted separately if the corresponding data is deleted.

In Listing 3.6, the Graql code for an example rule is shown. This example rule or query could be used for the developed ontology and would have the following meaning for the use case: if a vehicle $v$ executes a task $t$ and that task $t$ is part of the mission $m$, then the vehicle $v$ also executes the mission $m$. If the example rule would be used, the executes_mission relationship would not be inserted in the data, but it would be possible to query for it at any moment.

Listing 3.6: Graql code for an example rule

```graql
when{
  $v isa vehicle; $t isa task; $m isa mission;
  (executing_actor: $v, executed_task: $t) isa executes_task;
  (containing_mission: $m, contained_task: $t) isa is_part_of_mission;
},
then{
  (executing_actor: $v, executed_mission: $m) isa executes_mission;
};
```

In Subsection 3-2-1, the developed ontology schema was described and for some of the described relationships, conditions were mentioned, such as that an actor can only execute a task if it has the required capabilities. Setting these conditions in the schema is a good example of what the reasoning rules can be used for. Additionally, some form of reasoning is required for achieving the goal of enabling automatic inference of a vehicle’s capabilities. A part of the reasoning that was implemented for realising this goal consisted of automatic inference of the IO relations that can exist between components and inference of the possible compositions of configurations, as was mentioned in the previous section. These inferred configuration compositions were then used to infer which capabilities a vehicle could have.

Initially, rules were used for implementing reasoning because they could be included in the schema and would thus hold for every moment in time, which is especially useful when the ontology data changes over time. However, this approach was abandoned later, switching to
using **match insert** queries for reasoning, for two practical reasons: in the first place, some restrictions on the patterns that can be used in the **when** part of a rule, especially concerning negation patterns, turned out to be problematic for achieving the implementation goal, and these restrictions do not hold for the **match** pattern in a query. Secondly, querying data for inferred relationships (defined through rules) proved to be very slow for the developed ontology, making the use of actual relationships (defined through **match insert** queries) preferable.

The implemented queries for inferring which IO relations can exist in a vehicle and what configurations and capabilities it can have are explained in the following two paragraphs.

**Inference of IO relations** For inferring the IO relations that can exist in a vehicle, the **provides** and **requires** relationships of the vehicle's components with functionalities and output/input instances were used. The idea behind the implemented reasoning process is that components that provide a certain output should be connected with components that require that output as their input, provided that for both components the requirements for functionalities can all be fulfilled. In addition, the IO relations for capacity instances (such as “electrical power”) will be inserted first (before the IO relations for data instances), such that first all the components’ requirements for capacities are fulfilled before creating the relations that represent the data connections between the components. The first step in the reasoning process therefore is to query the ontology for all the components that the vehicle has and all the functionalities they provide and require. The resulting data is then used to iteratively check for all components whether the functionalities they require are provided by other components in the vehicle that have their functionality requirements fulfilled. This process results in a list of functionalities that are available since they are provided by components that have all their functionality requirements fulfilled. The next step is to make connections between the components that provide capacities and the components that require these capacities through IO relations, taking only those components into account that have all their functionality requirements fulfilled. Subsequently, the same is done for components providing and requiring data, imposing the additional condition that for these components the requirements for capacities must be fulfilled via the IO relations created in the previous step. For the developed ontology in which a vehicle and its components with all their requirements are inserted as ontology data, the result of performing this reasoning process is that IO relations are created, both for capacities and data, between the components that can have all their functionality requirements fulfilled.

**Inference of configurations and capabilities** The IO relations that are created through the reasoning process described in the previous paragraph form the basis for inferring which configurations and capabilities the corresponding vehicle can have. As mentioned before, configurations are characterised in the ontology data by the set of functionalities and outputs that should be provided by the connected components that constitute the configuration. Therefore, the first step for inferring which configurations a vehicle can have is to query the ontology for all components connected through IO relations and for the outputs and functionalities that these components provide. The result of this query can then be compared with the combination of outputs and functionalities that is needed for a configuration in order to identify the set of connected components in the vehicle that together can provide this combination and thus can form the corresponding configuration. Performing this reasoning process for all configurations then results in a list of configurations that the vehicle can have.
This list can then be used to infer the capabilities a vehicle can have, since capabilities are directly coupled to configurations through a is realised by relationship. The result of this reasoning process combined with the process described in the previous paragraph is that the capabilities of the vehicle have been inferred using the components it is equipped with, which was the goal that was defined for the implementation of the ontology. Using these capabilities, the tasks a vehicle can perform then can be found by querying the ontology for all the tasks that only require capabilities that the vehicle can have, or, in other words, for all tasks that do not require a capability that the vehicle can not have. This last query is one of the queries that requires a double negation pattern which is not allowed in Graql rules, but is allowed in Graql queries [55].

3-3-3 Remaining work for implementation in a vehicle

The ultimate goal of implementing the ontology is to use it in an actual vehicle, more specifically the LAUV of TNO, which was also why the Python client was chosen to interact with Grakn. Due to time limitations this goal was not yet achieved, so this subsection is used to give a general idea of what is still to be done.
In short, the most important step that needs to be taken is to connect the ontology that is implemented in Grakn to the vehicle’s software, which is implemented in ROS. Coupling Grakn and ROS has been done before at TNO, so this should not be a problem, but the expectation is that some form of interfacing needs to be developed to realise a well-functioning connection. An aspect of this that might be challenging is to find a robust method for updating rapidly changing data in Grakn, especially if the ontology will be used not only for planning prior to executing a task but also for real-time applications such as online monitoring of the vehicle’s capabilities. In addition, some effort will probably have to be put into developing a method for interfacing the ontology with the planning system that is being developed for the LAUV. Other implementation issues concerning performance prediction or monitoring will be addressed in the next chapter.
Chapter 4

Performance assessment

The ontology that was described in Chapter 3 makes it possible to infer the capabilities of an AUV, given the components it is equipped with. A planning system then can use this knowledge to plan the tasks of a mission such that tasks are only assigned to vehicles that are actually capable of performing these tasks. When multiple vehicles with similar capabilities are available, however, it would be very useful to have an idea of how well each vehicle can perform a task. This way, a planning system can assign the tasks of a mission to the available vehicles that are expected to perform best on these tasks, which enables the planning system to plan a mission in an optimal way. To be able to assess how well a vehicle can perform a task, a measure (or set of measures) that characterises the performance on a task needs to be found. Additionally, a method needs to be developed for inferring how well a vehicle can perform a task given the components it is equipped with. Finally, the developed ontology needs to be extended, such that it can be used for this performance assessment process.

In the first section of this chapter, the extensions that were made to the developed ontology in order to incorporate a performance assessment methodology into it will be described, as well as what this methodology entails. The two configurations that were described in the previous chapter (“propulsion and steering control configuration” and “localisation configuration”) were used as test cases for both the ontology and the developed performance assessment methodology. This methodology is data-driven, so simulations were performed to obtain the required data and to test whether the method works for both configurations. The simulations that were done and the results that were obtained will be described in Section 4-2. The last section of this chapter then describes how the results of the simulations can be used in combination with the extended ontology and what more is still needed to be able to infer what tasks a vehicle can perform and how well it can do so.
4-1 Extensions to the ontology for performance assessment

As was done in Chapter 3, the extensions to the ontology will be explained by first describing the schema elements that were added, in Subsection 4-1-1, and then discussing the corresponding ontology data. The “propulsion and steering control configuration” and the “localisation configuration”, which were discussed in Section 3-2, will be used as test cases, so the data instances corresponding to the added schema elements were identified for these two configurations, as will be discussed in Subsections 4-1-2 and 4-1-3.

4-1-1 Performance related schema elements

The starting point for extending the ontology was the developed schema as it was shown in Figure 3-3. The goal of adding performance aspects was to be able to predict, and possibly also monitor, the level of performance that a vehicle can achieve for a certain task based on the components it is equipped with. The initial idea for realising this was to define performance measures on component level, configuration level and task level and then find methods for calculating or inferring task performance by combining the relevant configuration performance measures, which themselves would be calculated or inferred using the relevant component performance measures. So, to get an idea of useful measures of performance, the LAUV software architecture document [25] was studied again and used, together with a TNO document describing measures of effectiveness and measures of performance for the NMCM use case [30], to draw up a list of performance measures corresponding to some of the previously identified tasks and capabilities. However, this initial idea for calculating or inferring task performance using configuration and component performance turned out to be very hard to implement for the use case considered here because of the many interdependencies between performance measures on different levels and the many external factors influencing performance. Furthermore, finding meaningful performance measures for all identified components proved to be quite challenging. Therefore, the decision was made to use a data-driven approach instead of a theoretical one and to take configuration performance as a starting point for predicting or assessing task performance.

The resulting method that was devised for assessing performance can be construed as a kind of look-up table that outputs the values for a set of performance measures for a specific configuration, task or mission given the prevailing conditions that are relevant for that configuration, task or mission. In Figure 4-1, a schematic illustration of this method is shown for the “identification configuration” that was shown in Figure 3-11a.

Figure 4-1: Schematic representation of the performance assessment method for the identification configuration
The “performance assessment block” in the middle of this picture contains a look-up table that is filled with data values for the performance measures of this configuration under different conditions. This look-up table is then used to output values for these performance measures for the conditions that are given as input to the performance assessment block. These conditions include both external factors (e.g. water turbidity) and internal factors (e.g. camera settings).

The schema elements that were added to be able to include the performance assessment approach that was described above in the ontology are shown in Figure 4-2, together with the main concepts and relationships of Figure 3-3, which were discussed in Chapter 3. The blue rounded rectangles in Figure 4-2 represent attributes, which are used to model properties of schema elements. The blue arrows denoted with the word “has” show which elements the attributes belong to.

Figure 4-2: Schema with the elements relevant for performance

The added schema elements that correspond to the “performance assessment block” of Figure 4-1 are the concepts configuration performance processing, task performance processing and mission performance processing. These concepts are called “performance processing” because they do not only contain a look-up table but also comprise the process or algorithm that, when given the prevailing conditions, uses the data in this table to output predictions for the relevant performance measures.

The performance measures are modelled as attributes of the corresponding configuration, task or mission and are shown in Figure 4-2 denoted with the letters MOP (short for Measure of Performance). The output relation between the performance processing concepts and the MOP attributes is modelled, and shown in the figure, as a relationship called yields. For the configuration performance processing, the performance measures that are outputted by it can also be modelled as attributes of the output/input concept, as will be explained below. Additionally, the figure shows that each performance processing concept receives some sort of input (indicated with the input for relationship), where this input represents the conditions that were mentioned before. For the configuration performance processing, the input and output relationships have been further developed because configuration performance was
taken as the starting point for developing a performance assessment method and because the ontology data for the configuration and component concepts was most extensive at this point in the development process.

**Schema elements relevant for configuration performance**

In Figure 4-3, the schema elements of Figure 4-2 that are relevant for configuration performance are shown again. As indicated by the input for relationships in this figure, three different kinds of inputs (i.e. conditions) were modelled for the configuration performance processing concept, namely environmental condition, component and output/input. These three inputs will be explained below:

- The environmental condition concept represents a state or property of the environment (as indicated by the originates from relationship with environment) that can affect the performance of a configuration, as for instance the underwater currents affect how well a vehicle can navigate underwater. This concept thus is used to include external factors as conditions.
- The components that are part of a configuration are given as an input to the configuration performance processing concept for two reasons: firstly, the combination of components in a configuration can influence its performance, as for instance localisation underwater happens more accurately when using a DVL than without one, and secondly, the state of a specific component (modelled as an attribute of component) can affect configuration performance, as for instance the settings of a detection algorithm can affect whether a contact is detected or not.
- Finally, outputs/inputs that are transmitted via IO relations between components can also serve as an input for the configuration performance processing, because an output/input itself or its properties can affect configuration performance, as for instance the quality of sonar data can affect whether or not an object can be detected.

For the other two performance processing concepts (for tasks and for missions), the preceding performance processing concept is modelled as an input because, generally, configuration performance affects task performance for a task that requires a capability that is realised by this configuration, and this task performance affects the overall mission performance for the mission that the task is part of.

*Figure 4-3:* Schema elements that are relevant for configuration performance
For the configuration performance processing, two different kinds of performance outputs were modelled, as is indicated with the yields relationships in Figure 4-3. The first of these outputs is the MOP that was mentioned before. The second performance output consists of the three attributes of the output/input concept (namely quality, quantity or property). These attributes represent characteristics of outputs/inputs and can sometimes be an indication of configuration performance. For instance, the expected mean localisation error can be seen as an indication of the performance of the “localisation configuration” and can be modelled as the quality of the output/input “estimated vehicle pose”. This expected error can be known from previous experiments or simulations and thus can be an output of the configuration performance processing for the “localisation configuration”. Similarly, the expected type of trend in the increase of this localisation error (e.g. linear increase) can be seen as a property of the “estimated vehicle pose” and also gives an indication of the performance of the “localisation configuration”.

For the “propulsion and steering control configuration” and the “localisation configuration”, the relevant conditions and appropriate performance measures were identified and added to the ontology data for the use case. The following two subsections will discuss these conditions and performance measures.

### 4-1-2 Performance related ontology data for the propulsion and steering control configuration

The “propulsion and steering control configuration” should enable the vehicle to control its pose such that it can reach a given reference pose. Therefore, the performance measures for this configuration should indicate how well the vehicle’s pose is controlled. For reference, the “propulsion and steering control configuration” of the LAUV is shown again in Figure 4-4. In the LAUV, the pose is controlled with a PID controller (shown as “pose controller” in Figure 4-4), which actuates the vehicle’s propeller and fins. In a real scenario, the vehicle’s actual position and orientation (ground truth) are not known and the vehicle has to use its estimated pose for control. For assessing the performance of the “propulsion and steering control configuration”, however, the actual pose of the vehicle needs to be known to rule out possible errors in the pose produced by the “localisation configuration”. Therefore, the required data for performance assessment was obtained by performing simulations in a realistic virtual environment, since in simulations the actual pose is known.

![Figure 4-4: Propulsion and steering control configuration with IO relations](image-url)
Conditions (input for the configuration performance processing)

For this configuration, it is useful to know its robustness against environmental disturbances in the form of currents, since these are common in the areas in which the search operations of the use case take place. Therefore, the direction and speed of the current in the operation area were identified as conditions for this configuration’s performance processing and were both modelled in the ontology as environmental condition instances. In this respect, the navigation depth is also important, since the depth at which the vehicle sails can influence the way in which currents affect the vehicle’s pose. The navigation depth therefore was included as a condition and was modelled as a property of the planned path.

Another influencing factor is how the pose controller is configured. The tuning of the PID gains of this controller on the LAUV is assumed to be fixed, but other controller settings such as the reference speed and the way in which the reference pose is determined are variable. For the controller used in the LAUV, the reference pose is determined by projecting the vehicle pose on the trajectory that the vehicle should follow and then shifting this projected pose ahead on the trajectory over a given distance. This distance is called the “look-ahead distance” and can be varied. A schematic representation of the “look-ahead distance” is shown in Figure 4-5, where the orange shape represents the LAUV. These controller settings were included as conditions for the configuration performance and were modelled in the ontology as part of the state attribute of the controller component.

The performance for this configuration was tested by letting the vehicle follow a trajectory consisting of a 90 degree turn and a straight track, while monitoring its pose. The radius of the initial turn was expected to influence the configuration performance on the straight section of the trajectory, so this initial turn radius was taken into account as a condition, modelling it as a property of the planned path.

In Table 4-1, an overview of the conditions that were described above and the way in which they were modelled in the ontology is shown.

<table>
<thead>
<tr>
<th>Condition:</th>
<th>Modelled in ontology as:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current direction</td>
<td>instance of environmental condition</td>
</tr>
<tr>
<td>Current speed</td>
<td>instance of environmental condition</td>
</tr>
<tr>
<td>Navigation depth</td>
<td>property attribute of data instance “planned path”</td>
</tr>
<tr>
<td>Controller settings</td>
<td>state attribute of component instance “pose controller”</td>
</tr>
<tr>
<td>Initial turn radius</td>
<td>property attribute of data instance “planned path”</td>
</tr>
</tbody>
</table>

Performance measures (output of the configuration performance processing)

While analysing possible performance measures for this configuration, it was observed that the task for which a configuration is used can influence what kind of performance measures are relevant. The same holds for the conditions that are relevant, as will be explained for the
“localisation configuration”. Therefore, a specific task or situation was taken as a reference for determining the relevant performance measures and conditions. In this case, the situation in which an AUV is surveying an area of the seabed in a lawnmower pattern (parallel tracks) was used as a reference. In this situation, the straight sections of the trajectory are the tracks during which the area is imaged and the turns in the trajectory form the transitions between two tracks. Especially on those straight tracks, the pose control performance is important since it can have an effect on how well the area is surveyed. The performance measures that were defined for this configuration therefore all concern the pose control performance on the straight track after the initial turn.

The first defined performance measure is the “settling distance”, which is the distance it takes the vehicle after the initial turn to reach a stable position with respect to the reference track. This measure gives an idea of how long it takes after a turn for a vehicle to be able to properly execute a survey track. The other defined performance measures all concern the performance after the settling distance, in the “steady state” situation. These measures include the mean values of the steady state position error, orientation error and speed error with respect to their reference values and the standard deviations of the steady state orientation error and speed error. The means of the steady state position, orientation and speed errors were included as performance measures because they give an indication of how well the pose and speed of the vehicle are controlled in the prevailing conditions. The standard deviations of the steady state orientation error and speed error were taken into account because variations in orientation and speed can be detrimental to the imaging quality when surveying.

The settling distance was modelled in the ontology as an MOP attribute of the configuration, since it is specific to the configuration and cannot be modelled as an attribute of one of the output/input instances that are relevant for this configuration. The other performance measures were modelled as quality attributes of physical effect instances, since the vehicle’s actual position, orientation and speed represent a state of the vehicle in the environment. Table 4-2 summarises the performance measures that were described above and the way in which they were modelled in the ontology.

<table>
<thead>
<tr>
<th>Performance measure:</th>
<th>Modelled in ontology as:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling distance</td>
<td>MOP attribute of the configuration</td>
</tr>
<tr>
<td>Position error (mean)</td>
<td>quality attribute of physical effect instance “position”</td>
</tr>
<tr>
<td>Orientation error (mean)</td>
<td>quality attribute of physical effect instance “orientation”</td>
</tr>
<tr>
<td>Speed error (mean)</td>
<td>quality attribute of physical effect instance “speed”</td>
</tr>
<tr>
<td>Orientation error (st. dev.)</td>
<td>quality attribute of physical effect instance “orientation”</td>
</tr>
<tr>
<td>Speed error (st. dev.)</td>
<td>quality attribute of physical effect instance “speed”</td>
</tr>
</tbody>
</table>

4-1-3 Performance related ontology data for the localisation configuration

The purpose of the “localisation configuration”, shown again for the LAUV in Figure 4-6, is to determine the vehicle’s position and orientation in a global coordinate frame. The performance measures for this configuration therefore should give an idea of how well the position and orientation are estimated. Ideally, the performance measures should indicate
what the difference is between the estimated position and orientation and the real position and orientation. To assess this difference based on data, the actual pose of the vehicle must be known. Therefore, again simulations were used to obtain data for assessing the configuration performance. The resulting data can be used to estimate the position and orientation errors for real situations.

**Figure 4-6:** Localisation configuration with IO relations

### Conditions (input for the configuration performance processing)

In AUVs, often multiple sensor systems are used for underwater localisation and the resulting sensor data is then fused by means of localisation software. In the LAUV, the main element of this software is a Kalman filter. This filter produces an estimate of the vehicle’s pose, based on the sensor data it receives, and also outputs covariance values for this pose, which depend on the quality of the sensor data that the filter receives and on the combination of sensors that is used. These two aspects, therefore, were defined to be conditions for this configuration’s performance processing. The combination of sensors that is used can be inferred by the configuration performance processing instance because all components that are part of the configuration are connected to the performance processing via an input for relationships. The quality of the sensor data is represented by the covariance values of the data, and is included in the ontology as *quality* attributes of *data* instances. This data, with attributes, is input for the performance processing instance.

The type of path that the AUV is travelling can also influence the performance of the “localisation configuration”, for instance because different sensor systems are used when travelling under water than when travelling at the water surface. This path type depends on the task in which the configuration is used. Therefore, again the situation in which an AUV is surveying an area of the seabed was used as a reference, since in this situation localisation has a critical influence on the overall performance. The search pattern that is used for surveying can affect the localisation performance, as for instance the consecutive time underwater and the number of turns in the path can influence the quality of the pose estimation. Therefore, the search pattern that is used was defined to be a condition for the performance processing instance, as well as some characteristics of the search pattern. The most commonly used pattern is a lawnmower pattern and its relevant characteristics are the length of the straight parallel tracks (also called legs), the depth at which the pattern is navigated and whether or not GPS fixes are performed and if so how often. A GPS fix is a manoeuvre of the AUV in which it goes to the water surface and activates its GPS to determine its position. By doing this, the position error of the localisation configuration is practically reset to 0, since localisation with
GPS is very accurate. This is useful because underwater often Inertial Navigation Systems are used, which rely on accelerometers and gyroscopes and thus result in position errors that grow boundlessly with time due to integration drift.

The search pattern type and its characteristics are modelled in the ontology as property attributes of the data instance “planned coverage path”. The conditions that were described above are listed in Table 4-3.

Table 4-3: Conditions for the localisation configuration

<table>
<thead>
<tr>
<th>Condition</th>
<th>Modelled in ontology as:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor data covariances</td>
<td>quality attribute of data instances</td>
</tr>
<tr>
<td>Combination of sensors used</td>
<td>component instances</td>
</tr>
<tr>
<td>Search pattern type</td>
<td>property attribute of data instance “planned coverage path”</td>
</tr>
<tr>
<td>Leg length</td>
<td>property attribute of data instance “planned coverage path”</td>
</tr>
<tr>
<td>Navigation depth</td>
<td>property attribute of data instance “planned coverage path”</td>
</tr>
<tr>
<td>GPS fix frequency</td>
<td>property attribute of data instance “planned coverage path”</td>
</tr>
</tbody>
</table>

Performance measures (output of the configuration performance processing)

The square root of the covariance values that are outputted by the Kalman filter for each element of the pose (position and orientation in three directions), which thus represent standard deviations, can be regarded as an approximation of the uncertainty of the estimated pose. In a real scenario, this uncertainty is the only available indication of the accuracy of the estimated pose, since the actual pose is not known under water. In simulations, however, this uncertainty approximation, which will be denoted as pose uncertainty, can be compared with the error between the estimated pose and the actual pose, denoted as pose error. The resulting data then can be used to get an indication of how well the pose uncertainty approximates the actual pose error. The performance measures that were identified for this configuration therefore concern both the pose uncertainty and the pose error and the coherence between these two.

In data obtained from initial simulations for the “localisation configuration”, it was observed that the pose uncertainty and especially the pose error can vary quite a lot, but do follow a certain trend (for instance a linear increase). Therefore, the decision was made to fit trend lines through the data and use the means of these fitted lines for assessing performance. For the pose uncertainty and the pose error, three different performance measures were defined: the type of line that can be fitted through the increase of the uncertainty or error, a parameter that characterises this fit and a value that indicates the goodness of fit. These measures were modelled in the ontology as property and quality attributes of the data instances “pose uncertainty” and “estimated pose”. Finally, a measure that compares the fit through the uncertainty and through the error was defined and modelled as an MOP attribute of the configuration, since it is specific to the configuration and cannot be modelled as an attribute of one of the output/input instances that are relevant for this configuration.

In Subsection 4-2-2, the choice for these performance measures based on trend lines fitted through the data will be further explained. Table 4-4 again lists the performance measures that were mentioned above.
Table 4-4: Performance measures for the localisation configuration

<table>
<thead>
<tr>
<th>Performance measure:</th>
<th>Modelled in ontology as:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pose uncertainty, trend line type</td>
<td>property attribute of data instance “pose uncertainty”</td>
</tr>
<tr>
<td>Pose uncertainty, fit parameter</td>
<td>quality attribute of data instance “pose uncertainty”</td>
</tr>
<tr>
<td>Pose uncertainty, goodness of fit</td>
<td>quality attribute of data instance “pose uncertainty”</td>
</tr>
<tr>
<td>Pose error, trend line type</td>
<td>property attribute of data instance “vehicle pose”</td>
</tr>
<tr>
<td>Pose error, fit parameter</td>
<td>quality attribute of data instance “vehicle pose”</td>
</tr>
<tr>
<td>Pose error, goodness of fit</td>
<td>quality attribute of data instance “vehicle pose”</td>
</tr>
<tr>
<td>Coherence of uncertainty and error</td>
<td>MOP attribute of the configuration</td>
</tr>
</tbody>
</table>

4-2 Simulations for collecting performance data

The simulations that were done to obtain values for the described performance measures under several conditions were performed using a ROS and Gazebo based UUV Simulator, which is described in [63] and was developed for the SWARMs project that was mentioned in Chapter 2. Gazebo is an open-source robotics simulator, which was extended by the authors of [63] to enable simulating in underwater scenarios. Several simulated vehicles, including the LAUV, have been integrated in the UUV Simulator. At TNO, the virtual model of the LAUV has been extended and adapted in such a way that it forms a good virtual representation of the actual LAUV and its software architecture. In Figure 4-7, a screenshot of the visualisation of the UUV Simulator, with the virtual LAUV in it, is shown.

Figure 4-7: Screenshot of the UUV Simulator visualisation with the virtual LAUV

The simulation environment is set up in such a way that simulations can be done in which the vehicle navigates a given path under predefined environmental conditions, using given vehicle settings, while all desired variable values are recorded in a file. The resulting file can then be used to analyse the performance of a configuration in the vehicle under the conditions that were set for the corresponding simulation.

The following two subsections will discuss what paths, vehicle settings and environmental conditions were used in the simulations for the two configurations considered here and will present the results that were obtained by analysing the recorded simulation data.
4-2 Simulations for collecting performance data

4-2-1 Simulations for the propulsion and steering control configuration

Simulation scenarios

In the simulations that were done for the “propulsion and steering control configuration”, the LAUV was given a path consisting of a 90 degree turn followed by a straight track of 300 metres at a constant depth of 18 metres below the water surface. The variables that were recorded during the simulations are the vehicle’s actual position, orientation and speed. Three of the conditions that were mentioned in the previous section were varied for the different simulations, using the parameter values shown in Table 4-5. Both the current direction and the current speed were varied in order to test the robustness of the configuration against currents under water.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Values</th>
</tr>
</thead>
</table>
| Current direction | 0°  
45°  
90°  
135°  
180°  
225°  
270°  
315° |
| Current speed   | 0 m/s  
0.2 m/s  
0.4 m/s |
| Initial turn radius | 10 m  
20 m |

The current direction is defined relative to the direction of the straight track of the path (i.e. the direction of the y axis of the global frame, as is shown in Figure 4-8). A current direction with an angle of zero degrees thus implies that the vehicle (shown in orange in Figure 4-8) moves with the current on the straight track and an angle of 90 degrees means that the current comes in from the left on the straight track, as is illustrated in Figure 4-8. The orange shape in this figure represents a top view of the vehicle pointing in the direction of the straight track and the blue arrows represent the different current directions that were used in the simulations.

For the current speed, three different values were used, one of which is 0 m/s (the no current scenario). Apart from the current direction and speed, the radius of the 90 degree turn before the straight track was varied too, using two different values. This initial turn radius was varied to see the effect on how long it takes the vehicle to achieve a “steady state” condition when travelling the straight section of the path after this 90 degree turn.

Figure 4-8: Schematic top view of the different current directions (blue arrows), shown with the vehicle (in orange) for reference.
Simulations were performed for all different combinations of values for the three conditions shown in Table 4-5. The total number of different simulation scenarios thus was 34, as the current direction did not need to be varied for a current speed of 0 m/s, and for all of these scenarios, ten different simulations were performed. In these simulations, the vehicle’s pose controller was given the actual vehicle pose to use for control, instead of the pose estimated by the “localisation configuration”, to eliminate the influence of the “localisation configuration” on the actual pose and obtain performance data that can be used to assess the performance of the “propulsion and steering control configuration” only. The controller settings were kept constant for all simulations since it was still under development at the time of simulating. The reference speed for the controller was set to 2 metres per second and the look-ahead distance was set to 12 metres.

Results for two single simulations

After performing the simulations for all different scenarios, the recorded data was analysed and processed to obtain values for the defined performance measures. Before presenting these results, first some of the data that was recorded in two individual simulations will be shown in order to give an idea of what these simulations entailed and what difference a change in the conditions can make. The data that will be presented here is from simulations for two of the 34 scenarios that were described above. In the first scenario, there were no currents and the initial turn radius was 20 metres, which the configuration should be able to deal with. For the second scenario, however, the current speed was set to 0.4 metres per second with a direction of 90 degrees and the initial turn radius was set to 10 metres.

In all simulations for this configuration, the starting point and path of the vehicle were chosen such that it would first perform a straight track of 30 metres, then perform a 90 degrees turn with the given radius and then travel a straight track of 300 metres that is aligned with the y axis (as defined in the simulation environment, illustrated in Figure 4-8). In all simulations, a data recording frequency of 10 Hz was used.

Results for the travelled path  In Figures 4-9 and 4-10, the actual path that the vehicle travelled is shown for the two selected simulations (in x and y direction). The black dots shown on the path correspond to the positions at which the controller started or finished controlling the vehicle’s pose along the straight part of the track. Both figures show a small anomaly in the path, namely the horizontal section going from (0,0) to (-50,0) in Figure 4-9 or to (-40,0) in Figure 4-10. This section of the path was not travelled by the vehicle, but appears in the figures because the virtual vehicle was loaded into the simulation environment with a short delay and therefore the very first data points for the position were given the value (0,0) instead of the real starting point of the vehicle. Figure 4-9 shows that the controller was indeed able to keep the vehicle on the planned track in the no current scenario. In the other simulation, however, the vehicle deviated from the planned path after starting the 90 degrees turn and did not fully reach the straight section of the path due to the currents coming in from the left side with respect to the direction of the straight track.
Results for the position error  Figures 4-11 and 4-12 show the position error of the vehicle over time at the straight section of the path, so at the path sections in between the black dots in Figures 4-9 and 4-10. For this configuration, only the position error in x direction is considered, since this says most about whether the vehicle is on track or not, which is crucial in a survey task. The error was defined as the reference value (x=0) minus the actual position value.

Figure 4-11 shows that in the no current scenario, the vehicle actually reaches the correct track and the initial error is quite small. In the other scenario, however, the vehicle is still 3 metres to the right of the track in its steady state situation. In addition, the error in the initial part of the straight track rises to 15 metres and it takes the vehicle much longer to reach its steady state situation. The red dot in both figures denotes the moment at which the vehicle is considered to have reached its steady state situation. This steady state situation was defined as the situation in which the vehicle stays within a fixed distance in x direction around the steady state x value, which is the value that the position in x direction converges to (as can be seen in Figures 4-9 and 4-10). The value of this fixed distance in x direction within which the vehicle has to stay was chosen to be five percent of 0.7 metres, which was the position error at the start of the straight track in the reference scenario with no currents and a large initial turn radius (which was the scenario that was used for the results shown in Figure 4-11). So the red dots in Figures 4-11 and 4-12 are placed at the points after which the position error stays within 0.035 metres of the steady state error value, which is 0.0 metres in Figure 4-11 and -3.1 metres in Figure 4-12. The red dots in these figures also mark the
moments at which the settling distance has been travelled, because the settling distance was defined as the distance in y direction from the start of the straight track to the point at which the vehicle reaches its steady state situation.

![Position error over time](image1)

**Figure 4-11:** Position error in simulation without currents and with large initial turn radius

![Position error over time](image2)

**Figure 4-12:** Position error in simulation with currents and with small initial turn radius

**Results for the orientation error** In Figures 4-13 and 4-14, the orientation error over time along the complete path is shown. The orientation error is defined as the reference orientation, which is the orientation that the vehicle should have on the straight track, minus the actual orientation in the global frame (with the x and y axes as shown in Figures 4-9 and 4-10 and the z axis pointing upwards). For the angles around the x and y axes, the reference value is 0, such that the vehicle is horizontal in the water with its antenna pointing upward. The reference for the angle around the z axis is set to 90 degrees, since the vehicle should travel along the positive y axis on the straight part of the path. The two vertical black lines in Figures 4-13 and 4-14 indicate the moments at which vehicle starts and stops travelling along the straight track of the planned path. In both simulations, the vehicle starts with its front
pointing in positive x direction, which corresponds to an actual angle around the z axis of 0 degrees. The orientation error for the z axis therefore is 90 degrees at the start of both simulations. In both cases, too, there are no large variations in the orientation for the x and y axes. There is, however, a major difference between both simulations when looking at the orientation error for the z axis. In Figure 4-13, the orientation error for the z axis reaches 0 degrees, which means that vehicle actually pointed in positive y direction when it was travelling the straight track. In Figure 4-14, on the other hand, the orientation error for the z axis does not converge to 0 and shows a large overshoot after the 90 degrees turn, which corresponds to what the travelled path in Figure 4-10 looks like.

Figure 4-13: Orientation error in simulation without currents and with large initial turn radius

Figure 4-14: Orientation error in simulation with currents and with small initial turn radius

The six images that were described above indicate that in the first simulation the “propulsion and steering control configuration” worked well and could send the vehicle along the planned path, whereas in the second simulation the performance of the configuration was worse due to the changed conditions. Below, this observation will be explored by looking at the values that were obtained for the defined performance measures over all performed simulations.
Overall simulation results (measures of performance)

**Results for the settling distance** The first performance measure that was defined for this configuration is the settling distance, which was explained in the discussion of Figures 4-11 and 4-12. The values that were found for the settling distance in all simulation scenarios are shown in Figure 4-15.

![Settling distance for different conditions](image)

**Figure 4-15:** Settling distances. In the legend, “v” is short for current speed and “r” is short for initial turn radius.

The figure shows that when the initial turn radius was small (indicated in the legend with “r=10.0m”), the effect of a change in the current direction on the length of the settling distance was more pronounced than it was for a larger initial turn radius (indicated in the legend with “r=20.0m”). In addition, a larger current speed (“v=0.4m/s”) led to larger differences in the settling distance with a changing current direction than was the case for a current speed of 0.2 metres per second. Of the two no current conditions, the condition with the larger initial turn radius led to the smallest settling distance. Another observation that can be made from Figure 4-15 is the presence of currents can also have a positive effect on the settling distance, which is most obvious for the scenario with a current speed of 0.2 metres per second, a current direction of 225 degrees and an initial turn radius 10 metres (the minimum of the blue solid line in the figure). In the simulations for this scenario, the settling distance was about 20 metres smaller than in the no current situation with a large initial turn radius.

**Results for the steady state position error** In Figure 4-16, the values that were found for the second performance measure - the mean steady state position error in horizontal direction (x direction) with respect to the straight track - are shown for all scenarios. The values shown in this figure were calculated for the steady state situation, which means for the part of the straight track in which the effects caused by the initial 90 degrees turn have died out. This can be observed in the figure from the fact that the lines for the scenarios in which the current speed is the same but the initial turn radius differs overlap. In addition, the figure shows that the vehicle was right on track in the no current situations and in the cases where the current
flowed in the direction of the straight track or in opposite direction. On the other hand, when the current came in from the left side of the track, the vehicle had a position error to the right of the track and vice versa, which corresponds to what was expected. The largest mean position error (about 3 metres) was reached in the scenarios in which the current came in perpendicular to the track and the current speed was largest, which is also as expected.

![Mean position error for different conditions](image)

**Figure 4-16**: Mean steady state position error. In the legend, “v” is short for current speed and “r” is short for initial turn radius.

**Results for the steady state orientation error (in z, x and y direction)** The third performance measure was the mean steady state orientation error of the vehicle. The error values that were found for the orientation in z, x and y direction are shown for all simulation scenarios in Figures 4-17, 4-18 and 4-19 respectively.

![Mean z angle error for different conditions](image)

**Figure 4-17**: Mean steady state orientation error in z direction. In the legend, “v” is short for current speed and “r” is short for initial turn radius.
Performance assessment

The orientation error in z direction is shown first because it is somewhat easier to imagine and understand than it is for the other two directions, since the error in z direction corresponds to the heading of the vehicle with respect to the direction of the straight track. In Figure 4-17, the lines for the scenarios with the same current speed but different initial turn radius again overlap. The mean values for the orientation error in z direction show much more variation than for the x and y directions. This is as expected, since the LAUV uses a propeller and actuated fins to control its position and thus needs to vary its heading for changing its position. In the no current scenarios and the scenarios where the current flows in the direction of the straight track or in the opposite direction, the mean error is 0, which means that the vehicle’s heading is equal to the direction of the straight track. Since for these scenarios the mean position error was also 0, the vehicle thus perfectly follows the straight track in these cases. The lines of Figure 4-17 actually very much resemble those of the mean position error, in Figure 4-16. This is intuitive, because when the position error is positive, the vehicle is on
the left side of the track and the vehicle’s pose controller should thus make the vehicle head towards the track, which corresponds to a positive error for the orientation in z direction. Therefore, in Figure 4-17, too, the minima and maxima are reached for the scenarios where the currents flows perpendicular to the straight track.

For the orientation error in x direction, the mean values (shown in Figure 4-18) are very small, which is as expected. However, the fact that the lines for the scenarios with the same current speed but different initial turn radius do not overlap is still conspicuous. For both the z and y directions (Figures 4-17 and 4-19), these lines do overlap. The initial turn radius, therefore, does seem to have an effect on the mean orientation error in x direction in the steady state situation, although this effect is very small and may be negligible in actual operations.

In the blue and green solid lines in Figure 4-18, which represent the scenarios with currents and a small initial turn radius, also a trend with changing current directions can be recognised. The explanation for these variations in the mean value of the orientation error in x direction was found by looking at the data that was recorded in individual simulations. The recorded values for the orientation error in x direction over time showed that this error generally had not yet reached a steady state value at the moment that was defined to be the start of the steady state situation for the vehicle (which was based on the position error in x direction). Therefore, the mean values shown in Figure 4-18 do not represent the steady state orientation error in x direction, but they reflect the effects of the control efforts of the vehicle to get through the initial turn.

For the orientation error in y direction, shown in Figure 4-19, a clear trend with changing current directions is visible. Just as for the x direction, the values for the mean orientation error in y direction are quite small, but in this case it is clear that the absolute value of the error is maximal when the current flows in the direction of the straight track and minimal when it flows in opposite direction. The data that was recorded for the orientation error in y direction in individual simulations showed that the mean values in Figure 4-19 do represent the steady state values of this error. The values in Figure 4-19 thus correspond to the steady state error for the orientation in y direction. The fact that this steady state error varies with the current direction and speed suggests that this error is the result of hydrodynamic effects of the current on the vehicle.

Results for the steady state speed error  The fourth performance measure for this configuration is the mean steady state speed error. The values that were found for this error for all simulation scenarios are shown in Figure 4-20. In this figure, the lines for the scenarios with the same current speed but different initial turn radius again overlap. It is useful to mention here that the PID controller that was implemented in the virtual vehicle for control of propulsion and steering was still under development at the time of simulating and especially the control of the vehicle’s speed was not yet as desired. The fact that the mean speed error was about 0.1 metres per second in the no current scenarios illustrates this. However, the values that were found and especially the trends in those values can be used to say something about the configuration performance. The figure shows, for instance, that the maxima for the speed error, and thus the minima for the actual speed, were reached when the current flowed in the direction opposite to that of the straight track, which is as expected. In addition, the values of the speed error for scenarios where the current flowed perpendicular to the straight track were very similar to those of the no current scenarios and the minimum speed error.
values (and thus maximum speeds) were reached when the current flowed in the direction of the straight track.

![Mean speed error for different conditions](image)

**Figure 4-20:** Mean steady state speed error. In the legend, “v” is short for current speed and “r” is short for initial turn radius.

**Results for the standard deviations of the steady state orientation and speed errors** Figures 4-21 and 4-22 show the values that were found for the last two performance measures: the standard deviations of the orientation error in z direction and of the speed error, both for the steady state situation. The mean values for these two errors were shown in Figures 4-17 and 4-20.

![z angle error standard deviation for different conditions](image)

**Figure 4-21:** Standard deviation of the orientation error in z direction. In the legend, “v” is short for current speed and “r” is short for initial turn radius.
4-2 Simulations for collecting performance data

The standard deviations for these two errors give an indication of how large the variations in the vehicle’s heading and speed are and thus how steady the vehicle is travelling along the straight track of the path. The magnitude of these variations is important for a survey task because large variations in the heading and speed can be detrimental to the quality of the sonar images that are collected during surveying. For both errors, the values for the standard deviation are quite small compared to the values that were found for the mean error, so both the orientation in z direction and the speed had very constant values in the steady state situations. This indicates that, in the scenarios that were tested, the vehicle had a very stable heading and speed, which would have been favourable for the imaging quality if the vehicle had been performing an actual survey task.

Application of the simulation results

To illustrate what the described simulation results can be used for, a small performance assessment use case for the “propulsion and steering control configuration” will be described here. The search task of the LAUV will be used as a reference. The situation of the use case is as follows: a LAUV with the “propulsion and steering control configuration” of Figure 4-4 is tasked with navigating a lawnmower pattern over an area of the seabed in order to search this area for objects. To survey the area properly, the LAUV should travel along a planned lawnmower path consisting of straight tracks and turns. In the survey area, there is a current in a direction that is perpendicular to the direction of the straight tracks. This situation is illustrated in Figure 4-23, where the black dotted line represents the planned path and the blue arrow represents the current. The question now is how well the LAUV is expected to follow the straight tracks of the planned path, given the current speed and the radius of the turns in the planned path. To answer this question, the obtained results for the settling distance and for the mean steady state position error can be used. Suppose that the current speed is 0.4 metres per second and that the turn radius is 20 metres, the expected values for the settling distance and for the steady state position error...
in horizontal direction then are 33 metres and 3.0 metres respectively (as read from Figure 4-15 and 4-16). In the situation as it is illustrated in the figure, the LAUV would thus travel 3 metres to the right of the straight tracks after using 33 metres in vertical direction on each track to achieve a steady state. This information can be used as a prediction of performance, but could also be exploited to improve performance; the straight tracks of the planned path could for instance be extended by 33 metres and shifted 3 metres to the left to compensate for both the expected settling distance and the expected position error. Other performance measures, such as the expected orientation error and the expected standard deviation of the speed error, could be used to make an estimate of the expected imaging quality.

4-2-2 Simulations for the localisation configuration

Simulation scenarios

In the simulations for the “localisation configuration”, the LAUV was given a path in the form of a lawnmower pattern and during the simulations the actual position of the vehicle and its estimated position, with covariances, were recorded. The conditions that were varied for the different simulations are the combination of sensors that was used, the length of the legs in the lawnmower pattern and the number of legs in between GPS fixes. For the turns in between the legs in the lawnmower pattern, a fixed radius of 20 metres was used. The different conditions that were used are shown in Table 4-6. Simulations were done for all different combinations of values for the three conditions in this table, so, in total, there were 18 different simulation scenarios. The lengths of the legs were chosen to be similar to the leg lengths that are used at TNO for trials with the LAUV. The values for the number of legs in between GPS fixes were selected based on the position error growth that was observed in test simulations. For each of the 18 different simulation scenarios, one or more simulations were performed such that usable data was obtained for at least ten sets of consecutively performed legs in between GPS fixes. The simulations always started with the LAUV at the water surface to enable it to perform a GPS fix before starting with the planned lawnmower path.
Table 4-6: Conditions used for simulations for the localisation configuration

<table>
<thead>
<tr>
<th>Condition</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combination of sensors systems</td>
<td>IMU, GPS</td>
</tr>
<tr>
<td></td>
<td>IMU, GPS, DVL</td>
</tr>
<tr>
<td>Leg length</td>
<td>300 m</td>
</tr>
<tr>
<td></td>
<td>550 m</td>
</tr>
<tr>
<td></td>
<td>800 m</td>
</tr>
<tr>
<td>Number of legs between GPS fixes</td>
<td>3 tracks</td>
</tr>
<tr>
<td></td>
<td>4 tracks</td>
</tr>
<tr>
<td></td>
<td>6 tracks</td>
</tr>
</tbody>
</table>

Results for two single simulations

As was done for the “propulsion and steering control configuration” in the previous subsection, first the data that was recorded in two single simulations will be presented to show what happened in these simulations for two of the 18 different scenarios. In these two scenarios, the same path was used (a lawnmower pattern with a leg length of 550 metres, three legs in between GPS fixes and a total number of 30 legs), but in one scenario only the IMU and the GPS were used for localisation, while in the other scenario the DVL had been added to the configuration. In all cases, the data again was recorded with a frequency of 10 Hz.

Results for the travelled path

In Figures 4-24 and 4-25, the path that the vehicle has travelled is shown for the two selected simulations. Figure 4-24 shows the travelled path for the simulation in which only IMU and GPS were used in the configuration and Figure 4-24 shows it for the simulation in which DVL was used additionally. In both cases, the vehicle started at position (0,0), which is in the upper left corner of both figures. The blue line in both figures represents the vehicle’s estimated position over time and the red line represents the path that the vehicle actually travelled. On these lines, the start and end points of the legs are shown with dots in the respective colours. The blue lines very accurately follow the planned path (not shown in the figures), which indicates that the vehicle would have been able to accurately follow this path if it would have had access to its real position. Due to errors in the estimated position, however, the path that the vehicle actually travelled sometimes diverges from the planned path, especially in Figure 4-24.

The depth of the vehicle is not shown here, but after every three legs the vehicle went to the water surface to take a GPS fix and then went back to navigation depth (6 metres below the water surface) to continue the lawnmower path. The vehicle was programmed to go to the surface and back in a turn (helix), which explains the circular path sections after every three legs in both figures. In Figure 4-24, the points at which the GPS fixes are actually performed can be observed in the estimated path (with some effort). At these points, the estimated position suddenly shifts, and afterwards, the estimated path is aligned with the actual path for a while. The reason for this shift in the red line is that the error in the estimated position, which has grown after travelling a few legs under water due to integration drift, is reset to 0 by taking an accurate position measurement via the GPS. In Figure 4-25, these shifts in the estimated position can not be observed because the position error just before a GPS fix is much smaller than it was in the simulation for Figure 4-24. Along the whole path,
actually, the error in the estimated position is much smaller in Figure 4-25 than in Figure 4-24, as can be seen from the fact the red and blue line are much more aligned in Figure 4-25 than in Figure 4-24. This result is as expected since in the simulation of Figure 4-25 the localisation configuration was extended with a DVL. This DVL provided measurements of the vehicle’s velocity and by combining these with the measurements outputted by the IMU in a sensor fusion algorithm (in this case a Kalman Filter), more accurate position estimates were obtained under water than was the case when using only an IMU.

Results for the position error and the position uncertainty

Figures 4-26 and 4-27 show the position error and the position uncertainty over time for both simulations. The position error is calculated as the difference between the estimated position and the actual position and the position uncertainty is calculated by taking the square root of the individual covariance values for the position in x and y direction as outputted by the Kalman filter.

Both the error and the uncertainty are shown separately for the x direction and the y direction. As can be seen in Figure 4-24 and 4-25, the x direction corresponds to the direction that the legs are oriented in and the y direction is perpendicular to the legs. For this configuration, only the position error and uncertainty in x and y direction were analysed, since the error
and uncertainty in these directions are most important for the coverage performance of the vehicle. The vertical black lines in Figures 4-26 and 4-27 indicate the moments at which the vehicle was at the start or end point of a leg.

In both simulations, the covariances outputted by the Kalman filter were the same for the x and y directions, so in Figures 4-26 and 4-27, the lines for the uncertainty in x and y direction (in blue and orange respectively) overlap. Another similarity between both figures is that the moments at which a GPS fix is performed can be clearly identified by the steep drops in the uncertainty values. In many other aspects however, the figures are very different.
The first major difference is that the uncertainty and especially the error reach much higher values in the simulation without DVL than in the one with DVL. For the position error, this corresponds to what was seen in Figures 4-24 and 4-25 for the travelled path in both cases. In addition, the progression of both the uncertainty and the error is very different for the two figures. In Figure 4-26, the growth of the uncertainty in between GPS fixes seems to be linear, as is the case for the error, although less clearly so. In Figure 4-27, on the other hand, the growth of the uncertainty seems to follow the line of a square root function. The position error in this case seems to be constant over a leg, where the error in y direction has similar values for all three legs in between GPS fixes and the error in x direction seems to switch between a high and a low value. The small peaks in the green line in Figure 4-27 are thought to be caused by small differences in timing between the updates of the actual position and the estimated position during the simulation (the position error is calculated as the difference between the actual and estimated positions).

**Trend lines through the uncertainty data** In Figures 4-28 and 4-29, the uncertainty data that was shown in Figures 4-26 and 4-27 is shown again, but then cropped for each set of three legs in between GPS fixes and normalised for time. In Figure 4-28, the data is also normalised for the first uncertainty value in the first leg, such that all lines start at the point (0,0). These figures thus show the growth of the uncertainty over three consecutive legs for ten different sets of legs in between GPS fixes, as indicated by the ten coloured lines in both figures.

![Position uncertainty and fitted line](image)

**Figure 4-28:** Normalised uncertainty data of simulation without DVL and the mean trend line fitted through this data

In Subsection 4-1-3, it was mentioned that two of the performance measures that were defined for this configuration are the type of line that can be fitted through the pose uncertainty and a parameter that characterises this fit. In the simulations that were performed, only the uncertainty for the position in x and y direction was taken into account for analysing performance and the data as it is shown in Figures 4-28 and 4-29 was used for this analysis. To illustrate this, both figures show a black dashed line that represents the mean trend line fitted through all ten lines in the figures. For Figure 4-28, a linear line was fitted through
the normalized uncertainty data and the corresponding steepness of the line is shown in the white box in the figure, together with the standard deviation of the fit (which will be explained below). This steepness value can be used as a parameter for characterising the fitted line. For Figure 4-29, a square root function was fitted through the ten lines in the figure, and the parameters that were found for this function are shown in the white box in the figure. Below, the methods used for fitting these lines and the values that were obtained for the performance measures will be discussed.

Overall simulation results (measures of performance)

As was shown in Figures 4-26 and 4-27, the progression of the position uncertainty and the position error is very different when a DVL is or is not used in the "localisation configuration". This also affects the way in which the values for the performance measures for the configuration should be determined. Therefore, for most of the performance measures defined in Subsection 4-1-3, the values that were found will be shown here in separate figures for the cases without and with DVL.

The first three performance measures that will be discussed here are the type of line that can be fitted through the position uncertainty data, a parameter that characterises this fit and a value indicating the goodness of fit. Only the position uncertainty in x and y directions will be taken into account here and in all simulations the uncertainty outputted by the Kalman filter was the same for the x and y directions.

Type of trend line and parameter characterising the fit for the position uncertainty data

For the scenarios without DVL, the uncertainty seemed to grow in a linear manner in between GPS fixes, so the first performance measure was given the value “linear” for these cases. For the scenarios with DVL, however, a square root function was used to fit lines through the uncertainty data, so the first performance measure was given the value “square root”.
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The definition of the basic square root function that was used is given in Equation 4-1 and was already shown in Figure 4-29. The parameters $c_1$, $c_2$ and $c_3$ in this function represent constants.

$$f_{fit}(x) = c_1 \cdot \sqrt{x + c_2} + c_3$$ (4-1)

Since the type of line that was used for fitting trend lines through the position uncertainty data was different for the cases without and with DVL, the parameter that was used as a characterisation of the fit was also different for these cases. For the cases without DVL and thus with linear trend lines, the steepness of these fitted lines was considered to be a suitable parameter. Therefore, for the simulation scenarios without DVL, the data that was recorded for all sets of legs in between GPS fix times was combined for each particular scenario, and linear lines were fitted through the combined uncertainty data. This fitting process was performed using Python, and more specifically the command `polyfit` of the numpy package [64]. This command can be used to obtain a least squares first degree polynomial fit through a dataset. The resulting values for the steepness of the lines fitted through the uncertainty data for the 9 different simulation scenarios without DVL are shown in Figure 4-30. The figure shows that the value of the steepness of the fitted line decreases with an increase of the leg length (indicated in the legend) and with an increase of the number of legs between GPS fixes (indicated along the x axis). The conclusion that can be drawn from this is that the steepness of the line fitted through the uncertainty data decreases as the distance that the vehicle consecutively travels under water increases.

![Figure 4-30: Steepness of fit through uncertainty data (without DVL). In the legend, “l” is short for leg length.](image)

For the cases with DVL, the function of Equation 4-1 was used to fit trend lines through the uncertainty data. The first parameter ($c_1$) in this equation was considered to be the most significant characteristic of this function, so this parameter was used as the second performance measure (the parameter that characterises the fit) for the uncertainty data. The values that were found for this parameter are shown in Figure 4-31 for the 9 different simulation scenarios with DVL. These values were obtained by fitting a line through the uncertainty data using the command `curve_fit` of the scipy.optimize package in Python [65]. With this command, a function can be fitted through data using a non-linear least
squares algorithm. In this case, the function of Equation 4-1 was given as the model function for the fitting algorithm. Figure 4-31 shows that the value of factor $c_1$ of the fitted function decreases with an increase of the number of legs between GPS fixes and with an increase of the leg length. This indicates that the value of this factor decreases when the distance that the vehicle consecutively travels underwater increases.

![Figure 4-31: Factors for fits through uncertainty data (with DVL). In the legend, “l” is short for leg length.](image)

**Goodness of fit for the position uncertainty data** The third measure of performance for the “localisation configuration” is a parameter that should indicate the goodness of fit for the fitted trend lines. The parameter that was chosen for this is the standard deviation of the difference between the data points and the fitted line. The value for this standard deviation ($\sigma_{fit}$) was calculated by taking the square root of the mean of the square of the difference between data points and the corresponding value on the fitted line, as shown in Equation 4-2.

$$\sigma_{fit} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - f_{fit}(x_i))^2} \quad (4-2)$$

In this equation, $N$ is the total number of data points, $(x_i, y_i)$ is a specific data point and $f_{fit}$ is the function that represents the fitted line.

The values that were found for $\sigma_{fit}$ for the position uncertainty in the scenarios without DVL are shown in Figure 4-32. For these scenarios, the function representing the fitted line can be written as $f_{fit}(x) = c_1 \cdot x + c_2$, where the parameter $c_1$ represents the steepness of the fitted line. The figure shows that the standard deviation for the fit through the uncertainty data is quite small in all cases, which indicates that the fitted linear lines form a good representation of the data sets.

In Figure 4-33, the values that were found for $\sigma_{fit}$ for the position uncertainty in the scenarios with DVL are shown. For these cases, the function $f_{fit}$ was equal to the function of Equation 4-1. The figure shows that the obtained values are very small for all scenarios, so the fitted lines form a good representation of the uncertainty data.
The three performance measures that were described above for the position uncertainty data were also used for the position error data that was recorded in all simulations for the “localisation configuration”, as will be explained below. Again, only the position error in x and y direction was taken into account.

**Type of trend line and parameter characterising the fit for the position error data** In the scenarios without DVL, the position error showed a linear increase over time, so the type of trend line that can be fitted through the data is “linear”. In addition, the steepness of these linear trend lines can be used to characterise the fit, in the same way as was done for the position uncertainty data for the cases without DVL. The resulting steepness values
that were found for the position error in x and y direction in all 9 scenarios without DVL are shown in Figure 4-34. The steepness values for the position error data show much more variation than those found for the uncertainty data, which were shown in Figure 4-30. This is as expected, because the growth of the position error over time showed much more variation over different leg sets than the growth of the position uncertainty, as was illustrated in Figure 4-26. In addition, the trend that was seen in the steepness values for the position uncertainty in Figure 4-30 is not obvious in the steepness values for the position error in Figure 4-34.

For the scenarios with DVL, the position error data did not show a continuous trend over consecutive legs in between GPS fixes, as was shown in Figure 4-27, so it is not desirable to fit a continuous function through this data. However, the position error values do seem to
be constant over a leg and, in general, the error in y direction has similar values for all legs in a set of consecutive legs and the error in x direction seems to switch between a high and a low value. Therefore, the decision was made to use a horizontal trend line to approximate the position error in y direction in between GPS fixes and a discontinuous horizontal trend line that switches between two values for the error in x direction. The constant error values corresponding to these horizontal trend lines were chosen to be equal to the mean values of the position errors over all leg sets that were recorded for a scenario, using one mean value for the y direction and two mean values (“low” and “high”) for the x direction. These mean error values therefore also are suitable parameters for characterising the fit of the trend lines through the position error data for the scenarios with DVL. The three mean error values were thus calculated for every scenario with DVL and are shown in Figure 4-35. The figure shows that there is some variation in the values over the different scenarios. Based on these results, however, no conclusion can be drawn about trends in the mean error values over a changing number of legs or over a changing leg length.

Goodness of fit for the position error data For the third performance measure for the position error data (the value indicating the goodness of fit), again the function of Equation 4-2 was used. The function of the fitted line \( f_{\text{fit}} \) corresponded to a linear line in the cases without DVL, with the steepness of the line equal to the values shown in Figure 4-34. For the cases with DVL, the constant values of Figure 4-35 were used as \( f_{\text{fit}} \). The resulting values that were found for \( \sigma_{\text{fit}} \) are shown in Figure 4-36 for the cases without DVL and in Figure 4-37 for the cases with DVL.

![Figure 4-36: Standard deviations for fits through error data (without DVL). In the legend, “l” is short for leg length.](image)

Figure 4-36 shows that the standard deviations for the lines fitted through the position error data for the cases without DVL are very high, especially when compared to the standard deviations that were found for the lines fitted through the uncertainty data (shown in Figure 4-32). These high values for the standard deviations could also explain why it is hard to find a trend in the corresponding steepness values of Figure 4-34. In part, these high standard deviations...
deviation values can be explained by the relatively low number of simulations that were performed for each scenario. As was illustrated in Figure 4-26, the growth of the position error differs much more for the different leg sets than it does for the position uncertainty, so a line fitted through the position error data will have a worse value for the goodness of fit than a line fitted through the position uncertainty data for the cases without DVL.

![Figure 4-37: Position error standard deviation (with DVL). In the legend, “l” is short for leg length.](image)

For the scenarios with DVL, too, the standard deviations for the lines fitted through the position error data are quite high, although generally much lower than those found for the scenarios without DVL. By comparing the mean error values of Figure 4-35 with the standard deviations of Figure 4-37, the conclusion can be drawn that, although the position error values are constant over a leg, the variation of this error value over all legs for a simulation scenario is quite large. For some scenarios, the value of the standard deviation is even larger than the value of the corresponding mean. Most of the times, this was caused by outliers in the position error data, which are thought to be caused by erroneous processes in the virtual Kalman filter when a GPS fix is performed. Performing more simulations for each scenario can help to attenuate the effect of these outliers in the data on the obtained values for the mean and standard deviation of the position error.

**Coherence of fits through the position error and uncertainty data** Apart from the three performance measures that were described above for both the position uncertainty and the position error, a fourth performance measure was defined with the aim of comparing the uncertainty data with the error data to get an indication of how well the position uncertainty values represent the actual position error. Since trend lines were used to characterise the position uncertainty and error for each scenario, these fitted lines will be used for comparing the uncertainty data with the error data.

For the scenarios without DVL, a linear trend line was used for both the uncertainty data and the error data. Therefore, the ratio between the steepness values of the trend lines for the position error and for the position uncertainty was chosen as the measure to represent the coherence between the fitted lines. The values that were found for this ratio are shown
in Figure 4-38 for all 9 scenarios without DVL. Not surprisingly, the values obtained for this performance measure show a similar pattern as the steepness values for the trend lines through the position error data, shown in Figure 4-34, since the steepness values for the position uncertainty are relatively small and are similar for the different conditions. Another observation that can be made from Figure 4-38 is that the obtained values are quite high in most cases, which means that the steepness values for the position error are much higher than those of the position uncertainty. This indicates that the position uncertainty values outputted by the Kalman filter, as it was implemented in the virtual vehicle at the time of performing the simulations for this configuration, do not provide an accurate estimate of the actual position error.

For the scenarios with DVL, the type of trend line that was used for the uncertainty data is different from the type used for the error data and the parameters that were used for characterising both fits thus are different as well. Therefore, the lines fitted through the position uncertainty data and through the position error data could not be compared in the same way as was done for the cases without DVL and thus the conclusion was drawn that there is no coherence between the fitted lines for the cases with DVL. The values for this last performance measure thus were set to “none” for the scenarios with DVL.

**Application of the simulation results**

For this configuration too, the situation in which the LAUV has to navigate a lawnmower pattern over an area of the seabed can be used to illustrate how the described simulation results can be applied. The values that were obtained for the performance measures under different conditions can be used to predict how the “localisation configuration” of the LAUV will perform. For instance, if the LAUV does not have a DVL and has to travel a lawnmower path with legs of 550 metres and with a GPS fix after every 6 legs, the results described above can be used to make predictions of the position uncertainty and position error of
the vehicle along the path. For this example, the uncertainty and error are expected to grow linearly, where the uncertainty grows with an expected steepness of 0.00365 metres per second and the error grows with an expected steepness of 0.0125 metres per second for the x direction and 0.0180 metres per second for the y direction (as read from Figures 4-30 and 4-34). The expected position error after travelling one leg under water at a speed of 2 metres per second thus is 3.4 metres (absolute value) in the direction of the leg (x direction) and 5.0 metres (absolute value) in the direction perpendicular to the leg (y direction). The expected value for the position uncertainty after one leg, however, is only 1.0 metres. Based on these expected error values, an estimation can be made of how well the vehicle will cover the area of the seabed. Additionally, this information can also be used to predict the accuracy of the location estimates of objects that are found during the survey of the area, which is relevant for reacquisition of these objects. Again, these performance predictions can also be used to adapt the planned path in order to improve the expected performance.

4-3 Performance processing in the ontology

In the previous section, the values that were obtained for the performance measures of two configurations under varying conditions were described. These values can be included in the developed ontology using the concepts, relationships and attributes that were described in Section 4-1. The question now is how the resulting ontology can be used to infer what tasks a vehicle can perform and how well it can do so, which was the overall goal that was set for the development and implementation of the ontology.

With the data that has been added to the ontology so far, the tasks that a vehicle can perform can be inferred through the reasoning process that was described in Chapter 3, but it is not yet possible to infer how well a vehicle can perform those tasks. The reason for this is that no performance measures for tasks have yet been added to the ontology and the corresponding performance processing instances are still missing too. In addition, first the performance data for more configurations than just the two discussed above should be added to the ontology to be able to assess task performance for all relevant tasks. For the “search task”, for example, also performance data for the configurations that realise capabilities such as “detection and classification sensing and processing” or “path and trajectory planning” is required for assessing task performance. However, the ontology data that has been added so far can be used to explain how performance assessment for tasks could be realised in the ontology, as will be discussed below.

The idea is that, when given a task, the relevant (environmental) conditions and the available vehicles with the components that they are equipped with, the ontology can be used to obtain the set of values of the performance measures for that specific task for each available vehicle. These sets of values should give an indication of which vehicle is best suited for the task under the given conditions. The inference of the values for the task performance measures should happen through automatic reasoning within the ontology. In this reasoning process, the information that is given about the conditions and the available vehicles should be used to obtain the performance measure values for the configurations of each vehicle via the corresponding configuration performance processing instances and these values should then be used to obtain the task performance measure values via the performance processing instance of the task in question. This reasoning process is illustrated in Figure 4-39.
The green blocks in this figure represent the conditions that are given as input to the configuration performance processing instances. These performance processing instances then output the configuration performance measures (shown in blue) for the corresponding configurations, which then serve as input for the task performance processing instance of the task in question. This task performance processing instance uses the performance measures of all configurations that are needed to execute the task for inferring the values for the task performance measures.

What is expected to be most challenging in realising this idea for performance assessment is to choose the performance measures and conditions in such a way that the overall ontology remains comprehensible and the amount of data that is required for inferring performance measure values remains manageable. Another challenging aspect is that, ideally, it should also be possible to collect and supplement the performance data for the performance processing instances through several methods, for instance simulations, real experiments, model calculations or processing of existing data.

To give an idea of how configuration performance measures can be used to assess task performance, a small example will be given here for a task that requires the capabilities corresponding to the two configurations that were described before.

In this example, the task of the LAUV is to navigate a lawnmower pattern under water with a current flowing perpendicular to the direction of the legs, as is illustrated in Figure 4-40.

The lawnmower pattern consists of 12 legs of 300 metres, with turns with a radius of 20 metres in between the legs and with a GPS fix after every four legs. The speed of the current is 0.2 metres per second and the “localisation configuration” and the “propulsion and steering control configuration” are the same as they were presented previously (including DVL). The
connection between both configurations is that the estimated pose that is outputted by the “localisation configuration” will be used by the “propulsion and steering control configuration” for performing pose control. The performance measures of these two configurations can be read from the results that were presented in Section 4-2, but the question here is how the vehicle as a whole performs on the described task. A way to express the expected performance on this path following task is to predict for which parts of the legs of the planned path the vehicle will be travelling steadily and within a certain range of the path. To determine this, the values that were found for the settling distance and the mean steady state position error (performance measures of the “propulsion and steering control configuration”) and the mean values found for the position error in x and y direction (performance measures of the “localisation configuration”) can be used. The values for these performance measures for the situation as it was described above are shown in Table 4-7, where the x direction represents the direction that the legs are in and the y direction represents the direction that is perpendicular to the legs. The mean steady state position error (the second performance measure in the table) is also in the direction perpendicular to the legs.

Table 4-7: Configuration performance measures relevant for the path following task

<table>
<thead>
<tr>
<th>Performance measure:</th>
<th>Value:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling distance</td>
<td>20 metres</td>
</tr>
<tr>
<td>Mean steady state position error</td>
<td>1.5 metres</td>
</tr>
<tr>
<td>Mean position error in x direction</td>
<td>0.6 (low) or 1.1 (high) metres</td>
</tr>
<tr>
<td>Mean position error in y direction</td>
<td>0.2 metres</td>
</tr>
</tbody>
</table>

Based on these configuration performance measure values, the conclusion can be drawn that the LAUV will need about 20 metres on every leg to reach a steady state situation and in this steady state situation, the position error is expected to be 1.1 metres in the direction of the leg and 1.7 metres perpendicular to the leg (using the highest estimates). These results give an indication of how well the vehicle is expected to perform on the path following task. If the type of performance data that was used here would have been available for multiple vehicles, it would have been possible to compare these task performance results for all vehicles in order to determine which vehicle would be best suited for the task.
Chapter 5

Conclusions

5-1 Summary

The objective that was set for this final thesis project was to develop an ontology for assessing the capabilities of AUVs that perform NMCM search operations, in order to support the planning of these operations, and to implement this ontology to show its relevance for the use case. To initiate the development of the ontology, first the use case was analysed to obtain an overview of the domain that was to be modelled. In addition, existing ontologies that are relevant for the use case were studied to learn which approaches were used by other researchers to model similar knowledge domains. In this survey of existing ontologies, the work done by an IEEE working group to develop a common ontology for the field of robotics and automation was found to be very relevant. The set of ontologies that resulted from this work, the Core Ontologies for Robotics and Automation (CORA) [33], and the Task Ontology [44] that was developed as an extension to the CORA were used as a reference for the development of an ontology in this final thesis project.

The initial study of the use case and of existing ontologies resulted in a set of main concepts that would form the basis of the ontology for the use case, namely actor, task, capability, configuration and component. Moreover, the goal was set for the development and implementation of the ontology to be able to automatically infer whether a vehicle with a given set of components can perform a given task and, if so, how well it can execute this task.

In short, the connections between the five main concepts that were modelled in the ontology are the following: an actor (i.e. vehicle for the use case considered here) is equipped with components and has to execute a task; to be able to execute this task, the actor needs a set of capabilities, which it can possess if it has a set of configurations, consisting of connected components, that realise the required capabilities.

To be able to use these general concepts and the connections between them for inferring the capabilities of an AUV that performs NMCM search operations, instances of these concepts that are specific to the use case were identified. The general concepts, the instances that were identified for them and the relationships between them together form the ontology that was developed in this final thesis project and this ontology was implemented using a tool called...
Grakn. The implementation of the ontology allowed for inference of the capabilities of an AUV based on the components it is equipped with, using the reasoning methods of the Grakn software. The idea behind the corresponding reasoning process is that the components of a vehicle can be used to infer the configurations that are available on this vehicle, and these configurations are realisations of capabilities. The inferred configurations thus can be used to infer what capabilities a vehicle can have and thus what tasks a vehicle can perform, since tasks require a set of capabilities.

To realise the second part of the goal that was set for the implementation of the ontology, namely inferring how well a vehicle can execute a task, a methodology for assessing performance had to be developed and included in the ontology. After attempting a model-based approach for performance assessment, the decision was made to use a data-driven method, taking configuration performance as a starting point for assessing task performance. The underlying idea of the developed method is that the performance of a configuration or on a task can be characterised using measures of performance, and that the values of these measures vary with the conditions under which a configuration functions or a task is performed. These performance measure values for different conditions can be obtained from data, for instance from simulations or experiments, and can then be saved in a kind of look-up table together with the conditions that they were determined for. The resulting data sets can be used to predict the performance measure values under given conditions for a configuration or a task.

To include this performance assessment method in the ontology, three main conceptual elements were added, namely condition, measure of performance and performance processing. The performance processing concept represents the look-up table that was mentioned before, as well as the reasoning process that uses this table to output the performance measure values when given the prevailing conditions. For two of the configuration instances that were identified for the use case, the instances for the condition, measure of performance and performance processing concepts were defined and included in the ontology. In addition, performance data was obtained for these configurations by performing simulations in a virtual underwater environment. From the data that was recorded during these simulations, performance measure values could be found for the two configurations under different conditions. Based on these results, the conclusion was drawn that the developed performance assessment method and the corresponding ontology implementation are successful for configuration instances and show potential for task performance assessment as well.

5-2 Conclusions

The main conclusion of this final thesis project is that it is possible to develop and implement an ontology for inferring the capabilities of an AUV that performs NMCM search operations. Inferring a vehicle’s capabilities is useful for planning these operations, since a planning system can plan tasks more optimally if it is “aware” of the capabilities of the available vehicles. Furthermore, the performance assessment methodology that was developed and incorporated in the ontology is expected to be suitable for predicting how well a vehicle can execute a task, since this method was shown to be successful for predicting configuration performance.

Another goal that was set for the development of the ontology was to keep it general enough to be applicable for other autonomous mobile robot use cases, while also making it specific
enough for the use case considered here to be able to achieve the overall goal that was set for the ontology. This desired balance between generality and specificity was accomplished by using instances of concepts to achieve the required level of detail for the use case considered here, while keeping the concepts themselves general enough to be suitable for other autonomous mobile robot use cases.

The development of the ontology was an iterative process in which it was found to be important to have a clear understanding of the objective that was to be achieved by developing and implementing the ontology. In the development process, implementation of the ontology proved to be an important aspect, on the one hand because implementing the developed ontology was found to be a valuable way to validate it and, on the other hand, because it turned out that the choice of the implementation tool has an influence on how the ontology can be used. In this final thesis project, Grakn was chosen as the implementation tool because of the possibilities it offered for querying of and reasoning with the ontology, which was required for achieving the goal that was set for the ontology.

The results that were obtained from simulations for the performance measures of two configurations showed that knowledge about configuration performance under different conditions is useful not only for predicting performance, but also for improving the expected performance on a task by adapting the planning of that task. For example, the expected performance on a path following task in an area with currents can be improved by shifting the planned path to compensate for the expected position error of the vehicle, which can be known from the performance measures of the configuration that handles pose control.

Another finding of the development of a method for performance assessment was that there are many factors that influence performance for the use case considered here and that there are many interdependencies between these factors. Also, performance can be defined and quantified in many different ways and on different levels of complexity. Therefore, the decision was made to take configuration performance as a starting point and to use a data-driven method for performance assessment instead of a theoretical one. Still, the developed method requires the definition of performance measures for characterising performance for a configuration or task, which was found to be challenging.

5-3 Future work

In this final thesis project, an ontology was developed that can be used to infer whether an AUV with a given set of components can perform a given task for an NMCM search operation. However, some extensions to this ontology are required to also be able to infer how well this vehicle can execute the given task. Most of the work that needs to be done for realising this goal consists of defining conditions and performance measures for all configurations and tasks of the use case and obtaining the corresponding performance data to find values for these performance measures under different conditions.

All data that has been added to the ontology so far is for one specific vehicle (the LAUV of TNO), so another suggestion for future work is to add concept instances and performance data for other vehicles to the ontology. This way, comparing the configuration or task performance measure values of multiple vehicles under the same conditions will be possible.
The developed ontology was implemented using the Grakn software, but it was not yet used in an actual vehicle or by an actual planning system. The ultimate goal of implementing the ontology is to make the knowledge that it contains available to a planning system, such that this system can plan the tasks of an NMCM operation more optimally. To achieve this goal, the ontology and corresponding reasoning processes need to be incorporated in the software architecture of a planning system, which will probably require the development of some form of interfacing. In addition, the planning system needs to be adapted in such a way that the knowledge that is provided by the ontology can be used to improve the planning process.

A suggestion for improvement of the developed performance assessment methodology is to use data processing methods to gain more information from the performance data that is recorded in simulations or experiments. For instance, by finding trends in the values of performance measures over changing conditions, interpolation and extrapolation of the performance data could be used to obtain performance measure values for more different conditions than were tested in simulations or experiments. However, to be able to find trends for the performance measure values that were found so far, more simulations are needed in order to reduce the effects of outliers in the recorded data.

Taking a broader view, a promising direction for further research is to use the developed ontology not only for determining a vehicle’s capabilities before an operation or for predicting performance, but also for online monitoring of a vehicle’s capabilities and performance. In addition, another potential application for the ontology is online performance management. If the performance of a vehicle can be monitored online, the knowledge in the ontology about the expected performance under different conditions could be used, for instance, to adapt component or configuration settings to improve performance.

Finally, it is expected to be advantageous to integrate the developed ontology with other ontologies, such as the CORA and the Task Ontology that were mentioned before. Integration with other ontologies can lead to improvements in the developed ontology and may result in a broader applicability for other use cases. After all, the ability to assess the capabilities and performance of an autonomous vehicle can be a useful asset for improving vehicle autonomy.
Appendix A

Definitions of schema elements

In the three sections of this appendix, definitions are given for the concepts, relationships and attributes that are used in the developed ontology schema, as described in Chapters 3 and 4. These definitions are inspired by the following sources: [44, 25, 66, 67]

A-1 Concepts

This section gives definitions for the concepts used in the ontology schema. The definitions are given in alphabetical order of the concepts, where subtypes of concepts, recognisable by an indentation, are defined directly below their supertype concepts.

**Actor** An autonomous entity, i.e. either a person or an autonomous mobile system, that can have capabilities, can execute a mission and can execute tasks.

- **Human** A person that can have components and capabilities and can act as an autonomous entity performing tasks.
- **Vehicle** An autonomous mobile system that is equipped with components that are part of the vehicle, can have capabilities and can execute tasks.

**Capability** Skill or ability to perform specific actions supporting the ability to execute a task or mission. An actor can have a capability and a task can require an actor to have certain capabilities to be able to execute that task.

- **Planning capability** The ability to plan and execute a more extensive action or set of actions. A planning capability can require one or more execution capabilities.
- **Execution capability** The ability to perform an action that can directly be executed by a configuration of components and that does not require extensive planning.
- **Evaluation capability** The ability to perform an evaluation of actions that have been or are being executed.
Component A physical or virtual element that can be part of a vehicle and that fulfils a certain function that is relevant for one or more configurations.

Configuration Set of components connected through input/output relations that together provide a capability. All input and functionality requirements of all components in the configuration must be fulfilled.

Constraint Limitation to how a task or mission can be executed by an actor.

Environment The surroundings in which an actor executes tasks and which affects the task and the way in which it can be executed.

Environmental condition A state of the environment that can affect the way in which a task can be executed.

Functionality The purpose a component can serve when used.

Goal The desired result or end state for a mission.

Mission Highest level operation to achieve an overall goal, which can be informational or physical or both. A mission can be executed by one or more actors and can consist of one or more tasks that have to be performed in order to fulfil the mission.

Output/Input Concept that is used to model what is exchanged via IO relations. Something that is transmitted from or to a component.

Capacity A resource that a component can require to function and that can be provided by another component.

Data Information produced by sensing components or software components that can be transmitted between components

Physical effect A phenomenon that is part of the environment and that is caused by a (actuating) component or affects a (sensing) component such that it results in internal activity.

Performance processing Implementation of a method for assessing performance, which, when given a set of prevailing conditions, outputs the corresponding values for a set of performance measures for a configuration, task or mission.

Configuration performance processing Performance processing for configurations.

Task performance processing Performance processing for tasks.

Mission performance processing Performance processing for missions.

Task A lower level operation that can be executed by one actor and can be part of a mission. A task can consist of one or more actions that have be executed by the actor to finish the task. Executing a task requires the executing actor to have one or more specific capabilities.

Team A set of actors that together perform a mission by individually executing tasks in a coordinated way.
A-2 Relationships

This section gives definitions for the relationships used in the ontology schema, alphabetically ordered by the relationship names. For every relationship, the schema elements that can be related through the relationship are shown in brackets, indicating the direction of the relationship with an arrow.

executes (actor; team → task; mission) Relationship that specifies that an actor (or team of actors) operates in order to execute a certain task or mission. An actor can execute only one task at a time. An actor can execute only one mission at a time, but one mission can be executed by multiple actors in a team.

has (concept → attribute) Relationship that specifies the attributes (i.e. properties) a concept has.

hasCapability (actor → capability) Relationship that specifies that an actor possesses the skill or ability to perform specific actions corresponding to a capability.

hasComponent (actor → component) Relationship that specifies that an actor (human or vehicle) possesses or is equipped with a component.

hasGoal (mission → goal) Relationship that specifies that a mission is coupled to a goal that is to be achieved by executing that mission.

hasPp (configuration; task; mission → performance processing) Relationship that specifies that a configuration, task or mission has a corresponding performance processing instance.

influences (physical effect; output/input → environment; state) Relationship that specifies that a physical effect or an output/input has a direct or indirect effect on the environment or on a component state respectively.

influencesQuality (environment → output/input) Relationship that specifies that the environment can influence some properties of an output/input.

inputFor (performance processing; component; output/input; environmental condition → performance processing) Relationship that specifies that the element at the starting end of this relationship can influence the performance for a configuration, task or mission and thus is input for the corresponding performance processing concept.

IOrelation (component → component) Relationship that specifies that some form of output/input can be transmitted between the components connected through this relationship.

isa (concept → concept) Relationship that specifies that a concept is a subtype of another concept.

isConstrainedBy (mission; task → constraint) Relationship that specifies that the way in which a mission or task can be executed is limited by a constraint.
isPartOf (actor → team, task → mission, component → configuration) Relationship that specifies the elements (actors/tasks/components) that are part of another type of element (team/mission/configuration).

isRealisedBy (capability → configuration) Relationship that specifies that a certain configuration can be used to realise a capability.

originatesFrom (environmental condition → environment) Relationship that specifies that an environmental condition represents a state or property of the environment.

provides (component; configuration → functionality; output) Relationship that specifies that a component or the combined components in a configuration can yield a functionality or output when in operation.

requires (component → functionality; input) Relationship that specifies that the presence of a certain functionality or input is needed for a component to be able to function.

requiresCapability (task; capability → capability) Relationship that specifies that a task or capability requires a capability. An actor must have this capability to be able to execute the task in question or to possess the capability in question.

requiresTask (task → task) Relationship that specifies that for a task to be performed, another task needs to be executed first.

yields (performance processing → measure of performance; quality; quantity; property) Relationship that specifies that the process represented by a performance processing concept results in an output that consists of performance measures.

A-3 Attributes

This section gives definitions for the attributes used in the ontology schema, alphabetically ordered by the attribute names. For every attribute, the schema elements that can have this attribute are shown in brackets.

Measure of performance (MOP) (configuration; task; mission) Attribute that represents a quantity that gives an indication of performance for a configuration, task or mission.

Property (output/input) Attribute of output/input that represents a characteristic of the output/input that is not necessarily in the form of a numeric value.

Quality (output/input) Attribute of output/input that gives an indication of the reliability or usefulness of the output/input in the form of a numeric value.

Quantity (output/input) Attribute of output/input that represents a characteristic of the output/input in the form of a numeric value.

State (component) Attribute of component that gives an indication of the condition the component is in.
Appendix B

Ontology data: configurations

Figures B-1, B-2, B-3, B-4 and B-5 show, for five configurations defined in the ontology data, which components can together form these configurations in the LAUV of TNO. For each configuration, the IO relations that can exist between the corresponding components are depicted together with the data that can be transmitted via these connections. The black arrows in the figures represent the IO relations and are connected to the data instances (shown in green) that are transmitted via these relations. The gray arrows represent input or output of data to or from a component (shown in red).

The following five configurations are shown:

- Detection and classification configuration (Figure B-1): this configuration gives a vehicle the capability to obtain data through long range imaging and to process this data for detection and classification of (mine-like) objects.
- Obstacle avoidance configuration (Figure B-2): this configuration gives a vehicle the capability to detect obstacles in front of the vehicle and to adjust the path of the vehicle in order to evade these obstacles.
- Path and trajectory planning configuration (Figure B-3): this configuration gives a vehicle the capability to plan a path of poses for transiting or for surveying an area, taking possible constraints, such as no-go areas and vehicle manoeuvring limitations, into account.
- Transiting configuration (Figure B-4): this configuration gives a vehicle the capability to plan and navigate a path to a given target location. Figure B-4 shows a simplified representation of this configuration: two subsets of connected components are shown as configuration blocks (in purple). The components and relations that constitute these blocks are shown in Figures 3-12a and 3-13a.
- Area covering configuration (Figure B-5): this configuration gives a vehicle the capability to plan and navigate a search pattern (e.g. a lawnmower pattern) over a given target area. Some subsets of the components in this configuration also constitute distinct configurations.
Figure B-1: Detection and classification configuration with IO relations

Figure B-2: Obstacle avoidance configuration with IO relations

Figure B-3: Path and trajectory planning configuration with IO relations

Figure B-4: Transiting configuration with IO relations
Figure B-5: Area covering configuration with IO relations
Appendix C

Grakn implementation of the ontology schema

The listing below (Listing C.1) shows the Graql code that was written to implement the developed ontology schema in Grakn. In the code, first the entities (which is what concepts are called in Grakn) are defined, followed by the attributes and the relationships (or relations, as they are called in Grakn). Comments in the code are denoted with a number sign (#). The main signal words in this code (apart from entity, attribute and relation) are sub, has, plays, datatype, relates and as. The meaning of these words in the code will be explained below [55]:

- The word sub indicates that the corresponding element is a subtype of the element following this word (for instance, vehicle sub actor means that vehicle is a subtype of actor).
- The word has indicates that the corresponding element has the attribute following this word. In Grakn, both entities and relationships and attributes can have attributes.
- The word plays indicates that the corresponding element can have the role shown after this word in a relationship. In Grakn, both entities and attributes and relationships can play roles in a relationship.
- The word datatype indicates that the values of the corresponding attribute should have the datatype shown after this word. If an attribute has the datatype string, then regular expressions (indicated by the word regex) can be used to limit the possible values of this attribute.
- The word relates indicates that one of the roles that can be played in the corresponding relationship is the role that follows this word. When this role is followed by the word as combined with another role, this means that the corresponding relationship is a subtype of another relationship and the role before the word as is a subtype of the role following this word.
Listing C.1: Graql code for the implementation of the developed ontology schema

```graql
# Ontology schema suitable for Grakn version 1.5.7
define

## ENTITIES
# capability
capability sub entity,
  has name,
  has code,
  has description,
  plays realised_capability,
  plays capability_object,
  plays requiring_capability,
  plays required_capability;

planning_capability sub capability;
execution_capability sub capability;
evaluation_capability sub capability;

# configuration
configuration sub entity,
  has name,
  has code,
  has description,
  has performance_measure,
  plays realising_configuration,
  plays containing_configuration,
  plays requiring_configuration,
  plays providing_configuration,
  plays configuration_subject;

planning_configuration sub configuration;
execution_configuration sub configuration;
evaluation_configuration sub configuration;

# component
component sub entity,
  has name,
  has code,
  has description,
  has component_state,
  plays requiring_component,
  plays providing_component,
  plays component_object,
  plays contained_component,
  plays in_component,
  plays component_out,
  plays table_condition;

  hardware_component sub component;
  support_component sub hardware_component,
    has support_component_type;
```
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sensor_component sub hardware_component;
  payload_sensor sub sensor_component,
    has payload_sensor_type;
  navigation_sensor sub sensor_component,
    has navigation_sensor_type;
  effector_component sub hardware_component,
    has effector_type;

software_component sub component;
  sensing_processing_function sub software_component,
    has sensing_processing_function_type;
  navigation_function sub software_component,
    has navigation_function_type;
  planning_control_monitoring_function sub software_component,
    has planning_control_monitoring_function_type;

# functionality
functionality sub entity,
  has name,
  has code,
  has description,
  has functionality_type,
  plays required_functionality,
  plays provided_functionality,
  plays functionality_object;

# input/output
input_output sub entity,
  has name,
  has code,
  has unit,
  has quality,
  has quantity,
  has property,
  plays required_input,
  plays provided_output,
  plays influenced_part;

data sub input_output,
  has data_format,
  plays required_data,
  plays provided_data,
  plays transported_data;

capacity sub input_output,
  has capacity_type,
  plays required_capacity,
  plays provided_capacity,
  plays transported_capacity;

physical_effect sub input_output,
  has data_format,
  plays required_physical_effect,
  plays provided_physical_effect;
# actor
actor sub entity,
  has name,
  plays actor_subject,
  plays executing_actor,
  plays contained_actor;

human sub actor;

vehicle sub actor,
  has vehicle_type;

# team
team sub entity,
  plays executing_team,
  plays containing_team;

# mission
mission sub entity,
  has name,
  has code,
  has description,
  has performance_measure,
  plays containing_mission,
  plays mission_subject,
  plays executed_mission;

# task
task sub entity,
  has name,
  has code,
  has description,
  has performance_measure,
  plays requiring_task,
  plays required_task,
  plays executed_task,
  plays contained_task,
  plays task_subject;

# goal
goal sub entity,
  plays goal_object;

# constraint
constraint sub entity,
  plays constraint_object;

# performance processing (includes table)
performance_processing sub entity,
  has name,
  has code,
  plays performance_processing_object,
  plays outputting_processing_object,
plays table;
configuration_performance_processing sub performance_processing;

# target object
target_object sub entity,
  has size,
  has shape,
  has material,
  has position,
  has target_label,
  plays influencing_factor;

# environmental condition
condition sub entity,
  has name,
  has code,
  has unit,
  has value,
  plays table_condition;

environmental_condition sub condition,
  plays influencing_factor;

underwater_condition sub environmental_condition; # eg water_depth,
currents, sea_state, bathymetry, sound_speed_profile,
water_clarity

seabed_condition sub environmental_condition; # eg sediment_type,
ripples, vegetation, has clutter, burial

###########################################################################
## ATTRIBUTES
# capability, method, component, mission, task
name sub attribute, datatype string; # also for actor
code sub attribute, datatype string;
description sub attribute, datatype string;

# component
component_state sub attribute, datatype string,
  has unit,
  has value;

# vehicle
vehicle_type sub attribute, datatype string, regex '(LAUV|REMUS|HUGIN)';

# component (subtypes)
support_component_type sub attribute, datatype string, regex '(
on_board_computer|power_supply_system|internal_communication_system|
electric_motor)';
navigation_sensor_type sub attribute, datatype string, regex '((IMU|GPS|
compass|DVL))';
payload_sensor_type sub attribute, datatype string, regex '(
  forward_looking_sonar|side_scan_sonar|synthetic_aperture_sonar|
  digital_camera|MBES|current_sensor|
  conductivity_temperature_pressure_sensor|turbidity_sensor|
  sound_speed_sensor|salinity_sensor)';
effector_type sub attribute, datatype string, regex '(propeller|
  thrusters_forward|thrusters_sideways|actuated_fins)';
sensing_processing_function_type sub attribute, datatype string, regex '
  obstacle_detection_software|detection_software|classification_software
  |identification_software_camera|identification_software_MBES)';
navigation_function_type sub attribute, datatype string, regex '
  localisation_software_local|localisation_software_IMU|
  localisation_software_GPS|
  propulsion_and_steering_software_propeller_fins|
  propulsion_and_steering_software_thrusters|pose_controller|
  obstacle_avoidance_control_system|trajectory_planner|
  path_planner_transit|path_planner_area_coverage|navigation_software)';
planning_control_monitoring_function_type sub attribute, datatype string,
  regex '&(status_monitor_system|area_covering_software|
  survey_planning_system|reacquisition_planning_system|
  identification_planning_system)';

# input/output, performance
qupp sub attribute, datatype string,
  has name,
  has code,
  has unit,
  has data_format,
  has value,
  plays table_condition,
  plays performance_output;

quality sub qqp;
quantity sub qqp;
property sub qqp;

unit sub attribute, datatype string;
data_format sub attribute, datatype string, regex '(&scalar|vector|list)';
capacity_type sub attribute, datatype string, regex '(&electrical_power|
  processing|memory|internal_communication|mechanical_power)';
value sub attribute, datatype double;

# functionality
functionality_type sub attribute, datatype string, regex '(&
  support_functionality|sensing_functionality|effecting_functionality|
  processing_functionality|pcm_functionality)';

# requirement relation
essential sub attribute, datatype boolean;

# target_object
size sub attribute, datatype string;
shape sub attribute, datatype string, regex '&(cylinder|cone)';
material sub attribute, datatype string;
position sub attribute, datatype string;
target_label sub attribute, datatype string, regex "(MILEC|NONMILEC|MILCO |NONMILCO|MINE|NOMBO)";

# performance measure
performance_measure sub attribute, datatype string,
  has name,
  has code,
  has unit,
  has data_format,
  has value,
  plays performance_output;
configuration_performance_measure sub performance_measure;

# conditions
condition_type sub attribute, datatype string, regex "(presence|settings)";

# RELATIONS
requirement_relatio n sub relation,
  has essential,
  relates required_part,
  relates requiring_part;
requires_capability sub requirement_relation,
  relates required_capability as required_part,
  relates requiring_task as requiring_part,
  relates requiring_capability as requiring_part;
requires_task sub requirement_relation,
  relates required_task as required_part,
  relates requiring_task as requiring_part;
requires_functionality sub requirement_relation,
  relates required_functionality as required_part,
  relates requiring_component as requiring_part,
  relates requiring_capability;
requires_input sub requirement_relation,
  relates required_input as required_part,
  relates required_capacity as required_part,
  relates required_data as required_part,
  relates required_physical_effect as required_part,
  relates requiring_component as requiring_part,
  relates requiring_configuration as requiring_part;

# provide_relation
provide_relation sub relation,
  relates provided_part,
relates providing_part;
provides_functionality sub provide_relation,
  relates provided_functionality as provided_part,
  relates providing_component as providing_part,
  relates providing_configuration as providing_part;
provides_output sub provide_relation,
  relates provided_output as provided_part,
  relates provided_capacity as provided_part,
  relates provided_data as provided_part,
  relates provided_physical_effect as provided_part,
  relates providing_component as providing_part,
  relates providing_configuration as providing_part;
#
  have relation
have_relation sub relation,
  relates subject,
  relates object;
has_capability sub have_relation,
  relates capability_object as object,
  relates actor_subject as subject;
has_component sub have_relation,
  relates component_object as object,
  relates actor_subject as subject;
has_goal sub have_relation,
  relates mission_subject as subject,
  relates goal_object as object;
#
  is realised by
is realised_by sub relation,
  relates realised_capability,
  relates realising_configuration;
#
  is constrained by
is_constrained_by sub relation,
  relates task_subject,
  relates mission_subject,
  relates constraint_object;
#
  executes
execution_relation sub relation,
  relates executed_part,
  relates executing_part;
executes_task sub execution_relation,
  relates executed_task as executed_part,
  relates executing_actor as executing_part;
executes_mission sub relation,
relates executed_mission as executed_part,
relates executing_actor as executing_part,
relates executing_team as executing_part;

# is part of relation
is_part_of sub relation,
relates contained_part,
relates containing_part;

is_part_of_mission sub is_part_of,
  relates contained_task as contained_part,
  relates containing_mission as containing_part;

is_part_of_team sub is_part_of,
  relates contained_actor as contained_part,
  relates containing_team as containing_part;

is_part_of_configuration sub is_part_of,
  relates contained_component as contained_part,
  relates containing_configuration as containing_part;

# influences quality
influences_quality sub relation,
  relates influencing_factor,
  relates influenced_part;

# IO relation
IO relation sub relation,
  relates component_out,
  relates in_component,
  relates transported_capacity,
  relates transported_data;

# can_have_functionality
can_have_functionality sub relation,
  relates actor_subject,
  relates functionality_object,
  relates providing_component;

# performance_relationships
has_performance_processing sub have_relation,
  relates configuration_subject as subject,
  relates task_subject as subject,
  relates mission_subject as subject,
  relates performance_processing_object as object;

yields_performance sub relation,
  relates performance_output,
  relates outputting_processing_object;

input_for_processing sub relation,
  relates table_condition,
  relates table,
  has condition_type;


# Glossary

## List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Artificial Intelligence</td>
</tr>
<tr>
<td>AUV</td>
<td>Autonomous Underwater Vehicle</td>
</tr>
<tr>
<td>CORA</td>
<td>Core Ontologies for Robotics and Automation</td>
</tr>
<tr>
<td>CQ</td>
<td>Competency Question</td>
</tr>
<tr>
<td>CSV</td>
<td>Comma-Separated Values</td>
</tr>
<tr>
<td>DVL</td>
<td>Doppler Velocity Log</td>
</tr>
<tr>
<td>EOD</td>
<td>Explosive Ordnance Disposal</td>
</tr>
<tr>
<td>FLS</td>
<td>Forward Looking Sonar</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>HTML</td>
<td>HyperText Markup Language</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>IMU</td>
<td>Inertial Measurement Unit</td>
</tr>
<tr>
<td>INS</td>
<td>Inertial Navigation System</td>
</tr>
<tr>
<td>IO</td>
<td>Input/Output</td>
</tr>
<tr>
<td>LAUV</td>
<td>Light Autonomous Underwater Vehicle</td>
</tr>
<tr>
<td>MBES</td>
<td>Multi-Beam Echo Sounder</td>
</tr>
<tr>
<td>MCM</td>
<td>Mine CounterMeasures</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOP</td>
<td>Measure of Performance</td>
</tr>
<tr>
<td>NMCM</td>
<td>Naval Mine CounterMeasures</td>
</tr>
<tr>
<td>ORA WG</td>
<td>Ontologies for Robotics and Automation Working Group</td>
</tr>
<tr>
<td>OWL</td>
<td>Web Ontology Language</td>
</tr>
<tr>
<td>PANDORA</td>
<td>Persistent Autonomy Through Learning Adaptation Observation and Re-planning</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional Integral Derivative</td>
</tr>
<tr>
<td>ROS</td>
<td>Robot Operating System</td>
</tr>
<tr>
<td>RoSaDev</td>
<td>Robot Standard Ontological Development Life Cycle</td>
</tr>
<tr>
<td>ROV</td>
<td>Remotely Operated Vehicle</td>
</tr>
<tr>
<td>SA</td>
<td>Situation Awareness</td>
</tr>
<tr>
<td>SSS</td>
<td>Side-scan Sonar</td>
</tr>
<tr>
<td>SUMO</td>
<td>Suggested Upper Merged Ontology</td>
</tr>
<tr>
<td>SWARMS</td>
<td>Smart and Networking Underwater Robots in Cooperation Meshes</td>
</tr>
<tr>
<td>TNO</td>
<td>the Netherlands Organisation for applied scientific research</td>
</tr>
<tr>
<td>UUV</td>
<td>Unmanned Underwater Vehicle</td>
</tr>
<tr>
<td>VHF</td>
<td>Very High Frequency</td>
</tr>
<tr>
<td>W3C</td>
<td>World Wide Web Consortium</td>
</tr>
<tr>
<td>XML</td>
<td>eXtensible Markup Language</td>
</tr>
</tbody>
</table>