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Abstract

In recent years, there is an increasing interest in the scientific community for development of algorithms targeting large-scale networks. In addition to their sheer size, these networks also exhibit various topology dynamics – nodes join and exit at high rates (churn), are mobile and are not always reliable. Such extreme properties make centralized algorithms unsuitable in a lot of practical situations.

Our goal is to find algorithms that run continuously and are based on local rules only (i.e., decisions based on information exchanged through 1-hop interactions). If designed correctly, these algorithms are highly scalable and robust. However, identifying the local rules is a very difficult task with no clear discovery methodology.

The heuristics we introduce in this thesis represent a so-called ”global-to-local compiler” – designed to search for a mapping between global system requirements and local interaction rules. We test search methods such as Hill-Climbing, Simulated Annealing and Tabu Search. Additionally, we develop custom heuristics such as GG (Generation Gap) Tabu Hill-Climbing, GG Tabu Simulated Annealing and an implementation of GOMEA, named GOMGP. We perform thorough benchmarking in order to find the optimal parameter configuration. For the identified parameter combinations, the heuristics vastly outperform state-of-the-art heuristics.

We discover new algorithms for the problems: “distributed maximal independent set formation” and “event localization using graph spectral theory” with good results and insights. Finally, we improve existing algorithms for the “node failure rate estimation” (FailDetect) and “churn rate estimation” (ChurnDetect). The improvements consist of lower estimation variance at network nodes.

Keywords: Genetic Programming, Large-Scale Systems, Distributed Algorithms, Algorithm Discovery, Scalability, Wireless Sensor Networks, Optimization Heuristics
“Think like a man of action, act like a man of thought.” – Henri Bergson
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Chapter 1

Introduction

Soon everything around us will be interconnected via massively large-scale networks. With size there also comes the problem of efficiently managing such extreme systems. Algorithms tailored for them are difficult to invent due to the distributed nature of the network. Our goal is to tackle this challenging problem with genetic programming-based techniques, in order to automate the discovery of distributed algorithms.

A large-scale system is a distributed collection of devices (nodes) that is perceived as a single entity by its users. Nodes are characterized by autonomy (take decisions independently, without central control), cooperation (work together toward a common goal) and interaction (exchange information among each other) [21]. In practice, devices that form such systems have limited capabilities (e.g., the links between nodes suffer from communication delays and very often there is packet loss; computing power is limited due to power and space constraints). At the same time, the scale of the systems can vary from tens to thousands of (heterogeneous) devices and are characterized by dynamic topologies, meaning that nodes are either continuously joining and leaving the network or are simply mobile. Examples of such large-scale distributed systems are wireless sensor networks, vehicular networks, mobile ad-hoc networks, electrical power grids, social networks, etc.

The properties of large-scale distributed systems make centralized algorithms unsuited for many practical reasons such as limited scalability, reduced responsiveness, high communication complexity, etc. Moreover, for dynamic systems, runtime adaptation is of major importance. Approaching the design of algorithms with a bottom-up approach is a tedious effort and does not guarantee any level of success. Out of simple, local interactions it is very difficult to predict complex, system-wide (global) behaviour. A well-known characteristic of large-scale systems is that above a certain scale, certain phenomena occur somewhat unexpectedly out of these very simple local rules. In other words, simple rules can create complex behaviour. In
a very small number of cases this phenomenon, also called emergent behavior, is a positive property and can be put to good use by, for instance, synchronization algorithms [94], clustering schemes [78], distributed feedback mechanisms [9], etc. There are cases though where it has a negative effect [67].

1.1 Problem Statement

Our approach to overcome the challenge of inventing distributed algorithms is to use Genetic Programming (GP) for realizing a global-to-local compiler [4]. GP is a type of evolutionary algorithm, inspired from biology, which aims at developing computer programs (solutions) that solve user-defined tasks. The quality of a program is evaluated by a fitness function that assigns a score describing how “fit” a program is to solve the given task. The heuristics showcased in this thesis are designed to automatically search for local rules that generate complex behaviour at global level.

The first research objective is to create a flexible and efficient software framework. For this, it is necessary to:

Objective 1: Have a domain-specific agent behaviour representation format that is able to express solutions to our search in terms of computer programs. It also has to be able to characterize solutions in terms of various computational and communication costs.

Objective 2: Have a fast and efficient heuristic with respect to execution time and computational resources. Due to the fact that classic genetic programming heuristics do not perform well enough for this set of problems [93], we have to come up with novel genetic search methods.

Provided with the GP-based search tools, a second set of objectives are to:

Objective 3: Discover new algorithms for distributed large-scale systems

Objective 4: Improve existing algorithms for distributed large-scale systems

1.2 Methodology

We call our GP software platform “MetaCompiler”. Candidate solutions are represented by computational building blocks such as functions, procedures, and variables. Ideally, we aim to have specific building blocks that create a small search space. However, this makes it hard to find solutions since the set of building blocks can be insufficient to fully describe a solution. The certainty that a set of specific building blocks is sufficient comes with prior knowledge about the solution, which is not always available. In order to meet Objective 1, we extend the generative capabilities of the MetaCompiler to
include more generic building blocks. These enable us to search for more complex algorithms with less domain knowledge.

Given a fitness function that defines the problem and a set of building blocks, the MetaCompiler uses an optimization heuristic to find the best fitness score. At the core of our approach is the classic Genetic Programming (CGP). However, in order to achieve Objective 2, we added and tested many others:

- Four heuristics inspired from literature (see Section 3.3):
  - Hill-Climbing [58] (HC)
  - Simulated Annealing [13] (SA)
  - Tabu Search [26] (TS)
  - A partial implementation of GOMEA [7], which is, to our knowledge, applied for the first time to GP. We named it GOMGP.

- Two heuristics developed by us (see Section 3.4):
  - Generation gAp Tabu hilL climbEr (GATLE)
  - Generation gAp Tabu Simulated annEaling (GATSE)

To accomplish Objective 3, we experimented with discovering algorithms for the following problems:

- Given a set of dependency relationships between nodes in a graph, identify a maximal independent set of nodes in a distributed manner
- Event localization with graph spectral theory in a sensor network

Finally, to attain Objective 4, we experimented with improving the following algorithms from literature:

- FailDetect [80] (estimation of the communication fail rate in a network)
- ChurnDetect [79] (estimation of the churn rate in a network)

### 1.3 Thesis Outline

The thesis is organized as follows. We first describe related work in Chapter 2. We then introduce the heuristics and the MetaCompiler with an emphasis on our contributions in chapters 3 and 4. These are followed by a first set of experiments consisting of benchmarking the heuristics in Chapter 5. A second set of experiments representing case studies of improving and discovering algorithms with the MetaCompiler is showcased in Chapter 6. We summarize the insights gathered with this work in Chapter 7. Finally, we conclude and state proposals for future work in Chapter 8.
Chapter 2

Background and Related Work

In this chapter, we give background information related to the major topic of this thesis: Genetic Programming. We also present other closely related optimization techniques that served as inspiration for the development of the set of heuristics in this thesis. Additionally, we briefly analyse a set of well-known classic distributed algorithms, to identify how suited are they for large-scale dynamic networks. Finally, we present the history of the MetaCompiler project and the starting point of the research in this thesis.

2.1 Genetic Programming

The original concepts of Genetic Algorithms (GAs) were developed by J. Holland [34, 35] and further refined by J.R. Koza [42–46]. Coming from these concepts, the aim of Genetic Programming (GP) is to automatically generate and evolve computer programs. A set of programs is called a population. First, a formal grammar has to be defined in order to generate the programs being searched for. It is a generative grammar for randomly creating the initial population of programs (e.g. 100 individuals), all representing candidates to the solution. Each candidate is evaluated using a user-defined fitness function. From that initial population, the genetic search process is divided in generations. In each generation, the old set of candidates (the parents), has to be replaced by a new set of candidates (the children). This is accomplished by performing genetic operations (e.g., Crossover and Mutation) on the parents, thus creating new candidates. Each new candidate is evaluated and when a good enough solution is found (which is up to the user to define), the process stops. Otherwise, it continues until a specified number of generations is reached or a computational budget is consumed. Genetic Programming is a heuristic that traverses the solution space given by the formal grammar. The goal is to find a program that minimizes the
fitness function. Therefore, the search problem maps onto an optimization problem.

2.1.1 Performance Criteria in Genetic Programming

The performance of a GP-based search framework can be assessed by several criteria: the size of the individual programs in a population (parsimony), population diversity and, the fitness value.

The first criterion is related to the problem of code bloat: an increase in the size of programs in a population, not accompanied by an improvement in fitness. Thus, the growth does not contribute to an iterative construction of the solution. There are several explanations for bloat. McPhee and Miller [65] argue that larger individuals have a higher chance of producing offspring with the same fitness. This is because larger individuals have a higher chance to form semantically equivalent children via the Crossover operator. With the removal bias theory, Soule and Foster [89] categorize the code into active and inactive code. They have found that the inactive code usually resides deeper in the trees, thus containing small subtrees. Then, with Crossover, there is a high chance that the inactive code receives a larger subtree (than the one donated), thus enlarging the inactive code’s size, but still keeping the fitness of the parent. These two theories explain why and how code bloat happens. Langdon and Poli [48–51] argue, more generally, that variable length representations are another cause of bloat, because there is an unlimited number of ways of expressing the same solution candidate (due to inactive / identity code). Poli proposes the Tarpeian method [75], in which large fitness values are assigned to large individuals. Another basic method was proposed by Koza [43] in which individuals above a certain code size, are simply rejected. Other methods have “parsimony pressure” [59, 61, 76, 77], which introduces parametric penalizations (depending on code size) to the fitness. More generally, there are methods that use the reduction of code size as a separate objective, and then use multi-objective techniques such as Pareto fronts [5, 15, 16, 19] to promote shorter solutions. Luke and Panait [60] found that combining methods, such as the ones presented above, can yield even better results.

Improving population diversity can also be tackled as a separate objective. However, the effectiveness of a given method largely depends on the way diversity is measured. This task is made harder by the active and inactive code separation. Several surveys have been written that study various types of measurements [10–12, 20]. Population diversity is important, because the lack of it can lead to suboptimal solutions. Diversity can be lost when too much selective pressure is applied, or in other words, when only the fittest individuals get to reproduce into the following generations.

Parsimony and diversity are important for the success of a search. With too much bloat, the individuals can grow so large that they consume all
the resources, thus preventing the continuous improvement of the solutions. Without diversity, the search process can get stuck into local optima. However, finding a balance between these objectives is not trivial and most of the times it is problem dependant [60].

2.1.2 Linear Program Representations in Genetic Programming

When the MetaCompiler was designed, a linear representation named Grammatical Evolution (GE) [72] was argued to be the best option for program representation [92]. Given a linear representation, programs are encoded as arrays (chromosomes) of numbers (genes) or as strings, even if semantically it has a tree structure when it gets executed. Because arrays in GE can have variable lengths, GE is considered a variable length representation. The generative grammar is given in Backus-Naur form. Genes are used to pick productions from the set of derivation rules in order to replace non-terminals. If there are insufficient genes, the array is reused from the start (wrapping). One disadvantage of GE is that, with an unlucky combination of numbers, the non-terminal replacement process can never end.

In Gene Expression Programming (GEP) [22] the array is split into a head (terminals and non-terminals) and a tail (only terminals). The split ensures that all the non-terminals are replaced. The head length $h$ is chosen by the user and the tail length is computed as the maximum number of terminals that can be needed considering $h$ and the grammar. On one hand, GEP also generates syntactically correct programs, like GE. On the other hand, because it uses fixed length arrays, it makes parameter tuning difficult — most short solutions cannot be represented by long chromosomes and vice versa.

The next class is making representations using strings. Linear Genetic Programming (LGP) [8] encodes programs as sequences of instructions of an imperative language (usually C). LGP uses registers for input, output and intermediary results. Choosing an improper number of registers can lead to poor performance. However, evolving programs in a low-level language means that programs can be executed very fast (compared to using an interpreter). Cartesian Genetic Programming (CGP) [66] encodes programs as chained modules (e.g., a function with 2 inputs and 1 output) forming a graph. The graph is more general than the tree from standard GP, thus able to evolve more complex programs with more than just one output. However, choosing an improper shape of the graph (the number of rows and columns) can lead to poor results.
2.1.3 Steady-State Genetic Programming

In generational GP, program generations do not overlap, because in each generation the population gets replaced by a new population. In contrast, in steady-state GP, the generations of programs overlap, because in each generation only a percentage (the least fit individuals) of the population gets replaced by new individuals. This population percentage is called a generation gap. Initially, Ryan et al. designed GE with a generational mechanism [83] but they have later shown in [84] that a steady-state GE can find solutions faster. This is due to the higher selective pressure applied when children compete directly with their parents and also to the survival of the fittest in future generations.

However, it was shown in [17, 18, 81, 90], by studying the generation gap size, that a steady-state genetic algorithm can lose population diversity at twice the rate of the generational variant, which can lead to a local optimum trap. To overcome this, the basic solution is to use a larger population size. A different solution, proposed by Ghosh et al. [25], is to track the age of every individual and penalize the fitness of the older ones. In [56], Lozano et al. use the contribution to the population diversity of an individual as a secondary objective of the selection process.

2.1.4 Competent Genetic Algorithms and Linkage Learning via Estimation of Distribution

Competent Genetic Algorithms are GAs that are able to solve hard problems [29]. In GAs problems can be represented by variables and their values (genes). Thus, the solving of hard problems is done by explicitly learning correlations between good combinations of genes that improve the fitness. This is called linkage learning.

An example of a simple problem is to maximize the 1s out of a fixed size string of 1s and 0s e.g.: \( F_1(0101) = 2 \) with 4 the ideal fitness value\(^1\). For a GA, it is easy to discover that the more 1s the better the fitness. A hard problem is represented by a deceptive function \( F_2 \) identical to \( F_1 \) with one exception: \( F_2(0000) = 5 \). Finding the 0000 solution is much harder because the search converges to 1111. A partially deceptive function \( F_3 \) accepting longer strings as input, can be the sum of applying \( F_2 \) on consecutive groups of 4 digits [32]. These problems are called additively decomposable problems because each gene or group of genes, by itself, improves the fitness.

One important branch of competent genetic algorithms is based on representing linkages through a distribution of probability giving the likelihood of the existence of a gene at a certain position within the individual. The distribution is learned from the genes of the fittest individuals. It is then sampled in order to generate a part of the next population. It was found that

\(^1\)In this example, a higher fitness is better.
this method scales better with problem size, compared to evolving populations (classic GA). Some early algorithms are eGA [31] and PBIL [3], which are order-1 algorithms, meaning that they can learn probabilities only for single genes. Order-n algorithms such as eCGA [32] form marginal product models that can describe the probabilities of partitions of genes, thus forming linkages. GOMEA [7] creates hierarchical clusters of linked genes using the mutual information similarity measure and then uses these clusters as parts for the Crossover operator. Crossover is applied multiple times using various sized clusters until an improvement is made to the individual (described in detail in Section 3.3.4). GOMEA halts when improvements are no longer made.

The idea of linkage learning by estimating a distribution of probability had also been applied to GP, although in smaller extent than to GA. One classic example is PIPE [85] in which the probabilities are encoded in a variable size Probabilistic Prototype Tree (PPT). However, PIPE cannot encode multivariate dependencies. ECGP [87] is based on the marginal product model of eCGA which is also encoded in a PPT similar to the one in PIPE. ECGP can model dependencies between multiple graph nodes, located anywhere in the tree. On the downside, the template tree is of fixed size (a wrong tree size can prevent the finding of the solution). In GT-EDA\(^2\) [6], Bosman and Jong encode the probability distribution for the space of trees through grammar transformations i.e., the set of grammar productions is modified and extended such that a bias is introduced toward better solutions. However, the distribution learning time grows fast with the number of non-terminals. Moreover, the usage of multiple data-types complicates the encoding of probabilities in GT-EDA, and can make the PPT generate invalid programs. Finally, all these methods are best suited for additively decomposable problems, a property which is yet to be proven for the problems we are tackling.

Considering the non-convincing results of PIPE, eCGP and GT-EDA compared to classical GP, and their drawbacks when a complex grammars is used, we choose not to proceed further in our search with this type of genetic heuristics. However, the greedy Crossover and the halting criterion of GOMEA are used as inspiration for our GOMGP heuristic, presented in Section 3.3.4.

2.1.5 Genetic Programming Results

Genetic Programming has been used successfully for a large series of problems, ranging from electronic circuit design, robot control algorithms\(^3\), prediction and classification, image processing, economy, medicine [69] and even music composition [36,39].

\(^2\)Our abbreviation.
\(^3\)http://www.genetic-programming.com/humancompetitive.html
One remarkable result was obtained by Winston and Balakrishnan [96] who developed, using GP, a version of the TCP protocol that outperforms the standard TCP implementations in simulations. This is achieved by developing customized congestion control mechanisms for each network node. The input consists of prior knowledge or assumptions about the network and an objective e.g., high throughput, low latency. The algorithms are developed offline and it generally takes a few hours for them to be discovered.

Another interesting result with respect to software engineering is the use of GP for automated software repair [24, 52, 53]. This is done by providing a set of test cases that should succeed and the one test that exposes the bug in the program. Then by tracing the program’s execution, changes are made to the code, which is then re-evaluated using the tests provided.

One final result, by a genetic heuristic similar to the Hill-Climber presented in Section 3.3.1, is a cropped part of the Mona Lisa painting (see Fig. 2.1) approximated by 50 semi-transparent polygons.

\section{2.2 Simulated Annealing}

Simulated Annealing (SA) [13, 41] differs from classical GAs in one fundamental way: new individuals have to fulfill a condition in order to be accepted. If the fitness is better than its parent’s, then the individual is accepted. If it is worse, then the acceptance is given by a probability depending on the “annealing temperature”. The evolution of the annealing temperature over time is called a “temperature schedule”. The “temperature” is high at the beginning of the search, making worse individuals easily acceptable, and as the temperature lowers, worse individuals have smaller chances of being accepted. Another difference is that an SA search usually has a population of 1 individual. Across the literature, there are many proofs of the convergence of SA (e.g., in [30]) and most of them emphasize on the need of a very slowly decreasing temperature. However, the proofs largely depend on the
criterion based on which the new individuals are selected and on the nature of the problem’s search space.

SA and GAs have been compared in papers such as [38, 47, 63] and the performance of one over the other is largely problem dependant. Attempts of combining the two heuristics, such as the ones in [14, 23, 86, 91, 97] managed to combine the population and recombinative power of GAs with the local search and the ability to avoid local optima of SA, thus obtaining better results over GA and SA taken individually.

2.3 Classic Distributed Algorithms

In order to better understand the shortcomings of classic distributed algorithms in large-scale dynamic networks (LSDNs), we have studied some of the basic ones from literature. The findings are summarized in Table 2.1. For each algorithm, we state its goals and the most important prerequisites. We also state the network properties and events to which an algorithm is robust / vulnerable.

One of the main challenges brought by LSDNs is the fact that the network structure changes, therefore classic distributed algorithms have to be restarted. The restart is not always feasible, therefore, in LSDNs, algorithms that run continuously are needed. While studying the algorithms, we also thought about whether they are suitable, off-the-shelf, for LSDNs, and, if not, whether we can adapt them or find a replacement algorithm. These findings are summarized in the last column of Table 2.1.

In case of “Termination Detection” and “Dining Philosophers” (resource allocation) the algorithms need little changes. The “Gamma Synchronizer” can be replaced with “Firefly Synchronization” [94]; “Leader Election” can be implemented by broadcasting (using gossiping) the maximum node ID; and “BFS” can be implemented by broadcasting (using gossiping) the route (to the initiator node) having the best score, with the route score aging over time. The original “Maximal Independent Set” (MIS) algorithm was not suitable for LSDNs. Therefore, we used this problem as an algorithm discovery case study. As a result we discovered a decentralized algorithm that tells each node of the network if it is part of the MIS or not.

We implemented the replacement algorithms in the NetLogo agent-based simulator. We did this by organizing the algorithms into simple algorithmic building blocks mapped onto specific tasks, e.g., communication, computation and decision taking. Some of the building blocks could be reused for different algorithms, while others were specific to a single algorithm. This exercise was beneficial for the organization of the set of building blocks for our algorithm discovery case studies (in Chapter 6). Based on this exercise and also on the case studies, we were able to define a methodology for algorithmic building block set definition, which is presented in Section 7.4.
<table>
<thead>
<tr>
<th>Name</th>
<th>Goals</th>
<th>Prerequisites</th>
<th>Robust to</th>
<th>Vulnerable to</th>
<th>Suitable for LSDN / Replacement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma Synchronizer [2]</td>
<td>Nodes agree to a common clock</td>
<td>Neighbourhood knowledge</td>
<td>Asynchronicity</td>
<td>Packet loss</td>
<td>No. Firefly synchronization [94]</td>
</tr>
<tr>
<td>Leader Election [1]</td>
<td>Elect a leader, everyone acknowledges the leader</td>
<td>Knowledge of the IDs of all nodes</td>
<td>Unsynchronized</td>
<td>Node failures, Packet loss</td>
<td>No. Maximum node ID gossiping</td>
</tr>
<tr>
<td>BFS [62]</td>
<td>Everyone knows the path toward an initiator node</td>
<td>Neighbourhood knowledge</td>
<td>Comm. delays, packet loss</td>
<td>Node failure</td>
<td>No. Gossiping of the best route, with route score aging over time.</td>
</tr>
<tr>
<td>Termination Detection [37, 64]</td>
<td>Detect the ending of a distributed algorithm</td>
<td>Synchronization, leader elected</td>
<td>Comm. delays</td>
<td>Node failures, Packet loss</td>
<td>Yes. Little changes</td>
</tr>
<tr>
<td>Dining Philosophers [54]</td>
<td>Non-blocking, fair &amp; efficient resource allocation</td>
<td>Synchronization, random number generator</td>
<td>Node heterogeneity</td>
<td>Failure of the allocated resource</td>
<td>Yes. Little changes</td>
</tr>
<tr>
<td>Maximal Independent Set [57]</td>
<td>Obtain one MIS of the network graph</td>
<td>Synchronization, random number generator</td>
<td>Node failure</td>
<td>Packet loss</td>
<td>No. MetaCompiler case study</td>
</tr>
</tbody>
</table>

Table 2.1: A Selection of Classic Algorithms for Distributed Systems.

4The neighbors are the set of nodes one node can connect to.
2.4 History of the MetaCompiler Project

This thesis represents a continuation of the work started by S. van Berkel in his master thesis project [92]. It is part of a bigger project named Snowdrop\(^5\), which aims at developing tools for creating and making use of large-scale networks. The main part of the project is represented by the MetaCompiler, a tool for automated discovery of algorithms for large-scale networks using Genetic Programming (GP). The heuristics are implemented using the EpochX framework [74], which is further extended with several components representing the main contributions of S. van Berkel’s thesis:

1. Among the three main program representations of GP implemented in EpochX, namely: Grammatical Evolution GP [72], Context-free Grammar GP [95] and Strongly Typed GP [68], a hybrid between the first one (for population initialization) and the second one (for genetic operator application) is found to be performing the best.

2. The population initialization process is improved, in order to create more varied programs in length, by using a fitness function that scores the length of the program, in the first few generations. In some cases, a population of longer (and more complex) programs is shown to find complex solutions faster.

3. Two new genetic operators are added to the framework: “LHS Crossover” and “LHS-like Mutation” inspired from [33]. These operators can preserve a program’s structure better than the operators applied directly on the bit sequence specific to Grammatical Evolution GP, as shown in [82]. This is achieved by parsing each program into a tree, using the grammar and the bit sequence, and then applying the operators on the tree.

4. A pattern detection scheme is proposed to protect the subtrees common to the fittest programs of the population. The scheme identifies pairs of child-parent tree nodes from the program’s tree, which appear often in the fittest programs and reinforces them such that they are less likely to get split by the operators.

S. van Berkel’s work shows promising initial results by rediscovering simple existing algorithms. In this thesis, we extend the prior work in the following ways: we implement multiple genetic heuristics; we perform a thorough benchmarking using standard GP problems; we extend the generative capabilities of the MetaCompiler; we discover two new algorithms and we improve two existing algorithms for large-scale networks.

\(^5\)http://code.google.com/p/snowdrop
Chapter 3

Genetic Heuristics

In this chapter we describe in detail the various GP-based heuristics that we implemented for the MetaCompiler. Genetic heuristics represent the core of the MetaCompiler, because they perform the program discovery process. We are searching for the best suited heuristic for our algorithm search i.e., algorithms for large-scale networks. Therefore, we implemented several heuristics that will be further evaluated and compared in a separate benchmarking chapter.

We start by defining the general problem that a Genetic heuristic solves, then briefly present its major components: the program representation and generation, the fitness function and the genetic operators. Afterwards, we present four heuristics inspired from the state-of-the-art related work that we implemented (Hill Climber, Simulated Annealing, Tabu Search and GOMGP) and two heuristics developed by us (GATLE and GATSE). The full pseudocode of heuristics is detailed in Appendix A.

3.1 Problem Definition

Given a subset $\mathcal{P}$, of programs $p$, from the infinite set of programs defined by a context-free grammar that contains:

- non-terminal symbols: branching statements, variable assignments, functions and procedures that accept parameters;
- terminal symbols: integer and boolean constants, variables, functions and procedures that do not accept parameters;

and given a function $F(p)$ that maps such a program to a fitness value $f_p \geq 0$, then the problem is to find a $p$ for which $f_p$ is either 0 or as small as possible (i.e., to minimize $f_p$).
3.2 Classic Genetic Programming

In the classic GP, generations of programs are generated and evaluated. We keep the organization in generations for all of the other heuristics developed. After the initial population, new programs are generated by applying genetic operators (i.e., Crossover and Mutation) on existing programs, from the current generation. Programs compete with each other through their fitness values in order to be selected as input to the operators. Thus, programs with a low fitness have a higher chance of contributing to future generations. The process ends when a perfect algorithm (with respect to the fitness function) is found or the maximum number of generations is reached, or the computational budget is consumed. The pseudocode for classic GP is listed in Appendix A.1.

3.2.1 Program Representation and Generation

Program representation is very important for the effectiveness of genetic programming. The representation ensures that genetic operators applied on the candidates produce syntactically correct programs. In our GP implementation, the grammar is designed in such a way that it always generates syntactically correct programs for NetLogo (and possible other target languages) with correctly used data types. Currently, the only data types supported are integers, floats, booleans and strings.

In the MetaCompiler, the programs are represented using the Grammatical Evolution method [72]. Each program is encoded as an array of numbers (codons) that are used to interpret the grammar in Backus-Naur form, by selecting production rules in order to replace the non-terminals with terminal symbols. The traversal is done in a depth-first manner. When the program consists of only terminal symbols, the translation is completed and an executable\(^1\) candidate is obtained. In this way, programs can be randomly created by generating arrays of random numbers. Grammatical Evolution and its trade-offs are discussed at length in [70–73,83,92].

3.2.2 Fitness Function

The fitness function is a user-defined function that evaluates a program and assigns a score (fitness) to it. The better the outcome the lower the score, thus creating a minimization problem. The perfect outcome receives a score of zero, meaning that the solution was found. Special care has to be taken when designing a fitness function, such that it penalizes trivial solutions that do not define good algorithms. This can also be overcome by setting up the simulation environment (on which the programs are tested) using

\(^1\)An executable program has a correct syntax and correctly used names of functions, procedures, and variables and correctly used data types.
random initial conditions from simulation to simulation, in order to achieve
different results. In this way, the ideal program is not a value, but a behavior.
However, this can still be insufficient due to the fact that a program can get
lucky in finding the result for that specific set of initial conditions. Therefore,
we run the simulation for a program several times (e.g., 10) and aggregate
the set of scores using one of the functions: average, median, minimum,
maximum, thus checking the fitness of the program for consistency.

3.2.3 Genetic Operators and Selection

With genetic operators, one or two parents can spawn one, respectively two
children. The basic operators are:

- **Mutation** – replaces a part of the parent (the subtree of the selected node) with a randomly generated subtree, having the same non-terminal symbol as root as the original subtree.

- **Crossover** – creates two children by selecting two parts (one subtree from every parent) and interchanging them.

The point in the program where a genetic operator is applied is selected at random. However, in our implementation, in order to preserve the structure and executability of a program, it gets parsed into a tree using the codons and the generative grammar. Using the tree, Mutation will generate a random subtree having as root the same non-terminal as the one used for deriving the original subtree. Crossover will try to find two compatible subtrees, for example two conditional statements. This is achieved by interchanging subtrees with root nodes corresponding to the same non-terminal. Following this procedure the executability of the children is guaranteed. Crossover and Mutation can be applied in two ways:

1. Koza [42] genetic operations: use Crossover 90% of the times and Mutation 10% of the times.

2. Mixed steady-state GP genetic operations\(^2\): apply Crossover and then Mutation on the children.

The selection of a parent is performed via Tournament selection by picking
a number (the tournament size) of random programs from the population
and then selecting the one most fit out of them. In this way selection pressure is applied, meaning that fit programs reproduce more often than unfit programs. The higher the tournament size, the higher the selective pressure. A size of 1 is equivalent to random selection. At the other extreme, a size equal to the population size always selects the best individual from the population. The default tournament size is set to 7, because it is a common value in genetic programming literature [60].

\(^2\)From now on referred to as “mixed genetic operations”
3.3 Conditional Whole-Population Heuristics

Classic Genetic Programming is a whole-population heuristic meaning that it changes all the individuals from one generation to the next. Without a condition to enter the population, every new individual is accepted. This allows for a lot of bad individuals (having a high fitness) join the population, which will spawn more bad individuals in the following generation. Because of this, the good programs are harder to find. In the conditional whole-population heuristics, children compete directly with their parents and get accepted into the next generation only if they fulfill a condition. In addition, these heuristics iterate over the whole population and attempt to improve each individual. Thus, every individual will reproduce, which differs from classic GP, which prevents the reproduction of the worst individuals through Tournament selection.

3.3.1 Hill Climber

In the Hill Climber (HC) heuristic, the parent’s and child’s fitnesses are compared and the one with the lower fitness enters the next generation. For the case of equality, the child is accepted in order to enable the traversal of plateaus in the fitness landscape. Thus, the HC heuristic gradually improves the mean population fitness over time. We implemented three variations with different genetic operations. The first uses only Mutation. The second variation uses Koza genetic operations. The third uses mixed genetic operations. For Crossover, the second parent is chosen through a tournament, and it only returns the first child\(^3\). We test each of these variations in Chapter 5. The pseudocode is listed in appendices A.2 and A.3.

3.3.2 Simulated Annealing

Due to the high selective pressure, the HC heuristic can get stuck in a local minimum. Furthermore, due to the nature of the search space, a less fit child can lead to much fitter subsequent children in the following generations. In order to enable the acceptance of less fit children, the acceptance condition is replaced with a simulated annealing (SA) process [13]. A child that is less fit than its parent, still has a probability of being accepted given by \(P_{sa}\) from Equation 6.6. \(f_p\) and \(f_c\) are the fitness values of the parent and the child, respectively; \(pde\) makes the probability decrease faster as fitness grows (by default it is set to 2). \(G_c\) is the current generation number, while \(G_{max}\) is the maximum number of generations. \(T_{sa}\) from Equation 3.2 represents the temperature for a certain generation number (the temperature schedule).

\(^3\)The first child is the one having the first parent’s tree root.
\[ P_{sa} = \begin{cases} 1 & , f_c < f_p \\ T_{sa} \times \left( \frac{f_p}{f_c} \right)^{pde} & , f_c \geq f_p \end{cases} \] (3.1)

\[ T_{sa} = \left( 1 - \frac{G_c}{G_{max}} \right) \] (3.2)

At high temperatures, the search process is in an exploration phase, in which worse children are easily accepted. As the temperature decreases, the process enters an exploitation phase, in which the search focuses on improving the mean population fitness. The fact that this heuristic initially accepts worse children is found to be beneficial in avoiding local minima [13]. We enforce that the best individual will never be replaced by a worse individual. The same three genetic operations variations (as for HC) are tested. The pseudocode is listed in appendices A.2 and A.4.

### 3.3.3 Tabu Search

In the Tabu Search (TS) heuristic, every created program is stored in a list called a tabu list. A child is accepted if it does not exist in the tabu list, thus ignoring the fitness value. This heuristic also has been shown to be effective in avoiding local minima by not allowing the already known programs to be accepted. Furthermore, it prevents the search to cycle between the same set of programs and thus TS is able to find solutions with less computational effort than a history-unaware heuristic (such as CGP) [27, 28]. However, because the search space is infinite, and the lack of influence from the fitness, TS becomes almost like a random search, so it remains to be explored how effective it is when applied on our type of problems. Nevertheless, the hint to not use tabu search alone, given by Glover in [26], is clear: “Tabu search may be viewed as a ‘meta-heuristic’ superimposed on another heuristic.” . The pseudocode is listed in appendices A.2 and A.5.

### 3.3.4 GOMGP – GP with GOMEA Inspired Generations

GOMGP represents an adaption of GOMEA (as presented in [7]) for Genetic Programming. In our implementation, we focus on GOMEA’s three-phase generation, the greedy acceptance condition and the halting criterion, which are described below. This heuristic halts when no improvement is made to the best individual over a certain number of generations. The best individual (even if not perfect) is returned. On one hand, this avoids the case in which computational budget gets consumed when the search gets stuck into local minima. On the other hand, it also avoids the case when the best individual can still be improved, but the preset number of generations has been reached.
GOMGP uses more complex versions of Mutation and Crossover than the ones presented in Section 3.2.3. The original operators, are applied at random positions in an individual’s tree. The operators for GOMGP are applied at a specified tree-node number from the tree of the program. The tree-node numbers are identified by traversing and linearizing the tree. We experimented with tree-node lists created through breadth-first search (BFS), depth-first search (DFS) and sorting the tree-node list based on descending subtree size (STS) order. Therefore, the Mutation operator is applied exactly at the specified tree-node number. Crossover is applied between the specified tree-node of the first parent and one of the compatible nodes (without caring about its node number) from the second parent, and finally only the child corresponding to the first parent is returned.

The heuristic goes as follows. Each generation has three phases and we keep track of the improvements made to the individuals in each generation.

1. In the first phase we attempt to make only one improvement to each individual by applying both Mutation and Crossover at specific tree-node numbers. During Crossover, the second parent is selected with the Tournament method. We experimented with two tree-node number selection strategies. The first is to have fixed numbers e.g., 2 to 10. The second is to pick the node number for the current attempt depending on the size of each program’s tree-node list e.g., the tree-node at 10%, at 20%, ... at 100% in the node list.

2. The second phase is similar to the first, with the difference that we try to improve the yet unimproved individuals, having the best known individual as the second parent for Crossover.

3. In the third phase, the unimproved individuals get replaced altogether by the best individual.

If the number of generations in which the best known individual did not change is larger than the length of the no-improvement stretch (NIS\(^4\)), then in the second phase, every individual (i.e., the improved and the unimproved) gets the best known individual as the second parent. At the end of the generation the improvement statistics get reset.

Finally, as a result of the third phase, it can happen that all the population ends up consisting of the same individual, in which case the search halts and the individual (which is also the best known individual) is returned together with its fitness. In Chapter 5 we search for the best parameter combination by varying: the tree linearizing method, the node number selection strategy, the Tournament size, the improvement condition (“\(f_c < f_p\)” vs. “\(f_c \leq f_p\)” vs. “\(f_c \leq f_p\) and \(c \notin \text{tabu list}\)” ) and mixed vs. Koza genetic operations. The pseudocode is listed in Appendix A.6.

\(^4\)In the GOMEA paper \([7]\) NIS = 1 + \(\lfloor \log_{10}(P_{max}) \rfloor\); i.e., allow an extra generation for every order of magnitude (factor 10) that the population size is larger.
3.4 Conditional Generation Gap Heuristics

In this section, we present two new population-based heuristics, developed by us, which are inspired by the steady-state GP [58,90] with generation gaps and also by the HC, SA and TS heuristics. The generation gap represents the proportion of the population that has to be replaced. We chose to always replace the individuals with the worst fitness.

3.4.1 GATLE – Generation Gap Tabu Hill Climber

GATLE (Generation gAp Tabu hillClimber) is built on the steady-state GP algorithm with a configurable generation gap size (e.g., it replaces $\delta = 10\%$ of the programs from one generation to the next). In our experiments $\delta$ ranges from 1\% to 30\%. We had chosen a fairly harsh selection mechanism, by replacing the $\delta$ most unfit programs from the current generation. The new programs, which are candidates for filling the gap, get generated by selecting parents through tournaments from the whole current generation, and applying genetic operations. The candidates get accepted if they fulfill an acceptance condition, which is described further. From the current generation, we define $f_{\text{worst}}$ as the fitness of the most unfit individual, and $f_{\text{goal}}$ as the fitness of the most unfit individual that gets to enter the next generation with respect to $\delta$. Moreover, we store all the programs generated in a tabu list. Then the acceptance condition for a new program $c$ to enter the next generation is that $c \notin \text{tabu list}$ and its fitness $f_c$ satisfies $f_c < f_{\text{goal}}$.

Let $P_{\text{max}}$ be the maximum population size. Then let the minimum population size $P_{\text{min}} = P_{\text{max}} - P_{\text{gap}}$, where $P_{\text{gap}} = \lfloor P_{\text{max}} \times \delta \rfloor$. If $\lfloor P_{\text{max}} \times \delta \rfloor = 0$ then $P_{\text{gap}} = 1$. The next generation is formed as follows:

1. The current generation of programs gets sorted ascending based on the fitness score
2. The first $P_{\text{min}}$ programs get copied into the next generation
3. Try$^5$ to find $P_{\text{gap}}$ programs in order to have $P_{\text{max}}$ programs in the next generation

In Chapter 5 we experiment with various generation gap sizes and mixed vs. Koza genetic operations. The pseudocode is listed in Appendix A.7.

3.4.2 GATSE – Generation Gap Tabu Simulated Annealing

GATSE (Generation gAp Tabu Simulated annEaling) is a version of GATLE with a leaner acceptance condition. In GATSE, if $f_c \geq f_{\text{goal}}$, the child has a second chance of entering the next population generation with the probability $P_{\text{gatse}}$. The probability is calculated following the same intuition from

$^5$Have a limited number of attempts in order to avoid getting stuck at this generation.
the SA heuristic, see Equation 6.6. We keep the same notations from Section 3.3.2. In the first \( G_{T1} \) generations, \( T_{gatse} = 1 \), and in the last \( G_{T0} \) generations, \( T_{gatse} = 0 \). In the rest of the generations, the temperature decreases linearly (see Fig. 3.1). The value of \( T_{gatse} \) is given by Equation 3.3. We do this in order to have multiple pure exploration generations, respectively multiple pure exploitation generations.

Figure 3.1: The temperature schedule

\[
T_{gatse} = \begin{cases} 
1 & , G_c < G_{T1} \\
1 - \frac{G_c - G_{T1}}{G_{max} - G_{T1} - G_{T0}} & , G_c \in [G_{T1}, G_{max} - G_{T0}] \\
0 & , G_c \geq G_{max} - G_{T0}
\end{cases} \tag{3.3}
\]

\[
P_{gatse} = \begin{cases} 
1 & , f_c < f_{goal} \\
T_{gatse} \times \left(1 - \frac{f_c - f_{goal}}{1.01 \times f_{worst} - f_{goal}}\right)^{pde} & , f_c \in [f_{goal}, f_{worst}] \\
0 & , f_c > f_{worst}
\end{cases} \tag{3.4}
\]

In Equation 3.4 the probability of a worse child to enter the population is computed with respect to how much better \( f_c \) is compared to \( f_{worst} \), rather than how much worse \( f_c \) is compared to \( f_{goal} \) (as for \( P_{sa} \) in Equation 6.6). In Chapter 5 we also test the \( P_{sa} \) acceptance condition (we still keep \( T_{gatse} \) for obtaining the temperature). The pseudocode of GATSE is listed in appendices A.7 and A.8.
Chapter 4

MetaCompiler Design

This chapter builds on the information about the GP-based heuristics (the core of the search methodologies) introduced in the previous chapter by describing the software architecture of the MetaCompiler. Here we describe the elements that support the algorithm discovery: the agent-based simulator and agent programming language, the skeleton of an algorithm and the execution flow of a MetaCompiler experiment. We also describe a new type of generic algorithmic building blocks developed by us, which are helpful in discovering solutions for problems where we have very little problem knowledge. The information presented in this chapter is essential for setting up experiments targeted at searching for specific algorithms.

4.1 Agent-Based Simulator – NetLogo

NetLogo is a multi-agent programmable modeling environment developed at Northwestern University\(^1\), currently at the 5.0.4 version. It is written for the Java virtual machine, so it can run on multiple computer platforms.

Simulations in NetLogo feature a 2D world in which agents can move. We use NetLogo for simulating networks in which the agents represent network nodes able to create links to the other agents (their neighbors) with respect to the Euclidean distance between them (the transmission range). Because agents can be made mobile and continuously change their set of neighbors, NetLogo makes a very handy platform for simulating Mobile Ad-Hoc Networks (MANETs). The simulation proceeds in ticks, which represent the most granular units of time. A NetLogo program, in its most general form, can be structured as in Listing 4.1.

In the “setup” procedure, the agents are set into an initial state (e.g., position, links to neighbors, color), while with every execution of the “go” procedure, the agent behavior is updated. Standard statements, such as

\(^1\)http://ccl.northwestern.edu/netlogo/
procedure calls, assignments and conditionals, as well as functions, arithmetic and logical expressions, can be used as \textit{<statements>}. There are two scopes of execution: the global scope and the agent scope. In the global scope, statements have access to information from any agent. We use it to compute the fitness function using aggregates such as: \textit{min}, \textit{max}, \textit{mean}, \textit{count}, etc. In the agent scope, the statements at line 9 in Listing 4.1 have access to information from the agent executing the code, and from the neighbouring agents. The MetaCompiler generates code containing building blocks that are executed only in the agent scope. Making agents execute statements is done through the \textit{"ask"} keyword applied to a set of agents. Sets of agents are returned by primitives, such as: \textit{agents} (all the agents) and \textit{link-neighbors} (neighbouring agents). Filters can be applied on these sets using the \textit{"with"} primitive followed by a condition (a boolean expression). Agents remain in the set \textit{with} is applied to, if they fulfill the condition. The condition is executed in every agent’s scope using their local variables values.

4.1.1 Code Injection

We use code injection to define more general building blocks. One example is a function that returns the number of neighbors that satisfy a given condition. However, we do not have enough problem knowledge to define the condition in the function, so we let the MetaCompiler discover it. The statement that counts the neighbors has to be written inside a function, therefore the condition has to be given as an argument when calling the respective function. In order to execute the condition in each neighbor’s scope it needs to be injected in the argument position of the \textit{"with"} primitive. Below we give an example to clarify the need and usage of code injection.

In Listing 4.2, we define a function that returns the number of neighbors having their local variable $Y$ equal to 2. It is important to note that $Y = 2$.

Listing 4.1: General structure of a NetLogo program.

1 global variable declaration
2 agent variable declaration
3 to setup
4 \textit{<statements>}
5 end
6 while (ticks < tick_limit)
7 \textit{<statements>}
8 to go
9 \textit{<statements>}
10 ask (agents) [ \textit{<statements> }]
11 \textit{<statements>}
12 end

\begin{verbatim}
Listing 4.2: A function that counts neighbors with $Y = 2$

1. to-report CountY2 []
2.   report count link-neighbors with [$Y = 2$]
3. end

Listing 4.3: An incorrect function that should count neighbors with condition as argument

1. to CountFiltWrong [filt_]
2.   report count link-neighbors with [filt_]
3. end

gets executed in the agent scope of every agent from the link-neighbors set. However we do not know for certain that “$Y$” is the correct variable to consider and furthermore, whether it should be equal to “2”. In order to let the MetaCompiler discover the condition we need to rewrite the function with the condition as a parameter, see Listing 4.3. Unfortunately, this will not work as expected, because when the procedure is called: CountFiltWrong $(Z > 4)$, the argument gets evaluated in the agent scope of the caller. To overcome this, we use the code injection capability of NetLogo, see Listing 4.4. “sfilt_” is a string, so when the procedure is called: CountFiltOK (“$Z > 4$”) the condition gets executed in the neighbor’s scope.

We will come back to writing more general building blocks in the last part of this chapter.

### 4.1.2 Concurrency of Execution

Ideally, when simulating a network, agents execute their code independently from one another, concurrently. However, using “ask”, the first agent executes its code block, then the next one and so on. In order to simulate concurrency, NetLogo provides the “ask-concurrent” primitive. But still, in order to avoid race conditions, agents use a turn taking mechanism to execute code. The first agent takes a turn, then the second, until every agent has finished executing their statements. An agent’s “turn” ends when

Listing 4.4: A function that counts neighbors with condition as argument

1. to CountFiltOK [sfilt_]
2.   report count link-neighbors with [run-result sfilt_]
3. end
it performs an action that can affect other agents such as moving or sending a value to a neighbor. Changing a local variable does not count as a turn.

4.2 MetaCompiler

MetaCompiler is the name of the whole software suite for discovering new algorithms. It is written mostly in Java and Scala, and extends the EpochX genetic framework.

4.2.1 Execution Flow

In Fig. 4.1 the major components of the work and execution flow of a MetaCompiler experiment are presented. The blocks represent major modules of the flow. The arrows represent temporal precedence except for the dotted lines which specify the input of a block. The dashed lines are optional depending on the genetic heuristic used.

Figure 4.1: MetaCompiler execution flow.
The user provides the inputs necessary for running an experiment. The “MetaCompiler User Inputs” configures the various modules of the MetaCompiler, including the genetic heuristic. The “NetLogo User Inputs” configures the NetLogo programs that are going to be generated. Program parameters such as world size, number of agents, number of ticks, define the NetLogo simulation environment. The fitness function, the variables and the algorithmic building blocks (functions and procedures) are also specified by the user via a library file. The latter two also act as input for the “Grammar/Parser Customization” module.

After reading the user inputs, the MetaCompiler will customize the generative grammar and the two parsers (written in ANTLR) with respect to the variable names, building blocks and their declared types. This step is necessary because for every specific problem, we try to discover a program that solves it using the specified building blocks and the variables we provided. So these have to be included in the generative grammar, and the “Grammar/Parser Customization” module does this in an automatic way. Without it, the user would have to modify the grammar and parsers by hand, such that they contain the correct set of variables and building blocks. To accomplish this, the grammar and parsers are specified using the Velocity templating language. At runtime they get customized using VelocityEngine and then compiled into Java classes.

After customizing the grammar and parsers, the main execution loop starts. A MetaCompiler experiment consists of multiple ($R_{max}$) runs executed sequentially. It stops when all the runs have been executed or the computational budget had been consumed. Within each run, an initial population of programs is randomly generated using the generative grammar. After executing $G_{max}$ generations the best individual of the run is returned. A run ends when all the generations have been executed, or a program with a perfect fitness had been found, or the heuristic had converged (in case of GOMGP). Newly generated programs get stored for caching purposes and to populate the tabu list (when needed), then they are evaluated. After the evaluations, depending on the heuristic (and the quality of the programs), the population of the next generation is created. Evaluating a program consists of transforming it into a NetLogo program, and then running it $S_{count}$ times using the NetLogo library. The multiple results get aggregated into the program’s fitness (the resulting fitness gets stored in the cache) using one of the functions: average, median, minimum, maximum. In the Program Evaluation step, all the NetLogo simulations get added into a working pool, which can be executed in parallel in a multi-threaded environment.

\[\text{http://velocity.apache.org/}\]
\[\text{A Java library provided with NetLogo that can be used to simulate NetLogo programs from Java code.}\]
Listing 4.5: Program skeleton

1 Setup:
2 Initialization of global & local variables
3 Initialization procedures
4 Go: While (maxIterations not reached)
5 StartGlobal static procedures
6 Agent methods:
7 StartLocal static procedures
8 !!!Combination of generated statements!!!
9 EndLocal static procedures
10 EndGlobal static procedures
11 Finally: evaluate Fitness function

4.2.2 Agent Program Skeleton and Building Blocks

Every program produced during the generation step, parsing and printing process, has the structure in Listing 4.5. All the parts, except for the 8th, are static (i.e., every generated program from a certain experiment contains

<table>
<thead>
<tr>
<th>Name</th>
<th>Data type</th>
<th>NetLogo syntax</th>
</tr>
</thead>
</table>
| Procedure (statement when called) | void      | `to name [ param* ]
statement*
end` |
| Function (expression when called) | number    | `to-report name [ param* ]
statement*
report expression
end` |
| Assignment statement         | void      | `set var expression`                   |
| Conditional statement simple  | void      | `if condition
[ statement* ]`                      |
| Conditional statement double | void      | `ifelse condition
[ statement* ]
[ statement* ]`                         |
| Number constants / exp       | number    | `1 ... 100; 0.01 ... 0.99`             |
| Boolean constants / exp      | boolean   | `true; false`                          |
| Relational operators / exp   | boolean   | `!=; ==; <; >; <=; >=`                 |
| Logical operators / exp      | boolean   | `and; or; not`                         |

Table 4.1: Procedures, Functions and built-in statements. “*” means zero, one or multiple repetitions. A condition is an expression returning a boolean.
them in the exact same way). The StartGlobal, EndGlobal, StartLocal, EndLocal static procedures and the Fitness function as well as the global and local variables and their properties are defined by the user in the configuration file. Arguments that can be constants or variable names, can be passed to the static procedures and functions.

The 8th line in Listing 4.5 is where the GP creates the mix of building blocks, function and procedure calls, presented in Table 4.1. The functions and procedures get declared beforehand by the user in the supplied library file. The passed arguments are specified in the configuration file. An argument can be static⁴: case in which it is a constant or a variable name, or dynamic (being an expression generated by the GP) case in which it is specified according to its data type: integer, float, number⁵, boolean, “number as string” or “boolean as string”. Note that arithmetic operators are not built-in, because they are not always necessary. When needed, they can be implemented with functions. On the other hand, the conditional statements and the constants are built-in but can be disabled from the configuration file.

4.2.3 Discovering Algorithmic Building Blocks

Programs made out of ifs, assignments, procedures and functions without any parameters can solve a limited number of problems. Solutions to problems can be expressed by a chain of statements e.g., the Santa Fe Trail problem [43], provided that the set of possible statements is fairly small, and all of them are known beforehand (e.g., turnLeft(), turnRight(), moveForward()). However, in many cases we do not know the complete set of statements that is sufficient for finding the solution. For problems such as Symbolic Regression and the 11-bit Multiplexer [43] defining a sufficient set of statements is not possible, hence we need more abstract building blocks. These are developed by receiving input parameters, e.g., add(a, b), mul(a, b), etc. Whenever the generative process discovers a structure such as mul(mul(X, X), X) we say that a building block, in this case the one which computes X³, was discovered.

The ability to discover building blocks is important, because it simplifies the definition of the building blocks set. Writing more abstract building blocks (e.g., a function computing the product of two numbers given as parameter vs. function computing “X³”) requires less prior problem knowledge. Ideally, this allows the user to just specify the generic structure of a building block and leave the GP process to fill in the specificities. Going back to the example in Section 4.1.1, it is unfeasible to write a version of CountY2 for every integer. Furthermore, because the condition given as a filter should

⁴This is useful when we want to customize a generic building block, for example: pow(..., 2), but we do not want to change its code in the library.

⁵Integer or float.
Listing 4.6: A function that returns the maximum result of an expression run by all neighbors.

1 to-report maxValueOfNeigh [exp_]
2 report max runresult ("[" + exp_ + "] of link-neighbors")
3 end

be executed in the scope of the neighboring agent, the condition has to be passed as a symbolic argument in the form of a string.

We have extended the generative grammar to allow more generic building blocks such as CountFiltOK. The main distinction is that arguments are passed as symbols (i.e., strings). The symbols can have a specific data type (i.e., boolean or number). We enforce that a function that gets a parameter as string and returns a number, cannot appear in the code generated for a dynamic argument that has to have the data type number as string or boolean as string. The reason for this is that the code would feature a string within a string, which is not supported in NetLogo.

An example of a function with a boolean as string parameter can be considered the one in Listing 4.4 from Section 4.1.1. An example when it is required to pass an argument of the type number as string can be the one in Listing 4.6. This building block computes the maximum out of the set of results returned by an expression that is executed by every neighbor, be it: "X", "mul(X,Y)" or the "count-neighbors()" function. Therefore, by adding this new capability we have added more versatility in specifying generic building blocks, thus requiring less prior problem knowledge. An example of generic building blocks usage is shown in the “Maximal Independent Set” case study in Section 6.1.
Chapter 5

Benchmarking of the Genetic Heuristics

In this chapter we present the benchmarking results of the various heuristics that we introduced in Chapter 3. This step is essential for identifying what heuristic to choose (together with the optimal parameter combination) for discovering algorithms for large-scale networks. Having a high performing heuristic is essential for the success of algorithm discovery.

The performance of a heuristic is described as the fitness of the best program found during an experiment (a MetaCompiler run, see Fig. 4.1). However, since the best found program varies from one experiment to another, we define the performance as the mean best fitness averaged over 50 experiments (or runs). We call a solution, a program with a fitness of 0.

In the first part of this chapter we describe the three test problems used for benchmarking. These are followed by the experiments consisting of varying several important parameters and measuring the effect of each variation. We also compare the performance of our heuristics with state-of-the-art genetic frameworks that used the same test problems. Finally, we discuss the observed influence on performance of the various tested parameters. The discussion ends with a recommendation (based on the observed results) of the best suited heuristics for our types of algorithms i.e., algorithms for large-scale networks.

5.1 The Test Problems

In order to test the heuristics developed, we had chosen three problems that are often used in literature: the “Artificial Ant on the Santa Fe Trail”, “Symbolic Regression” and “Synthesis of an 11-bit Multiplexer” problems (see Table 5.1). Because these problems are very simple with respect to computing the fitness of an individual, we had chosen not to execute NetLogo code due to the large overhead introduced by the NetLogo library. Instead,
the programs are evaluated through an interpreter, which we implemented in Scala, designed specifically for the three problems. However, it is important to note that the generative grammar featured the same customization process and retained, essentially, the same generative properties as for the NetLogo programs.

### 5.1.1 Artificial Ant on the Santa Fe Trail

The Artificial Ant problem consists of an ant-like agent that is in search of food pellets on the Santa Fe trail\(^1\) in a 32 × 32 grid world with periodic boundaries. The program with which an ant is controlled consists of a series of statements shown in Table 5.1, each one representing a move, except for foodAhead(). After all the statements are executed, the execution is restarted, until all of the 400 moves budget is consumed. Programs that get stuck, for example: if(foodAhead()) turnLeft() else turnRight() in an area without any food, are stopped without all of the moves budget being consumed.

Solutions for this problem tend to be short and use only a few conditional statements. We expect this problem to be easily solved. However, due to the conditionals, inactive code tends to be large, which may prevent finding a solution. The fitness values are integers between 0 and 89.

### 5.1.2 Symbolic Regression

Symbolic Regression problems consist of discovering programs able to compute the output of functions such as \(Y(x) = x^4 + x^3 + x^2 + x\) with \(x\) given as input. The programs are made out of building blocks showcased in Table 5.1. Note that some functions are completely useless in trying to discover \(Y(x)\).

---

\(^1\)http://upload.wikimedia.org/wikipedia/commons/b/ba/SantaFeTrail.gif
Their presence is necessary for the case when the expression for $Y(x)$ is not known, yet there is a way of computing it (e.g., by some black-box behavior). The values for $x$ come from the set $\{-1, -0.9, \ldots, -0.1, 0.1, \ldots, 1\}$.

Solutions for this problem tend to be short i.e., most of the solutions look as $Y(x)$ expressed with functions from Table 5.1. We expect this problem to be very easily solved. The fitness can take any value from 0 to infinity.

### 5.1.3 Synthesis of an 11-bit Multiplexer

An 11-bit Multiplexer gets as input 3 address bits and 8 data bits, and its task is to output the correct data bit from the address encoded in the address bits. Therefore, there are 2048 possible combinations of bits that have to be tested. The goal of the 11-bit Multiplexer problem is to discover a program composed of boolean functions, described in Table 5.1, that correctly decode 3-bit addresses.

Solutions for the 11-bit Multiplexer tend to be very long, with a lot of nested conditionals, which create large portions of inactive code. Therefore, we expect this problem to be the hardest to solve out of the three benchmarking problems. The fitness function ranges from 1024 to 0 and the values usually can be divided by powers of 2, e.g. 32, 64. This means that a lot of programs will have the same fitness, thus making program selection less relevant.

### 5.2 Benchmarking Experiments

In Table 5.2, we present the various common parameters used during experiments. For each heuristic, the number of program evaluations in a generation differs. Therefore, in order to compare the heuristics fairly, we configure an unlimited number of generations, while having a fixed computational budget. This means that at the end of each generation if the number of evaluated programs exceeds the budget, the execution stops. Also, in order to speed-up execution, we cache the program’s fitnesses, meaning that each program gets evaluated only once. Since a program for any of the three problems is deterministic, we execute it only once. In case of the heuristics based on Simulated Annealing, the temperature is now computed with respect to the computational budget and not to the generation number. Also in GATSE, $G_{T1}$ and $G_{T0}$ are defined with respect to the budget. In GOMGP, the default Tournament size is 1, i.e., in the first phase the second parent is selected at random from the population. For practical purposes we limit the tree size to 500 nodes. That means if Crossover or Mutation create a program bigger than the limit, it gets rejected (in CGP, GATLE and GATSE), or it gets replaced with its parent (in HC, SA and GOMGP). Finally, for each parameter combination, we execute 50 experiments in order to have a reliable assessment. In most of the benchmarks we plot the performance of
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>4, 8, 16, ... 16384</td>
</tr>
<tr>
<td>Tournament size</td>
<td>7</td>
</tr>
<tr>
<td>Crossover / Mutation probabilities</td>
<td>90%/10%</td>
</tr>
<tr>
<td>Experiments per parameter combination</td>
<td>50</td>
</tr>
<tr>
<td>Budget per experiment</td>
<td>50,000 program executions</td>
</tr>
<tr>
<td>Tree size limit</td>
<td>500 nodes</td>
</tr>
<tr>
<td>GATLE, GATSE maximum attempts</td>
<td>10</td>
</tr>
<tr>
<td>GATSE $G_{T1} / G_{T0}$</td>
<td>20% / 20% of the budget</td>
</tr>
<tr>
<td>GOMGP improvement attempts</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 5.2: Common parameters of the heuristics during the benchmarking experiments.

a certain heuristic per parameter combination as population size vs. mean best fitness. We choose to always vary the population size, because it is considered in literature to be the parameter with the largest influence on performance. Note that in some plots, large mean best fitness values are intentionally left outside the plot in order to focus on the most relevant part of the fitness interval.

We define the following metrics:

- $M_1 =$ mean best fitness, averaged over 50 experiments (always referred to as “performance”)
- $M_2 =$ standard deviation of the best fitness
- $M_3 =$ number of found solutions, grouped by population size
- $M_4 =$ mean computational budget consumed per experiment (percentage of 50,000)

In the next sections we study the performance (mean best fitness) of the developed heuristics, with respect to their important parameters. Then, in Section 5.2.7 we choose the best parameter combinations for each heuristic and compare them using all four metrics defined above. Finally, we make a comparison with state-of-the-art heuristics.

### 5.2.1 Genetic Operations in HC and SA Heuristics

In this set of experiments we test the performance of the SA and HC heuristics for various genetic operations variants: Mutation alone, Koza and
Mixed genetic operations (for the description of the genetic operations, see Section 3.2.3).

In Fig. 5.1, we observe very good performance for the Mixed operator in the Artificial Ant and the 11-bit Multiplexer experiments. For the Symbolic Regression experiments, Mutation alone is better for small population sizes, while operators with Crossover are better for large population sizes. We cannot declare any clear winner between HC and SA: HC is better than SA in the 11-bit Multiplexer but worse for the Artificial Ant. One important characteristic that stands out is the good performance of these heuristics for small population sizes. Also note the smoothness of the curves for the Multiplexer experiments.

5.2.2 Generation Gap in GATLE and GATSE

In these experiments we vary the generation gap percentages. This parameter is important in order to determine how many individuals need to be accepted using the current generation as a gene pool.

We notice in Fig. 5.2 that overall, a larger generation gap improves the performance for both GATLE and GATSE. However, this parameter does not change the general performance trend. This is because, it alters only the granularity of the generations (how many better individuals we have to find per generation). In general, GATLE and GATSE perform better for larger population sizes between 2048 and 8192. We also observe that overall, GATSE has a better performance than GATLE, which is most clearly shown in the 11-bit Multiplexer experiments.
5.2.3 Genetic Operations and Acceptance Probability in GATLE and GATSE

In this section we test the influence on performance of the two genetic operations we have used for the HC and SA heuristics (i.e., Koza and Mixed operators). For GATSE we also test a simpler acceptance probability, which is based on $Psa$ (see Equation 6.6). The results are shown in Fig. 5.3.

Firstly, we observe that in most the cases the Mixed operations have
Figure 5.3: GATLE and GATSE: Mean best fitness across various population sizes and for different genetic operations and different acceptance probabilities in GATSE algorithm.

Figure 5.4: GOMGP: Mean best fitness across various population sizes and for different tree linearization and node selection strategies.

better performance than the Koza operations. Exceptions are represented by large population sizes ($\geq 1024$) in the 11-bit Multiplexer experiments. The performance of the Koza operations seems much more sensitive to population size. With regards to the acceptance probability used to allow worse children (see sections 3.3.2 and 3.4.2), we cannot say clearly which one of $P_{gatse}$ and
$P_{sa}$ is better. The first is better for some population sizes, especially in the Artificial Ant experiments, while the second is better, again, only for some population sizes in the Symbolic Regression experiments. In case of the 11-bit Multiplexer the two have similar performance. The main purpose of allowing worse children is to facilitate population diversity. Both $P_{gate}$ and $P_{sa}$ manage to fulfill that purpose.

### 5.2.4 Tree Linearization and Node Selection Strategy in GOMGP

In this set of experiments we test the three program-tree linearization strategies: breadth-first search (BFS), depth-first search (DFS) and sub-tree size sort (STS), which were proposed in Section 3.3.4. We also test two node selection strategies: fixed (node 1, 2, ... 10) and tree-node list size-adapted (node at 10%, 20%, ... 100% in the node list). The Koza genetic operations are used (we will compare Koza vs. Mixed in the next section). The results are shown in Fig. 5.4.

We observe that tree linearization has very little impact on GOMGP’s performance. This means that it does not matter if the changes are applied to big subtrees first and to small subtrees after. This is consistent with the original GOMEA paper [7] where the program parts to be crossed over are not ordered by size. Even so, BFS and STS are used in the parameter combinations that have the best performance. On the other hand, node selection has a big impact on performance, as we cannot fail to notice that size-adapted node selection has better performance for smaller population sizes. The reason for this is that the fixed strategy only modifies tree nodes close to the root of the tree, while the size-adapted can modify tree-nodes deeper in the tree. Being able to also make small changes to programs increases the chances of finding solutions.

### 5.2.5 Genetic Operations and Individual Improvement Conditions in GOMGP

With these experiments we test three improvement conditions (see Section 3.3.4) for both the Koza and the Mixed genetic operations. In “Lt” an individual is considered improved if his fitness is strictly smaller than his parent; in “Leq”, the individual can also have an equal fitness with his parent; and additionally, in “Leq, Tabu” the individual has to be all new. The “subtree size” tree linearization and “size-adapted” node selection strategies are used.

We observed that the “Lt” condition makes GOMGP converge really fast for small population sizes, thus not making use of the entire budget. The convergence happens too early such that good programs have no time to develop. This explains the very low performance for low population sizes.
On the other hand, “Leq” impedes the convergence almost every time, because finding new individuals with the same fitness is easy due to inactive code. Adding the Tabu list aims to reduce this effect but it is only minimally successful, with the added negative effect of slightly reducing performance.

In Fig. 5.5, we observe that in general the larger the population size, the better the performance (except for “Leq” in the 11-bit Multiplexer). In most of the cases, having Mixed genetic operations results in better performance, than using Koza operations. For the Symbolic Regression problem with the “Mixed, Leq” variant and $P_{max} = 16384$ we managed to find a solution in every experiment.

5.2.6 Tournament Size in GOMGP

In this set of experiments, we want to observe the influence of the Tournament size on performance for both the Koza and Mixed operations. We use the “Leq” acceptance condition, with the “subtree size” tree linearization and “size-adapted” node selection strategies. Results are shown in Fig. 5.6.

In general, we observe that the larger the population size the better the performance of large Tournament sizes. This is expected because with a Tournament having a larger size, it is easier to find good programs in a large population. However, for small population sizes, the same set of (good) programs is used too often by the genetic operations, resulting in lower population diversity, hence lower performance.
5.2.7 Comparison of the Best Parameter Combinations

In this section we compare the best parameter combinations for all heuristics. The parameters are determined per experiment and are listed in Table. 5.3. For reference we also plot the performance of Classic GP. We have also tested Tabu Search alone, but the performance is very low. We continue to vary the population size, since we observed that it has the most influence on performance.

<table>
<thead>
<tr>
<th>Heuristic</th>
<th>Artificial Ant</th>
<th>SF</th>
<th>Symbolic Regression</th>
<th>SF</th>
<th>11-bit Multiplexer</th>
<th>SF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CGP</td>
<td>Koza operations</td>
<td>159</td>
<td>Koza operations</td>
<td>300</td>
<td>Koza operations</td>
<td>106</td>
</tr>
<tr>
<td>HC</td>
<td>Mixed operations</td>
<td>246</td>
<td>Mutation alone</td>
<td>295</td>
<td>Mixed operations</td>
<td>216</td>
</tr>
<tr>
<td>SA</td>
<td>Mixed operations</td>
<td>240</td>
<td>Mutation alone</td>
<td>246</td>
<td>Mixed operations</td>
<td>38</td>
</tr>
<tr>
<td>GATLE</td>
<td>Mixed, $\delta=0.3$</td>
<td>269</td>
<td>Mixed, $\delta=0.3$</td>
<td>374</td>
<td>Mixed, $\delta=0.3$</td>
<td>41</td>
</tr>
<tr>
<td>GATSE</td>
<td>Mixed, $\delta=0.3$, $P_{gatse}$</td>
<td>225</td>
<td>Mixed, $\delta=0.3$, $P_{gatse}$</td>
<td>359</td>
<td>Mixed, $\delta=0.3$, $P_{gatse}$</td>
<td>112</td>
</tr>
<tr>
<td>GOMGP</td>
<td>Percentual, STS, Mixed, Leq, $T = 7$</td>
<td>103</td>
<td>Percentual, STS, Mixed, Leq, $T = 1$</td>
<td>329</td>
<td>Percentual, STS, Koza, Leq, $T = 1$</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 5.3: Best parameter combinations for all heuristics, determined per experiment. The SF column contains the number of solutions found, out of the total of 650 ($13 \times 50$) experiments for every parameter combination.
Figure 5.7: Number of solutions found across various population sizes for best parameter combinations for all heuristics, determined per experiment.

Number of Solutions Found

In Fig. 5.7 we plot the number of solutions found by each heuristic. The results are aggregated in Table 5.3 in the SF columns. We observe that for most of the heuristics, finding solutions largely depends on the population size. However, the behaviour of GATLE and GATSE is much more stable with respect to population size. This means that the success of these two heuristics is less dependent on the population size parameter. Except for the 11-bit Multiplexer experiments, GATLE and GATSE manage to find the largest number of solutions.

Mean Best Fitness and Standard Deviation of Best Fitness

The mean best fitness and standard deviation of best fitness are plotted in Fig. 5.8. We observe that in most of the cases, CGP has a good performance only for large population sizes. Conversely, HC and SA showcase very good performance for small population sizes. GATLE and GATSE, to some extent, mix the two behaviours, although with weaker performance for the 11-bit Multiplexer experiment. GOMGP has very good performance for the Symbolic Regression experiments with large population sizes. All around, the HC heuristic has the best performance with respect to the mean best fitness and also to the number of solutions found.

The standard deviation plots show that the HC and SA heuristics have the lowest best fitness variance. CGP, GATLE and GATSE show almost the same trend in variance except for the Symbolic Regression experiments where CGP has a higher variance. GOMGP has a high variance for small
population sizes, most probably due to premature convergence. After this stops occurring, the variance has lower values than CGP, GATLE and GATSE in most of the cases.

Figure 5.8: Mean best fitness (top) and standard deviation of best fitness (bottom) across various population sizes for best parameter combinations for all heuristics, chosen per experiment.
Figure 5.9: Mean computational budget (out of the 50,000 program executions budget) consumed per experiment across various population sizes for best parameter combinations for all heuristics, chosen per experiment.

Mean Computational Budget Consumed per Experiment

The mean computational budget consumed per run is plotted in Fig. 5.9. This metric tells us, how hard it is for a heuristic to find solutions. This is not the case for GOMGP, which can stop a run even if its allocated computational budget was not consumed (due to convergence). Also because GOMGP’s generations have a low granularity\(^2\), and because a run is stopped only at the end of a generation, it can happen that GOMGP exceeds the allocated computational budget for large population sizes. We also observe that the Mutation operator alone, from HC and SA in Symbolic Regression for small population sizes, consumes almost all the computational budget, yet it delivers very good performance. This is not the case with the Mixed operations, which can deliver very good performance with using half of the computational budget, shown by SA in Artificial Ant and by HC in the 11-bit Multiplexer.

A very odd result is the performance of CGP, in the Symbolic Regression experiments for population sizes of 4 and 8, which is able to find a lot of solutions and while consuming a small portion of the computational budget. However, in the experiments when a solution is not found, the best fitness is large. This is shown by the standard deviation plot.

\(^2\)A generation in GOMGP usually implies more budget use due to the multiple improvement attempts.
5.2.8 Comparison with State-of-the-Art Heuristics

In this section we compare the performance of the best parameter combinations for each of our heuristics with state-of-the-art heuristics, i.e., from Silva & Costa [88] and Luke & Panait [60]. In both papers, the computational budget per experiment is set to 50,000, the population size is set to 1000 and the Tournament size is set to 7. Furthermore, the authors use Crossover with a 90% probability and Reproduction\(^3\) with a 10% probability and no Mutation. The reason for not using mutation is not stated. The authors use the same set of experiments and the same fitness function as we use. We have selected the heuristics with the lowest mean best fitness. The heuristic from Silva & Costa uses a program size limitation mechanism similar to the one we use. The heuristic from Luke & Panait uses the Tarpeian method. The values are obtained through visual interpretation from the graphs. In case of the Symbolic Regression experiment from Luke & Panait, we could not read the best value with enough precision, due to the inadequate graph scale.

The comparison is shown in Fig. 5.10. On the X-axis, we show the name of the selected heuristic and the population size. The parameters for each of our heuristics are the ones listed in Table 5.3 (best parameter combinations). The CGP heuristic with a population size of 1024 is the closest, in terms of parameters, to the heuristics from the literature so it is also present in our graph. We observe that in two of the experiments CGP performs better than the heuristics selected from the literature. The differences may arise from the presence of Mutation and also from the specific operation of the Crossover operator. When it comes to the best heuristic for each specific

\(^3\)Copying of the individual to the next generation unchanged.
problem, our heuristics are vastly superior. In the case of “GOMGP 16384” and “HC 8”, solutions were found in all the experiments. We do note, however, that we had performed a much more thorough parameter tuning (focused on performance) than in the related papers, which may explain the large performance differences.

5.3 Discussion

5.3.1 Parameters Common to All Heuristics

In the experiments performed in this chapter we observed that our main heuristic performance indicator (M1: mean best fitness) strongly depends on population size and the genetic operations used (defined in Section 3.2.3): Mutation-only, Koza and Mixed. In case of Mutation-only (used in HC and SA heuristics), we observe that it performs the best for small population sizes. This is because the heuristic has more chances (i.e., generations) to succeed improving each and every individual (than with larger population sizes). With more generations, there is a higher chance of discovering the series of mutations that lead to a solution.

At the other extreme, Koza-style operations deliver best performance for large population sizes. This is due to the Crossover operator and its ability to harness the large population diversity that is achieved given a large population. The Mixed operations combine Mutation-only and the Koza operations, by applying Mutation after every Crossover. The performance is better than Mutation-only at large population sizes and better than Koza operations for small population sizes. Furthermore, for some problems (“Artificial Ant”, “11-bit Multiplexer”) it is better than Mutation-only even for small population sizes. This makes it, for some problems, an all-around good genetic operation.

In the HC, SA and GOMGP heuristics, Tournament selection is used by the Crossover operator to select the second parent. When the population is small, it is better to have a small tournament size. Otherwise, there is the risk of selecting a small set of programs, out of the whole population, thus reducing diversity. In general, diversity is a must-have ingredient when using Crossover. Intuitively, the tournament size should grow with the population size, such that a selection of good individuals is performed effectively.

5.3.2 Parameters in GATLE and GATSE

In Section 5.2.2 we test the influence of the generation gap (defined in Section 3.4.1) on the performance of GATLE and GATSE. The influence observed is small, but as a general rule the higher the generation gap, the better the search performance. This is explained by the fact that a small generation gap can interrupt the improving of programs in very successful
generations, since only a small number of new programs are accepted per generation.

With respect to GATSE, we have tested in Section 5.2.3 two acceptance probabilities (for children worse than their parents): $P_{gatse}$ and $P_{sa}$. The difference in performance between the two is minimal and with no clear winner. However, since GATSE is, in general, better than GATLE, we deduce that the most important aspect of accepting worse children is maintaining population diversity. Both $P_{gatse}$ and $P_{sa}$ succeed in doing that.

5.3.3 Advantages of GATLE and GATSE

We have seen in Fig. 5.7 (number of solutions found) and also in Table 5.3 (best parameter combinations) that GATLE and GATSE manage to find solutions once every three MetaCompiler runs for the “Artificial Ant” problem and once every two MetaCompiler runs for the “Symbolic Regression” problem, almost independent of the population size. The robustness of the heuristics to the variation of the population size and also to the generation gap and acceptance probability (in case of GATSE) constitute an advantage, because setup is easier.

5.3.4 Tree Linearization and Node Selection Strategies in GOMGP

In GOMGP, in each generation, every program has to be improved once, and there are several attempts to do this (in our experiments we used 10 attempts). Each attempt is focused on specific tree-nodes in the program’s linearized tree. The basic idea behind “size-adapted” node selection strategy in GOMGP is to select nodes spread across the entire tree. We expected that having the attempts start close to the program’s tree root and continue progressively to the leaf level represents a very good strategy. And conversely, if this ordering is not followed the performance will deteriorate. However, the fact that DFS, BFS and STS tree linearization strategies, perform very similar (as it is shown in Section 5.2.4), suggests that our expectation is not met. The reason is that, after a program is improved, by design GOMGP stops trying to further improve that program in the current generation. This creates a bias to improvement attempts that are focused on parts of the tree close to the root. This explains the good performance shown in the “Symbolic Regression” experiment, for which solutions have small trees.

5.3.5 GOMGP Halting Properties

We have seen in Section 5.2.5 that the “Leq” improvement condition yields the best search performance of GOMGP. However, this comes at the price
of potentially losing its halting properties. In order to study this effect we define the following metrics:

- $M_5 =$ Mean computational budget spent in halted runs (percentage of 50.000). Note that such a run ends not because a solution was found, nor because the computational budget was consumed
- $M_6 =$ Number of halted runs (percentage out of 50)

In Fig. 5.11 we plot the values for metrics $M_5$ and $M_6$. The statistics are gathered from the experiments performed in Section 5.2.5. As expected, the “Leq” condition greatly prevents halting compared to using the “Lt” condition. This is observed especially in the “11-bit Multiplexer” experiment. The reason is that it is easy to create a program having the same fitness as its parent, due to changes performed in the inactive code of a program. We tried to mitigate this effect by using a Tabu list, following the hypothesis that the genetic process produces the same programs over and over again. However, that is not the case, since it is clearly shown that the Tabu list is not effective in halting GOMGP.

On the other hand, the “Lt” improvement condition halts GOMGP much too fast for population sizes below 128. It, essentially, does not allow enough generations for solutions to be developed. As a consequence, GOMGP with “Lt” is able to find solutions only for high population sizes.

![Figure 5.11: GOMGP: Halting statistics of GOMGP. Values plotted for parameter combinations that converge at least once.](image-url)
Fig. 5.11 also shows us that the Mixed genetic operations delay the halting more than the Koza operations. This is because the improvement condition is satisfied for often child–parent pairs. This means that the Mixed operations find better programs (with respect to the improvement condition) easier.

5.3.6 Advantages of GOMGP

Our analysis has shown a potential flaw in the design of GOMGP, which makes it biased toward evolving solutions with small trees. However, this bias makes GOMGP especially good for problems such as “Symbolic Regression”, which have short solutions. Furthermore, the solutions are discovered using (on average) half the available computational budget (see Fig. 5.9).

5.4 Choosing the Best-Suited Heuristic

From what we have seen in Section 5.3 all heuristics have a population size interval in which they showcase very good performance. However, the scenarios for which we want to use these heuristics feature a long execution time for a given program [92]. Assuming that the simulation of one program (using the NetLogo library) takes about 1 second on an eight-core machine. Assuming there are 7 simulations per program. That means for a population size of 2048 (CGP good performance) one generation finishes in four hours. Conversely, it is more practical to have short-duration generations, since we would like to obtain some results as early as possible. For this reason heuristics that only perform well for high population sizes are unsuited.

From another point of view, most of the problems we tackle resemble a hybrid between the “Artificial Ant” and the “Symbolic Regression” experiments. A mathematical expression has to be discovered, sometimes with the presence of conditional statements. This statement is based on the experience with the problems in Chapter 6. Therefore, it makes sense to choose the heuristics that perform best for these two benchmarking problems and with small population sizes. Having these two criteria in place, from our benchmarking results, the best suited heuristic is Simulated Annealing with a population size of 8. Furthermore, the Mixed genetic operations should be chosen since they showcase a better performance when searching for both short and long solutions. An alternative is represented by the Hill Climber heuristic with a population size of 32. In case we search for programs composed of multiple nested conditional statements (such as the “11-bit Multiplexer”), the Hill Climber heuristic with a population size of 8 represents the best option.
Chapter 6

Algorithm Discovery Case Studies

In this chapter we document our experiments for discovering and improving algorithms for large-scale networks. In the first part, we showcase how to develop new algorithms for the maximal independent set formation problem and for the problem of event localization using graph spectral theory. In the second part of the chapter, we improve two recent algorithms: \textit{FailDetect} [80] and \textit{ChurnDetect} [79]. For every case study we list the building blocks that we made use of and present their specific properties with respect to the influence they have on agent’s behaviour. The taxonomy used for classifying the building blocks is described in Table 6.1.

<table>
<thead>
<tr>
<th>Building block type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-hop</td>
<td>Collects information from 1-hop neighbors</td>
</tr>
<tr>
<td>local</td>
<td>Uses only local information (from itself)</td>
</tr>
<tr>
<td>condition</td>
<td>Takes a decision based on a condition</td>
</tr>
<tr>
<td>constants</td>
<td>A constant such as a float or an integer</td>
</tr>
<tr>
<td>mathematical</td>
<td>Contains a mathematical expression</td>
</tr>
<tr>
<td>historical</td>
<td>Uses information from the past</td>
</tr>
<tr>
<td>filter</td>
<td>Keep only elements that respect a condition</td>
</tr>
</tbody>
</table>

Table 6.1: Building block types.
6.1 Maximal Independent Set Formation

In this section we describe the “maximal independent set formation” problem, the experimental setup and the building blocks that are used to solve it. Then, we present the fitness function and finally we list and evaluate the found solutions.

6.1.1 Problem Description

The problem is to create a maximal set of nodes that are independent of each other. A dependency between two nodes can be caused by a shared resource (e.g., access to a radio channel, a sensor, etc.). The dependencies between nodes are modelled with links (arrows). We use the following convention: blue nodes are part of the independent set and green nodes are not part of the set, see Fig. 6.1. The set of dependencies between nodes changes over time.

We use the following rules to test if the set of blue nodes represents a maximal independent set:

1. Every green node should have at least one blue neighbor
2. Every blue node should have only green neighbors
3. Every node without any neighbors should be blue

The MetaCompiler has to discover an algorithm (executed by every node) that uses only information from 1-hop neighbors, such that all of the above rules are respected.

![Image of a maximal independent set](image)

Figure 6.1: An example of a maximal independent set.

6.1.2 Experimental Setup

The simulation features a 2D world of size $5000 \times 5000$ space units (s.u.) with wrap-around world boundaries (toroidal world). The world contains 50 mobile agents, initially placed at random, with a transmission range of

---

A maximal set is a set to which no other node can be added such that the condition still holds. The maximum set is the largest maximal set for which the condition holds.
Every agent represents one node in the graph. When the distance between two agents is smaller than the transmission range, they form a link (thus marking a dependency). The average node degree of the network graph formed is \( d \approx 7 \). The mobility model of the agents is random walk with a speed of \( m = 5 \) s.u./tick. With it, we simulate the dependency changes. The simulation is executed for 100 ticks.

With this case study we would like to test the capabilities of the MetaCompiler to figure out solutions with different levels of problem knowledge incorporated in the building blocks. For this, we use three sets of building blocks (see Table 6.2) corresponding to three difficulty levels. At the lowest difficulty level we use more specific building blocks (CountWinnerNbr(), CountInsideNbr()), created with some prior knowledge of the solution. At the medium level we replace the CountInsideNbr() block with a more generic building block (CountNbrFilter(“b”)). At the highest difficulty level we use only the generic building block. The higher difficulty is caused by the increase of the search space created by the use of a generic block and by the lack of problem knowledge incorporated in the set of building blocks.

<table>
<thead>
<tr>
<th>Block name</th>
<th>Block functionality</th>
<th>Block type</th>
</tr>
</thead>
<tbody>
<tr>
<td>CountNbrFilter(“b”)</td>
<td>Takes as parameter a “boolean as string” and returns the number of neighbors for which the condition is true</td>
<td>1-hop, filter</td>
</tr>
<tr>
<td>CountInsideNbr()</td>
<td>Returns the number of neighbors that are inside the set (neighbors having inside ( \geq 1 ))</td>
<td>1-hop, filter</td>
</tr>
<tr>
<td>CountWinnerNbr()</td>
<td>Returns the number of neighbors that: (i) do not have any neighbors in the set and (ii) have a higher ID than the calling agent or are in the set</td>
<td>1-hop, filter</td>
</tr>
<tr>
<td>Read/write variable</td>
<td>inside: initialized at the beginning of the simulation to 0. Every agent has an unique numeric ID.</td>
<td>local</td>
</tr>
<tr>
<td>ID()</td>
<td>When it is part of the argument given to CountNbrFilter, it returns the ID of the neighbor. Otherwise, returns the ID of the calling agent.</td>
<td>local</td>
</tr>
<tr>
<td>myID()</td>
<td>Always returns the ID of the calling agent.</td>
<td>local</td>
</tr>
<tr>
<td>storeResult(n)</td>
<td>Store ( n ) in a hidden variable</td>
<td>local</td>
</tr>
<tr>
<td>getResult()</td>
<td>Return the stored result</td>
<td>local</td>
</tr>
<tr>
<td>If and If-Else</td>
<td>Branching statements</td>
<td>condition</td>
</tr>
<tr>
<td>Constants</td>
<td>0 ... 99; 0.01 ... 1.00</td>
<td>constants</td>
</tr>
</tbody>
</table>

Table 6.2: Building blocks and variables used in the “maximal independent set formation” case study.
6.1.3 Fitness Function

The fitness of a program is defined as following: the number of agents that do not respect rules 1., 2. and 3. described in Section 6.1.1. The NetLogo code for computing this number is shown in Listing 6.1. It is based on a local variable named inside.

Programs also have to discover the rule that an agent with inside < 1 is not in the set while one having inside >= 1 is in the set. At the end of every tick, the value returned by tickFitness is stored in a list. We compute the fitness as the mean of the last 50 values stored (i.e., fitness between ticks 51 and 100). Each program is executed 7 times and the average of the set of results is selected as the program’s fitness.

6.1.4 Found Solutions

We have observed that it is fairly easy for the MetaCompiler to discover solutions for this problem, i.e., almost half of the runs succeed finding solutions for the highest difficulty setup. One concise solution we found is shown in Listing 6.2.

The code works as follows: at the beginning of every tick, every agent assumes it is not in the set, and then if it does not have any neighbors that are in the set, it joins the set. This solution works because the code within the ask agents primitive is executed as a critical section (no two agents execute the code at the same time), and the set is stable because the agents reset their inside value only when they start executing their code block.

In the first tick, the arbitrage is performed simply by the ask primitive,
which picks one agent at a time to execute its code. If we replace ask with ask−concurrent the fitness is still 0, but the maximal independent set is not stable anymore, i.e., the components of the set change even if the link graph did not change.

We modify the tickFitness function to also include the number of agents that enter or exit the set without any change in their set of neighbors (these agents are called “bouncers”). We restart the search with this new function and obtain the solution in Listing 6.3 (code is minimized manually).

Again, this solution finds a way to exploit the fact that in NetLogo statements are executed in an “atomic” manner. These types of solutions act as powerful “attractors” in the search space. To prevent this type of solutions, we split one tick into two rounds: (i) all agents take the decision to be or not to be in the set; (ii) all agents make their decision public. We implement round (i) with a procedure named storeResult that gets as parameter the value of inside. We make inside read-only. In round (ii), inside gets the stored result. Only after round (ii) tickFitness is called. The skeleton of the programs is shown in Listing 6.4. In this way agents find out about their neighbors’ decisions only after all decisions (to be or not to be in the set) have been taken.

This approach is unsuccessful, because it does not provide a way of selecting a single agent to join the set out of multiple mutually neighboring agents that can join the set. In other words, with the current set of building blocks, all agents have equal rights to join the set. One way of comparing two agents is to use their IDs (see ID() and myID() in Table 6.2). Using these two new building blocks, we obtain two solutions (C and D) with very small fitness (≃ 0.008). The code for solution C is shown in Listing 6.5 (code is minimized manually). We do not list solution D, due to space constraints.

Solutions C and D work on the assumption that the agents are synchronized. Every tick has two parts: taking the decision, and making the decision...
The solutions manage to find a decision tree, based on the IDs and their neighbors (one tick into the past) decisions. However, these solutions do not have a perfect fitness due to the mobility and the convergence time of more than one tick. We analyse the effect of mobility on solutions C and D in Fig. 6.2. We executed 100 runs for every solution and every mobility speed.

The results show clearly that the fitness increases with the mobility speed. Nevertheless, the median values are in the interval $[0.05, 0.4]$. To give a better intuition of the fitness values, a fitness of 1 means that during the last 50 ticks of the simulation, in every tick one agent out of the total of 50 did not obey the rules in Section 6.1.1. Therefore, a fitness between 0.05 and 0.4 shows good accuracy of the algorithm.

Figure 6.2: Fitness of solutions C and D for various mobility speeds.
6.1.5 Discussion

We have seen in this case study that the MetaCompiler can discover algorithms for the maximal independent set formation problem. Some of the discovered solutions are too simple, i.e., are viable within a strong set of assumptions, the strongest one being that agents take turns in executing their code. The simple solutions act as attractors since they have a fitness of 0.

In order to prevent this type of solutions we had to split every tick into two rounds. In this way, agents find out simultaneously about the decisions (of being or not being in the set) of their neighbors. Using this method, two neighboring agents can compare their IDs and decide which one of them joins the set. The solutions found with this method are not perfect as the convergence takes more than one tick. Nevertheless, they show very good accuracy for small mobility speeds.

As an important note, the requirement that at every tick, blue nodes should form a maximal independent set (i.e., have a convergence time of 1 tick) can be considered overambitious. In real-life networks, communication and computation happens orders of magnitude faster than the rate of change of the network graph. We retested solutions C and D with movement being performed every 10 ticks and the fitness being collected only in ticks before movement is performed. Indeed, with this modification, the fitness is always perfect and not depending on the mobility speed. In most of the cases, it takes only 2 to 4 ticks for the algorithm to converge.

The first set of solutions (A and B) reveals a limitation of NetLogo: it cannot easily simulate race conditions and delays in communication (which usually makes problems much more complicated). Furthermore, it is hard to identify the simplifying assumptions introduced by NetLogo, and whether the discovered algorithms use them or not.
6.2 Event Localization Using Graph Spectral Theory

In this case study we use the MetaCompiler to discover filters described in the spectral domain. First, we present the theory behind our approach, then we describe the experimental setup, together with the set of building blocks we use, and finally we analyse the discovered solutions.

6.2.1 Problem Description

There is an inherent interest in the design of decentralized filters for data defined on networks / graphs. For example, given a Wireless Sensor Network (WSN) deployment, with sensors that can measure temperature, the challenge is to use such a WSN to localize events (with clearly defined borders), such as fires, in a decentralized manner. Every node should know whether it is in the event area, outside of it or on the boundary. This is made difficult by noise in the sensed values. High frequency noise can be caused by imperfect sensors; medium frequency noise by sun – shade; and low frequency noise by day – night temperature shifts. In order to overcome this and identify signal trends, a decentralized filter has to be used.

Preliminaries

A typical event region detector is the combinatorial Laplacian \cite{55}. Given a real-valued signal \( x \) (e.g., the sensed temperature), every node \( u \) in the network computes the Laplacian as

\[
(Lx)(u) = \sum_{v} (x(v) - x(u)),
\]

where \( N_u \) represents the set of nodes adjacent to node \( u \). Each node \( u \) can decide whether it is on the boundary of an event area, by comparing the sign of its \((Lx)\) value with the sign of \((Lx)\) of its neighbors. Different signs mean the node is on the boundary. The Laplacian event detector is very sensitive to noise and cannot decide if flat network regions (having nodes with identical \( x \) values) are part of an event or not. This is usually overcome by using diffusion (of the sensed value). A typical diffusion operator is the Gaussian, defined by

\[
(Gx)(u) = \frac{x(u) + \sum_{v} N_u x(v)}{|N_u + 1|}.
\]

By applying the Gaussian several times (e.g., 10) before the Laplacian, sudden signal transitions are smoothed and the flat regions become curved. We call an algorithm, such as “Laplacian of Gaussian”, a filter.
Spectral Framework

Similarly to signal processing, a filter can be described by how much it amplifies / attenuates different signals. For example, the response of a filter to an impulse signal reveals the size of the largest detectable event regions. However, the impulse response depends on the topology of the geometric graph (number of nodes, average node degree), the filter is applied on. One way to decouple the filter from the topology is to describe it as an operator in the spectral domain spanned by the eigenfunctions of the Laplacian [55]. This is similar to a Fourier-like decomposition, extended, however, to irregular graph topologies / spaces.

In order to test the response of such filters, a “spectral framework” for event detection is developed using the methodology described by Loukas et al. in [55]. The main idea is that given a linear laplacian filter $F$, one can estimate $F$’s response $r(\lambda_k)$ by giving as input to the filter the eigenfunctions $\psi_k$ of the Laplacian. Given a signal $x : N \rightarrow \mathbb{R}$, where $N$ is the set of nodes, the output of a linear graph filter $F$ can be written as

$$Fx = \sum_{k=1}^{n} r(\lambda_k) \langle x, \psi_k^\top \rangle \psi_k.$$  \hspace{1cm} (6.3)

Then, by giving as input to the filter $F$ the eigenfunctions $\psi_m$ of the Laplacian and due to orthogonality of base $\langle \psi_m, \psi_k \rangle = 0$, we obtain

$$F\psi_m = r(\lambda_m)\psi_m.$$  \hspace{1cm} (6.4)

The process is shown in Fig. 6.3.

![Figure 6.3: A method for obtaining the response of a filter $F$.](image)

When $F$ operates on input $\psi_m$, the magnitude of its output is its response. Since $\|\psi_m\| = \langle \psi_m, \psi_m \rangle = 1$ we obtain the response of the filter as

$$\|F\psi_m\| = |r(\lambda_m)| \|\psi_m\| = |r(\lambda_m)|.$$  \hspace{1cm} (6.5)

We show in Fig. 6.4 (top row), the responses of several filters developed by Loukas et al. in [55], which are made out of the $(Gx)$ and $(Lx)$ operators. In this case study we want to discover new filters with different responses than the ones in Fig. 6.4. In the next sections, we describe the experimental setup and the set of discovered filters.
Table 6.3: Building blocks used for the “Event localization using graph spectral theory” case study. \(c\), \(d\) and \(\alpha\) have a numerical data type.

### 6.2.2 Experimental Setup

The simulation contains \(n\) static nodes (i.e., nodes do not change their neighbors). Nodes and the links between them define the network graph also called a geometric graph. Let \(L_{n \times n}\) be the normalized Laplacian matrix of the graph defined as

\[
L_{i,j} = \begin{cases} 
1 & \text{, if } i = j \text{ and } d(u_i) \neq 0 \\
-\frac{1}{\sqrt{d(u_i)d(u_j)}} & \text{, if } u_i \text{ is adjacent to } u_j \\
0 & \text{, otherwise}
\end{cases} 
\]  

(6.6)

where \(d(u)\) is the node degree of node \(u\). Then, let \(\lambda_k\) be the eigenvalues and \(\psi_k\) be the eigenvectors (with size \(n\)) from the eigendecomposition of \(\mathcal{L}\), with \(k = 1 \ldots n\). The matrix operations are performed by a custom NetLogo extension, which we developed in Java.

The spectral response \(r\) of the distributed filter is obtained as follows. The simulation lasts for \(n\) rounds. We iterate over the \(\psi_k\) eigenvectors, therefore...
the number of rounds is equal to the number of eigenvectors and the number of nodes. At the beginning of round $k$, we iterate over the values of $\psi_k$ and give the value $\psi_{k,i}$ to node $u_i$ as the input value $x_0^i$ (e.g., the sensed value at $t = 0$). In each round, every agent repeats a block of code (the filter) $t_{max}$ times (in our experiments $t_{max} = 10$). One repetition is called an iteration of the filter. The output of the filter on node $i$ at iteration $t$ is stored in $x^i_t$. After the last iteration, the amplitude of the response of the filter applied to $\psi_k$ is computed as $r(\lambda_k) = \sqrt{\sum_{i=1}^n (x_{t_{max}}^i)^2}$. The filter is composed of building blocks described in Table 6.3, which can be nested. An empty filter will output $x^i_0$. After $n$ rounds, the response of the filter is normalized to the $[0,1]$ interval. We try to minimize the number of non-linear building blocks, therefore we do not use max, min and conditional statements.

In Fig. 6.4 (top row) we plot, the spectral response of three simple filters made out of two basic building blocks. “$G_{t_{max}}$” is made out of one GaussianCurrent() repeated for $t_{max}$ iterations. In “$L(G_{t_{max}})$” a Laplacian() is applied after the $t_{max}$ iterations of GaussianCurrent(). “$L_{t_{max}}$” is composed of one Laplacian() repeated $t_{max}$ times. The response of these filters does not depend on the average node degree, as it is shown in Fig. 6.4 (bottom).
In each simulation, we apply the filter to 5 geometric graphs: $G_1$, $G_2$, $G_3$, $G_4$, $G_5$ with the average node degrees of: $d_{G_1}=3.5$, $d_{G_2}=6.5$, $d_{G_3}=9.5$, $d_{G_4}=14.5$, $d_{G_5}=19$. The simulation features 64 nodes, and the filter is applied with $t_{\text{max}} = 10$ iterations. We use only 64 nodes for practical purposes, because the number of filter applications ($5 \times n^2 \times t_{\text{max}}$) is in the order $O(n^2)$.

### 6.2.3 Fitness Function

The goal of this case study is to develop other filters that have a similar response for geometric graphs with different average node degrees, like the ones in Fig. 6.4 (bottom row). To identify such filters, we choose the fitness value as the area between the highest response curve and the lowest response curve. In order to compare the filter’s responses we first need to normalize them. This is necessary because the $\lambda_k$ values come from a discrete interval with different interval limits depending on the graph’s average node degree, and are non-equidistant. The higher the node degree, the smaller $\lambda_n$ (the largest eigenvalue) is. In order to calculate the fitness we take the following steps:

1. we truncate the responses $r_{G_p}$ to the interval $[0, \lambda_n^{\text{min}}]$, where $r_{G_p}$ is the response of the filter applied on $G_p$, $p \in \{1...5\}$ and $\lambda_n^{\text{min}} = \min_p(\lambda_n \text{ of } G_p)$,

2. we renormalize the responses to the interval $[0, 1]$, and

3. we linearly interpolate the responses such that, for each graph $G$ the response is given by a continuous function

$$r_{G_p}^{\text{tr}}(y) : [0, \lambda_n^{\text{min}}] \rightarrow [0, 1]. \quad (6.7)$$

Since it is also interesting to study the filter’s response with respect to the order of the eigenvalue, we interpolate a second function

$$r_{G_p}^{\text{ord}}(z) : [0, n] \rightarrow [0, 1]. \quad (6.8)$$

Because the number of $\lambda_k$ values is constant, truncation and renormalization are not needed. Basically, $r^{\text{ord}}$ considers the $\lambda_k$ values as equidistant. The two areas with respect to $r^{\text{tr}}$ and $r^{\text{ord}}$ are given by $f_{\text{tr}}$ and $f_{\text{ord}}$:

$$f_{\text{tr}} = \sum_{y \in \mathcal{Y}} \left( \max_{p=1}^{5} r_{G_p}^{\text{tr}}(y) - \min_{p=1}^{5} r_{G_p}^{\text{tr}}(y) \right), \text{ with } \mathcal{Y} = \{0, 0.001, ..., \lambda_n^{\text{min}}\} \quad (6.9)$$

$$f_{\text{ord}} = \sum_{z \in \mathcal{Z}} \left( \max_{p=1}^{5} r_{G_p}^{\text{ord}}(z) - \min_{p=1}^{5} r_{G_p}^{\text{ord}}(z) \right), \text{ with } \mathcal{Z} = \{0, 0.001, ..., n\} \quad (6.10)$$
Since we are searching for filters that have similar responses with respect to the \( r^{tr} \) or the \( r^{ord} \) functions, we compute the fitness value of a program as \( f = \min(f_{tr}, f_{ord}) \). A visual example of the effect of representing the responses \( r \) with \( r^{tr}(y) \) and \( r^{ord}(z) \) is shown in the top part of Fig. 6.5. We left out the response on \( G_5 \) because it was very similar with the one on \( G_4 \).

We can immediately see that this fitness function represents an attractor for trivial solutions (e.g., a filter that always outputs 1). In order to punish flat and random spectral responses we compute the FFT of \( r^{tr}(y) \) for 64 equidistant values of \( y \in [0, \lambda_{\text{min}}] \). Then we require that (a) the sum of the first \( \frac{1}{3} \) FFT components to be greater than the sum of the rest of the FFT components for every graph \( G_p \). If not, a very high fitness value is assigned to the program. In the bottom part of Fig. 6.5 we plot the FFT components for three filters. The latter two show how we can recognize random and flat responses given condition (a).

### 6.2.4 Found Solutions

We discovered two types of filters. The first type has a very small area computed with \( f_{ord} \) value. The second type has a very small \( f_{tr} \) area.
Filters with very small area values computed with $f_{ord}$

In a first set of experiments we managed to find three filters. These were found using the $f = \min(f_{tr}, f_{ord})$ fitness function. We minimize the code of the first and second filter by hand, and we obtain the filters in Eq. 6.11 and Eq. 6.12.

Filter F1:

$$x^t = NA() \times \left(0.66 + \sqrt{(90.59 - (GC() + 0.39) \times NA()) \times 0.1}\right)$$ (6.11)

Filter F2:

$$x^t = G((1 - L()) \times x^{t-1} - L() \times x^{t-1}) = 30 \times (\sqrt{|x^t|} + 73) - x^t \times (72 + \sqrt{|x^t|})$$ (6.12)

The code for Filter F3 could not be made concise enough to fit on the page. Note that a filter is applied by every node for a number of $t_{max} = 10$ iterations. Filters F1, F2 and F3 allow only the 1st, 2nd and 3rd eigenvalue respectively to pass, with 2 to 5 orders of magnitude compared to the other eigenvalues. The responses are plotted in Fig. 6.6, top left. This is a very interesting behaviour, because a sharp response can be used for estimating the spectrum of a graph.

Upon closer inspection of the $x^t$ values, we observe that the unnormalized $r(\lambda_k)$ are very big, in the order of $10^{50}$. However, in the cases of $r(\lambda_1)$ of F1, $r(\lambda_2)$ of F2 and $r(\lambda_3)$ of F3, the $r$ values are 2 to 5 orders of magnitude larger than the other $r(\lambda_k)$ values. Therefore, after the normalization step, it is just an illusion that only the respective $r(\lambda_s)$ are non-zero (with $s \in 1, 2, 3$). Nevertheless, it is interesting to study why only one eigenvalue is promoted even for graphs with different node degrees and cardinality. Our first intuition is that the combination of building blocks, being executed for specific values of $\psi_s$, make a more powerful increase of the $x$ values of some nodes. This, in turn, creates very large $r(\lambda_s)$ values compared to the other $r(\lambda_k)$ values.

One way of avoiding this powerful increase of the $x$ values of some nodes is to test for the convergence of the filter. Our approach is to minimize the difference between the filter’s response at iteration $t_{max}$ and the response at a previous iteration i.e., we add $\sqrt{\sum_{i=1}^{n}(x_{i_{max}} - x_{i_{max}})^2}$ to the fitness value $f$.

Unfortunately, this does not prevent the same kind of solutions to be discovered. This is because the MetaCompiler finds a way to come up with very small $x$ values for which the difference between the responses of the last two iterations is small, in the order of $10^{-20}$. Now, all of the $r(\lambda_k)$ values will be very small, except for $\lambda_k$ for which $r(\lambda_k)$ is a few orders of magnitude larger than the $r(\lambda_k)$ values. After normalization, we obtain similar results with the ones in the top left of Fig. 6.6.
Figure 6.6: Spectral responses for various discovered filters. The filters are applied for $t_{max} = 10$ iterations.

**Filters with very small area values computed with $f_{tr}$**

The previous type of solutions represent strong “attractors” in the search space because their $f_{ord}$ values are very small. Because of this, we make our fitness function $f = f_{tr}$ and do not consider the value of $f_{ord}$. With this fitness function we discover a second class of solutions, which are given in Eq. 6.13 and Eq. 6.14 (code manually simplified).

Filter F4:

$$x^t = GC() - 31x^{t-1} \quad (6.13)$$

Filter F5:

$$x^t = GC() + 24x^{t-1} \quad (6.14)$$

The responses are very interesting and, again, unlike any known response. We generalize filters F4 and F5, and obtain the following filters:

$$\Gamma(\alpha, \beta) : x^t = \alpha GC() + \beta x^{t-1}$$

$$L(\Gamma(\alpha, \beta)) : \text{Apply a Laplacian()} \text{ after 10 iterations of } \Gamma(\alpha, \beta) \quad (6.15)$$

where $\alpha, \beta \in \mathbb{R}$. The responses of these filters for different values of $\alpha$ and $\beta$ are shown in Fig. 6.6. We observe that for the $\Gamma(\alpha, \beta)$ with $\alpha = 1$, by changing the sign of $\beta$ the response gets mirrored on the horizontal axis. This
is a powerful effect obtained by altering only one parameter. Furthermore, the response of $L(\Gamma(\alpha, \beta))$ with $\alpha = 1, \beta > 0$ is very similar to a mirrored version on diagonal of the response of “$L_{t_{\text{max}}}$” filter from Fig. 6.4.

Some $(\alpha, \beta)$ combinations are not plotted. That is because their response is similar to the ones in Figure. 6.4:

- In the case of $\Gamma(\alpha, \beta)$ with $\alpha > 0, \beta = 1$, the response looks like the “$G_{t_{\text{max}}}$” filter – $\alpha$ increase is the same as $t_{\text{max}}$ increase.
- In the case of $L(\Gamma(\alpha, \beta))$ with $\alpha = 1, \beta < 0$, the response looks like the “$L_{t_{\text{max}}}$” filter – $\beta$ decrease is the same as $t_{\text{max}}$ decrease.
- In the case of $L(\Gamma(\alpha, \beta))$ with $\alpha > 0, \beta = 1$, the response looks like the “$L(G_{10})$” filter, with very little differences for $\alpha$ increase.

6.2.5 Discussion

With the help of the MetaCompiler we managed to come up with new and interesting spatial filters. We were able to generalize the discovered solutions and obtain filters with parameterizable responses. The results obtained and the set of observed behaviours give us inspiration for trying new linear combinations of basic building blocks such as the Laplacian and the Gaussian.

The experiments also tested the NetLogo experimental setup extensively. Some of the discovered solutions manage to exploit the very high range of double-precision floating point numbers and, thus, appear as filters with very sharp responses. One possible way to prevent this is to monitor the $x$ values and penalize programs that have either too small, or too big values.

The graphical approach to computing the fitness function proved to be an efficient method for aggregating a complex set of responses into a single value. Furthermore, the usage of the FFT decomposition to avoid trivial solutions proved to be efficient and robust. Another possible way of identifying good filters is to analyse the first and second derivative of their response. A more general approach can be the use of image processing algorithms that detect the presence of user-specified features (e.g., a step) in the filter’s response.

For future work, we believe that the new set of filters with parameterizable responses opens the door to a new class of adaptive filters, which can react to their neighbors’ state by changing their filter’s parameters. It is certainly interesting, and may prove worthwhile, to explore this class of filters. Furthermore, one new building block that should be implemented is an extended $\text{WeightSum}(c, d, \alpha)$ that adds more than two terms, each with a custom weight (the sum of the weights equals 1). By following these two ideas (i.e., adaptive parameters, complex linear combinations), we want to focus our search on discovering “low-pass”, “high-pass” and “band-pass” filters with very steep slopes.
6.3 FailDetect Algorithm

In this section we describe our experiments for improving the FailDetect [80] algorithm. We start by briefly describing the original algorithm, then we present our experimental setup together with the used building blocks. Finally, we evaluate some of the best programs found.

6.3.1 Problem and Algorithm Description

The FailDetect algorithm is a fully distributed scheme for online estimation of the average packet loss in a network. This is accomplished without the nodes advertising their packet transmission success rate. The algorithm is based on gossip-like communication and makes the same assumptions as the ones used by the Push-Sum Algorithm [40]: “i) communication takes place at discrete time intervals; ii) nodes do not need to have globally unique IDs (although at the lowest communication layer we need to be able to distinguish between neighbors); iii) the network does not become partitioned with time.”

The general idea of the algorithm is that at each time unit, random subsets of nodes reset their state to a predefined value (the DiffusionReset algorithm [80]). The gossip-like communication creates an average aggregate value known by all nodes and node failures create deviations of this value. Therefore, the difference between the aggregate value and the expected value form an estimator for the failure rate within the network. For a full description please refer to the original paper [80].

Our attempt to improve this algorithm is based on the observation that the relative estimation error is non-zero.

6.3.2 Experimental Setup

We have implemented the algorithm using NetLogo (the original algorithm is referred to as “goal” from now on). The skeleton of the NetLogo experiment is shown in Listing 6.6. The estimate is calculated with the code in Listing 6.7, where roundLength and avgWindow are simulation parameters given at the start of the simulation. In our experiments roundLength = 100, avgWindow = 250 and simulationLength = 1000 ticks. The core of the FailDetect algorithm is the estimate calculation code, therefore this is where we focus our attempts of improvement. Using the MetaCompiler, we want to come up with a different way of calculating the fail estimate. We use the building blocks described in Table 6.4.

The simulation features 200 agents, placed at random in a 2D world of size 1000 × 1000 space units (s.u.) with wrapped around margins. The agents perform random walk with a speed of m = 1 s.u./tick. The transmission range of an agent is set to 10 s.u. The average node degree of the network
Listing 6.6: FailDetect NetLogo program skeleton

```plaintext
1 initialize failRate = random {0.01, 0.02, ..., 0.1}
2 every agent initializes clock = random [0, roundLength]
3
4 repeat simulationLength times:
  5   move all agents
  6   update neighbor knowledge
  7   agents update estimate
  8   agents with (clock = roundLength) reset the aggregate
  9   unicast push gossiping with failRate chance of failing
10   increment clocks
11   save fitness
```

Listing 6.7: Code used by agents to update their fail rate estimate

```plaintext
1 set estimate ( -1 / ( roundLength - 1 ) * 
2   ( 1 - 1 / ( getAvgAggregate avgWindow ) ) )
```

graph formed is $d \simeq 20$. The simulation is executed for 1000 ticks.

6.3.3 Fitness Function

At the end of every tick the relative error of the estimate is saved into a list. The relative error of the estimate is given by $\eta$ in Eq. 6.16, where $N$ is the

<table>
<thead>
<tr>
<th>Block name</th>
<th>Block functionality</th>
<th>Block type</th>
</tr>
</thead>
<tbody>
<tr>
<td>CountNeighbors()</td>
<td>Returns the number of neighbors</td>
<td>1-hop</td>
</tr>
<tr>
<td>GetMaxEstimateNbr()</td>
<td>Returns the largest estimate of the 1-hop nbrs.</td>
<td>1-hop, filter</td>
</tr>
<tr>
<td>GetMinEstimateNbr()</td>
<td>Returns the smallest estimate of the 1-hop nbrs.</td>
<td>1-hop, filter</td>
</tr>
<tr>
<td>GetAvgEstimateNbr()</td>
<td>Returns the average estimate of the 1-hop nbrs.</td>
<td>1-hop, filter</td>
</tr>
<tr>
<td>GetAvgAggregate(n)</td>
<td>Takes as parameter a number $n$. Returns the value of the local aggregate averaged over the last $n$ ticks. The aggregate is a state variable at every node, correlated with gossiping.</td>
<td>local, math, historical</td>
</tr>
<tr>
<td>Plus, Minus, Div, Mul</td>
<td>Mathematical operations</td>
<td>math</td>
</tr>
<tr>
<td>If and If-Else</td>
<td>Branching statements</td>
<td>condition</td>
</tr>
<tr>
<td>Constants</td>
<td>0 ... 99; 0.01 ... 1.00</td>
<td>constants</td>
</tr>
</tbody>
</table>

Table 6.4: Building blocks used in the “Fail Estimate” case study.
Figure 6.7: The fitness (left) and relative standard deviation of the estimate averaged over the last 250 ticks (right), for various programs and the “goal”.

set of agents.

\[ \eta = \left( \frac{\sum_{i=1}^{N} \text{estimate}(i)}{|N|} - \text{failRate} \right) / \text{failRate} \]  \hspace{1cm} (6.16)

Note that we also save, in a separate list, the relative standard deviation (RSD) of the estimate (for solution benchmarking in the next section), which is given by \( RSD \) in Eq. 6.17. \( \sigma \) is the standard deviation of the estimate of every node.

\[ RSD = \left| \frac{\sigma}{\text{failRate}} \right| \]  \hspace{1cm} (6.17)

The \( RSD \) is not used in the fitness value computation. The fitness is obtained by averaging \( \eta \) over the last 250 ticks of the simulation. Trivial solutions are avoided by initializing \( \text{failRate} \) at the beginning of the experiment with a random value between 0.01 and 0.1. Every program is simulated for 7 times and the maximum fitness is taken as the program’s fitness. Note that a trivial solution (e.g. \textbf{set estimate 0.08}) will have \( RSD = 0 \).

\subsection*{6.3.4 Found Programs}

From what we have observed, no program manages to replicate the accuracy of the original algorithm. We have made a selection of programs having small fitness values. Due to space considerations we do not list the code of the programs found. The fitness and standard deviation of the estimate averaged over the last 250 ticks of the programs selected are shown in Fig. 6.7. We executed every program 100 times.

The programs we selected manage to have a good estimation accuracy, which is comparable with the one of the original algorithm. One of our
concern was that not all the nodes calculate the same estimate, and that
the estimate somewhat gets close to the real failure rate due to averaging.
The estimation consistency at node level (RSD) of program B is 10 times
better than that of the original estimator. Suppose we did not know
the original algorithm, program B could be a good enough replacement, since it
has a median fitness of 0.25 and a 10 times smaller RSD than the original
algorithm.

6.3.5 Discussion

We note one important insight related to avoiding trivial solutions. The
method we used is to run a program 7 times and for each execution have a
random failure rate chosen from the set \{0.01, 0.02, ..., 0.1\}. The program’s
fitness is the maximum fitness obtained over all the runs. This approach is
only partially effective, because over time, trivial programs can still obtain a
good fitness. Take a program with a lot of code, having the last statement:
\texttt{set estimate 0.08}. It can obtain a fitness of at most 0.33, if the random
failure rate generator sets the failure rate to values from the set \{0.06, 0.07,
..., 0.1\}, in all 7 executions. The chances of this not happening are 99.22\% for
one evaluation\(^2\) (assuming a non-biased random number generator). When
a trivial program gets a good fitness, it will be selected more often by the
genetic operators to reproduce. Due to changes that occur in its first part of
the code (result of which gets overwritten by the last statement), essentially
the program that estimates the fail rate with 0.08 gets re-evaluated. This
process of changing inactive code and re-evaluation can happen multiple
times, therefore the chances of the program obtaining a very good fitness
score grow over time. For example, for 100 evaluations the probability of it
getting a fitness of 0.33 is:

\[ p = 1 - 0.9922^{100} = 54.3\% \]

One way of avoiding this will be addressed in Section 8.2. Another method
for avoiding this type of trivial solutions is to assign large fitness values to
programs having a small \textit{RSD} value.

We have seen that using the MetaCompiler, we can discover good enough
programs that estimate the failure rate in a network. The median relative
error of the estimation is two times larger than that of the original algorithm.
However, the estimation consistency at a node level is 10 times better than
that of the original algorithm (see program B, from Fig. 6.7). This makes
the discovered programs useful for classes of applications where estimation
consistency at node level is more important than estimation accuracy. One
example can be a media access control (MAC) protocol that requires precise
consensus between the nodes for a consistent retransmission strategy.

\(^2\)One evaluation is represented by 7 executions of the program
6.4 ChurnDetect Algorithm

In this section we present our experiments of improving the ChurnDetect [79] algorithm. We give a very short description of the original algorithm. Then we describe the experimental setup together with the building blocks used and finally we evaluate some of the best programs found.

6.4.1 Problem and Algorithm Description

The ChurnDetect algorithm is a fully distributed scheme for online estimation of the average churn in a network. With churn we understand, the number of nodes that enter or leave the network over time. This is accomplished without the nodes advertising their departure from the network and without the nodes detecting that a node left the network. The algorithm is closely related to the FailDetect algorithm presented in the last case study.

ChurnDetect is also based on DiffusionReset [80]. The general idea is that new nodes enter with a random clock value and an aggregate of 0. At each reset the aggregate is set to 1. This means that every time a node enters the network, until its first reset, it creates an aggregate loss around it. The difference between the real aggregate value and the expected value (without any new nodes consuming aggregate) form an estimator for the churn rate. For a full description please refer to the original paper [79].

Our attempt to improve this algorithm is based on the observation that the relative churn estimation error is non-zero.

6.4.2 Experimental Setup

We have implemented the algorithm using NetLogo (the original algorithm is marked as “goal” from now on). The skeleton of the experiment is shown in Listing 6.8. The estimate is calculated with the code in Listing 6.9, where roundLength and avgWindow are parameters given as input. In our experiments roundLength = 50, avgWindow = 20 and simulationLength = 300 ticks. The churn is modelled at line 5 in Listing 6.8. Every agent leaves the network with chance churnRate / 100. For every agent that leaves, a new agent is spawned at a random position. The number of agents remains constant over time. The core of the ChurnDetect algorithm is the estimator from Listing 6.9, therefore this is where we focus our attempts of improve-

<table>
<thead>
<tr>
<th>Block name</th>
<th>Block functionality</th>
<th>Bloc type</th>
</tr>
</thead>
<tbody>
<tr>
<td>sqrtN(n, ord)</td>
<td>if (ord mod 2 \neq 0) or (ord mod 2 = 0 and n &gt; 0) return \sqrt[n]{n} else return 10^{10}</td>
<td>math</td>
</tr>
</tbody>
</table>

Table 6.5: Building blocks added to the “Churn Estimate” case study.
Listing 6.8: ChurnDetect NetLogo program skeleton

1 initialize churnRate = random {0.1, 0.2, ..., 1.0}
2 every agent initializes clock = random [0, roundLength]
3
4 repeat simulationLength times:
5   create churn
6   move all agents
7   update neighbor knowledge
8   agents update estimate
9   agents with (clock = roundLength) reset the aggregate
10  unicast push–pull gossiping
11  increment clocks
12  save fitness

Listing 6.9: Code used by agents to update their churn rate estimate

1 set estimate
2  (1 - (sqrtN (getAvgAggregate avgWindow) roundLength)) * 100

ement. Using the MetaCompiler, we want to come up with a different code for calculating the estimate. We use the building blocks described in Table 6.4. In addition, we use the CountNbrFilter(“b”) block from Table 6.2 and a new mathematical block described in Table 6.5. In Appendix B we show the section of the MetaCompiler configuration file containing the definition of the building block set.

The simulation features 111 agents, placed at random in a 2D world of size 1000 \times 1000 space units (s.u.) with wrapped around margins. The agents perform random walk with a speed of m = 1 s.u./tick. The transmission range of an agent is set to 20 s.u. The average node degree of the random geometric graph is \(d \simeq 14\). The simulation runs for 300 ticks. Considering the maximum value of 1 for the churnRate, it can happen that on average one agent exits / enters the network per tick\(^3\). This can be considered a high value, therefore our experimental setup is ambitious because we are searching for an algorithm that can estimate very high churn rates.

6.4.3 Fitness Function

We calculate the relative error \(\eta\) of the churn estimate with Eq. 6.18, where \(N\) is defined as the set of old agents, i.e., the agents that reseted their aggregate at least once. The idea is that an agent that joins the network has to play the role of a new agent for at most 50 ticks. This is in order to

\(^3\)One tick can be viewed as a communication round.
create the aggregate loss around it such that the old agents get a reliable churn rate estimate. Before the first aggregate reset, new agents cannot compute a correct estimate, because the agent enters the network with an aggregate of 0. The fitness is $\eta$ averaged over the last 100 ticks. We also compute the average $RSD$ in the same manner (see Eq. 6.19, where $\sigma$ is the standard deviation of the estimate of every node).

$$\eta = \left| \frac{\sum_{i=1}^{N} \text{estimate}(i) - \text{churnRate}}{|N| - \text{churnRate}} \right|$$ \hspace{1cm} (6.18)

$$RSD = \left| \frac{\sigma}{\text{churnRate}} \right|$$ \hspace{1cm} (6.19)

A program is executed 7 times and we take the maximum fitness as the program’s fitness. In this case study we avoid the type of trivial solutions that set the estimate to a static value. The process of this type of trivial solutions getting a good fitness despite the random initial conditions was described in Section 6.3.5. We avoid them by assigning large fitness values to programs having a small $RSD$ value.

### 6.4.4 Found Programs

We have selected 4 representative programs with good fitness scores and compared them with the original algorithm. While performing the comparison, we executed each program 100 times. The results are shown in Fig 6.8. One interesting program is program A, which is almost as good as the original. It calculates the churn estimate using the code in Listing 6.10 (code simplified manually), where $\hat{\text{power}}$ stands for power of. This code manages to approximate the behaviour of the original code (based on $\sqrt{\text{N}}$). Similarly,
program B estimates the churn with the code in Listing 6.11 (code simplified manually).

Program C is a trivial solution in which only the initial agents set an estimate. Due to a complicated if condition, new agents never set an estimate. By exploiting the way $N$ is defined in Section 6.4.3, the fitness can be very small. Furthermore, in some program executions (out of the 100), by the end of the 300 ticks, no initial agent was left, causing a “division by 0” error. Nevertheless, this type of solutions, can improve their fitness over time, in a manner similar to the one discussed in Section 6.3.5. However, this type of solutions feature a large RSD.

Program D is based on a very long series of nested conditional statements. We did not list programs C and D due to space constraints.

The performance of programs A and B is comparable with the original algorithm. Program A has the best fitness out of the discovered programs but with a somewhat bad estimation consistency (RSD). Program B has an estimation consistency two times better than that of the original algorithm but with a slightly worse relative estimation error.

6.4.5 Discussion

It is important to note that the evaluated fitness of the MetaCompiler (chosen as the max out of 7 executions) for programs A-D was between 0.17 and 0.31. Yet the programs behave very differently. Furthermore, some of the programs from the top 20, were trivial solutions. This makes us wonder how well the quality of a program is represented by the fitness function used.

In this last case study, we managed to find two programs that have a performance comparable to that of the original algorithm. Program B has a much better estimation consistency at node level, which may prove essential for some applications. Moreover, the estimation computation pattern that appears in programs A and B gives us insights for future improvements of the ChurnDetect algorithm. As we observed, this pattern can lead to lower RSD values.
Chapter 7

Discussion

In this chapter we present and discuss the various insights gathered while performing the experiments described in Chapter 6. These insights are beneficial for the design of future MetaCompiler experiments aimed at discovering new or for improving existing algorithms for large-scale networks.

First, we describe the role of prior problem knowledge in the experimental setup definition. Then, we propose several fitness function designs for avoiding the discovery of trivial solutions. Afterwards, we state a positive effect of using generic building blocks. We also state a negative effect when used for the discovery of algorithms that proceed in rounds. We propose a design pattern to overcome this negative effect. Finally, we define a methodology for picking the right algorithmic building blocks.

7.1 Using Problem Knowledge

Even though it was stated by S. van Berkel (in [92]) that the MetaCompiler was designed to be used by non-expert distributed algorithms developers, we believe that the expert developers can make the most out of its use.

A MetaCompiler experiment has more chances of discovering useful programs, if the search is focused on one part of the program at a time, for example: a decision – Section 6.1; a filter – Section 6.2; an estimator – sections 6.3 and 6.4. This type of focused experiments, require a robust experimental setup containing a good fitness function, but also, initialization, global and local static procedures (program skeleton is described in Section 4.2.2). Problem knowledge is needed to, on the one hand, develop the experimental setup, and on the other hand, to validate the solutions found as real and non-trivial. Only an expert has this required level of problem knowledge. The effort put in using the MetaCompiler is well paid off. We have seen in Chapter 6 that the MetaCompiler can discover new algorithms, as well as provide new insights and ideas for future development of solutions for the problem at hand.
7.2 Fitness Function Design – Avoiding Trivial Solutions

At a first level of design, the fitness function evaluates the behavior of a program with respect to the desired outcome. However, this approach opens the door to trivial solutions. A trivial solution is a program that obtains the desired behavior with code that has a good fitness score given a trivial algorithm (i.e., an algorithm that can never work in reality). Therefore, at a second level of design, the fitness function, must detect trivial solutions and assign them large fitness scores.

One attempt of ensuring bad fitness scores for trivial solutions is to have an experimental setup with random initial conditions, such as the setups in the “FailDetect” and “ChurnDetect” case studies. This will also ensure that the solutions are feasible for more than a single set of initial conditions. Unfortunately, this approach is partly successful, because during the search, as generations are created, trivial solutions tend to improve their fitness (see Section 6.3.5). This can be overcome with a more direct approach: identify what defines a trivial solution in terms of behavior. We distinguish two cases:

1. **Unwanted behaviour represented by some small value.**
   For example the standard deviation of the estimate in the “FailDetect” and “ChurnDetect” case studies is very small for trivial solutions. Banning such solutions is done by assigning large fitness values to programs having that value under a certain threshold.

2. **Unwanted behaviour represented by some large value.**
   For example checking for convergence in the “Graph Spectral Theory” case study in Section 6.2 using the absolute difference between the last and the penultimate filter output. Such a value should be small, so in order to force this, we can directly add the value to the fitness value of the program.

For problems that feature some sort of random agent behaviour (e.g., random movement, random fail/churn rate), some level of variation of some computed value is a hint for non-trivial solutions. Also, there are problems that do not feature random behaviours, yet we require a non-constant result, such as the “Graph Spectral Theory” case study. In it, both too much (the result is random) and too little variation (the result is constant) are undesired. Therefore, we used a more generalized approach to measuring variation: compute the FFT of the filter’s output over time. This allowed us to reject both the static solutions and as an added bonus, the random solutions, and at the same time, keep the solutions that feature a relevant output pattern.

Finally, there are cases when we are not searching for a specific behavior, but instead, for a consistent behavior across multiple sets of initial conditions (such as in the “Graph Spectral Theory” case study). In these cases, a good
approach is to create a set of functions that compare the behaviours, by computing the areas between the function graphs.

7.3 Effect of the Generic Building Blocks

In the “Maximal Independent Set” case study, we successfully used the more generic building blocks (introduced in sections 4.1.1 and 4.2.3) for designing a new algorithm. Therefore, we were able to create an experimental setup with very little problem knowledge. The only design effort involved was to write the fitness function. However, this type of building blocks should be used with care because it can unnecessarily enlarge the search space. This, in turn, can prevent the finding of solutions. Furthermore, it can open the door to unforeseen trivial solutions.

7.3.1 Hiding the Intermediary States of an Algorithm

In the first two case studies, presented in sections 6.1 and 6.2, we used building blocks that access information from neighbors, e.g., CountNbrFilter, Laplacian, Gaussian, etc. Consider the set of neighbors of an agent executing such a building block. Due to NetLogo’s concurrency model (agents executing one at a time), at the moment the building block is executed by one agent, some of its neighbors have already executed this iteration’s code while others are still to execute it. We call this an intermediary state of an algorithm. Having access to the intermediary state can interfere with the good functioning of algorithms, such as the graph spectral theory based filters, that are designed to proceed in rounds. Furthermore, it can create trivial solutions, as we have seen in the “Maximal Independent Set” case study.

In order to prevent this, we can apply the following design pattern. We split every tick in two parts: a compute result part and make result public part. In the first part an agent can use only the public information of a neighbor. In the second part, the newly computed information is made public by every agent. Using this pattern, the two actions are completely separated: all agents compute, then all agents make information public. A different way of achieving this is by marking variables as private (i.e., hide them from neighbors). However, this feature is not currently supported and is left for future work.

7.4 Choosing the Right Set of Building Blocks

When creating the experimental setup, the algorithm designer has to make sure that the search is focused on a small part of the problem. For example in the “FailDetect” and “ChurnDetect” case studies, it would have been too
ambitious to have the MetaCompiler also discover when to do gossiping and how to reset the agent’s clock. Therefore, we believe that every experimental setup should have a set of static building blocks (see Section 4.2.2) that implement the parts of the algorithm that we do not want to touch and focus the search on a part the developer thinks can still be improved (we call this the discovered part).

The discovered part can be associated with one or multiple phenomenon properties. We identify the following properties:

- **Temporal**: uses information from earlier moments in time, not just the latest information.
- **Spatial**: uses information from other neighbouring agents, not just from the agent running the code.
- **Execution flow altering**: can alter the execution flow of the algorithm, i.e., via branching statements or loops.
- **Generic**: can use or represent any type of information, e.g., a multiplication, a constant.
- **Problem specific**: behaviour is specific to the usage scenario, e.g., move the artificial ant forward.

Coming from such properties we can create a mapping from a phenomenon property to the corresponding BB types, see Table 7.1. The BB types are described in Table 6.1. This mapping essentially tells us what set of BB types to choose for the problem at hand. In order to come up with a set of BBs, we can start from the already defined building blocks in tables 6.2, 6.3, 6.4, 6.5 from Chapter 6. Note that some of these building blocks are, to some extent, problem specific, because they use variables with clearly defined roles in the algorithm. For example the value of `inside` (from “Maximal Independent Set”) is used in the fitness function to identify if an agent is in the MIS or not. This role is consistent across all of the “Maximal Independent Set” building blocks (e.g., CountInsideNbr()) that use `inside`. Nevertheless, building

<table>
<thead>
<tr>
<th>Phenomenon properties</th>
<th>Building block type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporal</td>
<td>Local, historical, filter</td>
</tr>
<tr>
<td>Spatial</td>
<td>K-hop, filter</td>
</tr>
<tr>
<td>Execution flow altering</td>
<td>Condition</td>
</tr>
<tr>
<td>Generic</td>
<td>Mathematical, constants</td>
</tr>
<tr>
<td>Problem specific</td>
<td>Any</td>
</tr>
</tbody>
</table>

Table 7.1: Mapping of phenomenon properties to building block types.
After choosing the set of BBs, the developer has to identify the level of abstraction at which each BB is defined. We identify in Table 7.2, three levels of abstraction. A low level requires more problem knowledge and inherently limits the search space to a small set of possible behaviours. Higher levels of abstraction create more complex behaviours because the search space is enlarged. Even though it can be attractive to use many high-level BBs, these can create such a big search space that good solutions are never found within a given computational budget.

<table>
<thead>
<tr>
<th>Abstraction level</th>
<th>Building block behaviour</th>
<th>Search space</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Specific</td>
<td>Behaviour is specific and cannot be altered, e.g., constants, functions and procedures without parameters</td>
<td>Small</td>
</tr>
<tr>
<td>2. Parameterized</td>
<td>Behaviour can be specified by passing values as arguments, e.g., mathematical operations</td>
<td>Medium</td>
</tr>
<tr>
<td>3. Symbolic</td>
<td>Behaviour can be specified by passing symbols (i.e., lines of code) as arguments, e.g., 1-hop filtering BBs. Conditional statements are also part of this abstraction level.</td>
<td>Large</td>
</tr>
</tbody>
</table>

Table 7.2: Building block abstraction levels.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial Ant</td>
<td>Spatial, execution flow, problem specific</td>
</tr>
<tr>
<td>Symbolic Regression</td>
<td>Generic</td>
</tr>
<tr>
<td>11-bit Multiplexer</td>
<td>Execution flow, problem specific</td>
</tr>
<tr>
<td>Maximal Independent Set</td>
<td>Spatial, execution flow, generic</td>
</tr>
<tr>
<td>Graph Spectral Theory</td>
<td>Spatial, temporal, generic</td>
</tr>
<tr>
<td>FailDetect</td>
<td>All</td>
</tr>
<tr>
<td>ChurnDetect</td>
<td>All</td>
</tr>
</tbody>
</table>

Table 7.3: Example of phenomenon properties of the problems presented in this thesis.
7.4.1 Examples of Choosing Building Blocks

In Table 7.3 we show a mapping between the various problems presented in this thesis and phenomenon properties associated with them. For each algorithm search we defined the BB set starting from the phenomenon properties. For example in the “Maximal Independent Set” case study, we defined the problem using a geometric graph, therefore it was natural to include spatial BBs. The agents had to decide whether to be or not to be in the set, therefore we added execution flow altering BBs (branching statements). Finally, we added generic BBs (constants) that were used as a set of values that can be assigned to inside. With inside we modelled set membership (if (inside geq 1) agent is in the set, otherwise is not in the set).

For another example, in the “Graph Spectral Theory” case study, we again use spatial and generic BBs. We had to use spatial ones to implement complex linear operators such as the Laplacian and the Gaussian. These operators represent basic components of filters applied on geometric graphs. The generic BBs were needed in order to implement basic mathematical operations. In the filters introduced by this case study, it is also common to apply operators on information from the past. Therefore, following this temporal property, we also added a Gaussian operator that uses past values to calculate its result (the neighbourhood average of the sensed value at a specific moment in time).

Coming to the abstraction level of a BB, we discovered that an iterative design process works the best. In case of the “Maximal Independent Set” case study, we started with specific BBs, and then challenged the MetaCompiler to find solutions with more abstract ones (simulating a lack of problem knowledge). For the “Graph Spectral Theory” case study, we started with more abstract BBs, and then gradually removed the more abstract ones, as we discovered that the solutions were featuring a non-linear behaviour. Therefore, we removed the BBs with non-linear behaviour, e.g., conditional statements and 1-hop filtering BBs. In the “FailDetect” and “ChurnDetect” case studies, we optimized the BB set to achieve a small as possible search space. For this reason we left out symbolic BBs such as CountNbrFilter() from Table. 6.2.
Chapter 8

Conclusion and Future Work

8.1 Conclusion

The main goal of this thesis was to overcome the challenge of inventing distributed algorithms for large-scale networks. Our approach was to use Genetic Programming for realizing a *global-to-local compiler*. We split this goal into four objectives. The first was to extend the agent behaviour representation to be able to discover more complex algorithms. The second was to improve the performance of the MetaCompiler’s genetic heuristics. The last two were to prove the viability of our approach by discovering new and / or improve existing distributed algorithms for large-scale networks.

To extend the agent behaviour representation, we added more generic algorithmic building blocks that can receive parameters as symbols (strings). They enable agents to process information from their neighbors in more complex ways. Their use enables the discovery of more complex algorithms. It also helps the discovery of algorithms with less problem knowledge.

We implemented and tested six genetic heuristics, four inspired from state-of-the-art related work and two developed by us. After a thorough benchmarking using three well known problems (‘Artificial Ant on the Santa Fe Trail”, “Symbolic Regression” and “Synthesis of an 11-bit Multiplexer”), we identified the best choice for our algorithms is an heuristic that uses steady-state Genetic Programming with a child acceptance condition inspired by Simulated Annealing. Our heuristics vastly outperform the state-of-the-art for the given benchmark problems.

With the MetaCompiler, we discovered new distributed algorithms for the “Maximal Independent Set Formation” problem. Furthermore, we discovered novel distributed filters for the “Event Localization Using Graph Spectral Theory” problem. The solutions developed open the door for future development of other custom and more advanced filters.

We also improved one of the characteristics of the “FailDetect” and “ChurnDetect” algorithms. Our improvement consists of lowering the vari-
ance of the estimate information available at each node. This comes at the cost of slightly worse accuracy of the estimation. The experience with the four problems mentioned above enabled us to draw general guidelines for advanced fitness functions and building block designs.

In conclusion, we extended the agent behaviour representation language to be able to search for more complex programs and with less problem knowledge. We have improved the genetic heuristics of the MetaCompiler and we have also identified the optimal parameter combination for the heuristics. Finally, we have shown that the MetaCompiler can be successfully used as a tool for discovering new distributed algorithms for large-scale networks, as well as for improving existing ones.

8.2 Future Work

We identify several directions for future work.

The genetic heuristics can be extended to optimize more than the fitness score. We propose two more extensions to the optimization process: the contribution of a program to the diversity of the population and the program size parsimony. These can be used to differentiate between programs with equal fitness, or used in a Pareto multi-objective optimization technique.

The three problems we used as benchmarks only partly resemble algorithms for large-scale networks. We propose the creation of a new benchmark suite that contains problems closer to our domain.

Currently, the selection of the second parent in the HC, SA and GOMGP heuristics is done in a top-down manner: select one program, find a compatible subtree. It would be interesting to also test a bottom-up approach: identify all compatible subtrees from the population, select one. Furthermore, the GOMGP heuristic could benefit from a configurable halting mechanism.

Coming to the language used by the MetaCompiler to program agents, we can extend it by allowing user-defined types (e.g., by using Strongly-Typed GP [68] program representation). With this, we have more control on what variables can be passed on to functions as arguments. This will enable us to ensure correct variable usage and also variable privacy.

Finally, we believe that tracking the program’s execution will open the door to several new useful features:

- building block identification at a functional level
- automatic code minimization of the best solution
- recognition of functionally identical programs
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Appendices
Appendix A

Pseudocode

In this Appendix the Pseudocode of the various search heuristics is listed.

1. Classic Genetic Programming

1: \( N \leftarrow \text{GetInitialPopulation}(); \ F \leftarrow [] \)
2: \( \text{EvaluateAndStoreFitness}(N, F) \)
3: \( G_c \leftarrow 1 \)
4: while \( G_c < G_{\text{max}} \) and \( \neg \text{fitness0Found}(N) \) do
5: \( N_{\text{sorted}} \leftarrow \text{sortAscendingByFitness}(N, F) \)
6: \( N_{\text{new}} \leftarrow \text{takeFirst}(N_{\text{sorted}}, \text{EliteCount}) \) \( \triangleright \) Perform Ellitism
7: \( \text{GenerateNewPopulation}(N, N_{\text{new}}) \)
8: \( \text{EvaluateAndStoreFitness}(N_{\text{new}}, F) \)
9: \( N \leftarrow N_{\text{new}}; \ G_c \leftarrow G_c + 1 \)
10: \( x_{\text{best}} \leftarrow \arg \min_{x \in N} \{ F(x) \} \)
11: return \( (x_{\text{best}}, F(x_{\text{best}})) \)
12:
13: procedure \( \text{GenerateNewPopulation}(N, N_{\text{new}}) \)
14: while \( |N_{\text{new}}| < \text{PopulationSize} \) do
15: \( (x^1, x^2) \leftarrow (\text{Tournament}(7, N), \text{Tournament}(7, N)) \)
16: if \( \text{RANDOM}(0.0, 1.0) < \text{CrossoverProbability} \) then
17: \( N_{\text{new}} \leftarrow N_{\text{new}} + \text{CROSSOVER}(x^1, x^2) \)
18: else
19: \( N_{\text{new}} \leftarrow N_{\text{new}} + \text{MUTATE}(x^1) \)
20: end procedure
21:
22: procedure \( \text{EvaluateAndStoreFitness}(C, F) \)
23: for all \( x \in C \) do
24: \( \mathcal{R} \leftarrow [] \)
25: for \( i \leftarrow 1 \) to \( \text{SimulationRepeat} \) do
26: \( \mathcal{R} \leftarrow \mathcal{R} + \text{Evaluate}(x) \)
27: \( F \leftarrow F + (x, \text{AggregateFitness}(%(\mathcal{R}%))) \)
28: end procedure
29:
30: \( \text{AggregateFitness}(%(\mathcal{R}%)) \in \{ \text{max}(\mathcal{R}), \text{min}(\mathcal{R}), \text{mean}(\mathcal{R}), \text{median}(\mathcal{R}) \} \)
2. General Structure of the Conditional Whole-Population Heuristics

1. $N \leftarrow \text{GetInitialPopulation}(); \quad F \leftarrow []$
2. $\text{EvaluateAndStoreFitness}(N, F)$
3. $G_c \leftarrow 1$
4. while $G_c < G_{\text{max}}$ and $\neg \text{fitness0Found}(N)$ do
5. $x^{\text{best}} \leftarrow \arg \min_{x \in N} \{ F(x) \}$
6. $S \leftarrow C \leftarrow N_{\text{new}} \leftarrow []$
7. $\text{GenerateNewPopulation}(N, C, S)$
8. $\text{EvaluateAndStoreFitness}(C, F)$
9. $\text{SelectNextPopulation}()$
10. $N \leftarrow N_{\text{new}}; \quad G_c \leftarrow G_c + 1$
11. $x^{\text{best}} \leftarrow \arg \min_{x \in N} \{ F(x) \}$
12. $\text{return} \ (x^{\text{best}}, F(x^{\text{best}}))$

13. procedure $\text{GenerateNewPopulation}(N, C, S)$
14. for all $x \in N$ do
15. $x_c \leftarrow \text{GetChild}(N, x)$
16. $C \leftarrow C + x_c; \quad S \leftarrow S + (x_c, x)$
17. end procedure
18. procedure $\text{SelectNextPopulation}(S, F, N_{\text{new}})$
19. for all $(x, x_p) \in C$ do
20. if $F(x) \leq F(x_p)$ then
21. $N_{\text{new}} \leftarrow N_{\text{new}} + x$
22. else
23. $N_{\text{new}} \leftarrow N_{\text{new}} + x_p$
24. end if
25. end for
26. end procedure

3. Hill Climber Heuristic

1. procedure $\text{SelectNextPopulation}(S, F, N_{\text{new}})$
2. for all $(x, x_p) \in C$ do
3. if $F(x) \leq F(x_p)$ then
4. $N_{\text{new}} \leftarrow N_{\text{new}} + x$
5. else
6. $N_{\text{new}} \leftarrow N_{\text{new}} + x_p$
7. end if
8. end for
9. end procedure
4. Simulated Annealing Heuristic

1: procedure SelectNextPopulation($\mathcal{S}, \mathcal{F}, N_{\text{new}}, x_{\text{best}}$)
2: for all $(x, x_p) \in \mathcal{S}$ do
3: if $\mathcal{F}(x) \leq \mathcal{F}(x_p)$ then
4: $N_{\text{new}} \leftarrow N_{\text{new}} + x$
5: else if random$(0,0,1,0) < P_{sa}$ and $x_p \neq x_{\text{best}}$ then
6: $N_{\text{new}} \leftarrow N_{\text{new}} + x$
7: else
8: $N_{\text{new}} \leftarrow N_{\text{new}} + x_p$
9: end procedure

5. Tabu Search Heuristic

1: procedure SelectNextPopulation($\mathcal{S}, \mathcal{F}, N_{\text{new}}$)
2: for all $(x, x_p) \in \mathcal{S}$ do
3: if $\exists x' \in \mathcal{F}$ then
4: $N_{\text{new}} \leftarrow N_{\text{new}} + x$
5: else
6: $N_{\text{new}} \leftarrow N_{\text{new}} + x_p$
7: end procedure

6. GOMGP

1: $\mathcal{N} \leftarrow \text{GetInitialPopulation}()$; $\mathcal{F} \leftarrow [ ]$
2: EvaluateAndStoreFitness($\mathcal{N}, \mathcal{F}$)
3: $G_c \leftarrow 1$
4: $t^\text{NIS} \leftarrow 0$
5: $x_{\text{best}} \leftarrow \text{arg min}_{x \in \mathcal{N}} \{ \mathcal{F}(x) \}$
6: while $G_c < G_{\text{max}}$ and $\neg \text{fitness0Found}(\mathcal{N})$ do
7: $\mathcal{V} \leftarrow [ ]$
8: for all $x \in \mathcal{N}$ do
9: $\mathcal{V} \leftarrow \mathcal{V} + (x, 0)$
10: GenerationPhase($\mathcal{N}, \mathcal{V}, 1$)
11: if $t^\text{NIS} > 1 + \lfloor 10 \log(|\mathcal{N}|) \rfloor$ then
12: ResetAllValuesTo0($\mathcal{V}$)
13: GenerationPhase($\mathcal{N}, \mathcal{V}, 2$)
14: ReplaceUnimproved($\mathcal{N}, \mathcal{V}$)
15: UpdateTNIS($\mathcal{N}, t^\text{NIS}, x_{\text{best}}$)
16: if $\exists x = x_{\text{best}}$ then
17: break while
18: $G_c \leftarrow G_c + 1$
19: return $(x_{\text{best}}, F(x_{\text{best}}))$
20: procedure GenerationPhase($\mathcal{N}, \mathcal{V}, \text{phase}$)
21: $i \leftarrow 1$
22: while $i \leq \text{MaxAttempts}$ and $\neg \text{fitness0Found}(\mathcal{N})$ do
23: $S \leftarrow C \leftarrow [ ]$
24: for all $x \in \mathcal{N}$ do
$L$ ← GetNodeList($x$)
if $phase = 1$ then
    $x_p$ ← TOURNAMENTOTHERPARENT($N$, $x$)
else if $V(x) = 0$ then
    $x_p$ ← $x^\text{best}$
else
    continue
▷ $x$ already improved, skipping it
$pos$ ← $\lceil i \times |L| / \text{MAXATTEMPTS} \rceil - 1$
$x_c$ ← GetChildAtNode($x$, $x_p$, $L[pos]$)
$C$ ← $C + x_c$; $S$ ← $S + (x_c, x)$
EvaluateAndStoreFitness($C$, $F$)
AddToNextPopulation($S$, $N$, $V$)
end procedure

function GetChildAtNode($x$, $x_p$, node)
if MutationAlone then
    $x_c$ ← MUTATEATNODE($x$, node)
else if KozaOperator then
    if $\text{RANDOM}(0.0, 1.0) < \text{CrossoverProbability}$ then
        $(x_c, x_t) \leftarrow \text{CROSSOVERATNODE}(x, x_p, node)$
    else
        $x_c$ ← MUTATEATNODE($x$, node)
else if MixedOperator then
    $(x_{t1}, x_{t2}) \leftarrow \text{CROSSOVERATNODE}(x, x_p, node)$
    $x_c$ ← MUTATEATNODE($x_{t1}$, node)
return $x_c$
end function

procedure AddToNextPopulation($S$, $N$, $V$
$N$ ← $[ ]$
for all $(x, x_p) \in S$ do
    if $F(x) \leq F(x_p)$ then
        $N$ ← $N + x$
        $c$ ← $V(x_p)$
        $V$ ← $V - (x_p, c)$; $V$ ← $V + (x, c + 1)$
    else
        $N$ ← $N + x_p$
end procedure

procedure ReplaceUnimproved($N$, $V$
$N_{\text{new}}$ ← $[ ]$
for all $x \in N$ do
    if $V(x) = 0$ then
        $N_{\text{new}}$ ← $N_{\text{new}} + x^\text{best}$
    else
        $N_{\text{new}}$ ← $N_{\text{new}} + x$
end procedure

$N$ ← $N_{\text{new}}$

92
procedure UpdateTNIS($\mathcal{N}$, $t^{NIS}$, $x^{best}$)

$x^{best}_{old} \leftarrow x^{best}$

$x^{best} \leftarrow \text{arg min}_{x \in \mathcal{N}} \{F(x)\}$

if $F(x^{best}) < F(x^{best}_{old})$ then

$t^{NIS} \leftarrow 0$

else

$t^{NIS} \leftarrow t^{NIS} + 1$

end procedure

7. GATLE

1: $\mathcal{N} \leftarrow \text{GetInitialPopulation}()$; $\mathcal{F} \leftarrow []$
2: $P_{max} \leftarrow |\mathcal{N}|$
3: $P_{gap} \leftarrow [P_{max} \times \delta]$
4: if $P_{gap} < 1$ then
5:   $P_{gap} \leftarrow 1$
6: $P_{min} \leftarrow P_{max} - P_{gap}$
7: EvaluateAndStoreFitness($\mathcal{N}, \mathcal{F}$)
8: $G_c \leftarrow 1$
9: while $G_c < G_{max}$ and ¬fitness0Found($\mathcal{N}$) do
10:   $\mathcal{C} \leftarrow \mathcal{N}_{new} \leftarrow []$
11:   PerformEllitism($\mathcal{N}, \mathcal{N}_{new}$)
12:   for attempts $\leftarrow 1$ to MaxAttempts do
13:     if $|\mathcal{N}_{new}| < P_{max}$ and ¬fitness0Found($\mathcal{N}$) then
14:       GenerateNewCandidates($\mathcal{N}, \mathcal{C}$)
15:       EvaluateAndStoreFitness($\mathcal{C}, \mathcal{F}$)
16:       AddToNextPopulation($\mathcal{C}, \mathcal{N}_{new}$)
17:     $\mathcal{N} \leftarrow \mathcal{N}_{new}$; $G_c \leftarrow G_c + 1$
18:     $x^{best} \leftarrow \text{arg min}_{x \in \mathcal{N}} \{F(x)\}$
19:     return ($x^{best}, F(x^{best})$)
20: end procedure
21: procedure PerformEllitism($\mathcal{N}, \mathcal{N}_{new}$)
22:   $\mathcal{N}_{sorted} \leftarrow \text{sortAscendingByFitness}(\mathcal{N}, \mathcal{F})$
23:   if $|\mathcal{N}| \leq P_{min}$ then
24:     $\mathcal{N}_{new} \leftarrow \mathcal{N}$
25:   else
26:     $\mathcal{N}_{new} \leftarrow \text{takeFirst}(P_{min}, \mathcal{N}_{sorted})$
27:     $f_{goal} \leftarrow F(\text{last}(\mathcal{N}_{new}))$
28:     $f_{worst} \leftarrow F(\text{last}(\mathcal{N}_{sorted}))$
29: end procedure
30: procedure GenerateNewCandidates($\mathcal{N}, \mathcal{C}$)
31:   $\mathcal{C} \leftarrow []$
32:   for $i \leftarrow 1$ to $2 \times P_{gap}$ do
33:     $\mathcal{C} \leftarrow \mathcal{C} + \text{GetChild}(\mathcal{N})$
34: end procedure
35: end procedure
function GetChild($N$)

if MutationAlone then
  return Mutate(Tournament(7,$N$))

else if KozaOperator then
  if random(0.0, 1.0) < CrossoverProbability then
    return Crossover(Tournament(7,$N$), Tournament(7,$N$))
  else
    return Mutate(Tournament(7,$N$))

else if MixedOperator then
  $(x_{t1}, x_{t2}) \leftarrow$ Crossover(Tournament(7,$N$), Tournament(7,$N$))
  return $(\text{Mutate}(x_{t1}), \text{Mutate}(x_{t2}))$
end function

procedure AddToNextPopulation($C$, $N_{\text{new}}$)

$C_{\text{sorted}} \leftarrow$ sortAscendingByFitness($C$, $F$)

for all $x \in C_{\text{sorted}}$ do
  if $F(x) < f_{\text{goal}}$ and $|N_{\text{new}}| < p_{\text{max}}$ then
    $N_{\text{new}} \leftarrow N_{\text{new}} + x$
end procedure

8. GATSE

procedure AddToNextPopulation($C$, $N_{\text{new}}$)

$C_{\text{sorted}} \leftarrow$ sortAscendingByFitness($C$, $F$)

for all $x \in C_{\text{sorted}}$ do
  if $|N_{\text{new}}| < p_{\text{max}}$ then
    if $F(x) < f_{\text{goal}}$ then
      $N_{\text{new}} \leftarrow N_{\text{new}} + x$
    else if random(0.0, 1.0) < $P_{\text{gatse}}$ then
      $N_{\text{new}} \leftarrow N_{\text{new}} + x$
  end procedure
Appendix B

Sample Configuration File

Listing B.1: Excerpt of a building block setup for the “ChurnDetect” configuration file.

```plaintext
1 simulation_configuration:
2  <...
3  
4  - libraries: "churn-estimate.nls"
5  
6  global_fields:
7    - hidden fitness {}
8    - hidden fitnessNow 0
9    - hidden stdDevList {}
10   - hidden stdDevNow 0
11   - hidden avgNetSize 111
12   - hidden churnRate  // set by createRandChurnRate()
13   - hidden transRange 20
14   - hidden nodeSpeed 0.1
15   
16   - roundLength 50
17   - avgWindow 20
18  
19  agent_fields:
20    - hidden clock  // set by initClock()
21    - hidden aggregate 0.0
22    - hidden aggregatePrev {}
23    - hidden estimateSet false
24    - hidden resetValue 1.0
25    - estimate 0.0
26  
27  initialization_primitives:
28    - initClock ()
29    - createRandChurnRate ()
30    - updateTransRange (15 100)
```
agent_action_primitives:

agent_returning_primitives:
  - number countNbrFilter (CONDITIONAL_AS_STRING)
  - number countNeighbors ()
  - number getMaxEstimateNbr ()
  - number getMinEstimateNbr ()
  - number getAvgEstimateNbr ()
  - number getAvgAggregate (NUMBER)
  - number plus (NUMBER NUMBER)
  - number minus (NUMBER NUMBER)
  - number mul (NUMBER NUMBER)
  - number division (NUMBER NUMBER)
  - number sqrtN (NUMBER NUMBER)

agent_static_primitives:

global_static_primitives:
  - begin updateNodeCount (avgNetSize churn)
  - begin moveRandomWalk (nodeSpeed)
  - begin updateNetworkGraph (transRange)
  - end resetAggregate ()
  - end gossipPushPull ()
  - end incrementAgentsClocks (roundLength)
  - end updateFitness ()

fitness_function: "getFitness 100"