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Summary

Time-series synthetic aperture radar interferometry (InSAR) has evolved into a widely preferred geodetic technique for measuring topography and surface deformation of the earth. In the last decades, time-series InSAR methodologies were developed to extract information from persistent scatterers (PS) and distributed scatterers (DS). Methodologies based on DSs extract information from pixels from the natural terrain. Persistent Scatterer Interferometry (PSI) extracts information from PSs, which are found in abundance in areas with man-made infrastructure. However, a satisfactory geodetic application of these methodologies requires a complete understanding of the measurement principles, an identification of radar scatterers in the physical world, and an interpretation of the estimated deformation. Moreover, for areas not suitable for coherent imaging adding new measurements is not trivial.

In consideration of the above challenges, the two main objectives of this study are: (i) to develop a systematic method to decode PSI measurements, i.e., identify PSs in the object space in order to interpret the estimated deformation (kinematics), and (ii) to assess the feasibility of encoding artificial radar scatterers, i.e., adding new measurements using radar reflectors, at places where there exists no coherent InSAR measurements.

We review the contents of SAR resolution cell and the time-series processing methodologies with special focus on the Delft implementation of PSI processing. A physical interpretation of the time-series InSAR results is shown possible by decoding what the radar has measured and understanding the deformation phenomena. We employ two approaches to perform this decoding. First is to identify the source of the radar reflection by characterizing and associating PSs to a target type. By using only InSAR data, we apply an iterative classification method to discriminate radar scatterers between the ground level and elevated infrastructure. We combine the limited classification output with deformation rate and identify various deformation phenomena such as shallow compaction, no relative motion, autonomous structural motion, local land subsidence, and inter-structural deformation. In particular, we introduce a parameter known as RDI (Relative Deformation Index) to detect, quantify and analyze the regions subject to relative deformation for infrastructural stability analysis. The feasibility of this approach is successfully demonstrated with underground gas-pipe and water-pipe network monitoring applications over Amsterdam and The Hague, respectively.

Second, a point-level (object or sub-object level) linking of radar reflections to real-world objects. For this step, a precise 3D position of the scatterers is derived. Applying corrections for various position error sources, accurate 3D position of scatterers is achieved for high-resolution and medium-resolution SAR imagery. A standard Gauss-Markov approach is applied to facilitate error propagation and quality assessment and control. The 2D and 3D position capabilities are validated using trihedral corner reflector field experiments. In order to precisely associate radar scatterers to physical objects, we introduce an approach to use a 3D building model of the physical objects. Linking of scatterers to parts of infrastructure is demonstrated for high-resolution and medium-resolution imagery.
Finally, we propose the concept of small radar reflectors to introduce new coherent reflections. The small reflectors are designed such that they are visible from both ascending and descending imaging directions, enabling vector decomposition of deformation measurements. These small radar reflectors act as weak point scatterers. To achieve a desired SCR (Signal to Clutter Ratio), many small reflectors are distributed over an area and averaged. The detection of small reflectors is achieved by distributing them in a predefined spatial pattern. In this study, a new interferometric phase expression is derived to estimate a phase standard deviation for low-SCR and high-SCR targets. The proposed concept is experimentally validated using X-band satellite data over a grassy terrain in the Netherlands. The results indicate that distributed corner reflectors can provide deformation measurements with millimeter precision.
Samenvatting (Summary in Dutch)

Het gebruik van tijdreeksen van synthetic aperture radar interferometry (InSAR) is geëvolueerd tot een breed toegepaste geodetische techniek voor het meten van topografie en deformatie van de aardoppervlak. In de afgelopen decennia zijn technieken voor InSAR tijdreeksen ontwikkeld om informatie te extraheren uit Persistent Scatterers (PS) en distributed scatterers (DS). Technieken op basis van DS's halen informatie uit pixels uit het natuurlijke terrein. Persistent Scatterer Interferometry (PSI) haalde informatie uit PS's, die in overvloed aanwezig zijn in bebouwde gebieden. Een goede geodetische toepassing van deze methodologieën vereist echter een volledig begrip van de meetprincipes, een correcte identificatie van radar scatterers in de fysieke wereld en een interpretatie van de geschatte deformatie. Bovendien is de toepasbaarheid van nieuwe metingen voor gebieden die ongeschikt zijn voor conventionele metingen niet triviaal.

Rekening houdend met de bovenstaande uitdagingen, zijn de twee hoofddoelstellingen van deze studie: (i) het ontwikkelen van een systematische methode voor het decoderen van PSI-metingen, dat wil zeggen het identificeren van PS's in de objectruimte om de geschatte vervorming (kinematica) te interpreteren, en (ii) om de haalbaarheid te beoordelen van het coderen van kunstmatige radar scatterers, ofwel het toevoegen van nieuwe metingen, op plaatsen waar geen coherente InSAR-metingen bestaan.

We bekijken de inhoud van de SAR-resolutie cel en de verwerkingsmethoden voor tijdseries met speciale aandacht voor de Delftse implementatie van PSI-verwerking. Een fysieke interpretatie van de InSAR-resultaten van de tijdreeks wordt mogelijk gemaakt door te decoderen wat de radar heeft gemeten en de verschillende oorzaken voor de deformatie te begrijpen. We gebruiken twee benaderingen om deze decoding uit te voeren. Allereerst moet het reflectiepunt van het radarsignaal worden geïdentificeerd door PS's te karakteriseren en te associëren met verschillende typen reflectiepunten. Enkel gebruikmakend van InSAR-gegevens, passen we een iteratieve classificatiemethode toe om radar scatterers te onderscheiden in punten op maaiveld en verhoogde infrastructuur. Vervolgens identificeren we met behulp van deze eenvoudige classificatie en deformatiesnelheden verschillende deformatietypes zoals ondiepe verdichting, afwezigheid van relatieve beweging, onafhankelijke structurele deformatie, lokale bodemdaling en afhankelijke structurele deformatie. Daarbij introduceren we de parameter RDI (Relative Deformation Index) voor het detecteren, kwantificeren en analyseren van de regio's die onderhevig zijn aan relatieve deformatie, voor analyse van de stabiliteit van de infrastructuur. De haalbaarheid van deze aanpak is aangetoond met het gebruik voor netwerkcontroles van ondergrondse gas- en waterpijpleidingen in respectievelijk Amsterdam en Den Haag.

Ten tweede een koppeling radarreflecties per radar punt aan objecten (of delen van objecten) in de echte wereld. Voor deze stap wordt de precieze 3D-positie van de scatterers afgeleid. Door correcties toe te passen voor verschillende bronnen van lokalisatiefouten, wordt een nauwkeurige 3D-positie van scatterers bereikt voor SAR-afbeeldingen met hoge resolutie en gemiddelde resolutie. Daarbij is een standaard Gauss-Markov-methode toegepast om foutpropagatie en kwaliteit van de resultaten te kunnen analyseren en beoordelen.
De mogelijke 2D- en 3D-posities worden gevalideerd met behulp van corner reflector experimenten. Om radar scatterers nauwkeurig te koppelen aan fysieke objecten, introduceren we een benadering om een 3D model van de fysieke objecten te gebruiken. Het koppelen van scatterers aan verschillende delen van infrastructuur is aangetoond voor beelden met een hoge resolutie en een gemiddelde resolutie.

Ten slotte willen we het concept van kleine radarreflectoren voor nieuwe coherente reflecties introduceren. Deze kleine reflectoren zijn zodanig ontworpen dat ze zichtbaar zijn vanuit zowel noord-zuid als zuid-noord satellietbanen, waardoor vectordecompositie van deformatiemetingen mogelijk wordt. Deze kleine radarreflectoren fungeren als zwakke point scatterers. Om een gewenste SCR (Signal to Clutter Ratio) te bereiken, worden veel kleine reflectoren over een gebied verdeeld en gemiddeld. De detectie van kleine reflectoren wordt bereikt door ze in een vooraf bepaald ruimtelijk patroon te verdelen. In deze studie wordt een nieuwe formule voor de interferometrische fase afgeleid om een standaardafwijking voor lage en hoge SCR-doelen te schatten. Het voorgestelde concept is experimenteel gevalideerd met behulp van X-band satellietgegevens over grasland in Nederland. De resultaten geven aan dat gespreide corner reflectors deformatiemetingen kunnen leveren met millimeter precisie.
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# Nomenclature

## List of acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D</td>
<td>One dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>Two dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three dimensional</td>
</tr>
<tr>
<td>AC</td>
<td>Asbestos Cement</td>
</tr>
<tr>
<td>AHN</td>
<td>Actueel Hoogtebestand Nederland</td>
</tr>
<tr>
<td>ASAR</td>
<td>Advanced Synthetic Aperture Radar</td>
</tr>
<tr>
<td>BLUE</td>
<td>Best Linear Unbiased Estimation</td>
</tr>
<tr>
<td>CI</td>
<td>Cast Iron</td>
</tr>
<tr>
<td>CoM</td>
<td>Center of Mass</td>
</tr>
<tr>
<td>CR</td>
<td>Corner Reflector</td>
</tr>
<tr>
<td>CSK</td>
<td>Cosmo-Skymed</td>
</tr>
<tr>
<td>DC</td>
<td>Doppler Centroid</td>
</tr>
<tr>
<td>DEM</td>
<td>Digital Elevation Model</td>
</tr>
<tr>
<td>DePSI</td>
<td>Delft's implementation of PSI</td>
</tr>
<tr>
<td>DGPS</td>
<td>Differential Global Positioning System</td>
</tr>
<tr>
<td>Doris</td>
<td>Delft Object-oriented Radar Interferometric Software</td>
</tr>
<tr>
<td>DORIS</td>
<td>Doppler Orbitography and Radio-positioning Integrated by Satellite</td>
</tr>
<tr>
<td>DS</td>
<td>Distributed Scatterer</td>
</tr>
<tr>
<td>DSM</td>
<td>Digital Surface Model</td>
</tr>
<tr>
<td>DTM</td>
<td>Digital Terrain Model</td>
</tr>
<tr>
<td>EM</td>
<td>Electromagnetic</td>
</tr>
<tr>
<td>ENVISAT</td>
<td>Environmental Satellite</td>
</tr>
<tr>
<td>ERS</td>
<td>European Remote Sensing satellite</td>
</tr>
<tr>
<td>ETRF89</td>
<td>European Terrestrial Reference Frame 1989</td>
</tr>
<tr>
<td>ETRS</td>
<td>European Terrestrial Reference System</td>
</tr>
<tr>
<td>EUREF</td>
<td>IAG Regional Reference Frame sub-commission for Europe</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>GIS</td>
<td>Geographic Information System</td>
</tr>
<tr>
<td>GNSS</td>
<td>Global Navigation Satellite System</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>HM</td>
<td>High Movement</td>
</tr>
<tr>
<td>IAG</td>
<td>International Association of Geodesy</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>IMS</td>
<td>Imaging Mode Single Look Complex</td>
</tr>
<tr>
<td>InSAR</td>
<td>Synthetic Aperture Radar Interferometry</td>
</tr>
<tr>
<td>ITRF</td>
<td>International Terrestrial Reference Frame</td>
</tr>
<tr>
<td>LiDAR</td>
<td>Light Detection And Ranging</td>
</tr>
<tr>
<td>LM</td>
<td>Low Movement</td>
</tr>
<tr>
<td>LO</td>
<td>Local Oscillator</td>
</tr>
<tr>
<td>LOS</td>
<td>Line-of-Sight</td>
</tr>
<tr>
<td>MM</td>
<td>Medium Movement</td>
</tr>
<tr>
<td>NAP</td>
<td>Normaal Amsterdams Peil (Dutch vertical reference system)</td>
</tr>
<tr>
<td>NETPOS</td>
<td>Netherlands Positioning Service</td>
</tr>
<tr>
<td>OMT</td>
<td>Overall Model Test</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PDM</td>
<td>Probability of Differential Motion</td>
</tr>
<tr>
<td>PRF</td>
<td>Pulse Repetition Frequency</td>
</tr>
<tr>
<td>PRI</td>
<td>Pulse Repetition Interval</td>
</tr>
<tr>
<td>PS</td>
<td>Persistent Scatterer</td>
</tr>
<tr>
<td>PSc</td>
<td>Persistent Scatterer candidates</td>
</tr>
<tr>
<td>PSI</td>
<td>Persistent Scatterer Interferometry</td>
</tr>
<tr>
<td>PVC</td>
<td>Polyvinyl Chloride</td>
</tr>
<tr>
<td>RAR</td>
<td>Real Aperture Radar</td>
</tr>
<tr>
<td>RCS</td>
<td>Radar Cross-Section</td>
</tr>
<tr>
<td>RD</td>
<td>Rijksdrieheeksstelsel (Dutch horizontal reference system)</td>
</tr>
<tr>
<td>RDI</td>
<td>Relative Deformation Index</td>
</tr>
<tr>
<td>RSF</td>
<td>Range Sampling Frequency</td>
</tr>
<tr>
<td>RTK</td>
<td>Real Time Kinematic</td>
</tr>
<tr>
<td>SAR</td>
<td>Synthetic Aperture Radar</td>
</tr>
<tr>
<td>SCR</td>
<td>Signal to Clutter Ratio</td>
</tr>
<tr>
<td>SCNR</td>
<td>Signal to Clutter plus Noise Ratio</td>
</tr>
<tr>
<td>SET</td>
<td>Solid Earth Tides</td>
</tr>
<tr>
<td>SLC</td>
<td>Single Look Complex</td>
</tr>
<tr>
<td>SM</td>
<td>Stripmap</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>SRTM</td>
<td>Shuttle Radar Topography Mission</td>
</tr>
<tr>
<td>SWST</td>
<td>Sampling Window Start Time</td>
</tr>
<tr>
<td>TDX</td>
<td>TanDEM-X</td>
</tr>
<tr>
<td>TEC</td>
<td>Total Electron Content</td>
</tr>
<tr>
<td>TRF</td>
<td>Terrestrial Reference Frame</td>
</tr>
<tr>
<td>TSX</td>
<td>TerraSAR-X</td>
</tr>
<tr>
<td>UTC</td>
<td>Universal Time Coordinated</td>
</tr>
<tr>
<td>VC</td>
<td>Variance Covariance</td>
</tr>
<tr>
<td>VCE</td>
<td>Variance Component Estimation</td>
</tr>
</tbody>
</table>
List of symbols

\(a\)  
Azimuth; a constant value; a side of a trihedral reflector

\(A\)  
SLC amplitude of a pixel; design matrix; area of a resolution cell

\(a_c\)  
Secondary positioning components in azimuth

\(A_{\text{eff}}\)  
Effective aperture of a trihedral reflector

\(a_{\text{cal}}\)  
Azimuth calibration offset

\(a_{\text{set}}\)  
Tectonic plate motion projected in azimuth direction [m]

\(A_{\text{set}}\)  
Solid earth tide projected in azimuth direction [m]

\(A_{\text{D}}\)  
Amplitude contribution from distributed scatterer

\(A_P\)  
Amplitude contribution of a point scatterer

\(b\)  
Baseline [m]; breath of rectangular plate; semi-minor axis; a side of a reflector

\(B\)  
Design matrix; spatial baseline [m]

\(B^c\)  
Critical perpendicular baseline

\(B^c_{\text{DC}}\)  
Critical Doppler centroid baseline

\(B^c_T\)  
Critical temporal baseline

\(B\parallel\)  
Parallel baseline [m]

\(B\perp\)  
Perpendicular baseline [m]

\(B_v\)  
Boolean variable to indicate significant deformation

\(B_D\)  
Doppler bandwidth [Hz]

\(B_R\)  
Bandwidth of the transmitted radar pulses [Hz]

\(c\)  
Cross-range; a constant value

\(d\)  
Polynomial degree; distance offset; a constant value

\(d_{\text{asc}}\)  
Displacement observed in ascending mode

\(d_{\text{desc}}\)  
Displacement observed in descending mode

\(D_{\text{LOS}}\)  
Light of sight deformation [m]

\(D_A\)  
Amplitude dispersion

\(D_e\)  
Surface deformation in East [m]

\(D_n\)  
Surface deformation in North [m]

\(d_s\)  
Diameter of a scatterer [m]

\(D_u\)  
Surface deformation in Up [m]

\(e\)  
East coordinate

\(f_{\phi}\)  
Local fringe frequency [Hz]

\(f_{\text{DC}}\)  
Doppler centroid

\(f_D\)  
Doppler frequency [Hz]

\(G\)  
Design matrix

\(h\)  
Up coordinate; height

\(h_{\text{lg}}\)  
Local ground height [m]

\(H\)  
Height of a scatterer above reference surface [m]

\(H_R\)  
Height of a reference point above reference surface [m]

\(H_0\)  
Height of a scatterer in the reference surface [m]; null hypothesis

\(I\)  
Complex interferogram; identity matrix

\(I_e\)  
Intensity due to noise

\(I_D\)  
Intensity of distributed scatterer

\(I_P\)  
Intensity of point scatterer

\(k\)  
A constant value

\(K\)  
Critical value
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l$</td>
<td>Coregistration polynomial coefficients; length of a plate; semi-major axis</td>
</tr>
<tr>
<td>$L_a$</td>
<td>Effective target size in azimuth; length of radar antenna in azimuth</td>
</tr>
<tr>
<td>$L_c$</td>
<td>Effective target dimension in cross-range</td>
</tr>
<tr>
<td>$m$</td>
<td>Coregistration polynomial coefficients</td>
</tr>
<tr>
<td>$M$</td>
<td>Master image antenna position; number of PSs in neighborhood</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of SLC images; number of small reflectors</td>
</tr>
<tr>
<td>$n$</td>
<td>Refractive index; north coordinate</td>
</tr>
<tr>
<td>$n_r$</td>
<td>Multilooking factor in range</td>
</tr>
<tr>
<td>$n_a$</td>
<td>Multilooking factor in azimuth</td>
</tr>
<tr>
<td>$N_{\text{hydro}}$</td>
<td>Refractivity related to hydrostatic delay</td>
</tr>
<tr>
<td>$N_{\text{iono}}$</td>
<td>Refractivity related to ionosphere</td>
</tr>
<tr>
<td>$N_{\text{liq}}$</td>
<td>Refractivity related to cloud liquid delay</td>
</tr>
<tr>
<td>$N_{\text{wet}}$</td>
<td>Refractivity related to wet delay</td>
</tr>
<tr>
<td>$N_D$</td>
<td>Number of distributed scatterers</td>
</tr>
<tr>
<td>$N_P$</td>
<td>Number of point scatterers</td>
</tr>
<tr>
<td>$P$</td>
<td>Position of an arbitrary scatterer on the ground</td>
</tr>
<tr>
<td>$P_0$</td>
<td>Position of scatterer in the reference surface</td>
</tr>
<tr>
<td>$P_C$</td>
<td>Power reflected due to clutter</td>
</tr>
<tr>
<td>$P_E$</td>
<td>Estimated position of a scatterer</td>
</tr>
<tr>
<td>$P_H$</td>
<td>Position of scatterer at a height $H$ above reference surface</td>
</tr>
<tr>
<td>$P_P$</td>
<td>Power reflected by a reflector</td>
</tr>
<tr>
<td>$P_T$</td>
<td>Ground truth position of a scatterer</td>
</tr>
<tr>
<td>$Q_{r \text{ac}}$</td>
<td>Covariance matrix of radar coordinates $a$, $r$, and $c$</td>
</tr>
<tr>
<td>$Q_{xyz}$</td>
<td>Covariance matrix of terrestrial coordinates $x$, $y$, and $z$</td>
</tr>
<tr>
<td>$Q_y$</td>
<td>Covariance matrix of observations</td>
</tr>
<tr>
<td>$r$</td>
<td>Range (slant-range)</td>
</tr>
<tr>
<td>$R$</td>
<td>Range to a target [m]; rotation matrix</td>
</tr>
<tr>
<td>$r_e$</td>
<td>Secondary positioning components in range</td>
</tr>
<tr>
<td>$r_{pd}$</td>
<td>Range path delay</td>
</tr>
<tr>
<td>$r_{cal}$</td>
<td>Range calibration offset</td>
</tr>
<tr>
<td>$r_{far}$</td>
<td>Far range</td>
</tr>
<tr>
<td>$r_{near}$</td>
<td>Near range</td>
</tr>
<tr>
<td>$r_{\text{tect}}$</td>
<td>Tectonic plate motion projected in range direction [m]</td>
</tr>
<tr>
<td>$r_{\text{set}}$</td>
<td>Solid earth tides projected in range direction [m]</td>
</tr>
<tr>
<td>$R_p$</td>
<td>Fresnel reflection coefficient</td>
</tr>
<tr>
<td>$R_d$</td>
<td>Mean relative deformation rate [m/s]</td>
</tr>
<tr>
<td>$R_{d}'$</td>
<td>Critical relative deformation rate [m/s]</td>
</tr>
<tr>
<td>$\text{RCS}_{\text{clutter}}$</td>
<td>Radar cross-section of clutter</td>
</tr>
<tr>
<td>$\text{RCS}_{\text{reflector}}$</td>
<td>Radar cross-section of reflector</td>
</tr>
<tr>
<td>$s$</td>
<td>A constant value</td>
</tr>
<tr>
<td>$S$</td>
<td>Slave image antenna position; position vector of the spacecraft [m]</td>
</tr>
<tr>
<td>$t$</td>
<td>Slow (azimuth) time coordinate</td>
</tr>
<tr>
<td>$t^{rx}$</td>
<td>Time of receiving backscattered echo</td>
</tr>
<tr>
<td>$t^{tx}$</td>
<td>Time of transmitting radar pulses</td>
</tr>
<tr>
<td>$t_{hi}$</td>
<td>Bistatic timing correction</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$t_{lo}$</td>
<td>Azimuth local oscillator drift</td>
</tr>
<tr>
<td>$t_{omt}$</td>
<td>Overall model test statistic</td>
</tr>
<tr>
<td>$V$</td>
<td>Vertical deformation component</td>
</tr>
<tr>
<td>$H$</td>
<td>Horizontal (East) deformation component</td>
</tr>
<tr>
<td>$v_{s/c}$</td>
<td>Platform velocity along the orbit [m/s]</td>
</tr>
<tr>
<td>$v_0$</td>
<td>Velocity of microwaves in vacuum [m/s]</td>
</tr>
<tr>
<td>$w$</td>
<td>Width of street canyon</td>
</tr>
<tr>
<td>$x$</td>
<td>A constant value; unknown variables; position in x-coordinate</td>
</tr>
<tr>
<td>$y$</td>
<td>Vector of observations; position in y-coordinate</td>
</tr>
<tr>
<td>$z$</td>
<td>SLC pixel value; $z \in \mathbb{C}$; position in z-coordinate</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Baseline orientation angle [deg]; a vector</td>
</tr>
<tr>
<td>$\alpha_h$</td>
<td>Satellite heading angle [deg]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Orientation of orbit error; a vector</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>Chi-square distribution</td>
</tr>
<tr>
<td>$\Delta f_{\text{conv}}$</td>
<td>Azimuth spectral shift due to non-parallel orbits [Hz]</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Small reflector depression angle</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Oversampling factor</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Residues between model and observations</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Complex coherence; ratio of position error ellipsoid axis lengths</td>
</tr>
<tr>
<td>$\gamma^s$</td>
<td>Stack coherence</td>
</tr>
<tr>
<td>$\gamma_{\text{DC}}$</td>
<td>Doppler centroid decorrelation</td>
</tr>
<tr>
<td>$\gamma_{\text{thermal}}$</td>
<td>Thermal noise decorrelation</td>
</tr>
<tr>
<td>$\gamma_{\text{total}}$</td>
<td>Total decorrelation</td>
</tr>
<tr>
<td>$\gamma_{\text{vol}}$</td>
<td>Volumetric decorrelation</td>
</tr>
<tr>
<td>$\gamma_T$</td>
<td>Temporal decorrelation</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Wavenumber</td>
</tr>
<tr>
<td>$\kappa_{\parallel}$</td>
<td>Orbit convergence angle [rad]</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Radar wavelength [m]</td>
</tr>
<tr>
<td>$\mathbb{B}$</td>
<td>Bhattacharyya metric</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Error in baseline</td>
</tr>
<tr>
<td>$\epsilon_{\perp}$</td>
<td>Error in perpendicular baseline</td>
</tr>
<tr>
<td>$\epsilon_{\parallel}$</td>
<td>Error in parallel baseline</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Sub-pixel position in range</td>
</tr>
<tr>
<td>$\mu_A$</td>
<td>Temporal mean pixel amplitude</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Sub-pixel position in azimuth</td>
</tr>
<tr>
<td>$\omega$</td>
<td>A constant value</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Interferometric phase of a pixel [rad]</td>
</tr>
<tr>
<td>$\phi_{\text{model}}$</td>
<td>Modeled interferometric phase [rad]</td>
</tr>
<tr>
<td>$\phi_{\Delta\text{atmo}}$</td>
<td>Phase due to change in atmospheric contribution</td>
</tr>
<tr>
<td>$\phi_{\Delta\text{range}}$</td>
<td>Interferometric phase due to change in range [rad]</td>
</tr>
<tr>
<td>$\phi_{\Delta\text{scat}}$</td>
<td>Phase due to change in scattering</td>
</tr>
<tr>
<td>$\phi_{\text{topo}}$</td>
<td>Topographic phase [rad]</td>
</tr>
<tr>
<td>$\phi_{\Delta\text{topo}}$</td>
<td>Topography with respect to the reference surface [rad]</td>
</tr>
<tr>
<td>$\phi_{\text{defo}}$</td>
<td>Phase due to deformation [rad]</td>
</tr>
<tr>
<td>$\phi_{\text{ref}}$</td>
<td>Flat-earth phase [rad]</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$\phi_{\text{topo}_\text{ref}}$</td>
<td>Reference topography phase [rad]</td>
</tr>
<tr>
<td>$\psi$</td>
<td>SLC phase of a pixel [rad]</td>
</tr>
<tr>
<td>$\psi_{\text{inv}}$</td>
<td>Wrapped-phase [rad]</td>
</tr>
<tr>
<td>$\psi_e$</td>
<td>Phase noise</td>
</tr>
<tr>
<td>$\psi_{\text{atmo}}$</td>
<td>Phase contribution due to atmospheric path delay [rad]</td>
</tr>
<tr>
<td>$\psi_{\text{range}}$</td>
<td>Phase due to distance between antenna and the target [rad]</td>
</tr>
<tr>
<td>$\psi_{\text{scat}}$</td>
<td>Phase contribution due to scattering [rad]</td>
</tr>
<tr>
<td>$\psi_P$</td>
<td>Phase contribution from distributed scatterer</td>
</tr>
<tr>
<td>$\psi_P$</td>
<td>Phase contribution from point scatterer</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>$\sigma^2_{\text{orb}}$</td>
<td>Cross-range position variance due to orbit errors</td>
</tr>
<tr>
<td>$\sigma^2_{\text{SCR}}$</td>
<td>Cross-range position variance due to signal to clutter ratio</td>
</tr>
<tr>
<td>$\sigma^2_{\text{cR}}$</td>
<td>Cross-range position variance due to height error of the reference</td>
</tr>
<tr>
<td>$\sigma_{\phi}$</td>
<td>Interferometric phase standard deviation</td>
</tr>
<tr>
<td>$\sigma_{\psi}$</td>
<td>SLC phase standard deviation</td>
</tr>
<tr>
<td>$\sigma_{\text{hg}}$</td>
<td>Standard deviation of local ground height [m]</td>
</tr>
<tr>
<td>$\sigma_t$</td>
<td>Threshold for linear deformation rate [m/s]</td>
</tr>
<tr>
<td>$\sigma_0$</td>
<td>Radar backscatter coefficient</td>
</tr>
<tr>
<td>$\sigma_A$</td>
<td>Temporal standard deviation pixel amplitude</td>
</tr>
<tr>
<td>$\sigma_\alpha$</td>
<td>Standard deviation azimuth coordinate</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>Standard deviation cross-range coordinate</td>
</tr>
<tr>
<td>$\sigma_d$</td>
<td>Standard deviation of line of sight deformation</td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>Standard deviation range coordinate</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Fast (range) time coordinate</td>
</tr>
<tr>
<td>$\tau_{\text{sys}}$</td>
<td>Unmodeled sensor internal electronic delay</td>
</tr>
<tr>
<td>$\tau_{\text{lo}}$</td>
<td>Range local oscillator drift</td>
</tr>
<tr>
<td>$\tau_0$</td>
<td>Sampling Window Start Time (SWST)</td>
</tr>
<tr>
<td>$\text{LO}_{\text{drift}}$</td>
<td>Local oscillator drift</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Radar look angle [rad]</td>
</tr>
<tr>
<td>$\theta_{\text{bw}}$</td>
<td>Antenna beamwidth [rad]</td>
</tr>
<tr>
<td>$\theta_{\text{inc}}$</td>
<td>Radar incidence angle [rad]</td>
</tr>
<tr>
<td>$\theta_p$</td>
<td>Maxima of the cardinal sine in cross-range [rad]</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Differential polarization phase [rad]</td>
</tr>
<tr>
<td>$\phi_{\text{HH}-\text{VV}}$</td>
<td>Polarization phase difference between HH and VV [rad]</td>
</tr>
<tr>
<td>$\upsilon$</td>
<td>Linear deformation rate [m/s]</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Squint angle [rad]</td>
</tr>
<tr>
<td>$\theta_p$</td>
<td>Maxima of the cardinal sine in Doppler [rad]</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>Terrain slope [rad]</td>
</tr>
<tr>
<td>$\Delta_\alpha$</td>
<td>Azimuth resolution of synthetic aperture radar [m]</td>
</tr>
<tr>
<td>$\Delta_{\alpha_{\text{ar}}}$</td>
<td>Azimuth resolution of real aperture radar [m]</td>
</tr>
<tr>
<td>$\Delta_c$</td>
<td>Cross-range resolution [m]</td>
</tr>
<tr>
<td>$\Delta_r$</td>
<td>Range resolution of radar [m]</td>
</tr>
<tr>
<td>$\hat{\gamma}_{\text{ens}}$</td>
<td>Ensemble coherence</td>
</tr>
<tr>
<td>Operator</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>-------------</td>
</tr>
<tr>
<td><code>{ . }</code></td>
<td>Stochastic variables</td>
</tr>
<tr>
<td><code>[ . ]</code></td>
<td>Determinant of a matrix or absolute of a variable</td>
</tr>
<tr>
<td><code>{ . }^{-1}</code></td>
<td>Inverse</td>
</tr>
<tr>
<td><code>{ . }^T</code></td>
<td>Transpose</td>
</tr>
<tr>
<td>`{ . }^*$</td>
<td>Complex conjugate</td>
</tr>
<tr>
<td><code>&lt; . &gt;</code></td>
<td>Multilooking operator; estimator operator</td>
</tr>
<tr>
<td><code>D{ . }</code></td>
<td>Dispersion</td>
</tr>
<tr>
<td><code>d{ . , . }</code></td>
<td>Euclidean distance</td>
</tr>
<tr>
<td><code>Diag{ . }</code></td>
<td>Diagonal of a matrix</td>
</tr>
<tr>
<td><code>e{ . }</code></td>
<td>Exponential function</td>
</tr>
<tr>
<td><code>E{ . }</code></td>
<td>Expectation</td>
</tr>
<tr>
<td><code>erf{ . }</code></td>
<td>Gauss error function</td>
</tr>
<tr>
<td><code>f{ . }</code></td>
<td>Function operator</td>
</tr>
<tr>
<td><code>g{ . }</code></td>
<td>Function operator</td>
</tr>
<tr>
<td><code>Im</code></td>
<td>Imaginary part</td>
</tr>
<tr>
<td><code>mod{ . }</code></td>
<td>Modulo operator</td>
</tr>
<tr>
<td><code>N{ . }</code></td>
<td>Normal distribution</td>
</tr>
<tr>
<td><code>pdf{ . , . }</code></td>
<td>Probability density function</td>
</tr>
<tr>
<td><code>Re</code></td>
<td>Real part</td>
</tr>
<tr>
<td><code>Tr{ . }</code></td>
<td>Trace of a matrix</td>
</tr>
<tr>
<td><code>vec{ . }</code></td>
<td>Vector of a matrix</td>
</tr>
<tr>
<td><code>W{ . }</code></td>
<td>Phase wrapping operator</td>
</tr>
</tbody>
</table>
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Introduction

1.1. Motivation
In interferometric SAR, a measurement may represent signal contributions from one or more objects (radar scatterers) on the ground, which hampers unambiguous interpretation. Here, we propose methods towards associating radar measurements to physical objects, and understand the underlying deformation phenomena.

1.2. Background
Geodesy
Geodesy is defined as the science of determining the Earth’s geometric shape, orientation in space, and its gravity field — as well as their changes with time (Helmert, 1880, 1884; Baarda et al., 1967; Vaníček and Krakiwsky, 1982). During the last 60 years with the launch of artificial satellites\(^1\), geodesy has advanced with the following developments: mapping of large spatial extent in national, continental, and global scales; improved point positioning; measuring the dynamics of earth’s surface such as plate tectonics, sea-level, ocean currents, ice sheets, climate change, sea-level rise, deformation induced by natural processes and anthropogenic activities; and capability to perform repeated, accurate and reliable measurements. These advancements were made possible by space-based geodetic techniques such as VLBI (very long baseline interferometry), spaceborne laser and radar altimetry, satellite optical remote sensing, Global Navigation Satellite Systems (GNSS), satellite-based gravity sensors, satellite-based scatterometers, and spaceborne radar interferometry. Though not intended for this purpose, techniques such as VLBI, Global Positioning Systems (GPS), and radar altimetry also contributed in understanding the Earth’s atmosphere. Geodesy is a well-established field with contributions in geodynamics, geophysics, meteorology, glaciology, tectonics, volcanology, hydrology, and deformation monitoring. Well positioned in this line-up is spaceborne Interferometric Synthetic Aperture Radar (InSAR) — a cost-effective geodetic technique capable of providing precise repeated (temporal sampling in the order of days) measurements of the terrain in both local (high-resolution) and continental (wide-area coverage) scales.

\(^1\)From here on the term satellite is used to refer to artificial satellites.
1. Introduction

InSAR and data processing

InSAR performs interferometry between two Synthetic Aperture Radar (SAR) images acquired simultaneously (single-pass interferometry) or with a time-lapse (repeat-pass interferometry) to extract information about changes of the Earth's surface and the atmosphere through which the electromagnetic waves travel (Zebker and Goldstein, 1986; Gabriel et al., 1989). SAR interferometry applications include earthquake monitoring (Massonnet et al., 1993; Zebker et al., 1994a); land cover classification (Askne and Hagberg, 1993; Dobson et al., 1995; Alberga, 2007); glacier motion estimation (Goldstein et al., 1993; Hartl et al., 1994; Rott et al., 1998); crustal changes and volcanism (Rosen et al., 1996; Sigmundsson et al., 1997); atmosphere estimation (Hanssen et al., 1999b); DEM generation (Massonnet, 1997); infrastructure monitoring (Massonnet, 1997; Amelung et al., 1999); and landslide analysis (Fruneau et al., 1996; Achache et al., 1996; Strozzi et al., 2005; Colesanti and Wasowski, 2006), just to name a few.

Each SAR measurement is a complex number and has two layers of information namely amplitude and phase (or in other representation real and imaginary parts). Amplitude provides the signal strength of the reflecting object while phase is sensitive to the distance between the radar antenna and the target. InSAR measures deformation as a change in distance via differential phase measurements using satellite images acquired over time in a monostatic configuration or simultaneously in a bistatic configuration. InSAR phase measurements are disturbed by the atmosphere and its variability; geometrical decorrelation due to change in satellite to target viewing angles; temporal decorrelation due to a change in the backscattering characteristics of the target; and the noise inherent in the radar (thermal, and phase noise) and data processing. By defining the signal of interest, and using some *a priori* knowledge of the noise and/or signal, processing methodologies have emerged to discriminate the underlying signal of interest from the noise by exploiting a time-series of InSAR images (Ferretti et al., 2001; Hanssen, 2001a; Hooper et al., 2004; Kampes, 2005). In addition, depending of the content of a SAR resolution cell, the processing methods can be discriminated.

A resolution cell or a pixel represents an area on the ground. It has signal contributions from a set of elementary reflecting objects from that area. The usability of a pixel is determined by the composition and physical nature of objects imaged in a resolution cell. Broadly, radar scatterers within a resolution cell are classified as point-like and distributed scatterers (DS) (Huynen, 1970; Taket et al., 1991; Nasr and Vidal-Madjar, 1991; Bamler and Hartl, 1998; Rice, 1951). Where the first one, usually a very few in number in a resolution cell (only one being dominant is the most exploited case), is described by a deterministic backscattering process; and the latter, usually many in number in a resolution cell is described by a stochastic process. Point-like scatterers exhibiting a constant backscattering response over time are commonly referred to as persistent scatterers (PS) (Ferretti et al., 2001). This discriminating factor led to two main branches of time-series processing approaches. First, Persistent Scatterers InSAR (PSInSAR) is introduced for pixels with has one dominant PS and are less-affected by decorrelation. Given $N$ SAR images, PSInSAR approaches generally operate on $N - 1$ interferograms using one of the acquisition as a master reference image. This approach is called single-master PSInSAR or more commonly referred to as Persistent Scatterers Interferometry (PSI) (Ferretti et al., 2001; Kampes, 2005; van Leijen, 2014; Crosetto et al., 2016). The second branch of techniques are developed to process pixels with DS characteristics, here their main focus is to combat decorrelation.
effects and they usually use spatial averaging as a tool to improve the SNR (Berardino et al., 2002). Small baseline subsets (SBAS) is a well-known technique in this category which utilizes multi-master configuration to exploit interferometric image pairs such that there is a smaller spatial separation (spatial baseline) between satellite positions and/or a smaller temporal separation (temporal baseline) between image acquisition times (Berardino et al., 2002; Schmidt and Bürgmann, 2003; Mora et al., 2003; Berardino et al., 2004; Pepe et al., 2015). Recent developments are being made in the hybrid techniques which processes both PS and DS together, see e.g., extended SBAS exploiting both single-look and multi-looked interferograms (Lanari et al., 2004), multi-temporal approach combining PS with small baselines method (Hooper et al., 2004), and SqueeSAR approach which aims to extract information from all possible N*(N-1)/2 interferogram combinations (Guarnieri and Tebaldini, 2008; Ferretti et al., 2011). In all the above cases, information extraction, e.g., deformation, and topography estimation, is only possible when a pixel (or a group of homogeneous pixels averaged) provides a sufficient SNR and a consistent reflection over the InSAR measurement period.

Focus shift from terrain to infrastructure

In recent years, measuring deformation in a local-scale i.e. at infrastructure and sub-infrastructure levels over a wide-area i.e. at a city level, is gaining more importance (Jensen and Cowen, 1999; Strozzi et al., 2009; Stramondo et al., 2008; Colesanti et al., 2003; Prati et al., 2010; Adam et al., 2009; Zhu and Bamler, 2010; Lan et al., 2012; Barzaghi et al., 2018). This is a paradigm shift from the traditional geodesy where measuring and understanding natural terrain dynamics served their key interest. Driven by the world's population, infrastructure aging, and change in the ground/soil dynamics it is necessary to maintain a safe standard of living, and hence attention is on the rise towards monitoring the infrastructure eco system. The world's population is increasingly urban with more than half living in urban areas today, a proportion that is expected to increase to 66% by 2050 (United Nations, Department of Economic and Social Affairs, Population Division, 2015). As a result, the existing cities are becoming bigger-and-bigger, and new (mega) infrastructure are being constructed. Infrastructure are vulnerable to human and nature induced deformation processes. The underground mineral/hydrocarbon extraction, ground water pumping, and tunnel construction are some of the anthropological activities. The natural processes inducing deformation include global warming, sea-level rise, sinkholes, earthquakes, volcanic activity, tectonic and so forth. Monitoring infrastructure encompasses measuring the deformation of the infrastructure and the supporting ground due to aging, anthropological and nature induced events. Continuous monitoring by repeatedly measuring every high-rise infrastructure and parts of it using standard point-by-point geodetic surveying is bluntly considered to be time-and-cost inefficient (Strozzi et al., 2001; Cascini et al., 2007; Karila et al., 2013). We believe that in the future, periodic deformation monitoring will become a prerequisite for a safe and sustainable infrastructural projects development and maintenance. In this aspect, an active remote sensing technique such as spaceborne radar interferometry, suitable in yielding weather-and-sunlight independent repeated measurements covering larger spatial extent, is hypothesized to play a pivotal role. In this work, we focus on measuring the Earth's surface deformation and that of the infrastructure, and its variations over time via PSs.
1.3. Problem formulation
In the last decade, PSI has emerged as a matured remote sensing technique to perform cost-effective geodetic measurements with a high spatio-temporal sampling, supplementing or even substituting other standard in-situ terrestrial measurements. Nevertheless, in order to fully exploit the estimated deformation the object on the ground contributed to the radar measurements needs to be identified. In addition, for the locations where coherent radar measurements are not naturally available, a method to artificially introduce radar reflectors needs to be investigated. Given these issues, the following are a number of attributes of the InSAR measurement process that shapes this research.

Encoding and decoding
SAR is a side-looking imaging system which utilizes the flight path to create a synthetic antenna extent to enhance resolution in the flight direction. Though the side-looking ranging helps to improve the resolution in range direction, the SAR system suffers from geometric distortions, such as layover, foreshortening, and shadow (Schreier, 1993a). These distortions are pronounced when there is significant topography and/or tall infrastructure. Therefore, the resolution cell may comprise a complex mixture of reflecting objects from the 3D and their distinct signals encoded in a single radar measurement due to the slant-looking imaging process, the geometry of the objects on ground, and the resolution of radar instrument. As a result, associating each radar measurement to a specific object needs decoding. In traditional geodetic surveying, the points to be measured are known in advance and a geodetic measurement network is constructed \textit{a priori} (Alberda, 1973; Grafarend and Sansò, 2012; Schmitt, 1982), while what InSAR offers is a reverse geodetic surveying problem. That is, one has to \textbf{decode the InSAR observations to know what it has measured.}

Opportunistic character
Though PSI is capable to detect millimeter-level (relative) surface changes from several hundred kilometers in space, it is an opportunistic measurement technique (Gernhardt, 2010; Crosetto et al., 2016). InSAR is opportunistic in the sense that the feasibility of measuring an object of interest is not just determined by the radar and satellite configuration, but also heavily depends on the size, shape, orientation, dielectric property (material) and surface roughness of the objects on the ground. It means InSAR cannot guarantee measuring a specific point on Earth without \textit{a priori} knowledge of the measurement terrain. In order to measure a specific deformation phenomena the physical properties of PSs are to be known (Ketelaar, 2008). Once the physical object that gives rise to a PS in the SAR image is identified, a PS displacement may be used to interpret a deformation phenomena, such as structural instability, shallow ground compaction, or deep-layer ground compaction. Therefore, \textbf{there is a need to classify PSs in order to improve the interpretation of the estimated deformation.}

Resolution
A SAR resolution cell covers a voxel on the ground which extends in 3D defined by a resolution in range, azimuth, and cross-range. In 2D, a resolution cell depending on

\footnote{Here, the term encoding is used to represent the process of combining or manipulating the contributions from one or many physical objects on the ground into one resolution cell measurement of the slant-looking radar.}
the azimuth and range resolution covers a fixed area on ground, about 3 x 3 m$^2$ for TerraSAR-X and 5 x 20 m$^2$ for Sentinel-1. The resolution attainable in the cross-range is determined by the baseline configuration of the time-series (Zhu and Bamler, 2010; Tebaldini, 2010). Assuming one dominant scatterer per resolution cell model, PSI is able to estimate deformation and topography provided the dominant radar reflection is stronger than the noise floor and coherent (Ferretti et al., 2001; Kampes, 2005). However, the main challenge here is to locate precisely in the 3D voxel where the persistent radar reflection arises from. For this purpose, the 3D positioning capability of scatterers is studied in detail. The studies related to the error sources impacting 3D positioning, its quality description in a geodetic framework, and associating PSs to objects in the voxel are addressed.

Information about the objects in the terrain
To identify and understand the physical object related to the scatterer, the geometrical information about the objects present in the measured terrain and its microwave scattering characteristics play a crucial role. Information could be retrieved either from the SAR measurements itself and/or could be obtained from an external source. A set information can be obtained externally, such as, 3D model of the objects or infrastructure, surface roughness, dielectric properties and its temporal variations. Effective use of every such detailed external data will certainly improve the accuracy of decoding one can attain. However, such a level of external information in high spatial and temporal resolution is not always fully available everywhere. On the other hand, retrieval of object properties from InSAR such as scatterer extent, height, polarization signature could enhance our understanding of the type of object being measured by a PS. This may also make PSI a self-sufficient technique by decoding. However, this is (only) possible provided the InSAR and a full polarization data-set are available and are able to accurately retrieve those object properties. Hence, alternate methods need to be developed to address this issue.

Not all pixels are usable
InSAR is capable of measuring surface variations of every illuminated resolution cell for most of the measurement terrains, such as, mountainous, desert, urban, and agricultural fields. But, the deformation and topography estimation is restricted only to a subset of pixels which remain coherent. In other cases, where pixels having contributions from natural scatterers or man-made targets or their combination as a whole represented by a coherent sum of individual contributions exhibiting a lower SNR remain less useful in the deformation studies. Such pixels, usually but not always originate from the natural terrain such as crop fields, forest, and other vegetated areas. Man-made infrastructure which does not have an optimum orientation and scattering properties also suffers with this problem. In these cases, the use of an artificial radar target such as a passive reflector (trihedral corner reflector) or an active transponder is necessary (Sarabandi and Chiu, 1996; Russo et al., 2005; Haynes et al., 2004; Mahapatra et al., 2014). An artificial radar target or a group of such targets distributed over several resolution cells can improve spatial sampling and also aid in selectively adding a (or even removing an existing) critical point (object) of interest into the InSAR measurement network which are otherwise not measured. Hence, it can be useful to alter the object space on the ground to bring in extra InSAR measurements, this step we refer as encoding.
1. Introduction

Multiple scatterers
During a SAR imaging process, a 3D scene is captured into a 2D image composed of resolution cells defined by azimuth and range. During this process, apart from azimuth and range resolution the cross-range extent determined by slant-range resolution and local incidence angle over the imaging terrain might collect contributions from more than one dominant scatterer. As a result, resolution cells having contributions from more than one dominant scatterer need not be always coherent and might not be detected as PS during PSI. In such cases, tomographic processing methods utilizing the spatial separation of satellite positions can be used to separate scatterer contributions (Reigber and Moreira, 2000; Fornaro and Serafino, 2006; Lombardini, 2005; Zhu and Bamler, 2010; Tebaldini, 2010). Tomographic processing techniques will increase SAR measurement density by bringing in a new set of resolution cells which are untouched by PSI. In addition, application of tomographic methods can significantly improve the quality of positioning and deformation estimation of the individual scatterers when applied to pixels which were already detected as PS but contain more than one dominant scatterer.

1.4. Research questions and limitations
Based on the properties and problems discussed in the previous section, the two main objectives of this study are: (i) to develop a systematic method to decode PSI measurements identify PSs in the object space and to interpret the estimated deformation (kinematics), (ii) to assess the feasibility of encoding artificial radar scatterers at places where there exist no coherent measurements.

1.4.1. Research questions
Given these objectives, three main research questions and their sub-questions are addressed in this work.

1. How can we identify each coherent radar scatterer on the ground and relate InSAR-derived displacements to stress on the infrastructure?
   Most of the PSs come from the infrastructure and it is vital to establish the link between PSs and infrastructure to fully exploit the estimated deformation and to perform asset management efficiently. Though interconnected, there are two types of man-made assets: underground infrastructure and above-ground infrastructure. The below-ground part consists of water pipes, gas pipes, sewer lines, tunnels, electricity/internet lines, and so forth. The above-ground infrastructure includes buildings, bridges, roads, railways lines, highways, dams, dikes, lamp poles, just to name a few. It is to be noted that the underground infrastructure is not directly measured by radar. However, the surface deformation measured by the radar can be used to assess the impact on the underground infrastructure. In this aspect the following three sub-questions are derived.
   1.1. How can we attribute radar scatterers to different types of infrastructure?
   1.2. How can we classify different deformation phenomena in order to relate them to stress on underground infrastructure?

---

3This third dimension is also called elevation (Zhu and Bamler, 2010).
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1.3. How can we detect, quantify, and analyze potential stress on infrastructure so that asset maintenance can be prioritized?

2. How can we precisely associate each coherent radar scatterer to a physical object on the ground?

One of the salient features of InSAR is its measurement point density, usually in the order of thousands per square kilometer, enabling to monitor even parts of individual infrastructure. To demonstrate geodetic capability and in order to fully exploit the capacity of InSAR, precise point positioning is necessary to quantitatively associate radar measurements to parts of infrastructure. In addition this step not only helps to measure very local-scale deformation but also helps in integrating and comparing the PS results with other SAR sensors and geodetic data. Here, we address the following sub-questions.

2.1. How can we pinpoint very-localized deformation?

2.2. How can we systematically model error contributions and estimate 3D position of a radar scatterer, with a proper quality description?

2.3. How can we establish a link between the radar scatterers and the physical objects on the ground?

3. How can we monitor a specific infrastructure (or a point of interest) by artificially encoding coherent SAR measurements?

In order to include (a specific part of) an infrastructure into InSAR measurement network, the infrastructure should be consistently measured by a SAR sensor with favorable geometrical and electromagnetic properties. This is not always the case. So, in order to monitor an infrastructure or a terrain which does not posses favorable conditions, artificial radar reflectors can be deployed. However, artificial reflector deployment for deformation monitoring often comes with a set of constraints like low visual impact, size, and expense, which are in contradiction to attain a sufficient SNR and phase quality. These contradictions lead us to a new concept of distributing many small passive corner reflectors (CR). We attend the following sub-questions in order to employ distributed CRs.

3.1. How can we distribute and detect small artificial reflectors for infrastructure monitoring?

3.2. How can we describe the phase statistics of small artificial reflectors?

3.3. How do the distributed CRs perform over a vegetated region?

1.4.2. Methodology

The first set of research questions are addressed in two key steps: classify the coherent radar reflectors in the object space and interpret the deformation experienced by them. For this purpose, different types of information such as polarization, amplitude, and phase are studied and an approach is developed by utilizing the most commonly available InSAR dataset. Here, the use of any external information about the terrain is avoided. With a height based approach, scatterers from above-ground and below-ground are discriminated. Using this target classification approach, a method is developed to classify deformation
In order to access the stress on infrastructure, a relative deformation metric is derived and the results are validated with ground-truth data. The target and deformation classification method developed here will be applied for the gas-pipe network monitoring in the Netherlands.

The second set of research questions regard a systematic geodetic procedure to perform error propagation and to precisely estimate the position of radar scatterers in 3D. The 3D positioning capabilities will be studied for both the high-resolution (using TerraSAR-X) and medium resolution (using ENVISAT) imagery. The proposed positioning and target association will be assessed using CR field campaigns. In the end, the association of scatterers to parts of real-world objects will be demonstrated. For this purpose, external information such as a 3D building model of the infrastructure will be used.

The third set of research questions helps to develop, and examine the suitability of small CR for InSAR monitoring. The main complication arises in detecting small CR and in their phase quality. Moreover, the existing interferometric phase statistics derived for strong targets needs to be changed for the low SCR (signal to clutter ratio) small reflectors. Towards this purpose, a distributed CR concept will be studied and a new interferometric phase expression addressing both low and high SCR radar targets will be derived. The proposed distributed CR concept will be tested with a field experiment.

**1.4.3. Research scope and limitations**

In this work, we will apply our methods only on the coherent scatterers which are identified as PS and processed by PSI methodology. Nevertheless our approach can also be applied to DS (Samiei Esfahany, 2017; Goel and Adam, 2014; Even and Schulz, 2018). The SAR interferograms are generated by Doris (Delft Object-oriented Radar Interferometric Software) and PSI processing is performed by DePSI (Delft’s implementation of PSI) software (Kampes and Usai, 1999; Kampes, 2006; van Leijen, 2014). Here, we will not study the processing stages, such as image co-registration (Kampes, 1999a; Arikan et al., 2008), interferogram generation (Kampes, 1999a), PS detection, atmospheric phase screen (APS) removal (Hanssen, 2001a; Liu, 2012), PS densification, and phase unwrapping (Kampes and Hanssen, 2004b; Cuenca et al., 2011). Neither do we study the recursive PSI processing (Marinkovic et al., 2005), deformation model selection using hypothesis testing theory (Chang, 2015), satellite orbit error correction (Bähr, 2013). Moreover, we will only consider the PS which remain coherent over the entire stack duration: the temporally coherent PS will not be used. Finally, we will assume that the coherent radar scattering emanates from only one dominant scatterer, therefore scatterer separation using tomographic techniques is not considered here.

**1.5. Thesis outline**

The research objectives addressed above are sub-divided into research questions and each of them are answered in the following chapters.

*Chapter 2* is a review of InSAR fundamentals mainly focused on applications to infrastructure monitoring. This chapter is intended to provide sufficient foundation needed to build the subsequent chapters.

*Chapter 3* provides a state of the art survey of the radar target classification options and details the method employed in this study to perform first level discrimination to use InSAR for monitoring the impact of deformation on the infrastructure and the utilities underground. Here, the monitoring is studied with application to gas pipe networks in the
Netherlands as an example. An application of our methods for the water pipe network asset management can be found in the *Structure and Infrastructure Engineering* article published in July 2014.

**Chapters 4 and 5** comprise a systematic geodetic procedure to model and estimate the position and positioning errors of the radar scatterers. The method is applied to both high resolution TerraSAR-X and medium resolution ENVISAT ASAR satellite data both validated with corner reflector experiments. A methodology is demonstrated to associate radar scatterers to objects on the ground. Chapters 4 and 5 are based on the *Journal of Geodesy* article published in February 2016 and the *IEEE Transactions on Geoscience and Remote Sensing* article published in November 2018 respectively. Further, predicting the occurrence and location of PSs using 3D city models and ray-tracing method is studied in the *IEEE Transactions on Geoscience and Remote Sensing* article published in March 2019 (Yang et al., 2019b). The methods related to the study of tie-points usage and sub-pixel positioning are addressed in separate articles under preparation (Yang et al., 2019c,a).

**Chapter 6** is devoted to ‘encoding’ SAR resolution cells with small and distributed radar reflectors and study its phase stability for InSAR deformation monitoring. This will aim to provide new InSAR measurements at places where coherent reflections are naturally not available. This chapter is based on the *IEEE Transactions on Geoscience and Remote Sensing* article published on December 2017.

**Chapter 7** provides the conclusions and a set of recommendations for future research. A schematic outline of this research is illustrated in Fig. 1.1.
Figure 1.1: A quick-look at the chapters, contributions are highlighted in grey.
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In this chapter a brief overview of real-aperture radar, Synthetic Aperture Radar (SAR), and Interferometric SAR (InSAR) are given in secs. 2.1–2.5. The SAR images cover various types of resolution cells. Based on the contents of the resolution cells, the InSAR time-series data processing and interpretation of measurements will vary, this is described in sec. 2.6. Processing a time-series of radar images is found to be extremely beneficial in extracting deformation and height for a dense set of measurement points using Persistent Scatterer Interferometry (PSI), see sec. 2.7. This is followed by a discussion in sec. 2.8 on the need to understand the origin of radar scatterers to physically interpret the deformation.

2.1. Radar

Radar, an acronym for RAdio Detection And Ranging, is a remote sensing technique to measure distance, and velocity of target by illuminating via radio waves and measuring the reflected signal. Radio waves are a subset of electromagnetic waves with a frequency range between 3 kHz (100 km wavelength) and 300 GHz (1 mm wavelength). A list of the most common frequency bands allotted for remote sensing is given by Tab. 2.1 (Lillesand et al., 2014). Unlike measurements from optic and infrared providing chemical properties of the objects, radar measures the dielectric properties (Ulaby et al., 1982; Fung, 1994; Skolnik, 2002; Elachi, 1988).

2.2. Side looking Real Aperture Radar

Side-looking Real Aperture Radar (RAR) is an active remote sensing technique, where a moving platform (satellite, or airborne or ground-based) carrying a radar transceiver transmits radar pulses towards targets on the Earth and records the backscattered echo (Skolnik, 1980). The motion of platform along a desired path makes it possible to create a 2D image of the 3D surface of the Earth. The resolution of such radar images is defined by azimuth and slant-range directions. Azimuth is defined by the direction of platform motion. Range is defined in the direction in which the radar pulses are transmitted towards the Earth, known as line of sight (LOS) direction. The range refers to the slant-range distance
Table 2.1: Remote sensing radar frequency bands and their labels according to the IEEE standard (Lillesand et al., 2014). Frequency bands and satellite missions highlighted in bold are used in this study. The launch year is mentioned next to the satellite mission in parenthesis.

<table>
<thead>
<tr>
<th>Band label</th>
<th>Frequency range [GHz]</th>
<th>Wavelength range [cm]</th>
<th>Satellite SAR missions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ka</td>
<td>26.5 – 40</td>
<td>0.75 – 1.1</td>
<td>–</td>
</tr>
<tr>
<td>K</td>
<td>18 – 26.5</td>
<td>1.1 – 1.67</td>
<td>–</td>
</tr>
<tr>
<td>Ku</td>
<td>12.5 – 18</td>
<td>1.67 – 2.4</td>
<td>–</td>
</tr>
<tr>
<td>S</td>
<td>2 – 4</td>
<td>7.5 – 15</td>
<td>NISAR (planned 2021)</td>
</tr>
<tr>
<td>P</td>
<td>0.3 – 1</td>
<td>30 – 100</td>
<td>Biomass (planned 2021)</td>
</tr>
</tbody>
</table>

between the radar and the target, unless explicitly defined otherwise. The resolution of radar in range ($\Delta_r$) is limited by the bandwidth $B_R$ of the transmitted pulses which is a radar design criteria. The range resolution is given by (Curlander and McDonough, 1991),

$$\Delta_r = \frac{v_0}{2 \cdot B_R},$$  \hspace{1cm} (2.1)

where $v_0$ is the velocity of microwaves in vacuum. The resolution in azimuth is proportional to the antenna-to-target range $R$ and the antenna beamwidth $\theta_{bw}$,

$$\Delta_{rar} = R \cdot \theta_{bw} = R \cdot \frac{\lambda}{L_a},$$ \hspace{1cm} (2.2)

where $\lambda$ is the radar wavelength, and $L_a$ is the length of the radar antenna in azimuth. The azimuth resolution of real-aperture radar is in the order of several hundred meters in an airborne case and several kilometers in the spaceborne case.

2.3. Synthetic Aperture Radar

In the 1950s, to increase the resolution in azimuth possibly with a smallest physical antenna size, a post processing technique known as Doppler beam sharpening (nowadays called strip-mapping or stripmap) was first introduced by Wiley (1954). Only in 1978, the first satellite "Seasat" with a SAR payload was launched, which was coincidentally the same
year for the launch of the first GPS (Global Positioning System) satellite (NSSDCA, 1978; BORN et al., 1979; Carver et al., 1985). A SAR system gains resolution in azimuth by collecting signals in flight direction according to the Doppler frequency shift. For this purpose, pulses are transmitted and collected when a radar antenna mounted orthogonal to the flight direction passes the target. Each of these successive radar returns are then combined during post processing in order to form a larger synthetic aperture, hence the resolution improvement in azimuth. The azimuth resolution can be written by (Curlander and McDonough, 1991),

$$\Delta a = \frac{v_{slc}}{B_D} = \frac{L_a}{2}, \quad (2.3)$$

where $v_{slc}$ is the platform velocity along the orbit, and $B_D$ is the Doppler bandwidth. Unlike Eq. (2.2), in SAR $\Delta a$ is independent of the antenna-to-target distance, see Eq. (2.3). The imaging geometry of SAR systems is side-looking in nature which improves the range resolution of the system. But, this oblique imaging geometry introduces several distortions based on the local slope of the target in relation to the side-looking angle of the platform, see Fig. 2.1. The distortions are shadow, foreshortening, stretching, and layover. Shadow occurs when the radar illumination does not reach the target. Such pixels do not produce backscattering and are exempt from speckle\(^1\). For a terrain with topography or high-rise infrastructure, larger radar look angles will increase the shadow regions. Foreshortening occurs when the slope is facing towards the radar while stretching occurs when the slope is facing opposite to the radar look direction. Layover is a special scenario which occurs when the slope is larger than the incidence angle ($\theta_{inc}$), see Fig. 2.1.

The earth is made-up of 3D terrain and infrastructure, also referred as the object-space. A SAR SLC (Single Look Complex) image maps the earth’s 3D object-space with

\(^1\) Speckle is a phenomenon where adjacent pixels representing a single surface type (i.e., homogeneous regions) show high variability in radar backscattering. It is due to the interference of waves reflected from many tiny elementary scatterers in a resolution cell (Lee et al., 1994).
finite bandwidths onto azimuth (flight path) and (slant) range (image acquisition) direction, which is 2D. Finite bandwidths of the SAR sensor namely, Doppler bandwidth \( B_D \) and chirp bandwidth \( B_R \) translate into a resolution of the radar sensor in azimuth \( \Delta_a \) and range \( \Delta_r \), respectively, see Eqs. (2.3) and (2.1). The area illuminated from radar described by physical dimensions \( \Delta_a \) and \( \Delta_r \) defines a resolution cell (Curlander and McDonough, 1991). Objects from neighboring resolution cells can be distinguished. But in practice, a 2D SAR image is given in pixels which results in SAR processing to achieve Nyquist criteria for the system bandwidth, overlapping adjacent resolution cells. As a result, a pixel size posting is smaller than a resolution cell size as illustrated in Fig. 2.2.

Like all electromagnetic signal systems, a radar echo stored in every SAR SLC image pixel provides two “layers” of measurement — amplitude \( A \) and phase \( \psi \), expressed by,

\[
A \cdot e^{j\psi}. \tag{2.4}
\]

Amplitude \( A \) is a digital number representative of the RCS (Radar Cross-Section) of the target\(^2\). The fractional phase \( \psi_e \) wrapped in \([-\pi, \pi]\) varies with the distance or travel time between the target and the SAR sensor, given by,

\[
\psi^w = W \left\{ \psi_{\text{range}} + \psi_{\text{atmo}} + \psi_{\text{scat}} + \psi_e \right\}, \tag{2.5}
\]

where, \( W \) is the modulo-\(2\pi\) wrapping operator, and \( \psi_{\text{range}} \) represents the distance between the phase-center of the radar antenna and the effective phase-center of a resolution cell on the ground. The contribution due to backscattering from the scatterers in a SAR resolution cell is represented by \( \psi_{\text{scat}} \), see sec. 2.6 for further details. The phase delay due to propagation of radiowaves in the earth’s atmosphere is denoted by \( \psi_{\text{atmo}} \). The final term \( \psi_e \) in Eq. (2.7) represents the noise from processing, thermal and sensor local oscillator.

\(^2\)The relation between amplitude \( A \) and RCS can be given by RCS = \( k_1 \cdot A^2 + k_2 \), where \( k_1 \) and \( k_2 \) are scaling and shift factors, respectively (Fritz, 2007; Hajduch et al., 2018).
phase jitter, which are common to all resolution cells for a given SAR acquisition. Since the SLC phase $\psi$ is wrapped, it is not possible to extract information from the phase in a single SLC image.

2.4. Synthetic Aperture Radar Interferometry

InSAR exploits the changes between SAR images to generate an interferogram using amplitude and phase measurements. SAR interferograms provide an interference pattern containing all the information on relative geometry (Massonnet and Feigl, 1998; Bamler and Hartl, 1998; Gabriel et al., 1989). SAR images acquired simultaneously with a different platform position are applied for single-pass interferometry and images acquired with a difference in time are applied for multi-pass interferometry. SAR pixel phases from two images are only comparable after a careful image registration. A SAR interferogram $I_{MS}$ between a master image $M$ and a slave image $S$ is generated by a pointwise complex conjugate multiplication operation (denoted by the $(\cdot)^*$ operator), written as,

$$I_{MS} = (A_M \cdot e^{j\psi_M})(A_S \cdot e^{j\psi_S})^* = A_M A_S e^{j\phi_{MS}},$$ (2.6)

where $A_M, A_S, \psi_M,$ and $\psi_S$ are the pixel amplitudes and phases for master and slave images respectively. Useful information can be obtained from the interferometric phase difference,

$$\phi_{MS} = \text{mod}\{\psi_M - \psi_S + \pi, 2\pi\} - \pi = W\{\phi_{\Delta\text{range}} + \phi_{\Delta\text{atmo}} + \phi_{\Delta\text{scat}} + \phi_{\epsilon}\}. \quad (2.7)$$

where $\phi_{\Delta\text{range}}, \phi_{\Delta\text{atmo}}, \phi_{\Delta\text{scat}},$ and $\phi_{\epsilon}$ are the interferometric phase contributions due to a change in range, atmospheric path delay, target scattering, and noise in imaging a target with a master and a slave acquisition. The modulo operator is denoted by mod[.].

2.4.1. The range-related phase

The change in range measured via the differential phase can be sub-divided into four components, written by,

$$\phi_{\Delta\text{range}} = \phi_{\text{defo,MS}} + \phi_{\text{topo}} + \phi_{\text{topo,ref}} + \phi_{\epsilon}.$$ (2.8)

The first component $\phi_{\text{defo,MS}}$ measures the deformation seen at the surface during a time-gap between the master and the slave acquisitions, expressed by,

$$\phi_{\text{defo,MS}} = \frac{-4\pi}{\lambda} D_{\text{LOS}},$$ (2.9)

where $D_{\text{LOS}}$ is the surface deformation of a target projected onto the 1D radar Line of Sight (LOS) direction. The actual 3D deformation of the surface is represented by $D_e, D_n,$ and $D_u$ in East, North and Up directions respectively. For a satellite platform with an orbit heading angle of $\alpha_h$ and a local incidence angle of $\theta_{\text{inc}},$ the 3D to 1D projection is given by Hanssen (2001a),

$$D_{\text{LOS}} = D_u \cos(\theta_{\text{inc}}) - \sin(\theta_{\text{inc}})[D_n \cos(\alpha_h - 3^k \pi/2) + D_e \sin(\alpha_h - 3^k \pi/2)], \quad (2.10)$$

$$= D_u \cos(\theta_{\text{inc}}) - \sin(\theta_{\text{inc}})[-D_n \sin(\alpha_h) + D_e \cos(\alpha_h)],$$
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Figure 2.3: InSAR acquisition geometry of a target $P_H$ at a height $H$ above reference surface while point $P_0$ is its equivalent with height $H_0$. $P_H$ and $P_0$ share the same range to the master $M$. The master $M$ and slave $S$ acquisitions are separated by a spatial baseline $B$ with orientation $\alpha$. $B$ is decomposed into parallel baseline $B_\parallel$ and perpendicular baseline $B_\perp$. The $B_\parallel$ and $B_\perp$ vary across the image and are dependent on the local incidence angle $\theta_{inc}$ and $\alpha$. $\theta$ is the look angle of the satellite. After Hanssen (2001a); van Leijen (2014).

where $D_{LOS}$ is the projection for the most common right-looking satellite case with $k = 1$ and the $(\alpha_h - 3\pi/2)$ represents the angle perpendicular to the satellite orbit, known as the azimuth look direction. In the case of a left-looking satellite, the projection can be written by substituting $k = 0$ in Eq. (2.10) (van Leijen, 2014).

The second and third term in Eq. (2.8) are related to the topography. $\phi_{topo}$ is the target topography with respect to a reference surface such as an ellipsoid (see Fig. 2.3), given by,

$$\phi_{topo} = \frac{-4\pi}{\lambda} \left( (d(M, P_H) - d(S, P_H)) - (d(M, P_0) - d(S, P_0)) \right),$$ (2.11)

where, $d(., .)$ is Euclidean distance operator. Using the far-field approximation, $\phi_{topo}$ can be written as (Hanssen, 2001a; Zebker and Goldstein, 1986),

$$\phi_{topo} = \frac{-4\pi}{\lambda} \frac{B}{R \sin(\theta_{inc})} H = \frac{-4\pi}{\lambda} \frac{B_\perp}{R \sin(\theta_{inc})} H,$$ (2.12)

where $B$, and $B_\perp$ are the baseline and perpendicular baseline separation between master and slave satellite positions respectively. The baseline orientation angle is denoted by $\alpha$, see Fig. 2.3.

In the presence of a reference DEM (Digital Elevation Model) of the terrain, such as the SRTM (Shuttle Radar Topography Mission) (Farr et al., 2007), $\phi_{topo_{ref}}$ is computed and removed from $\phi_{topo}$ to get $\phi_{\Delta topo}$. In this case, only the residual topography component
\[ \phi_{\text{topo}} = -\frac{4\pi B_B}{R \sin(\theta_{\text{inc}})} \Delta H \] remains to be estimated. The height difference of the target with respect to a reference DEM given by \( \Delta H \) is also known as DEM error. When a reference elevation model is not available or not used, then \( H \) from \( \phi_{\text{topo}} \) is directly estimated. Here, the larger the perpendicular baseline, the larger the sensitivity of phase to topography. Therefore, for a better topography estimation interferograms with a larger baseline are preferred.

The fourth component in Eq. (2.8), called the flat-Earth phase \( \phi_{\text{ref}} \), is a contribution attributed to the distance between the satellite and an ellipsoid such as the WGS84 or a local Bessel. The flat earth phase of \( P_H \) is computed at \( P_0 \) on the reference surface which shares the same range to master antenna position, written as,

\[ \phi_{\text{ref}} = \frac{4\pi}{\lambda} B \sin(\theta_{\text{inc}} - \alpha) = \frac{4\pi}{\lambda} B_{\parallel}, \tag{2.13} \]

where \( B_{\parallel} \) is the parallel baseline. A removal of \( \phi_{\text{ref}} \), decreases the fringe rate, which improves the visibility of interferometric phase due to topography and deformation components.

### 2.4.2. Atmospheric phase

Radio waves are not strongly attenuated by the atmosphere in terms of their signal magnitude and hence the day-and-night imaging is possible by radars. However, during signal propagation, the phase of the radio signal is delayed due to velocity variations and the ray bending effects. The bending of radio waves can be neglected for SAR missions with incidence angles \( \theta_{\text{inc}} \) less than 75° (Mendes, 1999; Liu, 2012). Therefore, SAR acquisitions are disturbed only by the path delays \( (r_{pd}) \) due to refractive index \( n \) variations in the ionosphere and the troposphere, expressed by Hanssen (2001a); Davis et al. (1985),

\[
 r_{pd} = \frac{10^{-6}}{\cos(\theta_{\text{inc}})} \left\{ \int_h^H N_{\text{iono}} \, dz + \int_h^H N_{\text{hydro}} \, dz + \int_h^H N_{\text{wet}} \, dz + \int_h^H N_{\text{liq}} \, dz \right\}, \tag{2.14}
\]

where \( h \) is the height of the target, \( H \) is height of the satellite, and the factor \( 1/\cos(\theta_{\text{inc}}) \) is the mapping function from zenith to slant-range. The four refractivity components are the ionospheric component \( N_{\text{iono}} \), the hydrostatic component \( N_{\text{hydro}} \), the wet component \( N_{\text{wet}} \) and the cloud liquid component \( N_{\text{liq}} \). The multiplier \( 10^{-6} \) is used to convert the refractive index \( n \) into refractivity \( N = (n - 1)10^6 \). The integrals with \( N_{\text{iono}}, N_{\text{hydro}}, N_{\text{wet}}, \) and \( N_{\text{liq}} \) describe the ionosphere delay, the hydrostatic delay, the wet delay and the cloud liquid delay, respectively. Typical total delay due to ionosphere and troposphere is about 2.7 m (Dheenathayalan et al., 2014).

The differencing operation in an interferogram largely cancels the constant parts of the ionospheric and tropospheric delays. Still, the differential path delay exhibits a strong variability, written as,

\[
 \phi_{\text{atmo}} = -\frac{4\pi10^{-6}}{\lambda \cos(\theta_{\text{inc}})} \left\{ \int_h^H \Delta N_{\text{iono}} \, dz + \int_h^H \Delta N_{\text{hydro}} \, dz + \int_h^H \Delta N_{\text{wet}} \, dz + \int_h^H \Delta N_{\text{liq}} \, dz \right\}, \tag{2.15}
\]

where \( \Delta \) symbolizes the change in the refractivities in Eq. (2.14) between the two SAR acquisitions. The interferometric atmospheric phase variability is mainly due to the following factors (Hanssen, 2001a; Goldstein, 1995).
1. Turbulent mixing: Turbulent processes such as water vapor distribution (causing the wet delay), solar heating of the earth’s surface, and differences in wind direction/velocity generates a phase delay, which is heterogeneous and non-linear in nature. Such signals are spatially correlated for shorter distances and can be described by a power-law behavior (Hanssen, 2001a). Turbulent mixing effects exhibit limited correlation in time, may be for up to a few hours.

2. Vertical stratification: This effect is only seen when a scene contains topography and its vertical refraction profile is varying between acquisitions. Stratification effects are correlated with the height and can be ignored for a flat terrain.

3. Total electron content variation: The phase delay in ionosphere is characterized by the free electron density in the upper atmosphere quantified by the TEC (Total Electron Content) (Meyer et al., 2006).

2.4.3. Scattering-related phase

A significant change in the scattering phase between acquisitions resulting in $\phi_{\Delta \text{scat}} \neq 0$ is not desirable and is considered to be a source of decorrelation. The phase contribution $\phi_{\Delta \text{scat}}$ due to a change in scattering between the two acquisitions can be attributed to two categories: sensor-side effects and target-side effects. The degree of decorrelation is usually expressed by the coherence ($\gamma$) (Zebker and Villasenor, 1992). The target-side effects include temporal decorrelation ($\gamma_T$), and volumetric decorrelation ($\gamma_{\text{vol}}$). The sensor-side effects include baseline ($\gamma_B$) decorrelation and Doppler centroid decorrelation ($\gamma_{DC}$).

Temporal decorrelation $\gamma_T$ occurs due to an implicit change in the scattering properties of the surface. This can be due to a variation of the physical position of (elementary) scatterers in a resolution cell, and/or a change in dielectric properties of the scattering surface. A volumetric decorrelation $\gamma_{\text{vol}}$ is an extension of temporal decorrelation where the scatterers are distributed in a 3D volume rather than a 2D surface and hence it is different from $\gamma_T$. $\gamma_{\text{vol}}$ includes scattering changes above the surface (e.g. forests, vegetated areas) and below the surface (e.g. sandy desserts) when the radar signal penetrates a medium. Here, the signal penetration is dependent on the radar wavelength and the surface/volume characteristics. Describing $\gamma_T$ and $\gamma_{\text{vol}}$ using analytical expressions is difficult since the range of possible temporal and volume changes is too wide to be described quantitatively (Hanssen, 2001a).

Due to a change in satellite positions during repeated acquisitions, a SAR sensor in a given satellite pass direction (ascending or descending) may look at a target from a different viewing geometry. Baseline decorrelation $\gamma_B$ occurs due to a change in incidence angles of the satellites looking at a same target, given by Zebker and Villasenor (1992); Gatelli et al. (1994),

$$|\gamma_B| = \begin{cases} \frac{B^c - B_1}{B_1}, & |B_1| \leq B^c_1, \\ 0, & |B_1| > B^c_1, \end{cases}$$

(2.16)

where $B_1$ is the perpendicular baseline, $B^c_1$ is the critical baseline causing a spectral shift equal to the bandwidth $B_R$, written as,

$$B^c_1 = \lambda \frac{B_R R}{c} \tan(\theta_{\text{inc}} - \zeta)$$

(2.17)
where, $\zeta$ is the topographic slope, and $R$ is a distance between the radar antenna and target. Similarly, in azimuth, Doppler decorrelation is caused by a change in azimuth squint angle$^3$ between acquisitions, given by Hanssen (2001a),

$$
|\gamma_{\text{DC}}| = \begin{cases} 
1 - \frac{\Delta f_{\text{DC}}}{B_A}, & |\Delta f_{\text{DC}}| \leq B_A, \\
0, & |\Delta f_{\text{DC}}| > B_A, 
\end{cases} 
$$

(2.18)

where, $\Delta f_{\text{DC}}$ is the differential Doppler centroid between acquisitions, and $B_A$ is the bandwidth in azimuth.

### 2.4. Phase noise

The final component in Eq. (2.7) is the noise term $\phi_e$, which includes all the remaining decorrelation effects. It includes thermal noise induced decorrelation $\gamma_{\text{thermal}}$, and the SAR and interferogram image processing induced noise sources $\gamma_{\text{proc}}$. The thermal noise can also be expressed using the thermal signal-to-noise ratio ($SNR$). The thermal noise (also known as the system noise) for a SAR image includes the noise related to the oscillator phase jitters. The $SNR$ is expressed as a ratio between the average received signal power from a target and the radar receiver thermal noise power. $SNR$ includes both the parameters from the sensor and the reflection characteristics of the target. The thermal decorrelation of a SAR image is given by (Foster and Guinzy, 1967; Zebker and Villasenor, 1992; Zebker et al., 1994b), as

$$
\gamma_{\text{thermal}} = \frac{SNR}{1 + SNR}.
$$

(2.19)

In addition, an error in the orbital state vectors can introduce additional unwanted phase ramps. The estimation and removal of orbital effects are addressed in Bähr (2013).

In summary, the different decorrelation effects can be combined in a multiplicative manner to a total coherence value ($\gamma_{\text{total}}$), expressed by (Zebker and Villasenor, 1992),

$$
\gamma_{\text{total}} = \gamma_T \cdot \gamma_{\text{vol}} \cdot \gamma_B \cdot \gamma_{\text{DC}} \cdot \gamma_{\text{thermal}} \cdot \gamma_{\text{proc}}.
$$

(2.20)

Here, the information extraction, e.g. deformation, topography or atmosphere estimation, is better for pixels having a higher coherence value. The complex coherence of a pixel in two SLC images $z_M = A_M \cdot e^{j\psi_M}$ and $z_S = A_S \cdot e^{j\psi_S}$ reads (Born et al., 1959; Foster and Guinzy, 1967; Papoulis, 1991),

$$
\gamma = \frac{E[z_M^* z_S]}{\sqrt{E[|z_M|^2]} \cdot E[|z_S|^2]}, 0 \leq |\gamma| \leq 1.
$$

(2.21)

The computation of coherence using Eq. (2.21) is possible when the expectation values (e.g. $E[|z_M|^2]$, $E[|z_S|^2]$) can be computed using a large set of observations acquired for a single pixel under the same circumstances. In the space-borne InSAR case, a pixel is observed only once during each SAR acquisition. Therefore, assuming ergodicity, the expectation operation is replaced with a spatial averaging over $N$ surrounding pixels, expressed by (Seymour and Cumming, 1994),

$$
\hat{\gamma} = \frac{\sum_{i=1}^{N} z_{M,i}^* z_{S,i}}{\sqrt{\sum_{i=1}^{N} |z_{M,i}|^2 |z_{S,i}|^2}}.
$$

(2.22)

$^3$An angle between the actual pointing direction of the antenna and the perpendicular direction (zero-Doppler line) to the flight path.
Achieving a value of $|\hat{\gamma}|$ close to 1 is a favorable condition for interferometric processing algorithms, and is dependent on the type of scatterers in the resolution cell. Depending on the contents of a resolution cell, the radar back-scattering characteristics vary. In the following section a procedure for interferogram generation is described followed by a quick overview of SAR resolution cells in sec. 2.6.

2.5. InSAR processing chain

In order to create an interferogram between a master and a slave image according to Eq. (2.6), a set of processing steps are required as illustrated in Fig. 2.4. There exists various InSAR processors and in this section the processing steps are explained based on the Delft Object-oriented Radar Interferometric Software (Doris) developed at Delft University of Technology since 1998 (Kampes and Usai, 1999; Kampes et al., 2003).
2.5. InSAR processing chain

2.5.1. Azimuth and range filtering
Azimuth and range filtering are optional steps which help in reducing the phase noise in the interferogram due to a non-identical viewing geometry of the master and slave satellite positions. The spectral filtering is useful mainly for the resolution cells dominated by distributed targets, while for point targets the filtering is not necessary.

In azimuth, a change in squint angles (Doppler centroids) and non-parallel orbits between master and slave satellite trajectory results in decorrelation. Filtering the images for the Doppler shift enhances coherence. Generally, Doppler centroid shifts are significantly reduced by a zero-Doppler steering. The non-parallel orbits results in an additional spectral shift in azimuth, given by (Bähr, 2013),

\[ \Delta f_{\text{conv}} = -\frac{2 \kappa \parallel v_s}{c \lambda}, \]

where, \( \kappa \parallel \) is the orbit convergence angle, and \( v_s / c \) is the velocity of the spacecraft.

In range, a change in the satellite look angle between two acquisitions results in a shift in the ground reflectivity spectrum (object spectrum), resulting in decorrelation during interferogram formation. A bandpass range filtering can be designed based on the local fringe frequency \( f_\phi \) which is identical to the spectral shift, written as (Hanssen, 2001a),

\[ f_\phi = \frac{v_0 \delta \phi}{2 \pi \delta R} = -\frac{v_0 B_\perp}{\lambda R \tan(\theta_{\text{inc}} - \zeta)}. \]

For a flat topography, \( f_\phi \) is computed from the satellite state vectors and assuming a constant terrain slope, i.e., \( \zeta = 0 \). However, for a rough terrain, \( f_\phi \) is estimated locally for small regions (Hanssen, 2001a). For this approach, a temporary interferogram is required and generated using a resampled slave image (Kampes and Usai, 1999).

2.5.2. Coregistration and resampling
Coregistration is a key step in aligning both acquisition start times and sampling window start times between the master and slave images. Moreover, due to a change in sampling grids of slave and master images, a coregistration polynomial of degree \( d \) is often estimated to capture higher order distortions, written as (Bähr, 2013; Kampes and Usai, 1999),

\[
\begin{pmatrix}
\mu_S \\
\nu_S
\end{pmatrix} = \begin{pmatrix}
\mu_M \\
\nu_M
\end{pmatrix} + \sum_{i=0}^{d} \sum_{j=0}^{d-i} \left( \begin{pmatrix}
l_{i,j} \\
m_{i,j}
\end{pmatrix} \begin{pmatrix}
\mu_M^i \\
\nu_M^i
\end{pmatrix} \right),
\]

where \( l_{i,j} \) and \( m_{i,j} \) are the polynomial coefficients between the pixels in the master \((\mu_M, \nu_M)\) and slave \((\mu_S, \nu_S)\) images. Usually a polynomial of degree \( d \) of 2 may be sufficient to achieve a misregistration threshold of \( 1/8 \)th of a pixel which results in a negligible (4%) loss of coherence (Just and Bamler, 1994; Nitti et al., 2011; Hanssen, 2001a, p. 46).

After the coregistration, the resampling operation is carried out in two steps to map the complex values of slave image to the pixel positions of the master image. First, a continuous signal is reconstructed from sampled values of the slave image using an interpolation kernel (Laakso et al., 1996; Hanssen et al., 1999b). In the second step, the reconstructed continuous signal is sampled at the master grid locations.
2.5.3. Flat earth and topographic phase removal

The flat earth phase is computed using a reference phase of a mathematical body such as an ellipsoid and is subtracted point-wise from the complex interferogram \( I \),

\[
I = I \cdot e^{-j\phi_{\text{ref}}},
\]

where the flat earth phase \( \phi_{\text{ref}} \) is computed for all pixels in the master image using Eq. (2.13). For this computation, a pixel position on the ground is necessary, which is obtained through a step called geocoding (Schreier, 1993b; Schwäbisch, 1995a; Madsen et al., 1993; Geudtner et al., 1996; Small et al., 1996), see the equations in sec. 4.2.5 for details. The image pixel numbers are usually referenced to one of the five positions of a pixel, viz., lower-left, lower-right, center, upper-left and upper-right. However, the actual position of the scatterer determined at sub-pixel level might vary significantly from these fixed positions. Therefore, the \( \phi_{\text{ref}} \) computed using sub-pixel position is more accurate. The larger the size of the pixel, the larger the impact of sub-pixel position on the \( \phi_{\text{ref}} \) computation. Apart from high-resolution images, medium and low-resolution imagery benefits the most from sub-pixel computations (Kampes, 2005).

Topographic phase removal is another optional step to reduce the phase contribution due to a known topography \( \phi_{\text{topo,ref}} \) which might improve the phase unwrapping operation. The known topographic information can be obtained from an available DEM such as SRTM. The topographic phase \( \phi_{\text{topo,ref}} \) is computed as in Eq. (2.12) and applied after flat earth phase reduction step as,

\[
I = I \cdot e^{-j\phi_{\text{topo,ref}}}. \tag{2.27}
\]

Similar to the flat earth contribution, the topographic phase computed using sub-pixel positions can be beneficial (Yang et al., 2019a). An improvement in topographic phase due to sub-pixel position depends on the DEM resolution and the local topography over a pixel.

2.5.4. Multilooking

Multilooking is an optional step performed to reduce phase noise in the interferograms by complex averaging adjacent pixels (Lee et al., 1994; Goldstein et al., 1988; Rodriguez and Martin, 1992). The complex averaging operation improves phase quality provided the signal is constant over the averaged area and the noise is statistically homogeneous (Lee et al., 1994; Hanssen, 2001a). The multilooked interferogram pixel reads,

\[
< I(v, \mu) > = \frac{1}{n_v n_\mu} \sum_{v=1}^{n_v} \sum_{\mu=1}^{n_\mu} I(v, \mu), \tag{2.28}
\]

where \(< \cdot > \) is the multilooking operator, \( n_v \) and \( n_\mu \) are the multilook factors in azimuth and range directions, respectively. The multilook factors are chosen such that a necessary noise reduction is achieved and in consideration to the spatial wavelength of the signal of interest. The multilook operation might not be beneficial for pixels with point scatterers since it might reduce coherence when added with other pixels with distinct signals.

2.5.5. Unwrapping

Phase unwrapping is one of the most important and challenging step in the estimation of the unknown absolute phase from the wrapped SAR measurements. Since unwrapping operation is under-determined in nature, the solution is non-unique and requires assumption
or a-priori knowledge about the signal of interest. The most general assumption is that the phase of adjacent pixels varies less than half a cycle. This assumption is not valid for a scene with mountainous terrain or high deformation gradient. In such locations, additional information is mandatory to resolve the $2\pi$ phase ambiguities. Phase unwrapping applied to an interferogram is referred to as 2D unwrapping (Goldstein et al., 1988; Ghiglia and Pritt, 1998; Bamler et al., 1998; Eineder and Holzner, 1999; Chen, 2001). Stack processing of interferograms extends the concept to the temporal domain resulting in a 3D (2D space and 1D time) unwrapping operation (Hooper and Zebker, 2007; van Leijen et al., 2006).

Figure 2.5: Radar targets and their backscattering processes. (a), (b) and (c) undergo specular reflection backscattering process from point targets with a single (monohedral), double (dihedral) and triple (trihedral) bounces, respectively. (d), (e), and (f) undergo a diffuse reflection from distributed targets at the surface, subsurface, and in a volume, respectively.

Table 2.2: Typical radar targets types and their backscattering processes, refer to Fig. 2.5 for the cases from (a) to (f).

<table>
<thead>
<tr>
<th>Case</th>
<th>Backscattering</th>
<th>Target type</th>
<th>Reflection type</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Specular</td>
<td>Point</td>
<td>Single bounce</td>
</tr>
<tr>
<td>b</td>
<td>Specular</td>
<td>Point</td>
<td>Double bounce</td>
</tr>
<tr>
<td>c</td>
<td>Specular with specular</td>
<td>Point</td>
<td>Triple bounce</td>
</tr>
<tr>
<td>c</td>
<td>Specular with diffuse</td>
<td>Composite</td>
<td>Triple bounce</td>
</tr>
<tr>
<td>d</td>
<td>Diffuse at surface level</td>
<td>Distributed</td>
<td>Surface scattering</td>
</tr>
<tr>
<td>e</td>
<td>Diffuse with penetration into subsurface</td>
<td>Distributed</td>
<td>Volume scattering</td>
</tr>
<tr>
<td>f</td>
<td>Diffuse over a volume</td>
<td>Distributed</td>
<td>Volume scattering</td>
</tr>
</tbody>
</table>

2.6. Point and distributed targets

A radar scene is complicated as far as scattering is concerned. It contains a variety of geometric scales, ranging from much greater to much less than a wavelength in size. The largest scales are provided by the ground and buildings, while the smallest are provided
by the surface roughness of the buildings and the ground themselves. Based on the target dimension when compared to radar wavelength, the radar target types can vary between the two extremes of scattering (Huynen, 1970; Taket et al., 1991; Nasr and Vidal-Madjar, 1991):

- **Point target**
  Radar targets, usually man-made objects, appearing smooth on the scale of wavelength of the incident radar signal are referred to as point-like or point targets (Maffett, 1965; Taket et al., 1991; Nasr and Vidal-Madjar, 1991; Dong and Ticehurst, 1997; Bamler and Hartl, 1998). The root mean squared height of the surface details is much smaller than the radar wavelength. Here, the radar signal exhibits a definite specular (mirror-like) reflection (as shown in \(a\), \(b\), and \(c\) in Fig. 2.5) when incident on such smooth surfaces.

- **Distributed target**
  A vast majority of surfaces, synthetic or natural, appearing rough (or very rough) on the scale of the wavelength are referred to as distributed radar targets (Rice, 1951; Goodman, 1976; Kozma and Christensen, 1976; Madsen, 1986; Fung, 1994). The root mean squared height of the surface details is larger or comparable to the radar wavelength. In this case, the backscattered signal is a function of the surface characteristics, see \(d\), \(e\), and \(f\) in Fig. 2.5.

The radar signal undergoes a different backscattering process based on the type of target and surface properties from where the signal is reflected as tabulated in Tab. 2.2. Point targets reflect the radar signal depending on the angle of incidence of the radar signal. It can vary from a single, double, triple to multiple-bounce scenario. The cases of single and double bounce are shown in Fig. 2.5 \(a\) and \(b\). Since the reflectivity of dielectric surfaces (given by the Fresnel reflection coefficient) is always less than 1, the lower the number of reflections (bounces) the higher the backscattered power (Ruck, 1970; Dong and Ticehurst, 1997). Likewise, narrow reflections of dominant targets are stronger compared to widespread diffuse reflection (scattering) of distributed targets. In \(c\), the specular reflection from a smooth surface (in this case a building) may get reflected back to the radar either from a dominant target (smooth ground, as drawn in the figure) or a distributed target (rough ground-surface), and thereby it might exhibit a composite backscattering process. Cases \(d\)-\(f\) are due to diffuse scattering from distributed targets, see Fig. 2.5.

### 2.6.1. The effective phase center

The effective phase center is a virtual point given by the complex summation operation of signal contributions from many elementary scatterers along with one or more dominant scatterers within a resolution cell. The 2D (azimuth and range) position of a scatterer object within a resolution cell can be determined by oversampling the back-scattered response given in Eq. (2.4) and detecting the amplitude maximum. However, a resolution cell might comprise the back-scattered contributions from multiple scatterers, which can be
Figure 2.6: Representation of a SAR resolution cell (from side view) for different configurations, see (a) to (e). The second column is the corresponding representation in the real (Re) and imaginary (Im) planes, see Eqs. (2.30) and (2.31). The dotted circle represents the effective phase center of a resolution cell. \( \epsilon \) represents the noise floor (in red), which is a combination of thermal noise, sensor oscillator phase jitter, and SAR processing noise sources. \( I_P \), \( I_D \), and \( I_\epsilon \) represent the signal (in intensity or power units) contribution of the dominant targets (in green), distributed targets (in blue), and noise floor (in red), respectively. The dotted circle (in black) represents a region where the position of the effective phase-center could be located. The symbols such as dotted circle in the right-hand side are not strictly equivalent to the left-hand side, but they are used to exemplify the concept.
approximated as:

\[ A \cdot e^{j\psi_{\text{scat}}} = \sum_{i=0}^{N_P} a_i \cdot e^{j\psi_i} + \sum_{j=1}^{N_D} a_j \cdot e^{j\psi_j}, \]

Point scatterers

\[ = A_P \cdot e^{j\psi_p} + A_D \cdot e^{j\psi_d}, \]

Distributed scatterers

with \( A, a_i, a_j \geq 0, \psi \in [-\pi, \pi), N \in \mathbb{Z}, a_i > a_j. \) \( (2.29) \)

The first term in Eq. (2.29), \( A_P \cdot e^{j\psi_p} = \sum_{i=0}^{N_P} a_i \cdot e^{j\psi_i} \) is the effective contribution from one or more point scatterers (denoted with subscript \( P \)), where \( N_P \) (typically \( N_P \leq 3 \)) is the number of point scatterers in a resolution cell. The circumference \( (\pi \cdot d_s) \) of these scatterers are much larger than the radar wavelength \( \lambda \), where \( d_s \) is the diameter of a scatterer. Here, the radar signal exhibits a definite specular (mirror-like) reflection (as shown in (a), (b) and (c) in Fig. 2.5) when incident on such smooth surfaces, as a result a dominant scatterer’s phase center does not change inherently and exhibits a relatively high RCS.

Table 2.3: Contribution of the targets types (point and distributed) in a resolution cell. \( N_P \) and \( N_D \) are the number of point and distributed scatterers in a resolution cell.

<table>
<thead>
<tr>
<th>( N_P )</th>
<th>( N_D )</th>
<th>pdf</th>
<th>SNR</th>
<th>Configuration</th>
<th>Position of effective phase-center</th>
<th>Time-series processing technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>++</td>
<td>Eq. (2.30)</td>
<td>( \frac{I_P}{I_c} )</td>
<td>Fig. 2.6 (a)</td>
<td>Center(^1) of multilooked resolution cell</td>
<td>DS with multilooking to improve SNR</td>
</tr>
<tr>
<td>0</td>
<td>++</td>
<td>Eq. (2.30)</td>
<td>( \frac{I_P}{I_c} )</td>
<td>Fig. 2.6 (b)</td>
<td>Center(^1) of original resolution cell</td>
<td>DS without multilooking</td>
</tr>
<tr>
<td>1</td>
<td>†</td>
<td>Eq. (2.31)</td>
<td>( \frac{I_P}{I_D + I_c} ) *</td>
<td>Fig. 2.6 (c)</td>
<td>At the dominant scatterer</td>
<td>PSI</td>
</tr>
<tr>
<td>2</td>
<td>†</td>
<td>Eq. (2.31)</td>
<td>( \frac{I_P}{I_D + I_c} ) *</td>
<td>Fig. 2.6 (d)</td>
<td>Vary between the two dominant scatterers</td>
<td>Tomography</td>
</tr>
<tr>
<td>( \gg 2 )</td>
<td>†</td>
<td>Eq. (2.31)</td>
<td>( \frac{I_P}{I_D + I_c} ) *</td>
<td>Fig. 2.6 (e)</td>
<td>Vary across ( N_P ) dominant scatterers</td>
<td>Unable to extract information</td>
</tr>
</tbody>
</table>

+++ very large contribution
† does not matter
‡ for a homogeneous DS resolution cell
* here, SNR is sometimes referred as SCNR (Signal to Clutter plus Noise Ratio)
2.6. Point and distributed targets

Figure 2.7: Examples of resolution cells shown in Fig. 2.6. (a) A distributed scatterer cell consisting of weak elementary scatterers from a grassy terrain (Fig. 2.6 (a)). (b) A distributed scatterer cell consisting of strong elementary scatterers (Fig. 2.6 (b)). (c) Single point scatterer cell with a lamppost in each resolution cell (Fig. 2.6 (c)). (d) Two point scatterer cell containing a lamp post and a pole (Fig. 2.6 (d)). (e) Multiple point scatterer cell (Fig. 2.6 (e)).

The second term in Eq. (2.29), \( A_D \cdot e^{j\psi_D} = \sum_{j=1}^{N_D} a_j \cdot e^{j\psi_j} \) is the effective contribution of distributed scatterers (denoted with subscript \( D \)) usually referred as distributed scatterers, with \( N_D \) (typically \( N_D \to \infty \)) denoting the number of elementary distributed scatterers in a resolution cell. The circumference of these scatterers \( \pi \cdot d_s \) are smaller or comparable to the radar wavelength \( \lambda \), and exhibit low RCS due to their diffuse scattering phenomenon. In this case, the backscattered signal is a function of the surface characteristics (see \( \text{d}, \text{e}, \text{f} \) in Fig. 2.5) and treated statistically. Such distributed scatterers in a resolution cell (see Fig. 2.6 (a) and (b)) are characterized by a pdf (Probability Density Function):

\[
\text{pdf}(A \cdot e^{j\psi_{\text{scat}}}) = \text{pdf}(A_D \cdot e^{j\psi_D}) = \text{pdf}(y) = \frac{1}{2\pi \sigma^2} \cdot e^{-\left(\frac{\text{Re}(y) + \text{Im}(y)}{2\sigma^2}\right)}
\]

with \( \sigma^2 = \sigma_{\text{Re}(y)}^2 = \sigma_{\text{Im}(y)}^2 = \frac{E[|y|^2]}{2} \), (2.30)

where \( y = A_D \cdot e^{j\psi_D} \) is a complex random variable, and \( E[\cdot] \) is the expectation operator. The amplitude \( A_D \) is Rayleigh distributed, and phase \( \psi_D \) follows a uniform distribution. Under
Central limit theorem\(^4\), the pdf of a distributed scatterer resolution cell can be expressed by a zero-mean circular Gaussian distribution, see Eq. (2.30). The zero-mean refers to the real and imaginary components of \(y\). For homogeneous areas, the circular Gaussian bi-variate pdf in Eq. (2.30) holds true (Dainty, 1975; Goodman, 1976; Tur et al., 1982; Madsen, 1986; Davenport and Root, 1987; Molesini et al., 1990; Just and Bamler, 1994; Bamler and Hartl, 1998; Argenti et al., 2013). For the case where the circular Gaussian assumption does not hold, the pdf is given by Ohtsubo and Asakura (1977); Tuthill et al. (1988); Goodman (2007).

When the SNR from a single resolution cell is not sufficient, a multilooking operation is performed. For the case of multilooked resolution cells, the pdf in Eq. (2.30) is replaced by a chi-square (\(\chi^2\)) distribution (Raney, 1998).

The pdf of a resolution cell in Eq. (2.30) is modified to include the point scatterers:

\[
\text{pdf}(A \cdot e^{j\psi_{scat}}) = A_P \cdot e^{j\psi_P} + \frac{1}{2\pi\sigma^2} \cdot e^{-\frac{(AD \cos(\psi_D))^2 + (AD \sin(\psi_D))^2}{2\sigma^2}},
\]

where \(A_P\) and \(\psi_P\) represent the cumulative contribution of point scatterers. The inclusion of point scatterers shifts the pdf in Eq. (2.30) by an amplitude \(A_P\) and phase \(\psi_P\) to yield Eq. (2.31), see illustration in Fig. 2.6 (c) to (e). When a resolution cell contains point scatterers, the contribution of speckle (\(I_D\)) is also considered as a noise source. In these cases, the term SNR is used interchangeably with the SCNR, as indicated in Tab. 2.3.

Eq. (2.31) enables an explanation of different types of SAR resolution cells in a single expression. See Tab. 2.3 and Fig. 2.6 for the types of resolution cells and their processing characteristics. The PS technique to process the InSAR stack varies based on the number of dominant point scatterers (\(N_P\)) in a resolution cell and their overall SNR. It should be noted, when \(N_P\) is very large, then the resolution cell exhibits distributed scatterer properties. For high SNR distributed scatterers spatial averaging is not necessary, while for the low SNR case spatial averaging is mandatory. Fig. 2.7 (a) to (e) shows real-world examples of the resolution cells described in Fig. 2.6.

### 2.6.2. Time-series processing

In order to combat atmosphere, scattering changes, and other noise sources, and to precisely estimate deformation and topography, a time-series of interferograms from the same scene is exploited. The feasibility of deformation and topography estimation and the choice of a time-series processing technique depends on the resolution cell type as listed in Tab. 2.3.

There are four main classes of processing techniques.

- First is distributed scatterer processing techniques, here \(\phi_{\Delta\text{scat}} \neq 0\) in Eq. (2.7). DS-based processing techniques use a small baselines multi-master configuration known as small baseline subsets (SBAS) to reduce decorrelation effects (Berardino et al., 2002; Schmidt and Bürgmann, 2003; Mora et al., 2003; Berardino et al., 2004; Pepe et al., 2015). In DS processing, to achieve sufficient SNR, usually pixels are spatially averaged using a predefined window or by adaptively selecting a neighborhood polygon (Ferretti et al., 2011; Parizzi and Brcic, 2011; Jiang et al., 2015; Lee, 1983). The DS-based techniques are applied over regions containing natural terrain.

\(^4\)A pdf of the summation of \(n\) independent random variables approaches a normal distribution when \(n\) is very large (\(n \to \infty\)), even if the original random variables themselves are not normally distributed.
• The second class of processing techniques collectively referred as PSI (see sec. 2.7) is devoted to single PS resolution cells. These techniques exploit dominant PSs and use single-master interferogram configuration. PSI was first introduced by Ferretti et al. (2001). PSs are usually, but not necessarily always, strong reflectors and remain coherent over longer temporal and larger spatial baselines. As a result, the decorrelation effects are negligible, and hence the scattering contribution in Eq. (2.7) is given by $\phi_{\text{scat}} \approx 0$ (Kampes, 2005). The PS-based techniques are applied for areas containing man-made objects.

• The tomographic processing methodology is used to identify and separate scatterer contributions for the resolution cells containing multiple dominant point scatterers (Reigber and Moreira, 2000; Fornaro and Serafino, 2006; Lombardini, 2005; Zhu and Bamler, 2010; Tebaldini, 2010).

• The fourth class of techniques called as hybrid technique is developed to process both PS and DS together, such as modified small baselines, multi-temporal PS with small baselines, and Squee-SAR approach (Hooper et al., 2004; Guarnieri and Tebaldini, 2008; Ferretti et al., 2011; Lanari et al., 2004).

A detailed review of various time-series InSAR techniques can be found in Crosetto et al. (2016); Samiei Esfahany (2017); Ansari (2019). In principle, the positioning capability and interpretation of deformation required the position of effective phase-center for a given type of resolution cell (see Tab. 2.3 and Fig. 2.6).

2.7. Persistent Scatterer Interferometry

Since the identification of long-time phase-coherent pixels (Usai and Hanssen, 1997; Usai and Klees, 1999; Ferretti et al., 1999), PSI was introduced to extract information from a set of scatterers subject to negligible geometrical and temporal decorrelation called persistent scatterers (PS) (Ferretti et al., 2001; Kampes, 2005). This technique is developed for a single dominant scatterer resolution cell, i.e., $N_{p} = 1$ in Eq. (2.31). Here, the effective phase-center typically represents one (dominant) point scatterer as shown in Fig. 2.6 (c).

In the following the generic processing steps followed by the DePSI (Delft’s implementation of PSI) software implementation is described as follows (Kampes, 2005; van Leijen, 2014), see Fig. 2.8:

• **Single master interferogram generation**

Given a stack of N SLC images, a single image is selected as master ($m$) such that the expected overall stack coherence ($\gamma^{m}$) is maximum. The expected stack coherence for a master image $m$ is defined by (Kampes, 2005),

$$\gamma^{m} = \frac{1}{N-1} \sum_{s=1}^{N-1} f(B_{1}^{s}, B_{1}^{c}) \cdot f(B_{T}^{s}, B_{T}^{c}) \cdot f(B_{DC}^{s}, B_{DC}^{c}),$$

where

$$f(x, c) = \begin{cases} 1 - \frac{|x|}{c} & \forall|x| < c \\ 0 & \text{otherwise}, \end{cases} \quad (2.32)$$

where $B_{1}^{s}$, $B_{T}^{s}$, and $B_{DC}^{s}$ are the perpendicular baseline, temporal baseline, Doppler baseline between master $m$ and slave $s$ image, respectively. The respective critical
baselines are $B_{c\perp}^c$, $B_{cT}^c$, and $B_{cDC}^c$, values larger than critical baselines are expected to cause a complete decorrelation for DS in the interferograms. Once the master image is selected, all slave images are resampled, and coregistered to the master grid. Subsequently, interferograms are generated and flat earth and topography phase subtraction steps are carried out. The interferogram generation procedure is performed using Doris as described in sec. 2.5.

**PS selection**

PS selection step selects a set of pixels which are expected to remain phase coherent over the entire time-series. These selected PS candidates (PSc) are highly suited for processing and can provide reliable deformation and topography estimates. Since the interferometric phase is wrapped, the PS candidates are first selected based on the temporal amplitude stability of pixels. For this purpose, Ferretti et al. (2001) introduced the normalized amplitude dispersion index ($D_A$) as an approximation of the expected phase precision ($\sigma_\phi$), given by,

$$\sigma_\phi \approx \tan(\phi) \approx \frac{\sigma_A}{\mu_A} = D_A,$$

(2.33)

where $\mu_A$, and $\sigma_A$ are the mean and standard deviation of the pixel amplitude over time. Here, the noise is expected to follow a circular Gaussian distribution. By applying thresholds on $D_A$, PS candidates are selected in this study. Alternatively, different PS selection criteria such as the SCR, and spatial phase stability are also used (Hooper et al., 2004; Adam et al., 2004). In order to reduce computational complexity, an iterative implementation is performed where PSc are selected in two
levels: coarsely sampled first order (PSc1) selected with a stringent threshold (usually \( D_A = 0.25 \) is used) and a finely sampled second order (PSc2) selected with a relaxed threshold (e.g. \( D_A = 0.4 \)).

- **Trend correction**
  This is an optional step performed to estimate a two-dimensional trend per interferogram. This trend mainly accounts for a low frequency signal in the interferograms due to orbit errors. The estimated orbital phase trend is then subtracted per interferogram.

- **Network construction**
  Once the PSc are selected, a reference network based on PSc is established in order to estimate orbital and atmospheric phase screen, and perform a densification of the PSs. Network construction consists of 4 steps. 1) Estimate the precision of the double-difference phase observations using Variance Component Estimation (VCE). The single-difference phase observations are the phase differences obtained either in time or space. The double-difference phase observations are the differences obtained in time and space. 2) Based on the selected PSc, using PSc1 a (Delaunay or spider) network is created to form a grid of arcs. An arc is an interconnection between two PS points resulting in their phase difference. 3) Using PSc1 candidates, the arcs are first unwrapped in time and then 4) unwrapped (integrated) in space.

- **Atmosphere estimation**
  During 3D unwrapping (1D in time and 2D in space), deformation, topography, atmosphere components are separated. The estimated atmosphere signal called as Atmospheric Phase Screen (APS) is interpolated to a wider grid using PSc2 points and subtracted from the wrapped time-series.

- **PS densification**
  Now, a larger network is constructed using both PSc1 and PSc2 points, and they are unwrapped in time and space using an assumed temporal deformation model. A final selection of PS is determined based on the unwrapped phase quality. The most common selection criterion is the ensemble coherence \( \gamma_{ens} \), defined as,

\[
\hat{\gamma}_{ens} = \frac{1}{N-1} \left| \sum_{k=1}^{N-1} e^{i \left( \hat{\phi}_k - \phi_{model}^{i} \right)} \right|,
\]

where \( \hat{\phi}_k \) and \( \phi_{model}^{i} \) are the unwrapped phase and model based phase time-series, respectively. The number of single-master interferograms is denoted by \( N - 1 \).

As a result, PSI provides deformation time-series, deformation rates, atmosphere time-series, and relative topography of each PS as its output relative to a reference point and reference epoch. Further details about the individual processing stages can be found in Kampes and Hanssen (2004b); Kampes (2005); van Leijen (2014).

**2.8. Encoding and decoding SAR measurements**
Due to the slant-looking imaging of the SAR system, a resolution cell is a 3D voxel containing a complex mixture of one to many reflecting objects and their distinct signals coherently
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Figure 2.9: SAR imaging is an encoding process: translating physical properties of the illuminated area to a complex radar observation. A SAR resolution voxel is defined by a resolution in range ($\Delta r$), azimuth ($\Delta a$), and cross-range ($\Delta c$). The voxel here encodes information (geometry and scattering properties) of two targets: a point scatterer with a strong reflection from a roof and a weak distributed scatterer from the ground.

summed in a single radar measurement, see the illustration in Fig. 2.9. Such packing of object information into a voxel we conceptually refer to as encoding; the translation of physical properties of the illuminated area into the complex radar observation of a focused SAR image. The object information includes position, back-scattering properties and their variations when SAR images are acquired over time. If the objects and their information per voxel would be known a priori it would be less cumbersome to interpret the SAR observation. However, in reality, such a high level of detail is not known, hence SAR observations are interpreted after the measurement process. Once coherent scatterers are detected, a set of SAR images can be processed using PSI to estimate their position and deformation per voxel. Here, the main challenge is to identify an object within the SAR resolution voxel which is responsible for the coherent reflection, and to interpret the estimated relative deformation. We refer to this step as decoding.

On the other hand, for the resolution voxels in which there are no significant coherent scatterers available, it is possible to artificially encode radar scatterers of a specific geometry and back-scattering characteristics, to produce a new coherent measurement. Artificial encoding can also be considered as a step to selectively add or hide a specific point of interest on the ground. An artificial target can be an active transponder or a passive reflector. Passive reflectors are cheap, have fixed back-scattering characteristics and they do not require additional power. On the other hand, transponders require a power source but they are compact and able to manipulate their back-scattering properties. In summary, decoding and encoding can be considered as steps to understand (the existing) and facilitate (new) InSAR measurements, respectively.

A series of studies has laid the basic foundation in the understanding of radar target types, and their scattering behavior for multi-frequency and multi-polarization radar
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signals (Feinberg, 1944; Rice, 1951; Huynen, 1970; Van Zyl, 1986; Zebker et al., 1987; Evans et al., 1988). Polarimetric data are adding information related to the scattering mechanism in performing classification compared to single-pol radar images (Ulaby and Elachi, 1990). Most of these studies, aimed at scene classification by separating types of land cover.

In the 1990’s, individual objects became recognizable due to high spatial resolution (∼1 m) of airborne SAR imagery. Owing to this improvement in resolution, the focus of the image interpretation shifted from radiometric to geometric properties of objects and identifying key urban targets (Soergel et al., 2004). Three dominant specular reflection scenarios are studied by Dong and Ticehurst (1997): single, double and triple bounce reflections from a building roof, building-ground and building-ground-building, respectively. These same three dominant scattering scenarios were examined further by deriving a closed-form solution but now by including the distributed nature of the ground surface, building orientation angle and building structures with non-perfectly conducting material (Franceschetti et al., 2002). The electromagnetic scattering is found to be only sensitive to the building orientation when terrain roughness is small and the incidence angle is greater than about 30° (Franceschetti et al., 2002).

The applications of using radar for infrastructure monitoring have also emerged, predominantly exploiting the amplitude measurements from multi-view SAR acquisitions. For example, the use of SAR images to detect changes related to urban infrastructural damage with particular emphasis on changes caused by destructive earthquakes was studied by Shinozuka et al. (2000) and Matsuoka and Yamazaki (2004). For urban areas not impacted by occlusion and layover, reconstruction of buildings using SAR/InSAR data is studied by Soergel et al. (2003) and Stilla et al. (2003b). Perceptual grouping of point scatterers is shown useful in detecting regular structures of man-made objects (Stilla et al., 2003a). The perceptual grouping is a concept developed by a group of psychology researchers to describe the tendency of human vision to group objects based on their similarity, proximity, symmetry, closure, and continuity (Wertheimer, 1938). This concept is used in computer vision to solve problems such as object segmentation and search optimization during grouping. Grouping using contextual information is computationally efficient, since it can constraint the possible locations and orientations, see Stilla et al. (2003a). Here, e.g., the contours of the building cues are used as context information to group PSs. Using layover and shadow boundaries, a reconstruction of simple building structures is shown by Bolter (2000). By applying a modified machine vision approach to InSAR measurements, the 3D structure of large buildings is detected and reconstructed by Gamba et al. (2000). Using polarimetric and interferometric SAR data from an airborne campaign, a method based on the unsupervised Wishart H-A-α classification and Estimation of Signal Parameters via Rotational Invariance Techniques (ESPRIT) is presented by Guillaso et al. (2005) to identify buildings and estimate their height. A data clustering approach based road network identification is presented for the characterization of streets with different width and shape (Dell’Acqua and Gamba, 2001; Dell’Acqua et al., 2003). Using medium resolution ERS images, building densities estimation is shown possible by Dell’Acqua and Gamba (2003).

In our approach, we perform encoding and decoding steps to address different research interests, see a pictorial representation in Fig. 2.10. Based on the intent to associate coherent scatterers at an object level or a point level, the decoding approach can be discriminated. The object-level association is useful and sufficient to link PSs to infrastructure as a whole and under-ground infrastructure. The point-level association is beneficial towards
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Figure 2.10: An overview of this study addressing different research aspects are described using the decoding and encoding steps in chapters. 3–6. A sub-object level target association links PSs to parts of an elevated infrastructure.

linking PSs to specific parts of an elevated infrastructure. Further, the performance of the point-level approach requires investigation based on the resolution of the SAR imagery. On the absence of coherent reflection at a pixel location, we develop a method to introduce new measurements using artificial radar reflectors.

2.9. Summary

In this chapter, we reviewed the basic concepts of SAR, InSAR, and PSI. We presented a generic framework consisting of point and distributed scattering in understanding the SAR resolution cells and their processing approaches. In the following, we will focus on the resolution cells where the effective phase-center typically represents one (dominant) point scatterer, see Fig. 2.6 (c). In the following chapter, InSAR measurements are decoded to obtain target classification and deformation interpretation, with a case study devoted to gas pipe-network monitoring application.
3

Target classification and deformation interpretation applied to infrastructure monitoring

This chapter starts with a review of a set of opportunities to classify radar scatterers (sec. 3.1). These different opportunities are studied and a methodology is developed for infrastructure monitoring using persistent scatterers. The proposed methodology has two key steps: target classification (sec. 3.3) and deformation classification (sec. 3.4); and is validated with simulated and real data (secs. 3.3.2 and 3.4.3). A case study over Amsterdam, the Netherlands to monitor underground infrastructure to assess stress on the gas pipe networks demonstrates the efficacy of the proposed method (sec. 3.5).

3.1. Introduction

InSAR provides regular measurements via a cloud of millions of data points across a given area. However, it is necessary to identify the origin of each single radar scatterers to understand the usability of these measurements. In this chapter, we enhance our understanding of the radar point cloud measurements through a classification procedure. Here, the main challenges are (i) to understand where the radar reflections stem from, not only from which object, but also from which location on the object, and (ii) to understand displacement signal relative to other objects. We propose to solve these challenges in two phases: (i) target classification - associating radar reflections to real-world objects (Perissin, 2006), and (ii) deformation classification - comparing and/or grouping deformation from different real-world objects to further characterize the estimated deformation signal. The point cloud data comes in from radar scatterers which remain coherent (stable signal to noise ratio) over a period of time. Such coherent scatterers, or PS (Persistent Scatterers), are

Parts of this chapter have been published in the proceedings of the 5th International Workshop on Science and Applications of SAR Polarimetry and Polarimetric Interferometry (POLInSAR), Frascati, Italy, 2011 (Dheenathayalan and Hanssen, 2011), the proceedings of the 8th International Workshop on Advances in the Science and Applications of SAR Interferometry (FRINGE), Frascati, Italy, 2011 (Dheenathayalan et al., 2011), and the proceedings of the IEEE International Geoscience and Remote Sensing Symposium (IGARS), Melbourne, Australia, 2013 (Dheenathayalan and Hanssen, 2013).
detected using a set of SLC SAR images and processed to estimate relative displacement and height per radar scatterer (Ferretti et al., 2001; Kampes and Hanssen, 2004a). We therefore implicitly assume that: 1) there is only one dominant radar scatterer in a resolution voxel, and 2) the target classification for distributed scatterers can be ignored.

In general, there are 4 sources of information to characterize a radar target from the radar data:

- multi-angle amplitude observation - provides target dimensions,
- multi-temporal amplitude observations - provide target integrity,
- polarimetric phase data - provides scattering properties of the target, and
- interferometric phase - provides height and line-of-sight displacement estimates of the target.

**Multi-angle amplitude observation** The RCS (Radar Cross-Section) of a dielectric flat rectangular plate can be given based on the physical optics approximation (Ruck, 1970; Colwell et al., 1983; Dong and Ticehurst, 1997):

\[
RCS_{pp} = \frac{4\pi}{\lambda^2} \cdot R_p^2 \cdot l^2 \cdot b^2 \cdot \cos^2(\theta_{inc}) \cdot |\text{sinc}(2\pi / \lambda \cdot l \cdot \sin(\theta_{inc}))|^2 \quad \forall L_a, L_c >> \lambda
\]  

(3.1)

where \(\lambda\) is the radar wavelength, the subscript \(p\) stands for polarization, \(R_p\) is the Fresnel reflection coefficient for a given polarization \(p\) (Ruck, 1970), and \(\theta_{inc}\) is the incidence angle. The length and breadth of the rectangular plate are given by \(l\) and \(b\), respectively, see Fig. 3.1. From Fig. 3.1, when a target is imaged from viewing geometries varying in Doppler and perpendicular baseline directions, then the respective dimensions of the radar target
in azimuth and cross-range can be estimated. This method of target size estimation is performed for medium-resolution SAR sensors such as ERS and ENVISAT (Perissin and Ferretti, 2007). Now, considering only the scatterers which prevail the whole data-set period i.e., partially coherent PS are not selected. Under these conditions the scattering amplitude response of the extended radar target in a low-clutter environment from Perissin and Ferretti (2007) can be simplified to:

$$A_{\text{model}}^i (\Delta \theta_i, \Delta \vartheta_i, \Delta T_i) \approx \text{RCS}_{\text{max}} \cdot \left| \text{sinc} \left( \frac{2}{\lambda} L_c (\theta_p - \Delta \theta_i) \right) \cdot \text{sinc} \left( \frac{2}{\lambda} L_a (\vartheta_p - \Delta \vartheta_i) \right) \right| \cdot (1 - \kappa_T \cdot \Delta T_i) \quad \forall L_a, L_c \gg \lambda, \quad (3.2)$$

where $A_{\text{model}}^i$ is the modeled backscattered amplitude response for acquisition $i$, $\text{RCS}_{\text{max}}$ is the maximum Radar Cross Section (RCS) in amplitude units (not intensity) for the given radar of wavelength $\lambda$, and $L_c$ and $L_a$ are the effective target dimensions obtained by projecting $l$ and $b$ in Fig. 3.1 in cross-range and azimuth, respectively. The location of maxima of the cardinal sines $\theta_p$ and $\vartheta_p$ depends on the target orientation with respect to the radar. A difference in temperature of acquisition $i$ relative to the master image is given by $\Delta T_i$ and $\kappa_T$ represents the amplitude temperature coefficient. The first cardinal sine term modulates the impulse response amplitude based on the changes in normal baseline (expressed by $\Delta \theta$) and the second cardinal sine term accounts for the variation in Doppler Centroid (expressed by $\Delta \vartheta$). For small variations in look angle relative to the nominal orbit, the cross-track angle can be found from the normal baseline $B_{\perp,i}$ and the sensor-to-target distance at the master acquisition $R_m$:

$$\Delta \theta_i = \frac{B_{\perp,i}}{R_m}. \quad (3.3)$$

Figure 3.2: The phase angle between HH and VV polarization channels ($\phi_{\text{HH-VV}}$) as a function of incidence angle ($\theta_{\text{inc}}$) for odd and even bounce mechanisms after Cloude and Pottier (1996).
The squint (along-track) angle $\Delta \theta_i$ is given by

$$\Delta \theta_i = \frac{\lambda}{2\delta_a \text{PRF}} \Delta f_{DC;i},$$

(3.4)

where $\delta_a$ is the azimuth sampling interval, PRF is the pulse repetition frequency, and $\Delta f_{DC;i}$ is the DC (Doppler Centroid) frequency difference of image $i$ relative to zero-Doppler direction. By solving the non-linear system given in Eq. (3.2), the rough target dimensions can be estimated.

Figure 3.3: Impact of backscattering mechanism on differential polarization phase. An even number of bounces leads to a phase shift of $\pi$ radians in the difference between HH and VV.

**Polarimetry** Multi-polarization SAR data can be decomposed to understand the scattering properties of the radar target (Cloude and Pottier, 1996). For a wide range of incidence angles (see Fig. 3.2), the phase angle between HH and VV polarization channels is approximately equal to 0 and $\pi$ for odd and even number of bounces, respectively (Van Zyl, 1989; Hoekman and Quiñones, 1998; Inglada et al., 2004). However, for steep ($\theta_{\text{inc}} < 15^\circ$) and very large incidence angles ($\theta_{\text{inc}} > 75^\circ$), the exact angles depends on the Brewster angle\(^1\) of the dielectric materials of the reflecting surfaces, the separability is limited, see Fig. 3.2. Using the two orthogonal co-polarization channels as shown in Fig. 3.3, the odd and even bounce scattering mechanisms can be separated.

---

\(^1\)Brewster angle is an angle of incidence at which light with a particular polarization is fully transmitted through a dielectric surface without any reflection.
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Figure 3.4: Comparison of TSX PS height separation with AHN2 (Actueel Hoogtebestand Nederland), see Rijkswaterstaat-AGI (1996); van der Sande et al. (2010). Red points: radar reflections with height $\geq 3$ m, white dots: radar reflections with height $\leq 3$ m and background AHN2 (red region $\geq 3$ m, (clipped) white region $\leq 3$ m). Red points and white dots of radar mostly match with the red and white regions of lidar respectively. (A) PS from TSX ascending track over Delft. (B) PS from TSX descending track over Delft. We used the TSX ascending and descending tracks covering an area of about 49 km$^2$ and only the Delft city centre region is shown in (A) and (B). (C) Height distribution of AHN2 points. (D) Height distribution of PSs from TSX descending orbit. There are about 60% of points from the AHN2 (C) above 3 m (RDNAP height) when compared to 48% from TSX descending track (D). The height estimated from InSAR is comparable to lidar and can be used to discriminate radar reflections from above and below the ground level.
**Interferometry** The final source of information of a radar target comes from the interferometric phase. Interferometric phase measurements are processed using the PSI technique to extract the relative displacement and position (height) information of time-coherent radar targets. By looking in ascending and descending viewing geometries, the PS spatial sampling of an urban area is different (see Fig. 3.4) since they sample different sides of urban infrastructure. The scatterer height is a vital parameter to characterize radar targets. For example, a separation of PS heights (after correcting for 3D offsets using tie-points) is shown in Fig. 3.4, where the PS heights above-and-below the 3 m level are compared with AHN (Actueel Hoogtebestand Nederland) for both the ascending ($\theta_{\text{inc}} = 39.3^\circ$) and the descending ($\theta_{\text{inc}} = 24^\circ$) track. It can be noted that the PS height separation is similar to the one obtained from the lidar dataset (AHN) (Rijkswaterstaat-AGI, 1996), as the white dots from radar mostly lie over the white region and similarly red points over the red region of the lidar dataset. Comparing Figs. 3.4C and 3.4D, there are about 60% of points from the AHN2 above 3 m (RDNAP height) when compared to ~48% from the TSX descending track.

![Urban target type taxonomy](image)

Figure 3.5: (Left) Taxonomy of urban target types. Target types identified are highlighted in red. (Right) Thresholds used for target classification using the scatterer extent estimated from amplitude scattering data. Threshold for monohedral and trihedral discrimination in azimuth and cross-range are $a_{MT}$ and $c_{MT}$ respectively. Similar thresholds for dihedral and pole target discrimination are given by $a_{DP}$ and $c_{DP}$.

### 3.2. Taxonomy of urban targets

We combined the parameters obtained from amplitude data, PS processing and polarization data to derive a taxonomy of target types. Fig. 3.5 illustrates a taxonomy of dominant target types seen in an urban environment. Based on the number of reflections (bounces)
we group targets into single bounce (called as monohedral), double bounce (dihedral), triple bounce (trihedral) and multi-bounce (when the number of bounces is greater than three). Using the height of the scatterers, we classified targets into ground level (height < 3 m) and elevated (height ≥ 3 m) types.

A scatterer with an odd number of bounces at ground level can be monohedral or trihedral. The trihedrals provide a flat amplitude response for a wide range of angles in cross-range and azimuth. As a result, we expect a negligible cross-range and azimuth extension for the trihedrals. This property is used to differentiate between monohedrals and trihedrals. In our analysis, trihedrals such as wall-ground-wall reflections are detected with a negligible effective extension in azimuth (\(L_a < 0.5\) m), and a non-negligible extension in cross-range (\(L_c > 0.5\) m). We hypothesize that this is due to the sensitivity of trihedral targets in the cross-range direction. Then the scatterers with an even number of bounces at ground level such as dihedral, and pole are differentiated. The poles exhibit barely a small extension in azimuth (\(L_a < 0.1\) m) compared to cross-range (\(L_c > 1\) m) while the dihedrals such as wall-ground reflections show a large extension in azimuth compared to poles. Identical classification strategy is applied for scatterers which are elevated. Here, the target type classification is restricted to the following six groups highlighted in red in Fig. 3.5 (Left): Ground Monohedral, Elevated Monohedral, Ground Dihedral, Elevated Dihedral, Dihedral Pole and Ground Trihedral. In the next section, we compare the information sources and propose a classification method based on the most important and available information.

Selection of information for classification

Various types of information such as (i) relative height estimated from PSI, (ii) size of scatterer estimated from the amplitude variation over various incidence and squint angles, and (iii) scattering type estimated from polarimetric information are found to be useful to perform target classification (Perissin and Ferretti, 2007). However, due to the limited variation in the baseline distribution (orbital tube) from ERS-1/2, ENVISAT, TerraSAR-X to Sentinel-1, target size estimation is difficult. In addition, the multi-polarization data (HH and VV channels) are not available everywhere and at all times, this can further limit the use of scattering type estimations in the classification process. Therefore, in order to identify the most important information source, different methods such as: (i) height; (ii) height, and amplitude; and (iii) height, amplitude, and polarization are proposed for target classification and deformation interpretation. Using these methods each PS is associated to a specific radar target type and then the estimated deformation in urban areas is interpreted.

A case study region with known deformation phenomena such as Diemen, the Netherlands is selected and the deformation interpretation from each of the methods are compared. In order to relatively compare the methods and to find the influence of information used, the method which used all the available information (method (iii)) is considered as reference method. Therefore, the interpretation obtained from method (i) and method (ii) are compared piece-wise with method III. The height based interpretation (method (i)) exhibits 89% agreement with height, amplitude and polarization based interpretation (method (iii)), while height with amplitude information (method (ii)) yields 91% agreement. The height with amplitude (method (ii)) performs only marginally better than interpretation only with height (method (i)). Therefore, for urban deformation scenarios, we found the height information to play a significant role in the deformation interpretation compared
to amplitude and/or polarization information.

### 3.3. Methodology

Given the importance and availability of data (see sec. 3.2), here only the height information is exploited in our method to address the main challenge of associating a PS to an actual target type. Once a target is classified then deformation type classification or interpretation is performed to understand in detail the underlying deformation phenomena, see sec. 3.4.

**Figure 3.6:** Identification of mean ground level from PS heights and determine a threshold for classification. (A) Separation of scatterers (black dots) based on threshold (red dashed line). A PS distribution over an area. (B) Estimating mean ground level and setting a threshold for classification (considered as a reference method, see sec. 3.3.2).

#### 3.3.1. Height based classification

A stack of Single Look Complex (SLC) images is processed by PSI to estimate parameters such as displacement and height relative to a reference point for each of these PS (Ferretti et al., 2001; Kampes, 2005; van Leijen, 2014). Estimated heights and their standard deviations are considered the preliminary inputs to our target classification. Using height, two classes of radar targets can be separated: ground-type and elevated-type. In order to perform this classification, one should note that: 1) the PS heights are relative, and 2) the urban terrain is not perfectly flat. Usually mean ground height is inferred from the histogram of PS heights over a certain area and by using a threshold (say $\geq 3$ m), ground-and-elevated scatterer classes are separated, see Fig. 3.6B. However, depending on the choice of the threshold and the presence of a local topography, classification results vary as shown in Fig. 3.6A (B)-(D). This problem can be solved if a local height estimate at each PS location is available. This local height information can also be obtained from an
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external DEM (Digital Elevation Model)/DSM (Digital Surface Model) such as AHN. In our study, height information from PS is used stand-alone to derive the local ground height.

Fig. 3.7 sketches a methodology to estimate this local ground height and subsequently perform target classification to separate radar reflections from-and-above ground level. The method is divided into five main steps. Steps I, III and V perform classification, while steps II and IV refine the ground height estimation by kriging. The mathematical operation performed in step I is the same as in steps III and V, however, with improved (filtered) inputs as explained below.

I Initial classification

The initial classification step is performed iteratively. A circular region with radius $R$ around a point of interest (red dot) is selected, see Fig. 3.8. The radius of the circular region $R$ is adaptively scaled based on the PS spatial density and the nature of the terrain. For example, the radius of region $R$ is increased gradually until there are a sufficient number of points to determine the ground height. Based on the topography, the maximum value for the radius of circular region $R$ will be adopted. Typical values of $R$ range from 50 m to 250 m. During the first iteration, we use all $M$ points selected in region $R$ for the ground height computation. Now, from all the points selected in region...
Figure 3.8: Classification process input and output. G and E stand for ground-type and elevated-type, respectively. Subscript lg represents the local ground height. A shows a circular region R around a point of interest (red dot) used for local ground height estimation. The estimated local ground height distribution is shown in B and C describes the t-distribution with threshold K employed for height classification. D is a result of classification for a given point of interest. E shows the result of classification after the first iteration. Points identified as a ground type in the current iteration, as indicated in F, is only used to estimate the local ground height distribution in the subsequent iteration.
Given that the local ground height distribution is shown in Fig. 3.8B, the local ground height at the location of the point of interest is obtained using Best Linear Unbiased Estimation (BLUE) (Teunissen et al., 2005):

\[
\hat{h}_{lg} = (A^T Q_y^{-1} A)^{-1} A^T Q_y^{-1} y \quad \text{and} \quad \sigma_{\hat{h}_{lg}}^2 = (A^T Q_y^{-1} A)^{-1},
\]

(3.5)

given the following functional and stochastic models

\[
E\{y\} = A h_{lg}, \quad \text{with} \quad y = \begin{bmatrix} h_1 \\ h_2 \\ \vdots \\ h_m \end{bmatrix}, \quad A = \begin{bmatrix} 1 \\ 1 \\ \vdots \\ 1 \end{bmatrix}, \quad \text{and} \quad Q_y = \begin{bmatrix} \sigma_{h_1}^2 & & \\ & \sigma_{h_2}^2 & \\ & & \vdots \\ & & & \sigma_{h_M}^2 \end{bmatrix},
\]

(3.6)

where \([h_1, h_2, \ldots, h_m]\), and \([\sigma_{h_1}^2, \sigma_{h_2}^2, \ldots, \sigma_{h_M}^2]\) are the heights and their variances of \(M\) PS points in the neighborhood of the point of interest, respectively. The underline (e.g., \(\hat{y}, \hat{h}_{lg}\)) represents that the terms are random variables. The local height at the location of a radar scatterer is given by a Gaussian distribution with mean \(\hat{h}_{lg}\) and variance \(\sigma_{\hat{h}_{lg}}^2\).

Hypothesis testing, Eq. (3.7) is conducted to see if the height of point of interest \(h_i\) is significantly different from the local ground distribution estimated from Eq. (3.5). The test statistic is given by (Fisher et al., 1925)

\[
\frac{\hat{h}_{lg} - h_i}{\sqrt{\sigma_{\hat{h}_{lg}}^2 + \sigma_{h_i}^2}} \sim t(N + M - 2)
\]

(3.7)

where \(N\) is number of SLC images used in PSI, the test statistic \(t\) is student-t distributed with \((N + M - 2)\) degrees of freedom (see Fig. 3.8C), and subscript \(i\) represents the point of interest. Based on a desired level of significance \(\alpha\), the threshold \(K\) for classification is chosen. Depending on the outcome of this hypothesis testing, the point of interest is classified as either ground type \((t \leq K)\) or elevated type \((t > K)\), see Fig. 3.8D. This procedure is repeated for all the PS points in the area of interest to get Fig. 3.8E. Hence, we know the target class type for all the PS. Now, we iterate this procedure to re-assign the class type, but during the subsequent iterations, PS that are of the ground class type alone as shown in Fig. 3.8F are selected for local ground height distribution estimation. These iterations can be continued until there are no significant changes in either target class type or local terrain height interpolated. In our study, we limit the number of iterations to 2.

II Estimate local ground height by kriging ground-type points

The points classified as ground-type in step I are selected and Universal kriging is performed to interpolate the local ground height at each location of PS point.

III Perform classification on the kriged ground-type points

The classification process explained in step I is repeated using the kriged local ground height estimated from step II.
IV Re-estimate local ground height by kriging ground-type points
   Here, the classification process (explained in step I) is again repeated only for the
   ground-type points obtained from step III.

V Remove estimated terrain and perform final classification
   To eliminate the impact of the terrain, the local ground topography estimated from step
   IV is removed from the PS heights, and then the classification (see step I) is performed
   again in step V.

In the end, the method yields two key outcomes. First, the target type (G or E type)
which helps us in understanding where the reflections come from as illustrated on the
bottom right of Fig. 3.7. Second, as a result of classification, an estimate of the local
ground height or DEM of the terrain and local height of the target above ground are
obtained.

![Figure 3.9](image)

Figure 3.9: A scenario of simulation for a (A) grouped and (B) random distribution of building and ground points.
Points on building and ground are marked as squares and circles, respectively. (A) Height map showing the
building (elevated) points being distributed in five building groups viz. left top, right top, right bottom, left bottom
and center. Ground points are distributed in the space between these building groups. (B) Height map showing a
random distribution of buildings and ground points. Color represents the height of the simulated points in metres.
In both simulation scenarios and in all simulations, a conservative point density of 64 PS per km² is maintained.

3.3.2. Performance analysis of target classification

Analysis using simulated data
In order to analyze the performance of the target type classification method, predefined
values for location, height and class type of scatterers are simulated and fed as input.
The resulting target class is compared with the simulated (predefined) input to obtain the
success rate of target classification.

To emulate different urban scenarios, the simulation is repeated for different spatial
distributions of ground and elevated (also referred as building for convenience) points,
different building heights and also for different percentages of points on ground versus
building. In reality an urban or a semi-urban environment can be represented by a mix of
spatially grouped and random distributed buildings and the ground with a certain point
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Figure 3.10: Simulation for the grouped distribution of points. (A) With different building profiles. (B) With different number of points on ground versus building. The ratio between the number points on the ground and the total number of points on the ground and building combined is expressed in %. For example, a 100% represents a scenario where all the reflections are from the ground level.

density. Hence these two distinct spatial distributions of building and ground points (grouped (Fig. 3.9A), and random (Fig. 3.9B)) are simulated. Each marker (square or circle) in Fig.3.9A and Fig. 3.9B represents a PS point. Each square marker represents a PS on a building (elevated type) and each circle represents a PS lying on a ground level (ground-type). For each spatial distribution, the simulation is repeated for different building heights, which is achieved through five building (height) profiles. The term building profile refers to height of all building points distributed in either a grouped or a random pattern. For example, building profile 2 is obtained by adding a constant height increment to all building
points in building profile 1. Similarly, building profiles 3 to 5 are obtained such that the heights of building points are increased in the following order: Building profile 1 < Building profile 2 < Building profile 3 < Building profile 4 < Building profile 5. Fig. 3.10A shows a simulation scenario of grouped distribution of points for 5 different building profiles. Finally, for each spatial distribution (grouped and random) and building profile (1 to 5), the entire simulation is repeated by gradually increasing the percentage of points on ground versus building from 0% (no points on the ground but only on the buildings) to 100% (no points on the buildings but only on the ground). Fig. 3.10B shows a few simulation scenarios for grouped distribution of points for a building profile.

The simulation results are shown in Fig. 3.11A and 3.11B. The performance of our classification relies mainly on the number of points lying on the ground to estimate the local ground height. It can be observed from Fig. 3.11A and Fig. 3.11B that the success rate of classification increases with an increasing number of points on the ground. Especially for a random distribution of points (Fig. 3.9B) the quality of classification (Fig. 3.11B) is above 80% when the percentage of points on ground reaches 50% or higher. This is because when the ground points are randomly distributed and higher in number, the availability of ground points in the vicinity of the target to be classified is higher. This ensures a better local ground height estimation process, and subsequently improves the classification between the building and the ground points. It is also evident from the simulation results that the higher the ground versus building height differences, the better the target classification results. For example, building profile 5 exhibits higher success rate compared to building profile 4, building profile 4 is better than building profile 3 and so on. Independent of the sensor used, the above simulation scenarios and their results provide us an insight into the performance of the developed target classification method under a variety of different urban environments.
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Analysis using real data

Since we do not know the target type beforehand for each of the PS in a real data set, the success rate of classification is indirectly obtained by comparing the height of the ground estimated from our method with highly precise (5 cm RMS (Root Mean Square)) elevation data obtained from airborne laser altimetry. The data set named “Actueel Hoogtebestand Nederland” (AHN) (Rijkswaterstaat-AGI, 1996) with a specific version filtered to have only ground surface was used in our study as ground truth elevation information. Therefore the quality of classification on a real dataset is judged based on the accuracy of the ground height estimated. For this purpose, data acquired from 1992 to 2012 with multiple spaceborne satellites such as ERS-1/2, ENVISAT, and TerraSAR-X covering about 240 km² over Amsterdam, the Netherlands are processed and their results are analyzed. Images acquired in right look ascending direction from satellites such as ERS-1/2 in Imaging Mode from May-1992 to Dec-2000, ENVISAT in Imaging Mode (IS7 swath) from Dec-2002 to June-2010, and TerraSAR-X (TSX) in stripmap mode from Feb-2009 to Mar-2012 were used for this study. Each track was processed individually using PSI (Kampes, 2005; van Leijen, 2014) to estimate height and deformation per PS.

Fig. 3.12 shows the standard deviation of the estimated PS heights from ERS, ENVISAT and TerraSAR-X. It can be seen that the precision is poor in case of ENVISAT compared to ERS and TerraSAR-X. This is due to the following factors. (i) First, the number of images available in case of ENVISAT was 42, which is much less compared to the 74 images for ERS and the 86 images for TerraSAR-X. The higher the number of images the lower the height standard deviation. (ii) The sensitivity of height measured changes with respect to incidence angle of the radar beam. ENVISAT images were acquired in IM with an incidence angle of approximately 44° while ERS (in Imaging Mode) and TerraSAR-X (in stripmap mode) were acquired with incidence angles of approximately 23° and 31° respectively. From Hanssen (2001b) the change in height as a function of incidence angle can be written by

\[
\frac{\delta h}{\delta \theta} = \beta \cdot \cos \theta, \quad \text{with} \quad \beta = \frac{\lambda R}{4\pi B_\perp}, \quad (3.8)
\]
where $h$ is the height, $\theta$ is the incidence angle, $\lambda$ is radar wavelength, $R$ is the slant range distance from the platform to the scatterer, $\Delta \phi$ is the interferometric phase, and $B_\perp$ is the perpendicular baseline. For incidence angles of $23^\circ$ and $44^\circ$, $\frac{\delta h}{\delta \theta}$ is given by $0.92\beta$ and $0.72\beta$, respectively.

A large incidence angle lowers the sensitivity to the height measured from a slant-looking spaceborne platform, and hence it lowers the precision of the estimated height. (iii) Finally, due to the relatively large incidence angle the atmospheric path length increases, thereby increasing the atmospheric noise which in-turn can lead to poor height estimation variance.

PSs with the estimated heights (and its precision) from PSI are classified and the resulting local ground topography is compared with AHN heights. Here the PS reference point bias and linear trend component, both with respect to AHN, are calculated and removed in our validation. Fig.3.13A displays the target type classification results for the ERS dataset. Fig.3.13A (top) shows the height error between AHN and PS without classification. In this case we obtain a height error standard deviation of $8.37\text{m}$. Since scatterers lying on ground and above ground surfaces are not separated we obtain a rather high dispersion.

Now the result of target classification such as target type and local ground height estimated are used to get the precise local elevation information of the ground type targets.
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Figure 3.14: Variation of local ground height estimated from the reference method (green) and the proposed method (blue) with AHN for (A) ERS, (B) ENVISAT, and (C) TerraSAR-X.

Fig. 3.13A (bottom) shows the error between the local ground height per PS filtered for ground target type and AHN. Here we obtained a height error standard deviation of 1.07 m with respect to AHN, Similar explanations hold for the ENVISAT and the TerraSAR-X results shown in Fig. 3.13B and Fig. 3.13C respectively. Based on the comparison with AHN, the generated DEM precision of the ground is nearly sub-metric in case of ERS, ENVISAT, and TerraSAR-X as shown in Fig. 3.13A (bottom), Fig. 3.13B (bottom), and Fig. 3.13C (bottom) respectively, which supports our target classification method.

Figure 3.15: Estimated height (A) and velocity (B) from PSI using TerraSAR-X covering Amsterdam.

**Comparison with a reference height classification method**

For comparison, a height-based classification performed using a single fixed-elevation threshold as shown in Fig. 3.6B is considered as our reference method. The local ground height estimated (a by-product of classification) from the proposed method and the reference method are compared with AHN2 in Fig. 3.14. A lower spread with respect to AHN (see horizontal axis in Fig. 3.14) in these graphs indicates a better estimate of the ground level. The results from ERS, ENVISAT and TerraSAR-X validate the performance of the proposed classification method.
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Figure 3.16: Comparison of classification results from a single threshold reference method (A) with the proposed local ground height based classification method (B). PS classified into ground-type (black dots) and elevated-type (red dots). The proposed method provides a better classification due to a better estimation of the local ground height, see Fig. 3.14C.

For further analysis, we present the results from TerraSAR-X in detail. The PS heights estimated from TerraSAR-X over Amsterdam are shown in Fig. 3.15A. The central part seen with PS having higher heights indicate the main built-up region of Amsterdam. The results of target classification from both methods for the TerraSAR-X dataset are shown in Fig. 3.16. Comparing Fig. 3.16A with Fig. 3.16B, the proposed method assigns relatively more points to the ground level in the central part which is due to a better estimation of ground level as a result of improved classification, see Fig. 3.14C. A relatively higher number of ground points in Fig. 3.16B resembles the PSs with a low elevation in Fig. 3.15A. The higher the points from the ground, the better the ground level estimation and target classification. The higher density of points from ground level is favored by the steep incidence angles of the TerraSAR-X acquisitions of approximately 31° (Gernhardt, 2010). In addition, the width of the street canyon \( w \) and the height \( h \) at which the reflection emanates also plays a role.
see Fig. 3.17A. The radar incidence angle $\theta_{inc}$, and distance from building $d$ can be related by,

$$d = h \cdot \tan(\theta_{inc}),$$  \hfill (3.9)

where $\tan(\theta_{inc})$ is a scaling factor, see Fig. 3.17B. From Fig. 3.17B, for a reflection starting from $h = 10$ m, the clearance needed for a successful curb-to-wall reflection are $d = 4.2$ m and $d = 6.0$ m for $\theta_{inc} = 23^\circ$ (ERS ascending track) and $\theta_{inc} = 31^\circ$ (TerraSAR-X/TanDEM-X ascending track) respectively. Therefore, the lower the incidence angles the closer we measure to buildings and vice-versa. Similarly, the narrower the streets, the lesser the curb-to-wall reflection possibilities even with steep incidence angles.

![Figure 3.18: Application of target height classification in Diemen, the Netherlands. (A) Deformation rates in mm/year are displayed over an optical image for PSs before (A) and after (B and C) classification. Applying our classification, the deformation behaviors of the elevated-type PSs (B), and the ground-type PSs (C) are discriminated. Except the road networks, PSs from the building (B) are stable while the ground (C) undergoes subsidence. Our interpretation is confirmed by the ground truth. The ground truth from municipality reveals that the buildings in this neighborhood have strong foundation while the ground experiences deformation due to peat compaction, see Fig. 3.19.](image)

### 3.3.3. Applications

An application of target classification is demonstrated over Diemen, see Fig. 3.18. The estimated deformation (see Fig. 3.18 (A)), and the separation of deformation from two regimes namely ground level (Fig. 3.18 (C)) and elevated structures (Fig. 3.18 (B)) helps in understanding where the deformation stems from, in this case from the ground level, as shown in Fig. 3.18 (C).

The local information from the municipality validates our interpretation that the ground in this region experiences subsidence due to soil compaction and here the sub-regions were re-filled with sand to maintain the ground level. Fig. 3.19 shows the year in which each sub-region was re-filled. The above application illustrates the feasibility of the proposed height-based classification.
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Figure 3.19: Year of ground supppletion per sub-region in the area of Diemen, the Netherlands, data of Diemen municipality (obtained from SkyGeo).

Figure 3.20: Interpretation of PS density (PSs per km$^2$) per postcode before and after a height-based scatterer classification over Amsterdam. The height-based classification is performed using the method described in sec. 3.3.1. (A) PS density of all scatterers, colors are in log scale. (B) PS density of the scatterers from the ground level. (C) PS density of the scatterers from elevated structures. In the central part of the Amsterdam city, PSs from the elevated structures (C) dominate the scatterers from the ground level (B).

In general, the target classification can be applied to segregate estimated height and velocity to aid in interpretation. The results of target classification can be presented in many ways — point based, polygon/window (square, postcode, quadtree) based and asset (infrastructure like pipelines, buildings, bridges, dikes) based. Results displayed in points are shown in Figs. 3.16 and 3.18. Here, we explored the postcode-based presentation to get a first-level interpretation of the results, see Fig. 3.20. Fig. 3.20A shows the number of PS density (number of PS per km$^2$) per postcode, while Fig. 3.20B and Fig. 3.20C show PS density for elevated and ground type targets respectively. It is evident from Figs. 3.20C and 3.20B that a large set of PS (approximately 2700 out of 3500 PS/km$^2$) from the central part of the city emanates from the infrastructure. Outside heavily urbanized areas (away from the center), PS density varies from 100/km$^2$ to 1000/km$^2$. It is to be noted that the polygons at the edges exhibit lower point density since the processed TSX track spatially covers those postcodes partially.
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Figure 3.21: Interpretation of mean PS heights (in m) per postcode before and after a height-based scatterer classification over Amsterdam. The PS heights are given relative to a reference point. (A) Mean PS heights. (B) Mean PS heights from the ground level scatterers. (C) Mean PS heights of scatterers from elevated structures. Separation of scatterers into (B) and (C) helps in the identification of the local ground level and built-up regions. The elevated structures in the city centre have a mean height of about 10 m to 12 m.

Figure 3.22: Interpretation of PS height variation (in m) per postcode before and after a height-based scatterer classification over Amsterdam. (A) Std PS heights of all scatterers. (B) Std PS heights of the scatterers from the ground level. (C) Std PS heights of the scatterers from elevated structures. A majority of the height variation in (A) is represented by a variation of the scatterer’s height from the elevated structures (C). Here, the ground level shows a minimal variation (B), which can be expected for a flat terrain like Amsterdam.

Figs. 3.21A, 3.21C, and 3.21B illustrate a mean of PS heights per polygon (postcode) for all scatterers, scatterers from ground, and elevated scatterers respectively. Similarly, the standard deviation of PS heights are shown in Figs. 3.22A, 3.22C, and 3.22B. Compared to Figs. 3.21A and 3.22A, after classification, Figs. 3.21B and 3.22B indicate a flat and a smooth ground level in the city centre. Figs. 3.21C and 3.22C represent the magnitude and variety of infrastructure built-up in the area. As one would expect, infrastructure (buildings) show a larger height variation than the ground, see Figs. 3.22C and 3.22B.

Figs. 3.23 and 3.24 display the mean and standard deviation of PS velocity (per postcode), respectively. Figs. 3.23A and 3.24A display PS velocities for all scatterers (i.e. without classification). Figs. 3.23B and 3.24B show only for the scatterers from ground level, while Figs. 3.23C and 3.24C display for the elevated scatterers. Comparing Figs. 3.23A, 3.23B, and 3.23C, infrastructure appear to be relatively more stable than the ground. A similar interpretation can be derived by looking at their standard deviation plots, see Fig. 3.24, where the variation in velocity is mainly from the ground when compared to...
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Figure 3.23: Interpretation of mean PS velocity per postcode before and after a height-based scatterer classification over Amsterdam as described in sec. 3.3.1. (A) Mean PS velocity (in mm/yr) of all scatterers. (B) Mean PS velocity of the scatterers from the ground level. (C) Mean PS velocity of the scatterers from elevated structures. Comparing (B) and (C), the ground exhibits more subsidence when compared to elevated structures such as buildings, and other infrastructure.

Figure 3.24: Interpretation of PS velocity variation (in mm/yr) per postcode before and after a height-based scatterer classification over Amsterdam. (A) Std PS velocity of all scatterers. (B) Std PS velocity of the scatterers from the ground level. (C) Std PS velocity of the scatterers from elevated structures. A majority of velocity variation is exhibited by the ground (B) when compared to the elevated structures (C).

3.4. Deformation classification

Once a PS has been classified, with its target type information and displacement rate of each scatterer (relative to a reference point), it is possible to identify the deformation phenomena shown in Fig. 3.25. For a typical building infrastructure, the reflections from buildings, ground, and the building-to-ground interfaces have to be separated (Ketelaar and Hanssen, 2006). Consider three scatterers (PS points) where one is an elevated monohedral, the second one is a ground dihedral and the third one is a ground monohedral as portrayed in Fig. 3.26. Let $v_1$, $v_2$, $v_3$ be the estimated linear displacement rates (velocity) of the scatterers 1, 2 and 3 respectively and let $K_v$ represent the threshold on the displacement rate including thermal noise limitations to detect whether a target experienced significant displacement. From the three individual target types and their displacement rates only the following interpretations are possible:
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Figure 3.25: Typical deformation scenarios adapted from Ketelaar et al. (2006): stable ground and building (left), stable ground and unstable building (second left), unstable ground and stable building (second right), and unstable ground and unstable building (right). The impact of deformation acting on an underground infrastructure is illustrated using gas pipeline as an example. A fracture in the gas pipeline may develop when the pipeline experiences a relative deformation as shown in the middle two plots. The two horizontal dashed lines represent stable building and ground levels respectively.

Table 3.1: Deformation Type (Defo-Type) interpretation. Boolean variable $B_{\nu}$ is set to 1 when a scatterer experiences a significant displacement ($|\nu| > K_\nu$). It is assumed here that the displacement of the reference point is known.

<table>
<thead>
<tr>
<th>$B_{\nu1}$</th>
<th>$B_{\nu2}$</th>
<th>$B_{\nu3}$</th>
<th>Defo-Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>All objects are stable</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>Not a possible condition</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>Not a possible condition</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>Ground not stable causing relative motion (Shallow deformation)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>Building not stable, difference with Ground leads to relative motion (Structural deformation)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>Both Building and Ground not stable, difference causes relative motion (Deep deformation)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>Building not stable, difference with Ground leads to relative motion (Structural deformation)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Both Building and Ground not stable, difference leads to relative motion (Deep deformation)</td>
</tr>
</tbody>
</table>

Figure 3.26: PS after target classification: ① - Elevated Monohedral, ② - Ground Dihedral and ③ - Ground Monohedral. In our approach, we use a height-based target classification, as a result ground dihedral ② will be classified as ground monohedral ③, see sec. 3.4.
1. When $|\nu_1| > K_\nu$, it can be interpreted that the building is deforming or building is deforming together with ground.

2. When $|\nu_2| > K_\nu$, it represents either the relative motion between the ground and the building or both building and ground deforming together. But it is not clear at this stage whether the building is stable or the ground is deforming, or vice-versa.

3. When $|\nu_3| > K_\nu$, it represents the ground deformation rate and no information is available about the building or building vs ground relative motion.

However, by combining these three individual target types, the deformation classification can be obtained. Let $B_{\nu_1}, B_{\nu_2},$ and $B_{\nu_3}$ denote the probability of occurrence of cases $|\nu_1| > K_\nu$, $|\nu_2| > K_\nu$, and $|\nu_3| > K_\nu$ respectively. For the sake of simplicity $B_\nu$ can be assumed as a boolean variable (a target undergoes significant displacement or it does not undergo significant displacement). From boolean algebra the following deformation types as given in Tab. 3.1 can be derived.

- All Stable: all targets are found stable.
- Shallow deformation: the case of a building being strongly founded and hence stable, while the local ground level changes, i.e., because of local water level changes or peat compaction. Typical examples would be underground tunnel construction projects performed nearby buildings.
- Deep deformation: in this case, both building and ground are being unstable, while their relative motion represents the magnitude of the building instability possibly caused by deep foundation. Typical examples would be a hydrocarbon extraction from a deep layer.
- Structural deformation: the case where the structural foundation (pillar) of a building is weak and is creating an instability on stable ground. The building versus ground deformation represents the magnitude of the building instability caused by structural problems.

From these four interpretations, the deformation in urban environments can be well understood and the critical problems causing such deformations can also be inferred. The above interpretation is possible when the displacement of the reference point is known in an absolute sense. However, in practice we do not have this information. Hence, in sec. 3.4.1 we develop a deformation classification method using relative displacement.

### 3.4.1. Deformation type classification method

Based on the methodology proposed in sec. 3.3.1, targets are classified into two main classes: elevated ($B$) scatterers are the reflections from a building or any other elevated structure, and ground level ($G$) scatterers. The elevated and ground level scatterers are depicted in Fig. 3.26 as type 1 and 3 respectively. Here, the reflections from building-to-ground dihedral reflections, i.e. type 2 in Fig. 3.26, are detected as a ground-type 3. This has no consequences (assuming only vertical deformation) because the ground dihedrals detect deformation signal only when the ground is deforming.
Table 3.2: Detection and classification of deformation for a scatterer of interest \(i\). The deformation rate of scatterer \(i\) and \(j\) are given by \(v_i\) and \(v_j\), respectively. Boolean variable \(B_{υ_{i,j}}\) is set to 1 when the relative displacement between scatterers \(i\) and \(j\) is significant, see Eq. (3.11). The target class \(G\) represents the scatterers from the ground-level while \(B\) represents the elevated type. The last row can be of type intra-structural (\(i\) and \(j\) are from the same structure) deformation or inter-structural deformation (\(i\) and \(j\) are from different structure). Since we do not have information whether \(i\) and \(j\) are from the same structure, inter-structural deformation type is assumed here.)

<table>
<thead>
<tr>
<th>(B_{υ_{i,j}})</th>
<th>Target type of scatterer (i)</th>
<th>Target type of scatterer (j)</th>
<th>Relative deformation type classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>G/B</td>
<td>G/B</td>
<td>No relative motion</td>
</tr>
<tr>
<td>1</td>
<td>G</td>
<td>G</td>
<td>Local land subsidence</td>
</tr>
<tr>
<td></td>
<td>(υ_i - υ_j &gt; 0)</td>
<td>(υ_i - υ_j &lt; 0)</td>
<td>Shallow compaction</td>
</tr>
<tr>
<td>1</td>
<td>G</td>
<td>B</td>
<td>Autonomous structural motion</td>
</tr>
<tr>
<td>1</td>
<td>B</td>
<td>G</td>
<td>(υ_i - υ_j &gt; 0)</td>
</tr>
<tr>
<td>1</td>
<td>B</td>
<td>B</td>
<td>(υ_i - υ_j &lt; 0)</td>
</tr>
</tbody>
</table>

In the following, a methodology is introduced to perform four tasks: detect, classify, quantify, and prioritize areas based on relative deformation. The detection and classification steps are explained here while the quantification and prioritization steps will be described in sec. 3.4.2. The detection and classification are performed using relative deformation of a scatterer of interest \(i\) with respect to its surrounding neighborhood. The surrounding neighborhood for a point of interest is defined by a circular window of radius \(R\), identical to sec. 3.3.1.

For every arc between a scatterer of interest \((i)\) and another scatterer \((j)\) in the neighborhood, hypothesis testing is conducted to detect if there is any significant relative deformation. The null hypothesis of an arc not undergoing any significant motion is assumed to have a Gaussian probability density function,

\[H_0 : N(0, \sigma_υ^2),\]

where \(\sigma_υ\) is set based on the precision of velocity estimation from PSI, experience, and/or external user input. Now, similar to Eq. (3.7), the student-t test statistic for relative motion detection is given by,

\[
\frac{|v_i - v_j|}{\sqrt{\sigma_υ^2 + \sigma_υ^2}} \sim t(2N - 2),
\]

where \(\sigma_υ^2\) and \(\sigma_υ^2\) are the estimated velocity precision of scatterer \(i\) and \(j\), respectively. For a given significance level, the null hypothesis \(H_0\) is either sustained or rejected. Depending on the test outcome, a boolean variable \(B_{υ_{i,j}}\) is accordingly set to either 0 (when \(H_0\) is sustained) or 1 (when \(H_0\) is rejected), and by using the algorithm proposed in Tab. 3.2 the deformation type classification is achieved. In addition, by combining scatterer \(i\) with \(M\) arcs in the neighborhood region \(R\), a percentage of arcs showing of each deformation class
type (shallow compaction, no relative motion, autonomous structural motion, local land subsidence, or inter-structural deformation) is computed and a dominant deformation behavior at each scatterer location can be arrived.

A ‘no relative motion’ type in Tab. 3.2 is detected when there is no significant relative motion between scatterers $i$ and $j$. This could be an indication that both the scatterers (irrespective of their target types $B$ or $G$) are experiencing the same deformation together driven by a mechanism from a deep layer, see Fig. 3.25. A shallow compaction is identified when the ground shows significant displacement relative to the elevated infrastructure (see Fig. 3.27B) and vice-versa for a autonomous structural motion (see Fig. 3.27A). Local land subsidence (see Fig. 3.27C) and inter-structural motion (see Fig. 3.27E) captures inter-relative motion between the ground and the buildings, respectively.

The proposed deformation classification method is applied for a TerraSAR-X dataset over Amsterdam and the results are presented using postcode polygons, see Fig. 3.28. Using a number of PSs present in the polygon, a percentage of different deformation types is computed per polygon. By comparing, individual polygons in Figs. 3.28A–3.28E, interpretation of the regions subject to a deformation phenomenon can be arrived. For example, by comparing the red polygon in Fig. 3.28E with the blue polygon in Fig. 3.28C, we infer that the relative motion in this region is due to shallow compaction. Similarly,
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Figure 3.28: Relative deformation classification results per postcode obtained using TerraSAR-X data over Amsterdam. Relative deformation classification is performed using Tab. 3.2 and a percentage of arcs subject to a specific deformation type is obtained per polygon. The summation of each polygon from (A) to (E) adds up to 100%. (A) No relative motion. (B) Autonomous structural motion. (C) Shallow compaction. (D) Local land subsidence. (E) Inter-structural deformation. The regions (polygons) subject to relative motion can be identified in (A) with a high value. For example, a polygon highlighted in red in (A) experiences a strong relative motion. Comparing (A) with (B) to (E), it can be inferred that, this polygon with relative motion is due to a strong shallow compaction phenomena, see the blue polygon in (C). A similar strategy can be employed to interpret the other regions. Comparing (B), (D) and (E), we can infer that the most of the relative deformation seen here comes from the local land subsidence rather than from the elevated structures, see pale orange (>15%) regions in (D) and red regions (~0%) in (E).
by comparing orange regions in Fig. 3.28D with the corresponding polygons in Figs. 3.28C and 3.28E, we infer that the local land subsidence is the main type of deformation in the Amsterdam region. In the following section, we combine several relative deformation types such as shallow compaction, local land subsidence, inter-structural motion, and autonomous structural motion into one parameter in order to quantify, and prioritize areas subject to relative deformation.

3.4.2. Relative deformation index

Recent studies have shown that the relative deformation in urban areas is a key problem for infrastructural stability, and therefore a metric expressing the relative deformation is useful. Towards this goal, the parameter \( R^d \) is introduced to quantify the mean relative deformation of a scatterer \( i \) (point of interest) relative to the surrounding \( M \) scatterers in the region \( R \). Here, the point \( i \) is connected via \( M \) arcs and each arc is tested to detect significant relative motion as given by Eq. (3.11). Then, \( R^d \) is computed as:

\[
R^d = \frac{1}{M} \sum_{j=1}^{M} \left| \frac{d_s^{ij} - d_s^{r}}{d_s^{r}} \right|
\]

Figure 3.29: RDI computed for a scatterer of interest (in red) for two scenarios given a threshold on the deformation rate of \( \sigma_\nu = 2 \text{ mm/yr} \) and a critical threshold of \( R^d_{dc} = 5 \text{ mm/yr} \), see Eqs. (3.14) and (3.15). Here, scatterers are displayed along with their deformation rate in mm/yr.

Figure 3.30: RDI computed over Amsterdam using TerraSAR-X dataset. (A) RDI (values in %) over Amsterdam. (B) RDI > 80% are highlighted, and a thick black line indicates the passage of the Amsterdam North-South metro tunnel construction.
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\[
R^d (i) = \frac{\sum_{j=1}^{M} B_{v_{i,j}} \cdot \sum_{j=1}^{M} B_{v_{i,j}} \cdot |v_i - v_j|}{\sum_{j=1}^{M} B_{v_{i,j}}}, \tag{3.12}
\]

where the first term in Eq. (3.12) indicates the possibility of relative deformation in the neighborhood and the second term provides a mean relative deformation with respect to its surrounding when a significant relative motion is detected. Eq. (3.12) can be simplified as,

\[
R^d (i) = \frac{M' \cdot \sum_{j=1}^{M} B_{v_{i,j}} \cdot |v_i - v_j|}{M'} = \frac{1}{M} \cdot \sum_{j=1}^{M} B_{v_{i,j}} \cdot |v_i - v_j|, \tag{3.13}
\]

where \( M' = \sum_{j=1}^{M} B_{v_{i,j}} \) is the number of arcs showing significant relative deformation (see Tab. 3.2). Eq. (3.13) is reformulated as,

\[
R^d (i) = \frac{1}{M} \cdot \sum_{j=1}^{M'} |v_j - v_j|, \tag{3.14}
\]

since \( B_{v_{i,j}} = 1 \) for all \( M' \) arcs. In order to quantitatively pin-point a location to signal alarm and prioritize detection of critically deforming locations, we introduce the relative deformation index (RDI). RDI (expressed in %) at a location \( i \) is given by

\[
\text{RDI}(i) = \frac{R^d (i)}{R_c^d} \cdot 100 \%, \tag{3.15}
\]

where, \( R_c^d \) is a threshold critical value to signal alarm which is obtained based either on experience or on external user input. It should be noted that the impact of the actual deformation of the reference point (assumed stable in most cases though not always true) in deformation interpretation is eliminated by \( R^d \) and RDI. For example, given a \( \sigma_v = 2 \) mm/yr and \( R_c^d = 5 \) mm/yr, the RDI computation is illustrated for a point of interest (in red) surrounded by scatterers in the window \( R \) in Fig. 3.29. \( R^d \) and RDI values are independent of the deformation of the reference point.

The RDI computed for the TerraSAR-X dataset is shown in Fig. 3.30. It is evident from Fig. 3.30A that most of the area is relatively stable and if we only highlight the scatterers experiencing RDI > 80%, the relatively unstable areas show-up as illustrated in Fig. 3.30B. The location of Amsterdam North-South tunnel constructed underground is drawn as a thick black line in Fig. 3.30B. The traces of relative deformation along the tunnel location can be noticed. Measurements and data reported from the ground also support our RDI-based interpretation that along the metro lines some of the buildings displayed a subsidence signal (van Outeren, 2009). Similarly, here, every unstable point indicated in Fig. 3.30 can be investigated to explore the cause of relative motion. It should be noted that, the RDI computation depends on the number of PSs available in the neighborhood region (within radius \( R \) from the point of interest). When the number of PSs in region \( R \) is small, RDI values should be interpreted taking the number of PSs used in the computation into account.

The \( R^d \) and RDI parameters are compared with the deformation rates in Fig. 3.31. From Fig. 3.31A, the deformation rate has a higher concentration of points around −1 mm/yr and
points less than $-2 \text{ mm/yr}$ tend to show a correlation with $|R^d|$. Similarly, in Fig. 3.31B we can clearly identify two regions (cones marked in brown): one (cone) centered around $-1 \text{ mm/yr}$ which has only a few points (with higher RDI) needing attention, and the other cone sloping towards relatively high RDI values. Regions highlighted by high $R^d$ and RDI are not always cautioned by a higher deformation rate. This wealth of additional insights can be very useful for monitoring infrastructure, urban development projects, underground pipeline networks, and so on.

Figure 3.32: Year of building construction for the city of Amsterdam.
Table 3.3: Building construction and foundation information over Amsterdam (gem, 2012). Over the years, construction practices improved leading to a more stable building structures.

<table>
<thead>
<tr>
<th>Year of construction (Bouwjaar)</th>
<th>Pillars</th>
<th>Foundation</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 1925</td>
<td>Wooden poles</td>
<td>Wood</td>
</tr>
<tr>
<td>1925 to 1950</td>
<td>Wooden poles</td>
<td>Concrete</td>
</tr>
<tr>
<td>1950 to 1990</td>
<td>Concrete poles</td>
<td>Concrete</td>
</tr>
<tr>
<td>1990 &lt;</td>
<td>Concrete poles anchored 19 m deep in the second sand layer</td>
<td>Concrete</td>
</tr>
</tbody>
</table>

3.4.3. Performance analysis of deformation interpretation
In order to validate the relative deformation index (RDI) computed per PS, high density (in the order of 100–1000 points per square kilometer) deformation information of the area is needed preferably from an independent measurement system which covers the same time period as PS dataset. However, in practice, such dense ground-truth deformation measurements are not available. As an alternative, in our approach, we exploited the building construction data to perform an indirect validation. Fig. 3.32 shows the year of construction ("Bouwjaar" in Dutch) of buildings in the Amsterdam region. The anthropogenic development expanding from the center (old city) to the sides (newer parts) can be seen here. Based on the period of construction, the buildings applied different materials for the foundation and pillars (poles) as given in Tab. 3.3.

For every building foundation, we identify a nearby building PS using the method from sec. 3.3.1. The PS deformation rate and the RDI are grouped under four different construction categories as shown in Fig. 3.33. From Fig. 3.33A, the deformation rate spread of the buildings reduced ‘after 1990’ (top left) when compared to construction ‘before 1925’ (bottom right). This reaffirms the fact that the newer buildings are more stable due to improved construction practices, as indicated by the ground-truth data in Tab. 3.3. Similar plots are made using the RDI and the relative deformation spread increases gradually from groups ‘before 1925’ (top left) to ‘after 1990’ (bottom right). This result demonstrates that due to strong foundation of the buildings (over the years), the relative deformation increases due to differential motion between the stable buildings and a deforming ground. These inferences, apart from being useful, also provide an indirect validation of RDI in differential motion detection.

3.5. Case study: Gas pipe network monitoring over Amsterdam
In many countries, underground infrastructure is made up of a complex maze of water, gas, sewer, electric, and telecommunications pipelines, which are several decades to even centuries old requiring regular maintenance, repair, and upgrades. In addition, civil infrastructure built on soft clay and/or peat layers, predominantly in the western parts of the Netherlands, are prone to subsidence related damages (Van den Born et al., 2016; Brus and Van Den Akker, 2018; Van-Camp et al., 2004; Bakker and Bezuijen, 2008). The
Figure 3.33: Comparison of deformation rate and relative deformation index of elevated-type PS grouped as per the year of building construction (Bouwjaar). The vertical axis shows the number of elevated PS per group. (A) Deformation rate (in m/yr) on the horizontal axis. (B) RDI (in %) on the horizontal axis.

Subsidence acting on the below-ground assets especially with gas pipelines is posing an ever greater strain on businesses and residents due to pipe breakage resulting in gas explosions and fatalities, see Fig. 3.34.

On 15 August 2001, there was a gas explosion in Amsterdam, see Fig. 3.34A. An
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Figure 3.34: Gas explosion accidents in Amsterdam (van Vollenhoven et. al., 2002; van Vollenhoven et al., 2009). (A) Czaar Peterstraat on 15 Aug 2001. (B) Haarlemmer Houttuinen on 09 Mar 2008.

An investigation team found a fresh fracture of approximately 5 mm width in the main gas pipeline (made of gray cast iron) which had lead to the gas explosion (van Vollenhoven et. al., 2002). Similarly, on 9 March 2008, another gas explosion took place on the corner of the streets between Haarlemmer Houttuinen and the Kleine Houtstraat in Amsterdam, see Fig. 3.34B. It was determined that the fracture in the main gas pipe made of gray cast iron (with an inner diameter of 150 mm) lead to the gas leakage and subsequent explosion (van Vollenhoven et al., 2009). In both cases people were injured, their houses were burnt and had to be displaced.

An investigation made by The Dutch Safety Board showed that when a differential tension acting on a pipeline exceeds its bending stress, the pipe fractures (van Vollenhoven et. al., 2002; van Vollenhoven et al., 2009). For older pipes made of brittle materials, such as gray cast iron, the problem is more prone to occur. The differential stress could be accumulated over time as shown from left to right in Fig. 3.35. Two scenarios are possible: a fixed pipe with local ground motion as seen in Fig. 3.35A or an uneven tension from the surface bending the pipeline as shown in Fig. 3.35B. In such scenarios timely detection and repair of pipe lines subject to differential stress might help in mitigating natural gas pipe leakage. The danger associated to gas pipe fracture is not just limited to the Netherlands. Between 1970 and 2008, there have been multiple accidents in the natural gas chain sector with more than 2800 fatalities reported all over the world (Burgherr et al., 2012; Burgherr and Hirschberg, 2014).

According to the figures supplied by the network operators, the total length of the main pipelines is approximately 122,956 km in the Netherlands (van Vollenhoven et al., 2009). 70% of those main pipelines consist of non-brittle materials (steel, PE (Polyethylene) and impact-resistant PVC (Polyvinyl chloride)) and thirty percent of them consist of relatively brittle materials, see Fig. 3.36. Most of the brittle pipes were made of hard PVC (21%), gray cast iron (6%), ductile cast iron (2%) and asbestos cement (1%). About 40% of the main lines were built before 1976 and 81% of the brittle pipes were built before 1976. Since 1976,
non-brittle materials were in usage for main pipelines.

In our case study, we focus on pipes made of brittle materials especially gray cast iron, which are posing a higher risk in the Amsterdam region (van Vollenhoven et al., 2002; van Vollenhoven et al., 2009). As of 2010, there was about 6972 km of (6% of 122,956) gray cast iron pipe that needs replacement. From that count Liander\(^2\) possesses 2700 km of pipe lines, most of them located in Amsterdam. The pipe network companies are working with the municipalities to replace brittle pipes, and they typically replace about 0.1-1 km per day. Therefore, it is necessary to detect areas prone to differential motion which (when combined with the below-ground asset information such as material type and age) could help prevent potential accidents.

In order to reduce risk and successively replace the vulnerable pipes, it is necessary to pin-point relatively deforming areas and prioritize the pipe replacement. For this purpose, we applied the methodology proposed in secs. 3.3 and 3.4 using a case study over Amsterdam and the result is shown as relative deformation index map in Fig. 3.37A. The colors indicate the degree of relative deformation with grey being the lowest impact and red being the highest impact on the below-ground assets. The utility companies can prioritize their asset management activities by inspecting areas with a higher RDI before inspecting areas with a lower RDI, i.e. from red, orange, blue to light gray dots in Fig. 3.37A. Fig. 3.37A is computed with threshold deformation rate \(\sigma_v = 2\) mm/yr and alarm threshold \(R_{dc}^d = 6\)

\(^2\)Liander is a regional gas and electricity grid operator, mainly in northern, eastern, and western Netherlands.

Figure 3.35: Two mechanisms of cumulative stress build-up (left to right) on underground pipelines (longitudinal section) leading to differential stress which results in pipe fracture, pictures from van Vollenhoven et al. (2009). (A) Constant tension build up on the pipe subject to a local ground motion. (B) Uneven tension acting on the pipe where both the ground and the pipe move along.
mm/yr. The choice of the $\sigma_v$ value is critical in RDI computation. For instance, a higher $\sigma_v$ threshold value brings-in a higher risk (by ignoring high relatively deforming regions) but it saves cost by attending only the most critical regions. On the other hand, a lower $\sigma_v$ threshold could be rather expensive but it also lowers the risk of an undetected potential of a gas explosion. Therefore, we recommend that $\sigma_v$ value is to be chosen in close consultation with the utility asset managers and government agencies such that there is a fair trade-off between the risk and the cost involved.

In order to validate our approach in identifying potential risk zones, we compared RDI with the gas pipe failures data over Amsterdam between 2009 and mid-2012. The natural gas pipeline fracture can be caused by several factors: corrosion of pipes, bending stress due to deformation (caused by natural settlement, heavy traffic loads, settlement due to anthropocentric activities such as digging for building construction and tunnels), faulty connections, and third party damages due to (unreported) mechanical digging activities. Therefore, we filtered gas pipe failures data to retain only failures related to deformation, see Fig. 3.37B. Comparing with RDI, we notice that in most of the cases there is a high RDI within 50 m radius from a gas pipe failure as shown in Fig. 3.37C. From Fig. 3.37D, it is evident that most of the failures were from the high relative-deformation areas. We also confirm that not all high-relative deformation areas have reported failures, see Figs. 3.37C and 3.37D. This, we hypothesize, could be due to: i) variation in health of brittle-pipes due to quality, age, and corrosion level differences, ii) surface deformation not fully acting on pipeline, and iii) unreported failures. We also successfully demonstrated our methodology for monitoring drink water pipe networks over the Hague, the Netherlands, and the relative deformation metric was found useful towards managing water pipe assets (Arsénio et al., 2014), see Appendix B.

### 3.6. Summary and conclusions

We introduced a method for limited classification of radar targets using height information. The main advantages of this method are: self-reliant on PS (no use of external DEM), estimation of ground DEM as a by-product, and inclusion of height estimates’ quality descriptor in its classification process. Through a simulation study, we have shown that the height-based target classification performs better when there are more PS from the ground-level. The main drawback of this method is its capacity to discriminate ground level when the number of scatterers from the ground level is minimum. However, this
Figure 3.37: Gas pipeline failures data from Amsterdam compared with relative deformation index. In most of the cases gas pipeline failure is located nearby a PS with a relatively high RDI. (A) A scene covering Amsterdam region showing RDI per scatterer. RDI (in %) is computed with \( \sigma_y = 2 \text{ mm/yr}, R_{dc} = 6 \text{ mm/yr} \) and \( R = 200 \text{ m} \). The location of the two gas explosion sites are marked in magenta. (B) Gas pipe failures registered between 2009 and 2012 in Amsterdam. (C) RDI value within 50 m of the location of gas pipe failures. (D) Relation of number of gas pipe failures with RDI. For very high RDI (above 90%), there are a high number of gas pipeline failures.
issue can be ignored since the InSAR satellites usually acquire images with (moderately) steeper incidence angles which guarantee a sufficient point density from the ground level. The performance of our classification method is tested with 20 years of real data over Amsterdam from ERS (1992-2000), ENVISAT (2002-2010), and TerraSAR-X (2009-2012). The DEM generated from the classification is found to be about 1 m accurate when validated with a high-quality lidar dataset. Applying the proposed deformation classification method, we are able to classify deformation into five deformation regimes: autonomous structural motion, shallow compaction, local land subsidence, inter-structural deformation, and no relative motion. Further, we have introduced a new parameter RDI to quantify relative deformation and its usefulness for infrastructure monitoring is validated with building age data and gas pipeline failure data. The proposed deformation classification approach has been applied to a stack of interferograms over Amsterdam and the monitoring of the below-ground gas pipeline assets are successfully demonstrated.
Positioning and target association in high resolution imagery

Remote sensing radar satellites cover wide areas and provide spatially dense measurements, with millions of scatterers. Knowledge of the precise position of each radar scatterer is essential to identify the corresponding object and interpret the estimated deformation. The absolute position accuracy of SAR (Synthetic Aperture Radar) scatterers in a 2D radar coordinate system, after compensating for atmosphere and tidal effects, is in the order of centimeters for TerraSAR-X (TSX) spotlight images. However, the absolute positioning in 3D and its quality description are not well known. Here, we exploit time-series Interferometric SAR to enhance the positioning capability in three dimensions. The 3D positioning precision is parameterized by a variance-covariance matrix and visualized as an error ellipsoid centered at the estimated position. The intersection of the error ellipsoid with objects in the field is exploited to link radar scatterers to real world objects.

We demonstrate the estimation of scatterer position and its quality using 20 months of TSX stripmap acquisitions over Delft, the Netherlands. Using trihedral corner reflectors (CR), the accuracy of absolute positioning in 2D is about 7 cm. In 3D, an absolute accuracy of up to ~66 cm is realized, with a cigar-shaped error ellipsoid having centimeter precision in azimuth and range dimensions, and elongated in cross-range dimension with a precision in the order of meters (the ratio of the ellipsoid axis lengths is 1/3/213, respectively). The CR absolute 3D position, along with the associated error ellipsoid, is found to be accurate and agree with the ground truth position at a 0.01 level of significance. For other non-CR coherent scatterers, the error ellipsoid concept is validated using 3D building models. In both cases, the error ellipsoid not only serves as a quality descriptor but can also help to associate radar scatterers to real world objects.

4.1. Introduction

Interferometric Synthetic Aperture Radar (InSAR) has evolved towards an effective tool for measuring the Earth’s topography and surface deformation. Persistent Scatterer Interferometry (PSI) is one of the techniques to process a set of images in order to identify phase-
coherent scatterers known as Persistent Scatterers (PS) (Ferretti et al., 2001; Kampes, 2005). These PS are a random subset of scatterers in the imaged scene, usually but not necessarily man-made objects, that are phase-coherent over time. Deformation and location of these PS are estimated. The relative deformation is estimated with millimeter-level precision, but the *positioning* precision is usually in the order of decimeters or even meters. This hampers the interpretation of the deformation signal, as it is unclear which object is associated with the measurements.

In previous studies (Small et al., 2004a; Schubert et al., 2010; Eineder et al., 2011; Schubert et al., 2012a) the absolute positioning capabilities of SAR systems were validated in the 2D (azimuth and range) radar geometry by measuring the phase center of CR with DGPS (Differential Global Positioning System) to centimeter accuracy and predicting their respective positions in the radar image. The absolute position accuracy of ENVISAT (Small et al., 2004a,b, 2007) and Sentinel-1A (Schubert et al., 2014) images were computed to be in the order of several decimeters at best both in azimuth and range directions. Recently, for TSX the absolute geo-location accuracy after compensating for atmospheric and tidal effects, was reported to be in the order of a few centimeters in azimuth and range directions (Schubert et al., 2010; Eineder et al., 2011; Schubert et al., 2012a; Balss et al., 2013). The accuracy of PS heights was indirectly validated by Perissin (2008) (for ERS and ENVISAT) and Dheenathayalan and Hanssen (2013) (for ERS, ENVISAT and TSX), both by making a Digital Terrain Model (DTM) from smoothed PS heights and comparing this with precise elevation data obtained from airborne lidar. 3D positioning was presented for TSX stereoSAR by Gisinger et al. (2015), and for PSI the absolute 3D positioning and quality assessment by Dheenathayalan et al. (2013, 2014). In this paper we: (i) present a systematic geodetic procedure to precisely estimate the position, (ii) perform error propagation to estimate the position quality, and as a result, (iii) demonstrate the association of scatterers by intersecting error ellipsoids to real world objects.

This paper is structured as follows. Section 4.2 presents the definition of different coordinate systems, and the sequence of mapping operators used to estimate the position and describe their stochastic properties. The discussions related to computing the 2D and 3D positioning accuracy are briefed in Section 4.3. The experimental setup to demonstrate our approach is explained in Section 4.4. The 2D and 3D positioning results for corner reflectors and other coherent scatterers are presented in Section 4.5. Section 5.4 is devoted to the conclusions.

**4.2. Scatterer positioning**

Using a single SAR image, the position of a scatterer can only be described in two dimensions, namely azimuth and (slant) range. In order to estimate the third dimension, cross-range, InSAR observations are necessary. The position of a scatterer in the radar geometry (azimuth, range and cross-range) is mapped to a 3D TRF (Terrestrial Reference Frame) reference system using a non-linear mapping transformation. This transformation, known as geocoding, is based on the range, Doppler, and ellipsoid/DEM (Digital Elevation Model) equations (Schreier, 1993b; Small et al., 1996).

However, the radar measurements are composed of several higher-order positioning terms which impact the position estimation, see Appendix A. Some of the higher-order

---

1Applicable when we position scatterers in a TRF.
### 4.2. Scatterer positioning

Table 4.1: Higher-order positioning terms, and their impact in azimuth and range for TSX images (Balss et al., 2013; Dheenathayalan et al., 2013). Dominant terms are highlighted in bold.

<table>
<thead>
<tr>
<th>Higher-order terms</th>
<th>Impact in azimuth</th>
<th>Impact in range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azimuth shift</td>
<td>dm to cm</td>
<td>Nil</td>
</tr>
<tr>
<td>Path delay (iono+tropo)</td>
<td>Nil</td>
<td>m</td>
</tr>
<tr>
<td>Solid earth tides</td>
<td>cm dm</td>
<td></td>
</tr>
<tr>
<td>Tectonics ¹</td>
<td>dm dm</td>
<td></td>
</tr>
<tr>
<td>Atmosphere pressure loading</td>
<td>mm &lt; cm</td>
<td></td>
</tr>
<tr>
<td>Ocean tidal loading</td>
<td>mm &lt; cm</td>
<td></td>
</tr>
<tr>
<td>Pole loading</td>
<td>mm mm</td>
<td></td>
</tr>
<tr>
<td>Ocean pole tides</td>
<td>mm mm</td>
<td></td>
</tr>
<tr>
<td>Atmosphere tidal loading</td>
<td>mm mm</td>
<td></td>
</tr>
</tbody>
</table>

Positioning terms and their magnitude of impact are tabulated in Tab. 4.1. Dominant terms such as atmospheric delay, Solid Earth Tides (SET), tectonics, and timing errors (azimuth shift) can cause position improvements ranging from centimeters to even several meters. In the following, precise scatterer positioning in radar, time, and geodetic coordinate systems and their transformations are discussed, including error propagation.

Scatterer positioning is the procedure that maps a position in radar image coordinates (dimensionless sample units) to a corresponding point in a TRF, an Earth-centered Earth-fixed reference system (datum) with units in meters. This mapping procedure is subdivided into a number of steps. We apply a standard Gauss-Markov approach, where we use the output estimators of the previous mapping step as input observations for the subsequent step. This facilitates error propagation and quality assessment and control. In the end, this leads to an estimated position in a (Cartesian) TRF, with units in meters, and associated “precision” expressed via the variance-covariance (VC) matrix of the estimator.

#### 4.2.1. In the dimensionless 2D radar datum

The initial amplitude measurements refer to a target, or scatterer, in the focused radar image. The local two-dimensional datum is expressed in pixels in range and azimuth, with sample units. The origin of the datum is the location \((0,0)^2\) for range and azimuth, respectively. To determine the estimated sub-pixel position \((\mu_P, \nu_P)\) of target \(P\) in range and azimuth direction respectively, the measurement involves reconstruction of a sinc-function (Cumming and Wong, 2005), by performing complex FFT oversampling and detecting the sub-pixel location of the target by finding the maximum peak. This peak position represents the effective phase center of the radar scatterer. In case of an isolated ideal point scatterer, such as a trihedral corner reflector, the effective phase center is the apex of the reflector. But, in a complex urban environment, containing many dominant scatterers, depending

---

²Represents the lower-left corner of the pixel.
on the distribution of scatterers, the effective phase center may be less well-defined.

**Quality description**
The quality of the sub-pixel position is dependent on (i) shifting of the peak position due to clutter or more than one dominant scatterer, a function of the Signal to Clutter Ratio (SCR), and (ii) the oversampling factor $\Delta$. Therefore, the variance of the peak (in azimuth or range) position estimate of a target $P$ in $i$-th image can be approximated as:

$$
\sigma^2_{\mu_{P_i}} = \sigma^2_{\nu_{P_i}} = \frac{3}{2 \cdot \pi^2 \cdot \text{SCR}_{P_i}} + \frac{1}{12 \cdot \Delta^2_{P_i}},
$$

where the first term of the above equation provides the Cramér-Rao Bound for a change in peak position due to clutter in a given SLC (Single Look Complex) image (Stein, 1981; Bamler and Eineder, 2005). The SCR value is the ratio between the peak intensity and the background, calculated by averaging the intensity values in the oversampled area excluding the cross-arm pattern produced by the side lobes of the scatterer of interest. The second term in Eq. (4.1) represents the error due to quantization introduced by a chosen oversampling factor (Bennett, 1948). Increasing the oversampling factor does not necessarily always yield a better sub-pixel position, there is a saturation point beyond which the position doesn't improve significantly for any significant increase in oversampling factor. In addition to oversampling, an optional 2D quadratic interpolation is usually performed for computational efficiency (Press et al., 1992).

The observed subpixel position is considered to be unbiased, $(\mu_P, \nu_P) = E\{\mu_{P_i}, \nu_{P_i}\}$, with its quality expressed by the pixel variances from Eq. (4.1) in range and azimuth, $(\sigma^2_{\mu_P}, \sigma^2_{\nu_P})$. The underline (e.g., $\mu_{P_i}, \nu_{P_i}$) denotes that the quantities are stochastic in nature and $E\{\cdot\}$ is the expectation operator. The range and azimuth position observations are considered to be uncorrelated, as they are derived independently.

![Figure 4.1: Slow ($t$) and fast ($\tau$) time coordinates.](image)

**4.2.2. To the temporal 1D radar datum**
The first mapping operator transforms the pixel-positions to time-units. Slow-time (azimuth direction), $t$, and fast-time, $\tau$, refer to the azimuth and range timing, respectively (Bamler and Schättler, 1993), but the time coordinate is inherently one-dimensional. The
absolute time in the satellite system is given by the onboard GPS receiver. GPS time is like an atomic clock time, however not identical to the Universal Time Coordinated (UTC). The corrections from GPS time to UTC, e.g., leap seconds, is implemented in the Level-1 SAR data processing chain or in the GPS instrument. The absolute time, annotated in the SAR header files, is usually provided with a resolution of one microsecond\(^3\) (ENVISAT (Kult et al., 2007) and TSX/TDX (Fritz, 2007)).

The internal relative timing for radar positioning requires more precise numbers\(^4\). The relative time is obtained from the local oscillator (Massonnet and Vadon, 1995). This relative time determines the SWST (Sampling Window Start Time), also known as the near-range time \(T_0\), the sampling frequency, which determines the pixel spacing or posting, and the PRF (Pulse Repetition Frequency) or PRI (Pulse Repetition Interval).

The mapping from the pixel coordinates \((\mu_P, \nu_P)\) to the fast \((\tau_{\mu_P})\) and slow \((\tau_{\nu_P})\) time coordinates can be expressed as, see Fig. 4.1,

\[
\tau_{\mu_P} = T_0 + \mu_P \cdot \Delta \tau \\
\tau_{\nu_P} = T_0 + \nu_P \cdot \Delta \tau,
\]

where \(T_P = T_0 + \tau_{\mu_P}\) is the time of receiving the zero-Doppler signal corresponding to target \(P\), \(T_0\) is the time of emitting the first pulse of the (focused) image, \(T_{\nu_P}\) is the time of emitting the pulse that contains \(P\) in the focused image (azimuth time), \(T_0\) is the time to the first range pixel, or SWST, \(\Delta t = PRI = PRF^{-1}\), and \(\Delta \tau = f_s^{-1}\) is the range sample interval, the inverse of the range sampling frequency (RSF).

**Quality description**

The quality of the time-units in Eqs. (4.2) and (4.3) is dependent on (i) the absolute time given by GPS, and (ii) the local oscillator. The observed fast and slow time coordinates of a scatterer are given by linearizing Eqs. (4.2) and (4.3) with initial values \((t_0, \nu_P, \Delta t, \tau_0, \mu_P, \Delta \tau)\):

\[
\sigma^2_{\tau_{\mu_P}} = \begin{bmatrix} 1, \Delta t, \mu_P \end{bmatrix} \begin{bmatrix} \sigma^2_{\tau_0} & \sigma^2_{\mu_P} & \sigma^2_{\tau} \end{bmatrix} \begin{bmatrix} 1, \Delta t, \mu_P \end{bmatrix}^T
\]

\[
\sigma^2_{\tau_{\nu_P}} = \begin{bmatrix} 1, \Delta t, \nu_P \end{bmatrix} \begin{bmatrix} \sigma^2_{\tau_0} & \sigma^2_{\nu_P} & \sigma^2_{\tau} \end{bmatrix} \begin{bmatrix} 1, \Delta t, \nu_P \end{bmatrix}^T
\]

where \(\sigma^2_{\tau_0}\) is based on the quality of the absolute timing from GPS, and pixel variances \((\sigma^2_{\mu_P}, \sigma^2_{\nu_P})\) are given by Eq. (4.1). \(\sigma^2_{\Delta t}, \sigma^2_{\Delta \tau}\), and \(\sigma^2_{\tau_0}\) represent the respective precisions of PRF, RSF, and SWST given by the local oscillator. The quality of the observed slow and fast time coordinates is influenced by the accuracy and precision of timing information provided in the metadata.

Recently, Marinkovic and Larsen (2013); Bähr (2013) reported a systematic frequency decay of the ENVISAT ASAR instrument which was claimed to originate from the deterioration of local oscillator performance over time. This could introduce a time-dependent-timing error, and as a consequence the time coordinate and positioning capability would

---

\(^3\)In case of TSX and TDX (TanDEM-X), an additional parameter record namely ‘timeGPSFraction’ provides seconds with up to 19 significant digits.

\(^4\)Timing expressed in seconds with \(10^{-10}\) (for ENVISAT) up to \(10^{-20}\) (for TSX) significant decimal digits.
drift over time. If this drift is known \textit{a priori}, it can be compensated, otherwise it has to be estimated empirically over a period of time using calibration targets. In that case, a time-dependent-timing-calibration is mandatory. In our study, the timing information (from the metadata) expressed with a given number of decimal digits is assumed to reflect their precision.

4.2.3. To the geometric 2D radar datum

The second mapping operator transforms the time coordinate \( t_P \) or its 2D equivalent \((\tau_{\mu P}, \tau_{\nu P})\) for point \( P \) to distances in range and azimuth, \((r, a)\) respectively. To discriminate between time and space, we refer to these coordinates as range-distance, \( r \) and azimuth-distance, \( a \), acknowledging the pleonasm. The coordinate system has its origin in the phase center of the antenna. The range distance \( r_P \) is expressed as

\[
   r_P = \frac{v_0}{2} \cdot (\tau_{\mu P} + \tau_{\text{sys}}) + r_\epsilon,
\]

where \( \tau_{\text{sys}} \) is an offset representative of unmodeled internal electronic delays in the system, and \( r_\epsilon \) represents the higher-order positioning terms in range with \( E[r_\epsilon] \neq 0 \). Note that the atmosphere is not vacuum, but the true velocity along the path is unknown. Therefore, we use \( v_0 \) instead of the mean propagation velocity \( v \) (incorporating potential bending effects along the path between the antenna phase center and the target) of the radio signal. Also, in practice, \( \tau_{\text{sys}} \) is either not known and/or not explicitly given in the metadata. Frequently, during the commissioning phase of the mission, the process of Eq. (4.6) is inverted: instead of deriving \( r_Q \) from accurate timing measurements, \( r_Q \) is empirically measured from some calibration target \( Q \), \( \tau_{\mu Q} \) is measured in the commissioning phase, and a correction bias \( \tau_{\text{sys}} \) is estimated, often even using the velocity of light in vacuum, \( v_0 \), instead of the actual velocity \( v \). From inverting Eq. (4.6)

\[
   \tau_{\text{sys}} = \frac{2 \cdot r_Q}{v_0} - \tau_{\mu Q},
\]

is estimated and hence Eq. (4.6) becomes

\[
   r_P = \frac{v_0}{2} \cdot (\tau_0 + \mu_P \cdot \Delta \tau + \frac{2 \cdot r_Q}{v_0} - \tau_{\mu Q}) + r_\epsilon.
\]

Then, instead of explicitly stating this correction factor in the metadata, the timing information may be corrected directly during the generation of the product annotations. Such corrections were described for the case of ENVISAT by Small et al. (2004a), and Dheenathayalan et al. (2014).

This also holds for the distance from the radar antenna phase center to the instantaneous center-of-mass (CoM) of the satellite, and the position of the independent positioning device (GNSS receiver, retro-reflector, or equivalent device). For highly accurate positioning (geo-localization) of targets, the reported state-vectors should point at the antenna phase center. However, conventionally the state-vectors are defined to the CoM of the satellite, which may shift during the lifetime of the mission due to depletion of consumables. Even if the CoM was once calibrated at the start of the mission, a mismatch
(as a drift over time) should be given due consideration during the lifespan of the mission. Similarly, variability of $\tau_{sys}$ over time should be considered due to aging effects of the electronics on board.

From Appendix A, we know that the slant range measurement also includes the higher-order terms such as path delay, tectonics and SET. Therefore, the range position $r_P$ in Eq. (4.8) can be written as:

$$r_P = \frac{v_0}{2} \left( \tau_0 + \mu_p \cdot \Delta \tau + \frac{2 \cdot \tau_Q}{v_0} - \tau_{\mu_Q} \right) + r_{pd_p} + r_{tect_p} + r_{set_p},$$  \hspace{1cm} (4.9)$$

where $r_{pd_p}$, $r_{tect_p}$, and $r_{set_p}$ are the modeled position correction factors in range. $\sigma^2_{r_{pd_p}}$, $\sigma^2_{r_{tect_p}}$, and $\sigma^2_{r_{set_p}}$ (see Appendix A) are set to their respective $a$ priori precisions.

Now in the along-track dimension, the geometric azimuth distance $a_P$ is expressed as:

$$a_P = v_{s/c} \cdot (\tau_P + \tau_{sys}) + a_e,$$

$$= v_{s/c} \cdot (\tau_0 + \nu_P \cdot \Delta t + \tau_{sys}) + a_e, \hspace{1cm} (4.10)$$

where $v_{s/c}$ is the local velocity of the spacecraft, $\tau_{sys}$ is an offset due to instrument timing errors, and $a_e$ represents the higher-order positioning terms in azimuth with $E[a_e] \neq 0$, see Appendix A. $\tau_{sys}$ is also estimated and corrected during the commissioning phase to yield

$$a_P = v_{s/c} \cdot (\tau_0 + \nu_P \cdot \Delta t + \tau_{sys}) + a_e + a_{shift_p} + a_{tect_p} + a_{set_p}, \hspace{1cm} (4.11)$$

Radar satellites are often zero-Doppler steered, and the raw data is then focused to produce a SLC image. In this study, the offsets emanating from the Doppler (usually zero-Doppler) image processing (SAR focusing) are assumed to be already compensated by the processor during focusing and hence not considered.

From Appendix A, the azimuth measurements are influenced by timing ($a_{shift_p}$), tectonics ($a_{tect_p}$) and SET ($a_{set_p}$). Then, Eq. (4.11) can be rewritten by:

$$a_P = v_{s/c} \cdot (\tau_0 + \nu_P \cdot \Delta t + \frac{a_Q}{v_{s/c}} - \tau_{vQ}) + a_{shift_p} + a_{tect_p} + a_{set_p}, \hspace{1cm} (4.12)$$

where $a_{shift_p}$, $a_{tect_p}$, and $a_{set_p}$ are the modeled position correction factors in azimuth and $\sigma^2_{a_{shift_p}}$, $\sigma^2_{a_{tect_p}}$, and $\sigma^2_{a_{set_p}}$ are set to their respective $a$ priori precisions.
Quality description

The observed range and azimuth distances are, \((r_p, a_p)\), with their quality expressed by the variances in range \(\sigma^2_{r_p}\) and azimuth \(\sigma^2_{a_p}\) with initial values \((\tau^0_0, \mu^0_p, \Delta t^0, t^0_0, v^0_P, \Delta t^0, t^0_{sys})\) determined by:

\[
\sigma^2_{r_p} = \alpha^T \cdot A \cdot \alpha \\
\sigma^2_{a_p} = \beta^T \cdot B \cdot \beta,
\]

where

\[
\alpha = \left[ \frac{\nu^0_p}{2}, \frac{\nu^0_P}{2} \cdot \Delta t^0, \mu^0_p, \frac{\nu^0_P}{2}, 1, 1, 1 \right],
\]

\[
\beta = \left[ t^0_0 + \nu^0_P \cdot \Delta t^0 + t^0_{sys}, v^0_P \cdot \Delta t^0, \nu^0_P \cdot \Delta t^0, v^0_P \cdot \nu^0_P, 1, 1, 1 \right],
\]

\[
\text{diag}\{A\} = [\sigma^2_{\tau_0}, \sigma^2_{\mu_p}, \sigma^2_{\Delta t}, \sigma^2_{\tau_{sys}}, \sigma^2_{r_{pd_p}}, \sigma^2_{r_{t_{rect_p}}}, \sigma^2_{r_{set_p}}],
\]

\[
\text{diag}\{B\} = [\sigma^2_{v_{ic}}, \sigma^2_{t_0}, \sigma^2_{v_p}, \sigma^2_{\Delta t}, \sigma^2_{t_{sys}}, \sigma^2_{a_{shift_p}}, \sigma^2_{a_{t_{rect_p}}}, \sigma^2_{a_{set_p}}].
\]

The range and azimuth distance estimates are considered to be uncorrelated, neglecting any covariance as a result of timing, and other common error sources.

4.2.4. To the geometric 3D radar datum

Range, azimuth, and cross-range\(^5\) distances form a 3D orthogonal Cartesian coordinate system in a radar geometry as shown in Fig.4.2. With a single SLC image, the third dimension, namely cross-range \((c)\) cannot be derived, but interferometric SAR observations can be utilized to estimate it. Therefore, unlike azimuth and range distances, cross-range distance is expressed relative to a spatial (reference point \(R\)) and a temporal (reference master image \(M\)) reference.

\(^5\)This is also sometimes called elevation in the literature, even though it is not in the vertical direction.
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Figure 4.3: Cross-range ($c_p$) component estimated from interferometry. $R$ is the reference point and $P$ is the scatterer of interest. The reference surface can be considered to be either a flat surface (as drawn here), an ellipse, or a DEM.

From Fig. 4.3, the cross-range component is estimated from the change in look-angle $\theta_{PR}$, and the distance between the sensor and the scatterer $r_p$ (from Eq. (4.9)). The change in look angle $\theta_{PR}$ is estimated from the interferometric phase change. Under the far-field approximation (Zebker and Goldstein, 1986), the cross-range becomes

\[
\begin{align*}
  c_p &= r_p \cdot \theta_{PR} \\
  &= -\frac{\lambda}{4\pi} \frac{r_p}{B_{||,1}} \cos(\theta_{PR} - \alpha_1) \phi_{PR,1} \\
  &= -\frac{\lambda}{4\pi} \frac{r_p}{B_{||,1}} \phi_{PR,1},
\end{align*}
\]

where $\lambda$ is the radar wavelength. $B_{||,1}$, $B_{\perp,1}$, $\phi_{PR,1}$, and $\alpha_1$ are the baseline, perpendicular baseline, the unwrapped interferometric phase, and the baseline angle between a master $M$ and slave $S$ acquisition, respectively.

Each interferometric pair provides a derived observation of change in look-angle ($\theta_{PR}$) (Hanssen, 2001a, pp. 34–40). When a radar scatterer is measured from a stack of $m$ repeat-pass acquisitions with different baselines $[B_{||,1}, B_{\perp,2}, \ldots, B_{\perp,m-1}]$, then $\theta_{PR}$ and hence $\hat{c}_p$ and its precision $\sigma_{\hat{c}_p}^2$ can be better estimated using BLUE (Best Linear Unbiased Estimation).
(Teunissen et al., 2005):

\[ \hat{\mathbf{c}}_P = \hat{\mathbf{x}}(1) \text{ and } \sigma^2_{\hat{\mathbf{c}}_P} = \sigma^2_{\hat{\mathbf{x}}}(1,1), \text{ with} \]

\[ \hat{\mathbf{x}} = (G^T Q_y^{-1} G)^{-1} G^T Q_y^{-1} \mathbf{y} \text{ and } \sigma^2_{\hat{\mathbf{x}}} = (G^T Q_y^{-1} G)^{-1}, \]

(4.16)

given the following functional and stochastic models with initial values \((r_P^0, B_{\perp,1}^0, B_{\perp,2}^0, \ldots, B_{\perp,m-1}^0)\),

\[ \begin{bmatrix} \phi_{PR,1} \\ \phi_{PR,2} \\ \vdots \\ \phi_{PR,m-1} \\ B_{\perp,1}^0 \\ B_{\perp,2}^0 \\ \vdots \\ B_{\perp,m-1}^0 \\ \mathbf{r}_P^0 \end{bmatrix} = \begin{bmatrix} -4\pi B_{\perp,1}^0 \\ -4\pi B_{\perp,2}^0 \\ \vdots \\ -4\pi B_{\perp,m-1}^0 \\ \lambda r_P^0 \\ \lambda r_P^0 \\ \vdots \\ \lambda r_P^0 \end{bmatrix} Q_y \begin{bmatrix} c_P \\ B_{\perp,1} \\ B_{\perp,2} \\ \vdots \\ B_{\perp,m-1} \\ \mathbf{r}_P \end{bmatrix}, \]

where \(E\{\cdot\}\) is the first moment, \(D\{\cdot\}\) is the second moment, \(\sigma^2_{r_P}\) is given by Eq. (4.13), \(\sigma^2_{\phi_{PR,1}}, \sigma^2_{\phi_{PR,2}}, \ldots, \sigma^2_{\phi_{PR,m-1}}\) is from interferometry, and \(\sigma^2_{B_{\perp,1}}, \sigma^2_{B_{\perp,2}}, \ldots, \sigma^2_{B_{\perp,m-1}}\) takes into account the baseline quality due to orbit inaccuracies in \((m-1)\) interferometric pairs.

**Quality description**

The quality of the range \(\sigma^2_{r_P}\) and azimuth \(\sigma^2_{a_P}\) distances is derived as explained in Section 4.2.3. The cross-range precision \(\sigma^2_{\hat{\mathbf{c}}_P}\) depends on: (i) sub-pixel positions (of both reference point \(R\) and scatterer \(P\)), (ii) temporal phase stability of the reference point \(R\), (iii) phase unwrapping, (iv) the number of images, (v) the perpendicular baseline distribution, and (vi) phase noise. In this work, (i) and (ii) are handled, while (iii) is assumed to be error-free, and factors (iv) to (vi) are subject to data availability and not discussed here.

Since we use PSI to obtain the cross-range component, our 3D position estimates viz. range, azimuth, and cross-range are relative in nature. Therefore, the higher-order (azimuth and range) positioning terms are applied with respect to a master image. In order to obtain the absolute 3D position for scatterers, we choose a scatterer with known 3D position as a reference point during PSI processing. Then, from Eqs. (4.13), (4.14), and (4.16), the uncertainty in positioning a scatterer \(P\) in 3D radar geometry is expressed using the following VC matrix:

\[ Q_{\text{r-ac}} = \begin{bmatrix} \sigma^2_{r_P} & \sigma^2_{a_P} \\ \sigma^2_{a_P} & \sigma^2_{\hat{\mathbf{c}}_P} \end{bmatrix}. \]

(4.18)
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From this VC matrix, the 3D position error ellipsoid per scatterer can be drawn. Though the error in azimuth and range positions will have some influence in cross-range estimation, in our study, the error covariances are assumed to be negligible and hence the 3D VC matrix is considered to be diagonal.

Figure 4.4: Radar to map geometry.

4.2.5. To the ellipsoidal 3D TRF datum and local 3D coordinate system

A scatterer in the 3D radar geometry \((r_P, a_P, c_P)\) is transformed to a 3D TRF reference system expressed in \((x_P, y_P, z_P)\) using a non-linear mapping transformation known as geocoding is described by the following equations (Schwäbisch, 1995b; Small et al., 1996; Hanssen, 2001a):

Doppler: 
\[
V_{s/c}(a_P) \cdot \left( \frac{P - S(a_P)}{|P - S(a_P)|} \right) - \frac{\lambda}{2} \cdot f_D(a_P) = 0,
\]

Range: 
\[
(P - S(a_P)) \cdot (P - S(a_P)) - r_P = 0,
\]

Ellipsoid: 
\[
\frac{x_P^2}{(l + H_P)^2} + \frac{y_P^2}{(l + H_P)^2} + \frac{z_P^2}{(b + H_P)^2} - 1 = 0,
\]

Height of scatterer \(P\) above reference surface and its precision:
\[
\begin{align*}
H_P &= H_R + \hat{c}_p \cdot \sin(\theta_{inc, p}), \\
\sigma_{H_P}^2 &= \sigma_{H_R}^2 + \sigma_{\hat{c}_p}^2 \cdot \sin^2(\theta_{inc, p}),
\end{align*}
\]

(4.19)
where $H_R$ is the position (height above reference surface) of the reference point $R$ (see Fig. 4.3), and its precision $\sigma^2_{H_R}$. $P = \{x_P, y_P, z_P\}$ is the position of scatterer in TRF, $\theta_{inc,P}$ is the incidence angle at $P$, and $f_D(p)$ is the Doppler frequency while imaging scatterer $P$ at azimuth position $a_P$. For products provided in zero-Doppler annotation, $f_D(a_P) = 0$.

$S(a_P) = [s_x(a_P), s_y(a_P), s_z(a_P)]$, and $V_{s/c}(a_P) = [v_x(a_P), v_y(a_P), v_z(a_P)]$ are the respective position and velocity vectors of the spacecraft at the instant of imaging scatterer $P$ at $a_P$ during the master acquisition. $l$ and $b$ are the semi-major and semi-minor axis of the reference ellipsoid, respectively.

Optionally, to ease identification and visualization of scatterers at the object level, the 3D TRF coordinates $(x_P, y_P, z_P)$ are further projected into a national or local reference coordinate system (Fig. 4.4). This national or local 3D Cartesian coordinate system is usually defined by coordinates East ($e$), North ($n$) and Up or Height ($h$). Here, we project the 3D TRF coordinates using de Bruijne et al. (2005) into the Dutch National Triangulation system RD (‘Rijksdriehoeksstelsel’ in Dutch) and vertical NAP (‘Normaal Amsterdams Peil’) reference system, denoted as RDNAP.

**Quality description**

The 3D position uncertainty in radar $Q_{rac}$ can be propagated to map geometry $Q_{enh}$ by Monte-Carlo simulation, linearization, or in a geodetic manner by computing the transformation parameters between the radar and map coordinate systems. The geocoding (Eq. (4.19)), and projection (de Bruijne et al., 2005) steps form a complex non-linear process, thus the error propagation is not performed by linearization. Monte-Carlo simulation based approaches are not preferred, as they are relatively time consuming to apply for several (e.g. up to millions of) scatterers in a radar image. In this paper, we use the geodetic approach for error propagation. We know that the geocoding and subsequent projection steps provide point clouds in both the radar $[a_i, r_i, c_i]$ and local map $[e_i, n_i, h_i]$ coordinates, $\forall i \in \{1, 2, \ldots, N\}$ scatterers. Therefore, the available point clouds in both radar and local map coordinates are exploited to form the following S-transformation (Baarda, 1981):

\[
E\begin{bmatrix}
e_1 \\
n_1 \\
h_1 \\
\vdots \\
e_N \\
n_N \\
h_N
\end{bmatrix} = F \begin{bmatrix}d_{3 \times 1} \\
\vdots \\
\text{vec}(R_{3 \times 3})\end{bmatrix}
\]

with $F = \begin{bmatrix}
1 & 0 & 0 & a_1 & r_1 & c_1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & a_1 & r_1 & c_1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & a_1 & r_1 & c_1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & 0 & 0 & a_N & r_N & c_N & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & a_N & r_N & c_N & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & a_N & r_N & c_N
\end{bmatrix}$.

where $d$ is the translation vector, $R$ is the rotation matrix and operator vec{} is the vector of a matrix. For a given area of interest, transformation parameters $S$ and $R$ are estimated.
using BLUE (Teunissen et al., 2005). Then the 3D position error ellipsoid (or VC matrix) can be propagated from radar geometry to a given local map geometry (Fig. 4.4) and vice-versa. From Eq. (4.18) and the variance propagation law, the VC matrix in local map geometry is given by

\[
Q_{\text{enh}} = R_{3 \times 3} \cdot Q_{\text{rac}} \cdot R_{3 \times 3}^T = \begin{bmatrix}
\sigma_e^2 & \sigma_{en}^2 & \sigma_{eh}^2 \\
\sigma_{en}^2 & \sigma_n^2 & \sigma_{nh}^2 \\
\sigma_{eh}^2 & \sigma_{nh}^2 & \sigma_h^2
\end{bmatrix},
\]

(4.21)

where the diagonal (\(\sigma_e^2, \sigma_n^2, \sigma_h^2\)) and non-diagonal (\(\sigma_{en}^2, \sigma_{eh}^2, \sigma_{nh}^2\)) entries are the variances and covariances in east, north and up coordinates, respectively. Then, for each coherent scatterer, from the eigenvalues of \(Q_{\text{enh}}\), a 3D error ellipsoid is drawn with the estimated position as its center. The error ellipsoid can be described by its size, shape and orientation:

- The dimensions of the error ellipsoid are given by the eigenvalues of \(Q_{\text{enh}}\), which are the diagonal elements of \(Q_{\text{rac}}\). Therefore, \(\sigma_{rp}, \sigma_{ap},\) and \(\sigma_{cp}\) describe the three semi-axis lengths of the ellipsoid.

![Figure 4.5: A cross-section of error ellipsoid in range and cross-range dimensions. Error ellipse for the cases \(\gamma_1 \ll \gamma_2\) (prolate ellipsoid) and \(\gamma_1 \approx \gamma_2\) (spheroid) are drawn in black and blue, respectively.](image)

- The shape the ellipsoid is derived from the ratio of their axis lengths, given by \((1/\gamma_1/\gamma_2)\), where \(\gamma_1 = \frac{\sigma_{ap}}{\sigma_{rp}}\), and \(\gamma_2 = \frac{\sigma_{cp}}{\sigma_{rp}}\), see Tab. 4.2.

- The orientation (inclination) of an error ellipsoid is dependent on the local incidence angle of the radar beam at the target. A cross-section of an error ellipsoid for \(\gamma_1 \ll \gamma_2\) (in black) and \(\gamma_1 \approx \gamma_2\) (in blue) is shown in Fig. 4.5.

Table 4.2: Depending on the values of \(\gamma_1\) and \(\gamma_2\), the shape of the error ellipsoid will vary from a prolate ellipsoid to a spheroid.

<table>
<thead>
<tr>
<th>Case</th>
<th>Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1 \leq \gamma_1 \ll \gamma_2)</td>
<td>a prolate (cigar-shaped) ellipsoid elongated in cross-range direction</td>
</tr>
<tr>
<td>(\gamma_1 \approx \gamma_2 \approx 1)</td>
<td>a spheroid</td>
</tr>
</tbody>
</table>
4.3. Scatterer position validation

Here, the position obtained in the previous section is assessed in 2D and 3D with the ground truth position measurements. Scatterer positioning accuracy or error is defined as the difference between the ground truth and measured (or estimated) positions. The measured position, retrieved from the image, is obtained by performing complex FFT oversampling and detecting the sub-pixel location of a target in a given SLC image and correcting for the higher-order positioning terms as stated in the previous section. The ground truth position, used for validation, is obtained with the aid of an external terrestrial measurement technique such as DGPS. The DGPS instrument is used to measure the phase center of a target of interest such as a trihedral corner reflector.

4.3.1. 2D accuracy

The position accuracy in 2D is computed in radar geometry as the difference between the ground truth and measured positions for azimuth and range coordinates. In 2D, two outcomes are produced:

1. Similar to Small et al. (2004a); Schubert et al. (2010); Eineder et al. (2011), the accuracy is computed without taking into account the stochastic properties of the measurements and the higher-order positioning terms. This computation will serve as an independent validation of the results reported in Schubert et al. (2010); Eineder et al. (2011); Small et al. (2004a,b) for TSX SM images.

2. Then, 2D accuracy is computed taking into account all the stochastic properties as described below.

Let \( \{a_{1,E}, a_{2,E}, \ldots, a_{m,E}\} \) and \( \{\sigma_{a_{1,E}}^2, \sigma_{a_{2,E}}^2, \ldots, \sigma_{a_{m,E}}^2\} \) be the measured azimuth positions and their respective precisions in \( m \) images. If the target is measured with DGPS and then radar-coded by range-Doppler positioning (Meier et al., 1993; Small et al., 1996) to obtain the ground truth positions in \( \{a_{1,T}, a_{2,T}, \ldots, a_{m,T}\} \) with its precision given by \( \{\sigma_{a_{1,T}}^2, \sigma_{a_{2,T}}^2, \ldots, \sigma_{a_{m,T}}^2\} \), then the functional and stochastic models for the azimuth position error (accuracy) can be written as

\[
E(y) = A \mu_a, \quad \text{with} \quad y = \begin{bmatrix} a_{1,T} - a_{1,E} \\ a_{2,T} - a_{2,E} \\ \vdots \\ a_{m,T} - a_{m,E} \end{bmatrix}, \quad A = \begin{bmatrix} 1 \\ 1 \\ \vdots \\ 1 \end{bmatrix}, \quad \text{and} \quad Q_y = \begin{bmatrix} \kappa_1 \\ \kappa_2 \\ \vdots \\ \kappa_m \end{bmatrix},
\]

where \( \kappa_i \) is the part of the a priori \( Q_y \) matrix representing \( i \)-th image, defined as:

\[
\kappa_i = \sigma_{a_{i,T}}^2 + \sigma_{a_{i,E}}^2, \quad \forall \, i \in \{1,2,\ldots,m\}. \tag{4.23}
\]

Taking into account \( Q_y \), the first (\( \hat{\mu}_a \)) and second (\( \hat{\sigma}_a^2 \)) moments of azimuth position error are given by:

\[
\hat{\mu}_a = (A^T Q_y^{-1} A)^{-1} A^T Q_y^{-1} y, \quad \text{and} \quad \hat{\sigma}_a^2 = \frac{m}{m-1} \frac{\hat{e}^T Q_y^{-1} \hat{e}}{\text{Tr}(Q_y^{-1})}, \quad \text{with} \quad \hat{e} = y - A \hat{\mu}_a, \tag{4.24}
\]
where operator Tr{.} is the trace of a matrix. If $\hat{\mu}_r \neq 0$ then it represents the existence of a systematic bias in the azimuth position estimate, which might have been left uncompensated during the satellite's (geometric) calibration phase.

Similar to Eq. (4.22), given the ground truth range positions in $m$ images by $[r_{1,T}, r_{2,T}, \ldots, r_{m,T}]$ and their precisions $[\sigma^2_{r_{1,T}}, \sigma^2_{r_{2,T}}, \ldots, \sigma^2_{r_{m,T}}]$, the functional and stochastic models of the range position error is written by,

$$E\{y\} = A \mu_r, \text{ with } y = \begin{bmatrix} r_{1,T} - r_{1,E} \\ r_{2,T} - r_{2,E} \\ \vdots \\ r_{m,T} - r_{m,E} \end{bmatrix}, A = \begin{bmatrix} 1 \\ 1 \\ \vdots \\ 1 \end{bmatrix}, \text{ and } Q_y = \begin{bmatrix} \kappa_1 & \kappa_2 & \cdots & \kappa_m \end{bmatrix},$$

(4.25)

where $[r_{1,E}, r_{2,E}, \ldots, r_{m,E}]$ and $[\sigma^2_{r_{1,E}}, \sigma^2_{r_{2,E}}, \ldots, \sigma^2_{r_{m,E}}]$ are the measured range positions and their precisions in $m$ images. $\kappa_i$ is the part of the $Q_y$ matrix representing $i$-th image, defined as:

$$\kappa_i = \sigma^2_{r_{i,T}} + \sigma^2_{r_{i,E}}, \forall i \in \{1, 2, \ldots, m\}.$$  

(4.26)

The first ($\hat{\mu}_r$) and second ($\hat{\sigma}^2_r$) moments of range position error is computed by substituting Eq. (4.25) in Eq. (4.24). Similarly, when $\hat{\mu}_r \neq 0$, it represents the existence of a systematic bias in the range position estimate. It is an estimate of the residual range timing offset, left uncorrected during calibration.

### 4.3.2. 3D accuracy

The 3D position accuracy proposed in our study, expressed as the difference between the ground truth and estimated positions, is computed in 3D Cartesian coordinates. For targets with known effective phase centers such as CR, the ground truth position is obtained by measuring it with DGPS. But, for non-CR targets such as PS, the effective phase center is neither known precisely nor can it necessarily be measured per individual scatterer. For such targets, the 3D position accuracy was validated using external 3D building and city models. For 3D positioning, we demonstrate three key results:

1. The improved absolute 3D positioning capability with its precision drawn as an error ellipsoid.

2. Validation of 3D positioning accuracy and the error ellipsoid concept using a hypothesis testing procedure for scatterers whose phase center can be precisely measured (such as CR).

We assume the null hypothesis $H_0$ that the 3D position estimated $P_E = [e_E, n_E, h_E]$ with uncertainty $Q_{enh,E}$ and the ground truth position (obtained from DGPS) $P_T = [e_T, n_T, h_T]$ with uncertainty $Q_{enh,T}$ measure the same position $[e, n, h]$ of a scatterer. Therefore, the functional and stochastic models of our observations are given by:
4. Positioning and target association in high resolution imagery

Figure 4.6: Delft corner reflector experiment setup. (A) Delft corner reflector experiment site. Six small (CR 1 to 6) and one big (CR 7) corner reflectors were imaged with TSX SM descending pass acquisitions. (B) Mean intensity image (from 45 acquisitions) covering seven corner reflectors. The colorbar represents the intensity expressed in dB. Subpixel locations are marked with red dots along with their CR numbers. (C) Ground truth measurement setup using DGPS and tachymetry.

\[
H_0: \begin{bmatrix}
    e^E \\
    n^E \\
    h^E \\
    e^T \\
    n^T \\
    h^T
\end{bmatrix} = \begin{bmatrix}
    I \\
    I
\end{bmatrix} \begin{bmatrix}
    e \\
    n
\end{bmatrix} + \xi, \quad \text{with} \quad Q_{enh,ET} = \begin{bmatrix}
    Q_{enh,E} \\
    Q_{enh,T}
\end{bmatrix}, \quad (4.27)
\]

where \( I \) is the identity matrix, \( \hat{\xi} = y - \hat{y} \) is the vector of residues, and \( Q_{enh,ET} \) is the a
4.4. Experiment setup

4.4.1. Configuration

Six small (45 cm sides) and one big (1 m sides) trihedral corner reflectors were deployed near Delft in August 2012, see Fig. 4.6A, and oriented for TSX stripmap descending pass.
Table 4.3: Precision of ground truth CR position measurements in East, North, and Up coordinates.

<table>
<thead>
<tr>
<th></th>
<th>Local position (Tachymetry)</th>
<th>Final position (DGPS and Tachymetry)</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ_e [mm]</td>
<td>σ_n [mm]</td>
<td>σ_h [mm]</td>
</tr>
<tr>
<td>CR6</td>
<td>2.0</td>
<td>2.2</td>
</tr>
<tr>
<td>CR7</td>
<td>6.4</td>
<td>0.9</td>
</tr>
</tbody>
</table>

acquisitions. The mean intensity image with the corner reflectors is shown in Fig. 4.6B. 45 SM images acquired by a combination of TSX and TDX satellites from Aug 2012 to March 2014 were used in our study. We concentrated on the results of one small (CR6) and one big (CR7) reflector, since they were least interfered by the side-lobes of other reflectors. The CR’s ground truth position was measured using a DGPS and tachymetry setup as shown in Fig. 4.6C. Trimble R7 GPS receivers were placed at reference locations marked R1, R2, and R3 for 40 minutes and at R4 for 5 hours. Station R4 served as a local GPS reference. The Total Station (TOPCON GPT-7003i) was placed at R1, R2, and R3 to measure the apex of the CR with respect to R1, R2 and R3 respectively as illustrated by the measurement lines (in red) in Fig. 4.6C. The local positions were found to exhibit a better than 1 cm precision as shown in Tab. 4.3. The GPS data was processed using the Netherlands Positioning Service (NETPOS, 2015). The total station local measurements were then combined with GPS coordinates to get coordinates in ETRS89. From the final position estimates, the overall precision was found to be ~1 cm in the horizontal (e and n) and ~2 cm in the vertical (h) directions (see Tab. 4.3).

Table 4.4: Change in external azimuth time shift for TSX and TDX processor versions.

| Satellite | Processor version | Azimuth shift | |a_shift| [cm] |
|-----------|-------------------|---------------|-------------------|-------------|
| TSX-1     | v4.6              | ~33.34        |
| TSX-1     | v4.7,v4.8,v4.9    | ~7.94         |
| TDX-1     | v4.8,v4.9         | ~4.81         |

4.4.2. Computation of the higher-order positioning terms
The higher-order positioning components (Appendix A) were computed for the Delft experiment site. Fig. 4.7 (A) shows the azimuth timing shift values retrieved from the TSX and TDX metadata for the experiment period. During our experiment’s time span, the TSX and TDX processors were updated a few times with new (radiometric and geometric) calibration constants. As a result, the azimuth time shift value changed depending on the processor version with which the image was processed and the satellite, as shown in Tab. 4.4. The precision of the timing offset is given in nanoseconds (resulting in < 1 mm standard deviation), hence the stochasticity of this term was neglected. Atmospheric slant range one-way path delay at the time of satellite pass along with its 1σ uncertainty in meters
is plotted in Fig. 4.7 (B). The ionospheric path delay contribution retrieved from Global Ionosphere Maps was given with a precision in the order of 5 to 10 mm. The tropospheric delay was obtained from a GNSS station located in Delft, ∼7 km from the test site. The use of GPS phase measurements provided tropospheric delays with a precision < 5 mm (Baltink et al., 2002; Bender et al., 2008). Taking the flat topography of the terrain into account, it is assumed that the troposphere contribution at the test site was not significantly different from the location of the GNSS station. Fig. 4.7 (C) shows the SET at the time of image acquisition projected in azimuth and range directions. For our Delft test site, SET was computed using a Fortran program by Milbert (2011). That tidal model was validated by Schubert et al. (2012a) to have 1 cm precision, representing 1σ of the estimated SET. Finally, the corrections due to plate tectonics were computed for each epoch of the satellite pass using the EUREF (the AG (International Association of Geodesy) Regional Reference Frame sub-committee for Europe) permanent network services (Bruyninx, 2004; Bruyninx et al., 2009) and applied before comparing the estimated and ground truth positions. The impact of plate motion in azimuth and range is plotted in Fig. 4.7 (D). The precision of GNSS station velocities was in the order of 1 mm/year, hence the stochasticity of this effect is ignored.

Figure 4.8: Delft experiment site: 2D absolute position accuracy of small CR6 (A) and big CR7 (B) for TSX SM descending mode acquisitions. Dashed lines indicate the azimuth and range pixel spacings. Color represents the variation of position accuracy over time. Images affected by strong wind or heavy rain are marked with black rectangles and were removed in the error computations. (A) Small reflector CR6 with accuracy of −6.1 ± 8.7 cm in azimuth and 32.7 ± 4.2 cm in range. (B) Big reflector CR7 with accuracy of −1.8 ± 6.9 cm and 32.3 ± 2.2 cm in azimuth and range, respectively.

4.5. Results

4.5.1. 2D absolute CR position accuracy
CR phase center positions measured with DGPS and tachymetry were radar-coded and compared with image pixels which were FFT oversampled by a factor of 128 × 128. The higher-order positioning terms such as SET, azimuth time shift, path delay and plate tectonics were computed as shown in Fig. 4.7, and mitigated for CR6 and CR7.

Fig. 4.8 shows the 2D absolute position error as a function of time, before and after applying the listed corrections. After applying the corrections, CR6 exhibited a positional
offset of $-6.1 \pm 8.7$ cm in azimuth and $32.7 \pm 4.2$ cm in range directions, while CR7 showed an offset of $-1.8 \pm 6.9$ cm and $32.3 \pm 2.2$ cm in azimuth and range, respectively. The bigger CR7 showed slightly better positional accuracy in comparison to its small sized counterpart CR6. Using the results from CR7, one can say that the bias of $\tilde{\mu}_a \approx 2$ cm in azimuth and $\tilde{\mu}_r \approx 32$ cm in range were due to residual azimuth and range timing errors. Taking the SM mode into account, these 2D position accuracies are comparable to the results from Schubert et al. (2010); Eineder et al. (2011); Balss et al. (2013) and will serve as a benchmark for future SM mode validations.

The amplitude response of CR’s impacted by adverse weather conditions (marked with black rectangles in Fig. 4.8) were considered outliers and removed in the error computations. The meteorological data, obtained from the Royal Netherlands Meteorological Institute, were used to understand the outliers. Due to strong wind gusts up to $\sim 40$ km/h and $\sim 90$ km/h on days before the acquisitions 24-Sep-2012 and 21-Apr-2013, respectively, CR6 and CR7 appear to be affected. For images dated 11-Sep-2013 and 22-Sep-2013, CR6 showed a 5 to 10 dB dip in SCR due to the accumulation of rain water in the reflector. Heavy rainfall of up to $\sim 14$ mm was recorded days before the satellite pass. Similarly, CR7 showed a decrease in SCR of about 16 dB on 05-Nov-2013 and 27-Nov-2013 due to strong wind ($\sim 60$ km/h) and rainfall ($\sim 5$ mm). During the experiment timespan, after detecting abnormal amplitude changes, field inspections were carried out to repair (fix the screws or clean the drainage hole of) the affected CR.

It is to be noted (refer the color coding in Fig. 4.8) that the position was not found to systematically drift over time, which could signal either an excellent performance of the onboard local oscillator or that the relevant corrections were being implicitly performed regularly for the respective timing parameters in the metadata. Similar reasoning holds for CoM changes of the satellite.
4.5. Results

Figure 4.10: Demonstration of 3D position accuracy of corner reflectors with its 3D uncertainty expressed using error ellipsoids. All error ellipsoids are drawn with 1σ confidence intervals. (A) 3D absolute position accuracy with its quality drawn as an error ellipsoid. CR6 and CR7 are plotted before (with red ellipsoid) and after corrections (with blue ellipsoid), both with respect to the ground truth given by its GPS position (indicated with a black dot). (B) The 3D accuracy of CR6 was 1.12 m. It exhibited a cigar-shaped error ellipsoid with a ratio of axis lengths 1/2/129. (C) The 3D accuracy of CR7 was 0.66 m. It exhibited a cigar-shaped error ellipsoid with a ratio of axis lengths 1/3/213. With a 0.01 level of significance, the estimated 3D position of CR6 and CR7 with error ellipsoid (in blue) represented the ground truth position (in black). The error ellipsoids in (B) and (C) are projected in en, nh, and he planes (indicated with dashed lines) to illustrate their intersection with the ground truth position.

4.5.2. 2D absolute position accuracy of CR using stochastic information

Here, the 2D accuracy was computed by taking into account the stochastic properties of position estimates, ground truth and the higher-order positioning terms, as described in Eq. (4.13), Eq. (4.14), and sec. 4.3.1. As a result, every azimuth and range position was now associated with a 2 × 2 diagonal VC matrix and represented by an error ellipse as depicted in Fig. 4.9 for CR6 and CR7. CR6 exhibited position offset of $-4.8 \pm 8.6$ cm in azimuth and $32.6 \pm 4$ cm in range, while CR7 showed $-1.7 \pm 6.8$ cm and $32.3 \pm 2.2$ cm in azimuth and range, respectively.

Comparing Fig. 4.9 with Fig. 4.8, the accuracy estimates were slightly improved (for CR6 in azimuth), because the stochastic characteristics of the higher-order terms estimates and the quality of the azimuth and range position estimates did not vary significantly.
4.5.3. 3D absolute positioning and its uncertainty for CR

During PSI and geocoding, CR1, whose height in ETRF89 was known a priori, was taken as a reference point, so that the estimated scatterer heights were interpretable. Azimuth and range corrections were applied with respect to the master image (30-Mar-2013). 3D position error modeling and error propagation were applied as described in sec. 4.2.4 and sec. 4.2.5 respectively. The resulting error ellipsoids for CR6 and CR7 before (in red) and after (in blue) the higher-order positioning term corrections are drawn in comparison to their ground truth position (in black) obtained from GPS and tachymetry (Fig. 4.10A).

An offset between the estimated and ground truth 3D positions was computed to be 1.12 m for CR6 and 0.66 cm for CR7. CR6 and CR7 exhibited a prolate error ellipsoid with a ratio of axis lengths 1/2/129 and 1/3/213, respectively. With the precision of height estimated to be $\sigma_{h} = 1 \text{ m}$, the cross-range precision $\sigma_{c}$ was about 2.5 m. Therefore, the case of $\gamma_1 << \gamma_2$ (see Tab. 4.2 and Fig. 4.5) was observed for both reflectors. Hence, the error ellipsoids were cigar-shaped and elongated along the cross-range direction. The orientation of the error ellipsoids was attributed to the steep incidence angle of about 24° for the TSX descending pass acquisitions over Delft. Hypothesis testing (OMT) was carried out as stated in sec. 4.3.2, and as a result, the estimated positions of CR6 and CR7 were found to represent their ground truth positions with a 0.01 level of significance (Figs. 4.10B and 4.10C).

CR7 exhibited better positioning capability (with smaller error ellipsoid) compared to CR6 due to its higher signal-to-noise ratio as seen in Fig. 4.8B. The ground truth 3D position of corner reflectors was plotted in black for comparison. It can be seen that the error ellipsoid (in blue) intersects with the ground truth position (in black), demonstrating our proposed methodology. Hence, providing position corrections along with 3D error modeling helps to identify where the radar reflections originate, in this case a known trihedral corner reflector object.

![Figure 4.11](image-url)
4.5. Results

Figure 4.12: Demonstration of 3D absolute positioning and error ellipsoid concept for coherent scatterers using 3D building model. (A) Geometry of a building of interest in a Google Earth map (GoogleInc., 2015). (B) 3D building model constructed from LiDAR data. (C) Coherent scatterers along with their error ellipsoids drawn in blue with 1σ confidence. (D) Error ellipsoids seen from the side. (E) Zoomed to visualize scatterers with ellipsoids intersecting at roof level.
4.5.4. 3D absolute positioning and its uncertainty for (non-CR) coherent scatterers

The proposed methodology was also applied to all coherent scatterers in the image and the results are presented for: i) an isolated target such as a pole, and ii) an urban region with a 3D building model.

i) A single radar target was selected and its improved (after corrections) 3D position with error ellipsoids (blue: $3\sigma$ and gray: $1\sigma$) are drawn over a Google Earth Street View map as illustrated in Fig. 4.11. From its 3D position and error ellipsoid, based on its intersection with a lamp post, we are able to associate the radar scatterer to an object, in this case a lamp post.

ii) A complex urban environment (see Fig. 4.12A) with a 3D building model as shown in Fig. 4.12B was selected. The 3D building model was constructed using high quality LiDAR data from Lesparre and Gorte (2012). The improved 3D positions along with the error ellipsoid are drawn (in blue color) for a set of coherent scatterers in the area, see Fig. 4.12C, and from a side view perspective in Fig. 4.12D. Each coherent scatterer had different ellipsoid dimensions, especially visible in the cross-range direction due to different precisions in the cross-range dimension for each scatterer.

Similar to corner reflectors, the error ellipsoids of coherent scatterers were also cigar-shaped, and elongated in cross-range direction. These error ellipsoids (drawn with $1\sigma$ confidence interval) not only represent the quality of the 3D position but also its intersection with objects such as a surface, the roof of buildings, ground surface, etc. as shown in Fig. 4.12E and 4.12D, helping to identify and associate the effective phase center of the radar scatterers to real world objects.

4.6. Summary and conclusions

In this study, we set out to demonstrate a systematic geodetic procedure to precisely estimate the radar scatterer position and quality description in a geodetic datum. The proposed method was assessed in 2D and 3D with DGPS, tachymetry, and 3D building models.

In the 2D case, the absolute positioning offset for TSX SM images was found to be approximately 1.8 cm in azimuth and 32.3 cm in range. By removing these decimeter-level position biases, we were able to achieve a $1\sigma$ position accuracy of 6.9 cm in azimuth and 2.2 cm in range. It is inferred that, one tie point (a CR target) is mandatory to demonstrate centimeter accuracy positioning capability. Taking the stochastic properties of measurements, models and noise into account, an improvement of up to 1.3 cm was demonstrated. The results improved mainly for the reflector with low SNR (CR6) in azimuth with an offset of approximately 4.8 cm and a standard deviation of 4 cm in range. These independent 2D accuracy estimates were found to be comparable with results from other groups reported and should serve as a benchmark for future TSX SM mode images.

In the 3D case, the position and its error ellipsoids were validated for trihedral corner reflectors. For the CR, absolute positioning offset of 1.12 m for CR6 and 0.66 m for CR7 were achieved. Their error ellipsoids were cigar-shaped with the ratio of axis lengths $1/2/129$ (CR6) and $1/3/213$ (CR7) were obtained. The CR estimated 3D positions were in accordance with the ground truth positions given by DGPS and tachymetry at a 0.01 level of significance. The intersection of the reflector reference positions with the error ellipsoids justifies the proposed method. Further, the proposed technique was also shown to apply equally well
for any (non-CR) coherent scatterer in an urban environment.

In the current experimental setup, a single tropospheric delay (from GNSS stations) was used for all the scatterers, introducing small errors in the range component, impacting both the 2D and 3D positioning. In the future, combining the relative atmosphere from PSI with GNSS could be used to generate target-specific path delay estimates. It should be noted that the 3D positioning results could be further enhanced by improving the cross-range component estimation. In our study, the scatterer identification was done by visual inspection. In the future, when a complete 3D city model is available, automated algorithms could be implemented to identify intersections and their associated radar counterparts.
Positioning and target association in medium resolution imagery

Associating a radar scatterer to a physical object is crucial for the correct interpretation of Interferometric Synthetic Aperture Radar (InSAR) measurements. Yet, especially for medium resolution imagery, this is notoriously difficult, and dependent on the accurate 3D positioning of the scatterers. Here we investigate the 3D positioning capabilities of ENVISAT medium resolution data. We find that the data are perturbed by range-and-epoch-dependent timing errors and calibration offsets. Calibration offsets are estimated to be about 1.58 m in azimuth and 2.84 m in range, and should be added to ASAR products to improve geometric calibration. The timing errors involve a bistatic offset, atmospheric path delay, solid earth tides, and local oscillator drift. This way, we achieve an unbiased positioning capability in 2D, while in 3D, a scatterer was located at a distance of 28 cm from the true location. 3D precision is now expressed as an error ellipsoid in local coordinates. Using the Bhattacharyya metric, we associate radar scatterers to real-world objects. Interpreting deformation of individual infrastructure is shown to be feasible for this type of medium-resolution data.

5.1. Introduction

PSI is well applicable to reflections from man-made objects, such as civil infrastructure. However, complications arise in linking radar reflections (PS) to specific objects (or locations on objects) on the ground in order to unambiguously interpret the estimated line-of-sight (LOS) deformation. Here we attempt to improve the geodetic capacity of PS for infrastructure monitoring using medium resolution SAR imagery. In our analysis, we assume that the SAR resolution cells contain one dominant scatterer.

Associating PS to infrastructure has recently gained more attention, especially using high-resolution sensors such as TerraSAR-X (TSX) or Cosmo-Skymed (CSK). Centimeter-level 2D (radar coordinates) positioning accuracy was successfully demonstrated using corner reflectors in very high-resolution TSX satellite images, see e.g. Eineder et al. (2011); Schubert et al. (2010). Ray-tracing was applied to simulate geometric scattering, and was

This chapter has been published in the IEEE Transactions on Geoscience and Remote Sensing, 2018 (Dheenathayalan et al., 2018).
Figure 5.1: Linking a scatterer (red dot) to the ground \(1\), curb-to-wall interface \(2\), or a building facade \(3\). A cross-section of the confidence (error) ellipsoid in the range/cross-range plane is shown in blue. The azimuth (flight) direction is perpendicular to the plane. The scatterer height error is shown in dotted black. In this case, the scatterer is linked to the facade \(3\) based on the error ellipsoid, instead of the position with the shortest Euclidean distance (or by using only height) \(1\), or the position in the radar look-direction \(2\).

helpful in the interpretation of TSX spotlight SAR images (Auer et al., 2010). PS were geometrically registered to buildings in a city model with 3D terrestrial coordinates. Factors influencing PS density such as surface structure, shadowing, aspect dependency, and quasi-random effects were discussed in Schunert and Soergel (2016). A systematic procedure to fix positioning errors in radar coordinates, i.e., before geocoding to avoid non-linear distortions in the 3D terrestrial coordinates, was proposed (Dheenathayalan et al., 2013, 2014, 2016). This procedure results in a high positioning quality, and can link the phase center of a radar scatterer to an object, see Fig. 5.1. This was demonstrated using a TSX stripmap dataset in Dheenathayalan et al. (2016). In Zhu et al. (2016) and Gisinger et al. (2015) stereo-SAR radar acquisitions were used from multiple tracks to obtain precise 3D geodetic coordinates of scatterers. However, this approach is not always possible as (i) often only one track with time series is available, and (ii) it requires the same physical scatterer to be visible in both imaging geometries, which is unlikely aside from isolated poles. In contrast to high resolution SAR imagery, medium and low resolution variants feature wide swaths, large volumes of archived imagery, cover a larger area per resolution cell and yield a relatively poor point density. This makes interpretation of coherent scatterers difficult, and hampers the monitoring of individual objects.

Scatterer positions in the radar coordinates azimuth \(a\), range \(r\)\(^1\) and cross-range \(c\), are converted to terrestrial coordinates by a non-linear transformation known as geocoding (Schreier, 1993b; Small et al., 1996).

The terrestrial coordinates are converted to local coordinates east \(e\), north \(n\), and height \(h\) by a datum transformation. As a result, a constant shift in radar coordinates \((a, r, c)\) will translate into a varying shift in local coordinates \((e, n, h)\). The influence of range, azimuth and cross-range on the local coordinates depends on the local incidence angle \(\theta_{\text{inc}}\) and the heading angle \(\alpha_h\), see Tab. 5.1 and Fig. 5.2. Due to the large scene extent in medium and low resolution imagery, a variety of radar timing offsets (in range and azimuth) further

\(^1\)Range always refers to the slant-range radar imaging coordinate, unless explicitly stated otherwise.
5.1. Introduction

Table 5.1: Impact of error in radar coordinates \((r, a, c)\) on the local coordinates \((e, n, h)\) of a target with a local incidence angle \(\theta_{\text{inc}}\) and heading angle \(\alpha_h\).

<table>
<thead>
<tr>
<th>(\kappa = r)</th>
<th>(\kappa = a)</th>
<th>(\kappa = c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\frac{\partial e}{\partial \kappa})</td>
<td>(\cos(\alpha_h)\sin(\theta_{\text{inc}}))</td>
<td>(\sin(\alpha_h))</td>
</tr>
<tr>
<td>(\frac{\partial n}{\partial \kappa})</td>
<td>(\sin(\alpha_h)\sin(\theta_{\text{inc}}))</td>
<td>(\cos(\alpha_h))</td>
</tr>
<tr>
<td>(\frac{\partial h}{\partial \kappa})</td>
<td>(-\cos(\theta_{\text{inc}}))</td>
<td>(0)</td>
</tr>
</tbody>
</table>

Figure 5.2: Non-linear variation of position error in local coordinates \((e, n, h)\) across the scene for a constant-and-unit change in \((r, a, c)\) when applied to Tab. 5.1. Here, \(\theta_{\text{inc}}\) variation represents a typical ASAR IMS (Imaging Mode Single Look Complex) scene; a heading of \(\alpha_h = 196^\circ\) was used.

distorts the positioning capability. Therefore, a systematic procedure needs to be applied, per scatterer, before applying a geocoding procedure to achieve precise positioning to aid interpretation. The procedure proposed by Dheenathayalan et al. (2016) is studied here for the medium resolution case, using ENVISAT ASAR data as an example. Although the ENVISAT sensor stopped acquiring new data after 10 years, ASAR C-band imagery is still widely being processed to understand geodynamic changes of the Earth during the period from 2002 to 2012, and can serve as an example for other medium resolution sensors, such as ERS-1/2, RADARSAT-2, and Sentinel-1A/1B.

In this chapter, Section 5.2 is devoted to the 3D radar scatterer positioning, its dominant error sources, and linking scatterers to real-world objects. The experimental setup and the positioning results are described in Section 5.3, for corner reflectors and other coherent scatterers. Section 5.4 draws the main conclusions.
5. Positioning and target association in medium resolution imagery

5.2. Positioning and target association

A 2D SAR image with range and azimuth coordinates \((r, a)\) shows scatterers with (local) 3D coordinates \((e, n, h)\). Transforming the position of the scatterer from radar geometry to local coordinates, and subsequently linking it to objects is performed in four steps, see sections 5.2.1, 5.2.2, 5.2.3, and 5.2.4, as well as Fig. 5.3.

5.2.1. Mitigate errors in 2D position of radar scatterers

The position of a radar scatterer \(P\) in 2D radar coordinates \((a_p\) and \(r_p\)) is measured by performing complex FFT (Fast Fourier Transform) oversampling and detecting the sub-pixel location of its amplitude peak. Thus, the 2D position in radar coordinates can be obtained solely from a single SLC (Single Look Complex) image. The stronger the scatterer’s SCR (Signal to Clutter Ratio), the smaller its variance in position, \(\sigma_{r_p}^2\) and \(\sigma_{a_p}^2\).
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Figure 5.4: Components (1 to 5) impacting scatterer positioning. $H_R$ and $H_P$ are the respective heights of reference point R and target P from a reference surface. $H_{RP}$ and $c_p$ are the height and cross-range position of scatterer P relative to reference point R, respectively. $v$ is the actual propagation velocity of the radio waves between the radar antenna and the scatterer, while $v_0$ is the velocity in vacuum.

Figure 5.5: The bistatic effect scales with the range of the target $r_P$ from the sensor at zero-Doppler (range of closest) time. $r_{near}$ and $r_{far}$ are the distances to the near and far range swath extremes.

The 2D position of a scatterer P in radar coordinates $(r_p, a_p)$ follows from

$$r_p = \frac{v_0}{2} \left( t_0 + \mu P (\Delta \tau + t_{lo}) + t_{pdP} + t_{setP} + t_{tect} \right) + r_{cal},$$

$$a_p = v_s/c \left( t_0 + v P (\Delta t + t_{lo}) + t_{biP} + t_{setP} + t_{tect} \right) + a_{cal},$$

(5.1)
where

- \( v_0 \) velocity of microwaves in vacuum,
- \( v_{s/c} \) local velocity of the spacecraft,
- \( t_0 \) time of transmission of first pulse of focused image,
- \( \tau_0 \) time to the first range pixel,
- \( \Delta \tau \) range sampling interval,
- \( \Delta t \) azimuth pulse repetition interval,
- \( t_{lo}, t_{lo} \) corrections applied to \( \Delta t \) and \( \Delta \tau \) due to local-oscillator drift,
- \( t_{setp}, t_{setp} \) timing correction factors due to Solid Earth Tides (SET) in range and azimuth, respectively,
- \( t_{tect}, t_{tect} \) corrections due to plate tectonics, in range and azimuth, respectively,
- \( \tau_{pd} \) range path delay,
- \( t_{bip} \) azimuth bistatic correction,
- \( r_{cal}, a_{cal} \) residual unmodeled calibration offsets.

These last offsets are unmodeled, and need to be empirically estimated and removed during calibration campaigns. While they are location and epoch independent, they are sensor dependent.

Below we elaborate on the various components in Eq. (5.1), see also Fig. 5.4, subdivided in four classes:

1. satellite-related timing corrections \( (t_{lo}, t_{lo}, t_{bip}) \),
2. atmospheric \( (\tau_{pd}) \), and geodynamic \( (t_{setp}, t_{setp}) \) corrections,
3. coordinate transformation effects \( (t_{tect}, t_{tect}) \), and
4. unmodeled calibration offsets \( (r_{cal}, a_{cal}) \).

**Satellite corrections**

Here, we discuss the impact of three factors: the target-specific bistatic timing correction \( (t_{bip}) \), the sensor local oscillator drift \( (t_{lo} \) and \( t_{lo} \)\), and the center-of-mass (CoM) changes of the satellite during its lifetime.

The raw radar signal is transmitted at \( t^{tx} \) and recorded at the time of reception, \( t^{rx} \), of the back-scattered (echo) return from the target \( P \), see Fig. 5.5. During SAR image focusing, the received time of the echo should be converted to zero-Doppler time, i.e., \( t_p \). If this time difference (see \( t_{bip} \) in Eq. (5.1)) is not compensated for, the azimuth timing error leads to a geolocation shift in azimuth. Note that this azimuth timing error scales proportionally with range, cf. Fig. 5.5, between \( r_{near} \) and \( r_{far} \). This problem was observed in ENVISAT ASAR data, and is known as the “bistatic” effect, see Small et al. (2004b). The bistatic azimuth offset varies between \( \sim 18.5 \) m in near range and \( \sim 19.5 \) m in far range, see Figs. 5.5 and...
5.10. Though this azimuth bias is strictly an annotation convention issue, it has to be
compensated for to achieve optimal positioning accuracy.

Marinkovic and Larsen (2015) reported a systematic frequency decay over the lifetime
of the ENVISAT ASAR instrument, which was assumed to originate from the deterioration
of the Local Oscillator (LO) performance over time. The LO could introduce a systematic
bias in the range position of about 0.04 pixels per year (Marinkovic and Larsen, 2015). Hence,
the range position can drift about 3 m over the 10 years lifetime of the mission. Based on an
analysis over a set of ~10,000 ASAR images, the impact of the LO oscillator drift expressed
in ppm (parts per million) was given by Marinkovic and Larsen (2015):

\[
LO_{\text{drift}} = \left[ a + b \Delta t - c \Delta t^2 + d \Delta t^3 \right] \cdot 10^{-6},
\]

with \(a = 0.7037, b = 0.3266, c = 0.0148, \) and \(d = 0.0035, \)

where \(\Delta t\) is the relative time of acquisition in years since 01-Jan-2008. Here, the con-
stant term in Eq. (5.2) is obtained after removing the calibration offsets from Eq. (5.1) in
Marinkovic and Larsen (2015). Based on Eq. (5.2), a new set of azimuth and range timing
parameters (\(\Delta t + T_{lo} \) and \(\Delta t + T_{lo} \) in Eq. (5.1)) are to be replaced with their corresponding
annotated values in the header files to mitigate the effect of this drift.

It is expected that the center-of-mass (CoM) of the satellite changes during the 10-year
ENVISAT mission due to the consumption of fuel (hydrazine). This could cause a drift
over time in azimuth and/or range coordinates. Unfortunately, no information could be
retrieved to model this behavior. Here we assume that the effects of CoM changes will be
absorbed implicitly by the other drift corrections.

\[\text{\textbf{Atmospheric and geodynamic effects}}\]

Radio waves are delayed by the Earth’s ionosphere and the troposphere (Hanssen et al.,
1999a). This delay is caused by a reduced propagation velocity of the radio waves \((v < v_0)\)
and the bending of the ray path due to refraction. The latter is negligible for SAR
acquisitions with $\theta_{inc} < 87^\circ$ (Bean and Dutton, 1968). Hence, the change in propagation velocity is the only factor attributed to the atmospheric delay.

In the case of the TerraSAR-X satellite, average ionospheric and tropospheric time delays are specifically annotated\(^2\), enabling users to decide on a tailor made atmospheric correction (Fritz, 2007). In the case of ASAR, such specific annotations are lacking. During the ENVISAT commissioning phase, a mean range position offset (dominated by atmospheric effects) was computed from several calibration targets (transponders and corner reflectors) located at several locations (Flevoland, the Netherlands and Dübendorf, Switzerland). This offset was subsequently absorbed in an update of the SWST (Sampling Window Start Time) for all ASAR products from 12-Dec-2003 onwards (Small et al., 2004a). Thus, instead of annotating all individual corrections, as in TerraSAR-X, ASAR has many physical effects lumped together in one parameter, through which they are not easily separable. These involve timing, atmospheric (ionosphere + troposphere), geodynamic (SET, etc), and tectonic plate motion effects. Moreover, these values are only based on the situation at a few specific locations and times of the calibration campaign. As the atmospheric delay at the time of the calibration is already lumped in the SWST, doing another full atmospheric correction for a specific location and epoch means that effectively the dominant part of the atmospheric delay will be added again to the data. Thus, it will introduce an increased range position offset, from $\mu_r^0$ to $\mu_r$, as shown in Fig. 5.6. However, location-and-epoch-specific corrections will decrease the dispersion of the offsets, i.e., the standard deviation decreases from $\sigma_r^0$ to $\sigma_r$, see Fig. 5.6. A similar explanation holds for the azimuth position.

**Empirical estimation of residual 2D offsets**

After removing the modeled corrections in Eq. (5.1), unmodeled offsets $r_{cal}$ and $a_{cal}$ in range and azimuth positions remain. In range, $r_{cal}$ is attributed to a residual internal electronic instrument delay (after internal instrument calibration based upon calibration pulses), the state vector estimation inaccuracies, and range bias between near-field calibration measurements made on the ground pre-launch and actual end-to-end far-field measurements made over calibration site(s) during commissioning. In azimuth, $a_{cal}$ is associated to a potential bias between the ASAR instrument radar time and the time coordinate used in the DORIS (Doppler Orbitography and Radio-positioning Integrated by Satellite) orbit determination. These residual offsets, assumed to be common and constant for all ASAR products, need to be estimated using calibration targets. These calibration constants can be considered as a refinement to the Dec-2003 SWST bias update ($r_{cal}$ for range), and $a_{cal}$ as an additional offset in azimuth. For this purpose, calibration targets such as corner reflectors (CR) or transponders (TR) need to be deployed in the scene and their ground truth position needs to be measured using an independent technique. Empirically estimated calibration offsets and precisions in azimuth ($a_{cal}, \sigma_a$) and range ($r_{cal}, \sigma_r$) are given by

\[
\hat{a}_{cal} = E\{a_{i,T} - a_{i,E}\}, \\
\sigma_a^2 = D\{a_{i,T} - a_{i,E}\}, \\
\hat{r}_{cal} = E\{r_{i,T} - r_{i,E}\}, \\
\sigma_r^2 = D\{r_{i,T} - r_{i,E}\},
\]

\(^2\)In the GEOREXxml file.
where \( E[], \) and \( D[] \) are the expectation and dispersion operators, respectively. The underline (e.g., \( \ell_{i,T}, a_{i,E} \)) denotes that the quantities are stochastic in nature. \( a_{E} \) and \( r_{E} \) are the measured azimuth and range positions of a scatterer in the \( i^{th} \) SLC image after correcting for model errors such as bistatic effect, local oscillator drift, path delay, SET, and plate tectonics. The 3D ground truth position of a scatterer is radar-coded by range-Doppler positioning to obtain 2D radar coordinates \( a_{i,T} \) and \( r_{i,T} \) in the \( i^{th} \) SLC image (Meier et al., 1993; Small et al., 1996).

### 5.2.1 Cross-range positioning of radar scatterers

In order to find the position of a scatterer in the third dimension, namely cross-range \( c_{P} \), the interferometric phase is exploited. Unlike azimuth and range, the cross-range component is estimated using a series of interferometric SAR acquisitions in a relative manner,* i.e.* with respect to a reference point \( R \) at a reference epoch (master image) (Hanssen, 2001a):

\[
c_{P} = r_{P} \cdot \theta_{PR},
\]

(5.7)

where \( \theta_{PR} \) is the change in look angle estimated from PSI. The precision in cross-range \( (\sigma_{c_{P}}) \) is dictated by the phase quality driven by SCR, the perpendicular baseline distribution of the stack, the error in baseline due to orbits, the phase unwrapping (assumed to be error-free), and the precise position of reference point \( R \). The precision of the cross-range position can be written by,

\[
\sigma_{c_{P}}^{2} = \sigma_{c_{P,orb}}^{2} + \sigma_{c_{P,SCR}}^{2} + \sigma_{c_{R}}^{2},
\]

(5.8)

where the terms \( \sigma_{c_{P,orb}}^{2} \), \( \sigma_{c_{P,SCR}}^{2} \), and \( \sigma_{c_{R}}^{2} \) are explained in the following sections.

**Impact of orbits**

The change in cross-range position \( \Delta c_{P} \) of a point \( P \) obtained from an interferometric pair (see Fig. 5.7) can be given by (Hanssen, 2001a, pp. 113–130),

\[
\Delta c_{P} = -c_{0}^{P} \cdot \frac{|\varepsilon| \cos(\theta - \beta)}{B_{0}^{\perp}},
\]

\[
= -c_{0}^{P} \cdot \frac{\varepsilon_{\perp}}{B_{0}^{\perp}},
\]

(5.9)

where \( c_{0}^{P} \) is the initial cross-range position computed with perpendicular baseline \( B_{0}^{\perp} \), ignoring the residual perpendicular baseline \( \varepsilon_{\perp} \) caused by the orbit error \( \varepsilon \). \( \theta \) is the look-angle. Assuming a Gaussian distributed perpendicular baseline error with a standard deviation \( \sigma_{\varepsilon_{\perp}} \), the uncertainty in cross-range \( \sigma_{c_{P,orb}} \) can be written by,

\[
\sigma_{c_{P,orb}} = \frac{c_{0}^{P}}{B_{0}^{\perp}} \cdot \sigma_{\varepsilon_{\perp}}.
\]

(5.10)

The larger the perpendicular baseline, the lower the impact of the state vector errors on the cross-range computation.

Non-parallel orbits might cause decorrelation (a small reduction in SCR due to viewing angle differences) and a phase ramp in azimuth direction in the interferograms. The
decorrelation can be neglected for our case since we work with persistent scatterers (point-like targets). In our PSI stack processing, a phase de-ramping operation is performed to remove the phase-trend.

**Impact of the SCR of scatterers**

Given the SCR of a target \( P \), the impact of interferometric phase variance \( \sigma_{\phi_P} \) on the precision of cross-range \( \sigma_{c_{\text{SCR}}} \) can be approximated (for SCR > 1 dB) by

\[
\sigma_{c_{\text{SCR}}} = \frac{\lambda r_P}{4\pi B_\perp} \cdot \sigma_{\phi_P} \\
\approx \frac{\lambda r_P}{4\pi B_\perp} \cdot \sqrt{\frac{2}{2 \text{ SCR} - 0.55}},
\]

where \( \lambda \) is the radar wavelength.

**Phase-center of the reference point**

The position of a reference point \( R \) plays a role during the geocoding when radar coordinates are transformed to TRF (Terrestrial Reference Frame) coordinates. The bias and precision in the cross-range position of the reference point \( R \) impacts the 3D position and

---

Figure 5.7: Propagation of orbit errors to baseline errors. \( B(B^0 + \varepsilon) \) and \( B_\perp(B^0_\perp + \varepsilon_\perp) \) are the baseline and perpendicular baseline with orbit error \( \varepsilon \), respectively, between a master \( M \) and a slave \( S \) acquisition. \( \varepsilon_\perp \) and \( \varepsilon_\parallel \) are the residual perpendicular, and parallel baseline error components, respectively. \( \alpha \) is the orientation angle of baseline \( B \). \( \beta \) is the orientation of orbit error \( \varepsilon \). Superscript zero indicates the corresponding values without taking the error in the state vector \( (\varepsilon) \) into account.
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The precision of the rest of the scatterers. The impact of cross-range error is listed in the terms \( \frac{\partial e}{\partial c}, \frac{\partial n}{\partial c}, \frac{\partial h}{\partial c} \) in Tab. 5.1 (column \( \kappa = c \)) and Fig. 5.2.

The cross-range bias of the reference point \( R \) can be mitigated in two ways. First, a mean ground height of the area (we assume most of the PS are from the ground level) is obtained from the mode of the histogram of PS heights (which is relative to a reference point). Similarly, a mode computed from the histogram of heights from a high-precision Digital Elevation Model (DEM) gives an alternate estimate of the same ground level. A difference in these two mode values provides the height of the reference point \( R \) above the reference surface (Dheenathayalan and Hanssen, 2013). The second approach is to measure in situ the phase-center of a reference scatterer. A convenient approach would be to use a known geometric structure with well-defined phase-center such as a CR or TR as a reference point (Ferretti et al., 2007; Mahapatra et al., 2014; Dheenathayalan et al., 2014). The uncertainty in the cross-range position of reference point \( (\sigma^2_{cR}) \) can be given by,

\[
\sigma_{cR} = \frac{\sigma_{HR}}{\sin(\theta_{inc,R})},
\]

where \( \sigma_{HR} \) is the precision of reference point height \( H_R \) above a reference surface (see Fig. 5.4), and \( \theta_{inc,R} \) is the incidence angle at the location of the reference point \( R \).

5.2.3. Geocoding and datum transformation from radar to local coordinates

Geocoding is applied on the corrected \((r_P, a_P, c_P)\) coordinates (from Eqs. (5.1), and (5.7)) to transform to TRF coordinates (Schreier, 1993b; Small et al., 1996). The datum transformation between TRF coordinates and the local (Dutch) coordinates \((e_P, n_P, h_P)\) (expressed in North, East and Height) were performed using the RDNAPTRANS procedure (de Bruijne et al., 2005). This procedure employs a geoid model for the vertical component. The position error (assumed diagonal) variance-covariance (VC) matrix \( Q_{rac} \) in radar coordinates is given by,

\[
Q_{rac} = \begin{bmatrix}
\sigma^2_{r_p} & \sigma^2_{a_p} & \sigma^2_{c_p}
\end{bmatrix}.
\]

Then, using a S-transformation (described in Dheenathayalan et al. (2016)) the 3D position VC matrix in radar, \( Q_{rac} \), is propagated to the VC matrix in local coordinates, \( Q \):

\[
\hat{P} \sim \mathcal{N}(\mu, Q) \text{ with }
\mu = \begin{bmatrix}
e_p \\
n_p \\
h_p
\end{bmatrix} \text{ and } Q = \begin{bmatrix}
\sigma^2_e & \sigma^2_{en} & \sigma^2_{eh} \\
\sigma^2_{en} & \sigma^2_n & \sigma^2_{nh} \\
\sigma^2_{eh} & \sigma^2_{nh} & \sigma^2_h
\end{bmatrix},
\]

where \( \mu \), and \( Q \) are the estimated 3D position in local coordinates and its VC matrix, respectively. The diagonal \( (\sigma^2_e, \sigma^2_n, \sigma^2_h) \) and non-diagonal \( (\sigma^2_{en}, \sigma^2_{eh}, \sigma^2_{nh}) \) entries are the variances and covariances in east, north and height coordinates, respectively.
5.2.4. Linking radar scatterers to objects

Scatterer-to-object linking is a step to associate a scatterer with a 3D position and a VC matrix to a position on a real-world object, or a point from a set of $K$ potential points from e.g. a scan of the environment. This step is facilitated by using point cloud data from the objects, with its quality expressed by a $3 \times 3$ VC matrix for each point along with its position. A radar scatterer can be linked to the nearest point, in the metric defined by both VC matrices. The VC matrix not only represents the radar acquisition geometry but is also very helpful in constraining the 3D search space to link a scatterer to a point from a point set.

To perform this linking, we exploit a similarity (closeness) measure ($B$) between a radar scatterer position $P$ and the position $P_i$ of the $i$th point of a 3D object model, e.g., a building facade, building roof, bridge, or pole. Similarity between two populations with associated probability density functions (PDF) is given by (Mahalanobis, 1936; Bhattacharyya, 1946; Matusita, 1955; Duda et al., 2012, pp. 20–65):

$$\int \sqrt{pdf(P)} \sqrt{pdf(P_i)} \, df,$$

where $f$ is the 3D space defined by $(e, n, h)$. The positions $P \sim N(\mu, Q)$ and $P_i \sim N(\mu_i, Q_i)$ are trivariate Gaussian distributed. For the case of Gaussian PDFs, the above integral can be evaluated by an exponential function (Duda et al., 2012, pp. 20–65),

$$e^{g(\omega)} \text{ with } \omega = 0.5,$$

and

$$g(\omega) = \frac{\omega(1-\omega)}{2} (\mu_i - \mu)^T \left( \omega Q + (1-\omega) Q_i \right)^{-1} (\mu_i - \mu) + \frac{1}{2} \ln \left( \frac{|\omega Q + (1-\omega) Q_i|}{|Q|^{\omega} |Q_i|^{1-\omega}} \right),$$

where $|.|$ is the determinant of a matrix. Then, the Bhattacharyya measure $\mathbb{B}_i$ between $P$ and $P_i$ can be written as (Bhattacharyya, 1946; Kailath, 1967),

$$\mathbb{B}_i(P, P_i) = \frac{1}{8} \left[ (\mu_i - \mu)^T \left( \frac{Q + Q_i}{2} \right)^{-1} (\mu_i - \mu) \right] + \frac{1}{2} \ln \left( \frac{|Q + Q_i|}{2} \right) - \frac{1}{2} \ln(|Q|) - \frac{1}{2} \ln(|Q_i|),$$

for $i = 1, \ldots, K$

(5.18)

The measure $\mathbb{B}_i$ compares two distributions rather than just their means. In this aspect the similarity measure is preferred over the weighted squared norm $||P - P_i||_{Q+Q_i}$ (chi-squared test statistic) (Teunissen, 2000; Aherne et al., 1998).

The radar scatterer with position $P$ is then associated to an object $i$ located at $P_{i,T}$ with the minimum Bhattacharyya measure:

$$\min_{\text{find } i \in (1,K)} \left\{ \mathbb{B}_i(P, P_i) \right\},$$

(5.19)

where $K$ is the number of possible real-world points in the vicinity of a radar scatterer.
5.3. Experiment setup and results

We investigated the positioning performance of medium resolution SLC images covering Delft, the Netherlands. The mean intensity image from ASAR over Delft is shown in Fig. 5.8. The procedure described in the previous section was tested with CRs from a field
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5.3.1. Setup

Five trihedral corner reflectors (1.43 m sides) oriented (see Fig. 5.9) towards ENVISAT ASAR IM IS2 swath descending acquisitions from Nov-2003 to Jun-2008 were used. CR1, and CR2 were later destroyed and stolen, respectively, and did not serve the whole experiment period, therefore CR3, CR4, and CR5 were used in this study. The CRs were oriented for 44 IM mode IS2 swath acquisitions with an incidence angle of $24.2^\circ$, and a heading angle of $196.2^\circ$. The IMS (SLC) products have a pixel spacing of approximately 4 m and 8 m in azimuth and (slant) range, respectively. They were acquired in VV polarization and came
5.3. Experiment setup and results

Figure 5.10: The azimuth bistatic offset computed along the swath of a ENVISAT ASAR descending acquisition (21-Feb-2007). The magnitude of bistatic offset at the location of the CR5 is marked with a triangle.

Figure 5.11: 2D position offsets of CR with azimuth bistatic (as shown in Fig. 5.10), SET, atmosphere (with respect to mean), and plate tectonics corrections. The position errors are reported with respect to the desired offset of (0, 0), highlighted with bold lines. The estimated azimuth and range one-time calibration offsets are: $\hat{a}_{\text{cal}} = 1.58 \text{ m}$ and $\hat{r}_{\text{cal}} = 2.84 \text{ m}$.

Figure 5.12: 2D position offsets of CR with the bistatic, SET, atmospheric path delay, plate motion, and calibration offset corrections. The azimuth ($a$) and range ($r$) offsets and the resulting precisions are indicated in the plot for each CR.

with a geometric resolution of $\sim 9$ m in slant range and 6 m in azimuth. The image pixels were oversampled by a factor of $128 \times 128$, using a FFT, to detect the sub-pixel positions. The chosen oversampling factor introduced a quantization error of approximately 1 cm in
azimuth and 2 cm in range in determining the pixel peak. For validation, the CR ground truth positions were measured with DGPS RTK (Real Time Kinematic) in ETRF89 (European Terrestrial Reference Frame 1989), provided with a 1–2 cm 3D precision.

### 5.3.2. Empirical computation of 2D residual calibration offsets

The error sources in azimuth and range (see Sec. 5.2) were mitigated step by step; the results are shown in Figs. 5.11, 5.12, and 5.13. The impact of the bistatic effect in the ASAR IMS imagery is shown in Fig. 5.10. The bistatic azimuth shift at the location of the CR (around 19 m) has been computed and removed in Fig. 5.11. In addition, the plate motion corrections were performed in order to compare the ground truth CR measurements (given in ETRF89) with ASAR data (with orbits provided in ITRF (International Terrestrial Reference Frame). The residual position errors were dominated by the existence of unmodeled calibration offsets, see Sec. 5.2.1, and Eq. (5.1). These azimuth and range residual calibration offsets were estimated to be $\hat{a}_{\text{cal}} = 1.58$ m and $\hat{r}_{\text{cal}} = 2.84$ m, respectively. The SLC images used in this study already included the 13-Dec-2003 SWST bias updates. Therefore, as explained in Sec. 5.2.1, the variability with respect to their mean path delay and SET were mitigated. After application of calibration offsets in Fig. 5.12, it can be clearly seen that the position is drifting in range as discussed in Sec. 5.2.1. Finally, the corrections due to LO drift from Eq. (5.2) were incorporated in PRF (Pulse Repetition Frequency) and SWST; the results are presented in Fig. 5.13. LO drift compensation provided a significant improvement of about 460% (CR5) in the range positioning, and a minor 1% improvement in azimuth. The above corrections result in improved 2D positioning and led to an accuracy of 11 cm in azimuth (CR3) and 12 cm in range (CR5), see Fig. 5.13. Compared to earlier studies, which reached a position accuracy in the order of metres, see Small et al. (2007); Miranda et al. (2013); Schubert et al. (2012b), the achieved accuracy is an order of magnitude better. Similar improvements were demonstrated for the case of Sentinel-1A/1B (Schubert et al., 2017).

### 5.3.3. 3D position accuracy for reflectors

For the cross-range position, PSI was applied on a set of 44 ASAR IMS (swath IS2) descending mode acquisitions covering Delft. The image acquired on 21-Feb-2007 was used as a master image. The position corrections in azimuth and range, as mentioned in Sec. 5.3.2, were performed with respect to the master image pixels. The LO drift corrections from
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5.3.4. Linking coherent scatterers to objects

In this section, we present the 3D positioning results of opportunistic coherent scatterers from ENVISAT ASAR IMS acquisitions covering Delft. A normalized amplitude dispersion threshold of 0.5 was used to detect PS (opportunistic coherent scatterers) in our PSI
Table 5.2: SCR and amplitude dispersion ($D_A$) values exhibited by the PSs detected over the church.

<table>
<thead>
<tr>
<th>PS #</th>
<th>SCR (dB)</th>
<th>$D_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18.9</td>
<td>0.43</td>
</tr>
<tr>
<td>2</td>
<td>17.1</td>
<td>0.26</td>
</tr>
<tr>
<td>3</td>
<td>14.0</td>
<td>0.32</td>
</tr>
<tr>
<td>4</td>
<td>16.4</td>
<td>0.25</td>
</tr>
<tr>
<td>5</td>
<td>14.7</td>
<td>0.24</td>
</tr>
<tr>
<td>6</td>
<td>13.1</td>
<td>0.37</td>
</tr>
</tbody>
</table>

The error correction, PSI processing and the position ellipsoid per scatterer was computed as in Sec. 5.3.3 for a church, see Fig. 5.15. The coherent scatterers with their VC-matrix drawn as error ellipsoids ($2\sigma$ confidence level) are shown with a 3D model in Fig. 5.16A (left). A 3D city model was constructed using high quality LiDAR data as described in Lesparre and Gorte (2012). The quality of LiDAR point positions is considered to have a VC matrix, $Q_i = \sigma^2 I$ (see Eq. (5.18)) with $\sigma = 0.1$ m, and $I$ is a $3 \times 3$ identity matrix (der Zon, 2011; van der Sande et al., 2010). Then, using Eq. (5.18), the radar scatterers were linked (associated) to positions on the church, see Fig. 5.16A (right). The scatterer's error ellipsoid (Fig. 5.16A (left)) and intersection point on the church (Fig. 5.16A (right)) are colored based on their deformation rate. For validation, the associated scatterers were individually visualized with optical images, see Fig. 5.16B. From these visualizations, it is considered that the scatterers 1, 4, and 5 were trihedral corner reflectors while object 6 is a single-bounce reflector. Objects 2, and 3 are either single-bounce or multi-bounce reflectors. Here, the scatterers 1 to 3 were from the church; 4 and 5 were from church and ground interaction; and 6 from the ground. Even after applying position error processing (Kampes, 2005). The scatterers from the church (see Figs. 5.15 and 5.8C) were detected as PSs. They exhibited an average SCR of about 13–19 dB and an amplitude dispersion of 0.2–0.4, see Tab. 5.2.

![Figure 5.15: Infrastructure of interest (a church) in Delft region shown in GoogleEarth (optical image date: 19-May-2004) (GoogleInc., 2017).](image-url)
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Figure 5.16: Results of linking radar scatterers from ENVISAT ASAR to a church in Delft using a 3D city model (in gray). Here, the opportunistic coherent scatterers of the church are presented. (A,left) shows the scatterers with position error ellipsoids (2σ confidence level). (A,right) shows the results of scatterers after linking to objects on the church as a dot (size scaled just to ease visualization). The color coding of ellipsoids and dots is based on their deformation rate in mm/year. (B) Optical image showing each of the linked objects. It is hypothesized that the scatterers 1, 4, and 5 are trihedral reflectors while object 6 is a single-bounce reflector. Objects 2, and 3 are either single-bounce or multi-bounce reflectors. Here, the scatterers 1 to 3 are from the church; 4 and 5 are from church and ground interaction; and 6 is from the ground. Interpretation: the reflections from the church (1 to 5) and the ground (6) were found to exhibit no significant linear deformation, see Fig. 5.17.

corrections, some of the scatterer phase centers were found inside buildings and below ground level, see 1, 5, and 6 in Fig. 5.16A (left). Similar scenarios were also observed by Auer et al. (2011) and Schunert and Soergel (2016). We believe this behavior is due to the influence of signal contributions from the scatterers in the (urban) neighborhood. In spite of this, we were able to associate scatterers to their geometrically most probable position in the 3D model as shown in Fig. 5.16A (right), based on the exploitation of the position
error ellipsoids and the availability of LiDAR data. For the case when the phase center (in case of multiple reflections) is not present in a 3D model, our approach will associate the scatterer to an object (in a 3D model) depending on the position error ellipsoid’s orientation and proximity. From this linking, it was evident that the main tower of this church was not measured by PS from the ASAR track and the scatterers from the other parts of the church showed seasonal deformation patterns (see Figs. 5.17 (A) and (B)), while the reflections from the ground showed a weak seasonal pattern as shown in Fig. 5.17 (C). The deformation pattern of the ground and the infrastructure is attributed to temperature and ground water level variability (van Leijen and Hanssen, 2008). Fig. 5.17 (A) shows the one-day average temperature during each ASAR acquisition relative to the master acquisition. The meteorological data was obtained from a weather station located approximately 8 km from this location.
By associating the scatterer’s phase center to objects, each scatterer’s estimated deformation can be interpreted to a depth necessary for a certain application. Such linking could improve our understanding and pave the way for applications such as infrastructure specific monitoring and stability analysis, relative stress on underground infrastructure (Dheenathayalan et al., 2011; Arsénio et al., 2014), and designing construction of new infrastructure (cities, buildings, dikes, etc) to enhance InSAR measurement sampling.

5.4. Summary and conclusions

We applied a systematic procedure to precisely estimate the radar scatterer position and subsequent quality description for medium resolution SAR imagery, and demonstrated a method for radar scatterer to object linking. The method was assessed using 5 years of ASAR imagery for a test site in Delft using DGPS, and LiDAR.

As mean atmospheric and geodynamic corrections were implicitly incorporated in the 2003 SWST bias update, these corrections are not necessary. Therefore, only epoch-dependent atmosphere and SET corrections with respect to their mean value were applied here. Further, the application of plate motion and bistatic corrections helped us in identifying the existence of residual calibration offsets, see Fig. 5.11. These residual calibration offsets, considered as a refinement to the 12-Dec-2003 SWST bias update, were empirically computed to be about 1.58 m in azimuth and 2.84 m in range. The application of LO drift corrections showed significant improvements from 55 cm to 12 cm (CR5) in the range precision, see Fig. 5.13. This proposed procedure (consisting of bistatic, path delay, SET, LO and calibration corrections) is “tie-point free” and can be applied to all ASAR products in order to deliver a more accurate 2D positioning capability as shown in Fig. 5.13. From our CR experiment site, we showed that we were able to accomplish an accuracy of up to 11 cm (CR3), and 12 cm (CR5) in azimuth and range, respectively. These improvements should serve as a reference for other medium resolution sensors, such as, ERS-1/2, RadarSAT-2 and Sentinel-1A/B.

In 3D, the trihedral corner reflector’s position and error ellipsoid were validated using DGPS measurements and absolute positioning of about 0.28 m for CR4 and 0.53 m for CR5 were achieved. The error ellipsoids were cigar-shaped; their intersection with GPS positions justified the method of linking the scatterer’s phase center to objects. The method was also applied to other non-CR coherent scatterers and using their error ellipsoids, scatterers were associated to objects (points) in a 3D city model. The results of linking and interpretation were demonstrated over a building in Delft (Figs. 5.16 and 5.17). In spite of using medium resolution ASAR IMS imagery, the results established the capability of monitoring (parts of) individual infrastructure.
6

Distributed Corner Reflectors - an alternative method to introduce PS

In recent years, Synthetic Aperture Radar Interferometry (InSAR) has become a recognized geodetic tool for observing ground motion. For monitoring areas with low density of coherent targets, artificial corner reflectors are usually introduced. The required size of a reflector depends on radar wavelength and resolution, and on the required deformation accuracy. Corner reflectors have been traditionally used to provide a high signal-to-clutter ratio (SCR). However, large dimensions can make the reflector bulky, difficult to install and maintain. Furthermore, if a large number of reflectors is needed, e.g., for long infrastructure such as vegetation covered dikes, the total price of the reflectors can become unaffordable. On the other hand, small reflectors have the advantage of easy installation and low cost. In this work, we design and study the use of small reflectors with low SCR for ground motion monitoring. In addition, we propose a new closed-form expression to estimate the interferometric phase precision of resolution cells containing a (strong or weak) point target and clutter. Through experiments, we demonstrate that the small reflectors can also deliver displacement estimates with an accuracy of a few mm. To achieve this, we apply a filtering method for reducing clutter noise.

6.1. Introduction

The limitation of InSAR to monitor ground displacement in non-urban areas is usually solved by introducing coherent targets. Although originally designed for calibration purposes, artificial CR (corner reflectors) are traditionally used as coherent targets in InSAR applications due to their large radar cross section (RCS) and wide RCS pattern, see e.g., Sarabandi and Chiu (1996); Small et al. (2004a); Qin et al. (2013); Dheenathayalan et al. (2016). With corner reflectors, measurements with accuracy in the order of 1 mm have been demonstrated, see e.g., Ferretti et al. (2007). Traditionally, corner reflectors have been designed to provide a very strong, dominant reflection compared to the background signal, which assures a high signal-to-clutter ratio (SCR) signal (Freeman, 1992). Small reflectors do

This chapter has been published in the IEEE Transactions on Geoscience and Remote Sensing, 2017 (Dheenathayalan et al., 2017).
not provide such high SCR values, but they are appealing for other reasons. First, their costs are lower. In the cases where a large number of reflectors is needed e.g., for monitoring long infrastructures, such as oil pipe lines or grass covered dikes, very low cost reflectors are preferable. Second, their small dimensions make installation easier, particularly for infrastructure with reduced space. Third, small reflectors have a low visual impact on the landscape. In this contribution, we study small reflectors and derive an expression for phase precision covering high and low SCR targets. Furthermore, we provide a design of a small bidirectional reflector tile (RT), and show how reduced size reflectors can deliver accurate observations when correctly filtered. Preliminary results of this work has been presented in Cuenca et al. (2014). This manuscript is arranged as follows. In Section 6.2, we briefly discuss and derive a new theoretical expression for phase variance as a function of its SCR and we present a formula to calculate the RCS of reflector tiles used in this study. In Section 6.3, we provide a design of small bidirectional reflectors that can be used for both ascending and descending passes. We also show a filtering approach that can deliver an increase in the SNR directly proportional to the square root of the number of corner reflectors used in the filter. In Section 6.4, we describe the result of testing these small, bidirectional reflectors in a real situation. The formation scheme for measuring deformation is shown and measurement results are demonstrated using TerraSAR-X data acquired over a test site in the Netherlands.

### 6.2. Signal to clutter ratio and the phase statistics

#### 6.2.1. Phase precision of radar targets

Signal-to-clutter ratio is a common metric for describing the quality of a radar observation (Skolnik, 1962, pp. 403–423). When using SCR for quality description, it is generally assumed that a target inside a resolution cell is the only object providing coherent information whereas all other reflecting objects -the clutter- change randomly, which causes speckle, see e.g., Frery et al. (1997). In this publication the term clutter noise is used to refer to the magnitude of the speckle (in power units). SCR is defined as:

$$SCR = \frac{P_P}{P_C}$$  \hspace{1cm} (6.1)

where $P_P$ is the power reflected by the reflector (point target) and $P_C$ the clutter. The phase value of the reflector, which is required in interferometric applications, is disturbed by the clutter to an extent depending on the magnitude of $SCR$. For high SCR objects, the influence of clutter variations is small because $P_P$ dominates over $P_C$. For traditional radar applications, such as target detection, a threshold of 13 dB SCR is commonly used (Skolnik, 1962). For InSAR applications such as subsidence monitoring, SCR has been used as indicator for the standard deviation of the interferometric phase, which is directly linked to the accuracy of the measurement, e.g. ground displacements (Kampes, 2006). For high SCR values the interferometric phase standard deviation is given by (Goodman, 1975; Just and Bamler, 1994),

$$\sigma_\phi \approx \frac{1}{\sqrt{SCR}}$$  \hspace{1cm} (6.2)

$\sigma_\phi$ can be converted to the standard deviation of deformation $\sigma_d$ by:

$$\sigma_d = \sigma_\phi \cdot \frac{\lambda}{4\pi}$$  \hspace{1cm} (6.3)
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where \( \lambda \) is the radar wavelength. In this contribution, we are mostly interested in reflectors that have a low SCR values, but greater than 1. To test the validity of Eq. (6.2) for low SCR reflectors, we simulated a target plus random clutter as a coherent summation of point scatterers and compared the result to Eq. (6.2). Fig. 6.1 shows the result of this simulation. We find that Eq. (6.2) represents very well the standard deviation of the interferometric phase for values of SCR above 10 dB. Below this value, Eq. (6.2) underestimates the experimentally derived standard deviation. Larger differences between Eq. (6.2) and simulations are found as the SCR decreases with a maximum of about 0.28 rad at SCR of 0 dB. For this purpose, a new closed-form expression covering the phase precision of low and high SCR targets is derived in this paper. Although, in radar applications a SCR threshold of 13 dB is usually applied for target detection (Skolnik, 1962), we find from simulations that interferometric phases for resolution cells with a SCR below this threshold are not strongly disturbed by clutter and information contained in their reflections can still be extracted, despite the fact that such targets are hardly visible in a radar image. However, we have to take into account that Eq. (6.2) represents only clutter noise. Thermal receiver noise and other noise types, e.g. atmospheric, system and processing noise are not considered. The actual interferometric phase standard deviation in a real measurement will therefore be higher than the value shown in Fig. 6.1.

For a single-look complex (SLC) SAR image, the complex return \( y \) (with amplitude \( |y| \) and phase \( \Psi_y \)) from a resolution cell containing a dominant scatterer and a fully developed clutter can be written by:

\[
y = A_P \cdot e^{j\Psi_P} + c,
\]

where \( c \) is a complex number (with amplitude \( |c| \) and a uniform distributed phase) representing a fully developed clutter (noise), and \( |.| \) is the magnitude operator. For homogeneous areas i.e., the case of a fully-developed speckle, the clutter exhibits a circular Gaussian distribution (Dainty, 1975; Goodman, 1976; Madsen, 1986; Davenport and Root, 1987; Molesini et al., 1990; Bamler and Hartl, 1998). \( A_P \) and \( \Psi_P \) are the amplitude and phase of a point scatterer, respectively. The impact of one realization of clutter is shown in Fig. 6.2. Fig. 6.2A shows the impact for a high SCR case, and the phase of the resolution cell is less-dependent on the clutter for high SCR values. For a low SCR resolution cell, the impact of clutter on phase is inevitable, as shown in Fig. 6.2B. From Fig. 6.2, the phase contribution of (a realization of) clutter in a resolution cell can be written geometrically as,

\[
\Psi = \arccos \left( \frac{A_P^2 + |y|^2 - |c|^2}{2A_P|y|} \right).
\]

In general, the clutter contribution \( c \) is treated as a stochastic process. Therefore, the probability density function (PDF) of the SLC phase of a resolution cell in Fig. 6.2 can be written as (Middleton, 1960, pp. 396–437):

\[
p_{\Psi}(\Psi) = \frac{e^{-SCR}}{2\pi} \left( 1 + \beta \sqrt{\pi} \cdot e^{\beta^2} \cdot \left( 1 + erf(\beta) \right) \right)
\]

with \( \beta = \sqrt{SCR} \cdot \cos(\Psi - \Psi_P) \), \( \forall -\pi \leq \Psi - \Psi_P \leq \pi \),

where \( erf(.) \) is the Gauss error function defined by \( erf(\alpha) = \frac{2}{\sqrt{\pi}} \int_0^\alpha e^{-x^2} \, dx \). Here, the choice of dominant scatterer phase \( \Psi_P \) is arbitrary and hence set to zero as shown in
Figure 6.1: Standard deviation of interferometric phases (single differences) determined using Eq. (6.2) (dashed blue line), our approximation Eq. (6.9) (dashed red line) and simulations (black solid line). The approximation given by Eq. (6.9) provides a good match with the simulations for \( SCR > 1 \) dB. The SCR of the reflector tiles used in this study is also indicated. We simulated SCR for values down to 0 dB. Smaller values are possible, but considered of no interest because the clutter power will dominate the cell.

Figure 6.2: The impact of clutter \( c \) (in green) in a resolution cell with a dominant point scatterer (with amplitude \( A_P \) and phase \( \Psi_P \)) drawn in real (Re) and imaginary (Im) planes. (A) A high SCR case, the stronger the point target \( A_P \), the weaker the impact of clutter \( c \) on the phase \( \Psi_Y = \Psi - \Psi_P \). (B) Shows the impact of the clutter on phase for a lower SCR case. The choice of point target phase is arbitrary and here, kept at \( \Psi_P = 0 \) for convenience.

Fig. 6.2B. Therefore, substitute \( \beta = \sqrt{SCR} \cdot \cos(\Psi) \) in Eq. (6.6). The PDF of single-look phase for several values of SCR are plotted as colored lines in Fig. 6.3, and the colored crosses represent their Gaussian equivalents. It can be noted that the mean of the PDF is centered at \( \Psi_P = 0 \). When the signal contribution from the dominant scatterer vanishes
Figure 6.3: Probability density function $p_\Psi(\Psi)$ of the SLC phase $\Psi$ (in radians). The color lines represent the PDF (Eq. (6.6)) for different SCR values (in dB) and the crosses are their respective approximations given by Eq. (6.7). When SCR = 0 i.e., $-\infty$ dB (resolution cell with only clutter), the PDF becomes an uniform distribution (blue line). The phase PDF given by Eq. (6.7) provides a reasonable approximation for a range of $\text{SCR} > 1$ dB.

When SCR = $-\infty$ dB), the resolution cell has only the clutter part and the phase PDF approaches a uniform distribution, see blue line in Fig. 6.3. The PDF in Eq. (6.6) can be numerically approximated by,

$$p_\Psi(\Psi) \approx \frac{1}{\sqrt{4\pi \text{SCR} - \sqrt{3}}} \cdot e^{-\frac{\Psi^2}{4\pi \text{SCR} - 2\sqrt{3}}}, \quad \forall -\pi \leq \Psi \leq \pi, \text{ and } \text{SCR} > \frac{\sqrt{3}}{2\pi}. \quad (6.7)$$

Eq. (6.6) is a zero mean ($\Psi_p = 0$) Gaussian phase PDF with variance given by,

$$\sigma_\Psi^2 = \frac{\pi}{2\pi \text{SCR} - \sqrt{3}}. \quad (6.8)$$

The approximated PDF of Eq. (6.7) is plotted against the full PDF (Eq. (6.6)) in Fig. 6.3. From Fig. 6.3 we see that PDF approximation given by Eq. (6.7) (colored crosses) matches very well with the true PDF of Eq. (6.6) for values of $\text{SCR} > 1$ dB. But, for the case of $\text{SCR} \leq 1$ dB, the PDF approximation cannot fully describe the PDF (Eq. (6.6)). However, the proposed approximation is more than sufficient for the small reflector tiles proposed in this study, as their SCR is in the order of 5 to 6 dB. Now, for the reflectors with $\text{SCR} > 1$ dB the standard
deviation of the interferometric phase \( \phi \) of a resolution cell for the single-look case can be written from Eq. (6.8):

\[
\sigma_\phi = \sqrt{2} \sigma_\psi = \sqrt{\frac{2}{2 \text{SCR} - \sqrt{3}/\pi}} \approx \sqrt{\frac{2}{2 \text{SCR} - 0.55}}.
\]  

(6.9)

The proposed expression for \( \sigma_\phi \) is plotted in dashed red line in Fig. 6.1. Comparing the red line (proposed expression, Eq. (6.9)) and blue line (theory, Eq. (6.2)) with the black line (simulated) in Fig. 6.1. One realizes that, Eq. (6.9) provides an improved estimation of the interferometric phase precision for both low and high SCR targets when compared to the high-SCR approximation given by Eq. (6.2). In this study, we used Eq. (6.9) to obtain the phase precision of the low-SCR targets such as RT.

The estimation of a reflector SCR prior to its installation is a basic requirement in order to optimize design and resources. We estimate SCR of a (point target) reflector tile, \( S_{\text{reflector}} \), from the ratio of RCS of the reflector to the expected RCS of the background clutter at the RCS location:

\[
\langle \text{SCR}_{\text{reflector}} \rangle = \frac{\text{RCS}_{\text{reflector}}}{\langle \text{RCS}_{\text{clutter}} \rangle},
\]  

(6.10)

where \( \langle \cdot \rangle \) is used to indicate the estimator operator and RCS\(_{\text{reflector}}\) is deterministic.

In the next subsections, we describe how to determine RCS for both the reflector tiles and the clutter.

6.2.2. Radar cross-section of reflector tiles

For simple objects, the RCS can be calculated from their geometry. In our study, we use a triangular trihedral reflector whose aperture forms an isosceles triangle, as shown in Fig. 6.4. Note that the sides \( b \) and \( a \) are different, with \( b > a \). This is a design choice we made to optimize the angular reflection pattern (the maximum reflection is required in the direction of the satellite) and the available space, while maximizing the RCS, see Section 6.3.1.

The effective aperture of a triangular trihedral reflector, \( A_{\text{effec}} \), is determined from the portions of the surface that participate in the triple bounce mechanisms (Knott et al., 1985). \( A_{\text{effec}} \) is shown in Fig. 6.4 as a gray irregular hexagon. The relationship between RCS and \( A_{\text{effec}} \) is given by:

\[
\text{RCS}_{\text{reflector}} = \frac{4\pi \cdot A_{\text{effec}}^2}{\lambda^2}.
\]  

(6.11)

The effective aperture can be calculated as follows:

\[
A_{\text{effec}} = \frac{a \cdot h}{2} - \frac{a \cdot h}{6} = \frac{a \cdot h}{3},
\]  

(6.12)

where \( a \) and \( h \) are as indicated in Fig. 6.4. Note that \( h \) and \( b \) are related through Pythagoras’s theorem but we use \( h \) for convenience. The reflector RCS now becomes:

\[
\text{RCS}_{\text{reflector}} = \frac{4\pi \cdot a^2 \cdot h^2}{9\lambda^2}.
\]  

(6.13)

It is worth noting that in the case where the sides are equal \( h = a\sqrt{3}/2 \) and the RCS is given by:

\[
\text{RCS}_{\text{reflector}} = \frac{\pi \cdot a^4}{3\lambda^2},
\]  

(6.14)

which is the well-known RCS of a triangular trihedral reflector (Knott et al., 1985).
6.3. Small reflectors for ground motion monitoring

In this section we provide the design of a small reflector that is optimized for ground motion monitoring. In subsection 6.3.1 the small bidirectional reflector is described. The expected SCR for these reflectors is analyzed in subsection 6.3.2.

Next we investigate the challenges that are posed by the use of small reflectors due to their low SCR. In particular, we face two challenges for the case applying InSAR to ground motion monitoring. First, a small reflector is difficult to detect from a single image, especially if its SCR is less than 13 dB (Skolnik, 1962). Second, system noise plus clutter noise may dominate the radar returns, so the signal of interest such as the ground motion may not be observed. To overcome those two limitations, we provide a method that consists of a deployment strategy and a filter, see subsections 6.3.3 and 6.3.4.

Figure 6.4: Triangular trihedral reflector used in this study, with \(b > a\). The effective aperture, \(A_{\text{eff}}\), is shown as a gray irregular hexagon.

### 6.2.3. Radar cross-section of the background

The clutter RCS, depends on the resolution of the radar and on the radar backscatter coefficient of the area:

\[
\text{RCS}_{\text{clutter}} = \sigma_0 \cdot A, \quad (6.15)
\]

where \(A\) is the ground area equal to the resolution cell, and \(\sigma_0\) the radar backscatter coefficient.

Models of \(\sigma_0\) for different terrain types are reported in Ulaby and Dobson (1989), which includes rocky terrain, and short vegetation, among others. We have also access to the Dutch ROVE dataset (de Loor et al., 1982), which comprises many measurements of agricultural crops, grasses and bare soils at X-band and Ka-band. We estimate the clutter RCS using the scattering model that was estimated in Ulaby and Dobson (1989) for the case of terrain with short vegetation. The modeled \(\sigma_0\) is given in dBm\(^2\) per m\(^2\) for different incidence angles, which can be easily adapted to the resolution and incidence angle provided by TerraSAR-X.
6.3.1. Bidirectional reflector tiles design

The reflector that we have designed for infrastructure monitoring is a bidirectional reflector tile as shown in Fig. 6.5. The tile includes two small trihedral corner reflectors. One reflector is oriented to the ascending pass direction, and the other to the descending. Since they are connected to a unique tile structure, the reflectors are subject to the same ground displacement signal. Therefore, the reflector tile can be easily applied for the estimation of a 2-D vector displacement. Note also that the reflector’s aperture has a horizontal orientation to ease installation. The reflector’s orientation plays obviously a major role, since we want the maximum RCS direction to coincide with the incidence angle $\theta_i$ of the satellite radar.

Fig. 6.6 shows a cross-cut of the reflector where the angles and dimensions are defined. Through the selection of the rib sizes $c$ and $d$, we have some freedom in selecting the maximum RCS direction, while maintaining the horizontal aperture orientation. The ratio $d/c$ determines the depression angle $\delta$ of the long rib $c$. The maximum RCS direction of the reflector with respect to rib $c$ is $\theta$. For a symmetrical corner reflector ($c = d$) $\theta = 54^\circ$. $\theta$ increases with the ratio $d/c$ as demonstrated in Fig. 6.7.

The depression angle $\delta$ also increases with $d/c$. We may write the following relation:

$$\theta_i = 90^\circ - \delta - \theta. \quad (6.16)$$

Fig. 6.7 shows the variation of $\theta_i$, the direction of maximum RCS of the reflector, on the $d/c$ ratio. By tuning the $d/c$ ratio and the depression angle, the incidence angle required for a given sensor can be achieved. It is worth noting that the majority of radars operate with incidence angles between $20^\circ$ and $50^\circ$. We constrained further the design with a second requirement on the thickness. We kept the thickness of the reflector (measured from apex to aperture) limited to $\sim 10$ cm, so it would fit in a top layer of a road for instance, which is
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Three parameters that depend on the corner rib ratio $d/c$ are plotted. The corner depression angle $\delta$ and the angle of maximum RCS both increase with $d/c$. The resulting maximum RCS direction of the bidirectional reflector tile decreases with $d/c$, spanning an angular range of more than 120°.

usually in the order of 10 to 20 cm.

The bidirectional corner reflector tile used in our experiment has dimensions $c = 28.2$ cm and $d = 14.5$ cm, resulting in a ratio $d/c = 0.51$. Hence, $\theta_i = 25.3^\circ$. The wide elevation beamwidth of the corner reflector provides sufficient flexibility to cover practical
satellite radar incidence angle ranges. Fig. 6.8 displays the actual elevation diagrams for the bidirectional reflector. The beamwidth for each section is 45 degrees. Note that for satellite incidence angles over 20 degrees only one section will produce a reflection. This ensures a single reflection from the bidirectional tile, leading to a stable and well defined phase centre. For angles smaller than 20 degrees both reflectors would contribute, leading to erroneous phase signals. In the design process the minimum angle can be chosen as required. We have chosen the same \( d/c \) ratio for the two corners in the bidirectional reflector, but it would be possible to use different ratios for both corners, in order to optimize the incidence angles for ascending and descending tracks of the satellite radar.

The maximum RCS of each reflector is 6.4 dBm\(^2\), which is calculated using Eq. (6.13). The total dimensions of the tile are around 35 cm \( \times \) 20 cm, with a height of 12 cm (excluding support base), similar to a pavement tile. The reflector tile was designed to monitor grass-covered dikes, which are very common in the Netherlands and other low land countries. A hole is drilled at the bottom of each reflector to drain rain water. Installing a radome is possible, but we did not test this. We expect that a radome will introduce a loss between 1 and 1.5 dB (Skolnik, 1962).

6.3.2. Expected SCR
As previously explained, we estimate the reflector SCR prior to its installation using a model of the backscattering coefficient \( \sigma_0 \), of the background where the reflector will be placed. Our test will be executed with TerraSAR-X images, with resolution 3x3 m, and the incidence angle varies between 24 and 39 degrees. The \( \sigma_0 \) of terrain with short grass observed with an X-band radar at an incidence angle of 20 to 40 degrees is around \(-8\) dBm\(^2\)/m\(^2\) according to the Dutch ROVE dataset (de Loor et al., 1982) and (Ulaby and Dobson, 1989). Now, the background RCS can be found from Eq. (6.15). The result is 1.5 dBm\(^2\). Therefore, we expect a reflector SCR in the order of 4 to 5 dB. The value will not be the same for ascending and descending tracks, because the incidence angles are different and hence the \( \sigma_0 \) will change slightly. Furthermore, the RCS of the corner reflector at the satellite incidence angle of 39° is slightly reduced, as can be seen in Fig. 6.8.

Based on the estimated value of the SCR we derive a first indication on the expected standard deviation using Eq. (6.9). An SCR of 5 dB is equivalent to a phase standard deviation of 0.6 rad, which provides about 1.5 mm Line-Of-Sight (LOS) deformation precision (1\(\sigma\) confidence) for TerraSAR-X.

6.3.3. Reflector tiles deployment
We deploy the reflectors in a predefined and therefore recognizable pattern in order to precisely localize low SCR reflectors. The chosen pattern helps to both identify the reflectors within the SAR image and to yield an efficient method for spatial filtering. A matched filter can be used for fast and accurate localization of the reflectors within a SAR image. Fig. 6.9 (C) shows deployment patterns that are used in the experiment.

Fig. 6.9 (A) and 6.9 (B) display time averaged amplitude images for (A) descending (30 images averaged) and (B) ascending passes (20 images averaged). Small reflectors forming a quincunx-shaped pattern are marked with red arrows. Because of their low SCR, the reflectors are almost undistinguishable from the clutter. The predefined deployment pattern therefore helps in their detection. Other reflectors of larger size are deployed in an arrow-shaped pattern. They appear as a very bright points in the descending pass, see
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Figure 6.9: Incoherent time-averaged SAR images for (A) descending and (B) ascending passes. Reflector tiles are indicated with red arrows. White arrows indicate reference reflectors, which are larger trihedral corner reflectors. (C) Optical image (Google Earth (GoogleInc., 2017)) of the area. Reflector tiles are deployed in a quincunx shape pattern. Other reflectors (trihedral ones) are deployed in an arrow-shaped pattern. These reflectors were not used in this study and only visible in the descending pass, see (A).

Fig. 6.9 (A). The reflectors forming an arrow-shaped pattern are not used in this study.

6.3.4. Filtering

We filter the data by taking the coherent mean of the complex signal of the five selected pixels. This is similar to the coherent integration that is performed in classical radar technology (Skolnik, 1962) to improve the signal to noise ratio. For truly coherent signals in the presence of random noise, the SCR improvement is equal to the number of coherently summed samples. In the InSAR case, the coherent filter improves the SCR when all reflectors are subject to the same deformation signal. Furthermore, since the distance between them is short, the atmospheric delay experienced by the radar returns is negligible between the reflectors. With the complex mean, the signal that is common to all reflectors (i.e. ground deformation) adds up. However, the clutter noise reduces due to its random nature. Therefore, the increase in SCR is equal to the number of reflectors included in the filter, which is the same as the number of integrated radar returns. In Section 6.4, we
prove experimentally that, despite the low power returned by individual reflectors, coherent averaging greatly reduces phase noise.

6.4. Experimental results

To test the bidirectional reflectors, we deployed them forming a quincunx pattern, as shown in Fig. 6.9. The test site was located in the Netherlands, a TNO premises near to Delft with visibility from both ascending (incidence angle $\sim 39^\circ$) and descending (incidence angle $\sim 24^\circ$) passes. The reflectors were installed in a geophysically stable area in a grass field, thus resembling the setup for our final goal, which was monitoring dikes which have similar vegetated surfaces.

6.4.1. Setup

In order to place many small CRs in a predefined formation, the spatial distances between reflectors have to be carefully chosen. Distances should not be too short, to avoid interference between reflectors. We found that the distance between the reflectors should be at least two resolution cells to avoid mutual reflector interference. In addition to that, the maximum distance between the reflectors should be smaller than the decorrelation distance expected for both the deformation and the atmospheric signal, otherwise the spatial filter is not effective. Finally, the orientation of the pattern is chosen such that the interference due to side lobes (from the CRs in the formation) is minimal.

6.4.2. SCR estimation

There exist different methods to estimate the SCR (de Loor et al., 1982), our approach is as follows. First the clutter power is determined by measuring the mean radar power of a small, homogeneous area (with grass) before the reflector is installed. After the reflector is placed, we determine its response, which is the sum of the reflector and the clutter, and estimate the ratio of the two powers. Although clutter power will change over time, this method provides a reasonable approximation of the SCR, as the backscatter of the area is rather stable during wintertime when we performed this experiment. The power ratio determined this way, is

$$\frac{P_R + P_C}{P_C}. \quad (6.17)$$

The SCR was introduced in Eq. (6.1) as $S = P_R / P_C$, and can be easily calculated from the measured quantities. Clearly, the SCR will be smaller than the ratio in Eq. (6.17). After the tiles were installed, the received power at the corresponding pixel positions increased $\sim 6$ dB, see Fig. 6.10. As explained above, the SCR can now be estimated as 6 dB. This value is in agreement with the estimation in Section 6.3.1.

From radar detection theory it is known that reliable detection of a target requires an SCR of at least 13 dB (Skolnik, 1962); hence the tiles are $\sim 7$ dB below detection threshold. In principle, this makes the reflector tiles suitable for covert operations. To increase the RCS of the tiles to obtain an SCR of 13 dB, their size would have to be increased. Applying the same ratio, the sizes $c$ and $d$ in Fig. 6.6 would increase by a factor 1.6, from $14.5 \times 28.2$ cm$^2$ to $23.2 \times 45.1$ cm$^2$, which is considerably larger.
Figure 6.10: Estimated SCR for tile reflectors (RT 1 to RT 5) observed in the descending and ascending pass (red arrows in Fig. 6.9 (A,B)). The reference reflector (of sides 1 m in descending and 45 cm in ascending) are traditional trihedral corner reflectors (white arrows in Fig. 6.9). CR A and CR B were installed in August 2012 (for descending) and December 2012 (for ascending), respectively.

Figure 6.11: Displacements estimated from interferometric phases for (A) descending and (B) ascending. Values represent motion with respect to the reference reflector. Mean value is shown with black triangles. Only observations after the installation of reflectors are included.

### 6.4.3. LOS deformation results

After the interferograms are formed with respect to a common master image and the contribution of the reference surface (the WGS84 ellipsoid) is removed (Hanssen, 2001a), we calculate the interferometric phase differences of all reflector tiles with respect to a reference reflector. A reference reflector with a SCR of around 37 dB (1 m sides) and 27 dB (45 cm sides) are used in descending and ascending, respectively, to avoid the addition of extra noise when taking double differences. The resulting phase differences are converted to radar LOS displacements. Fig. 6.11 shows the displacements for descending (A) and
ascending (B) passes after the installation of the 5 reflector tiles on the 5th of December 2012. The phases of individual reflectors appear relatively stable, with the exception of the period around mid-January, when the reflectors were covered with snow. Note that, despite the low SCR of individual reflectors (~6 dB on average) the phase signal appears to be reasonably coherent. We reduce the phase noise by coherent averaging the five pixels in space as explained in Section 6.3.4. The mean values of the interferometric phases of the reflectors are shown in Fig. 6.11 as black triangles for every measurement day. From this figure it is clearly visible that the variability of the signal of the mean is considerably less than those of individual reflectors.

Next, we estimated the improvement obtained from the filter. It is worth noting that the filter only works optimally if the phases are aligned in the sense that all reflectors included in the filter observed the same signal. In other words, the filter is optimal when the signal of interest (e.g. ground deformation) is spatially correlated and noise is not. For noise variance estimation, we approximate the displacements with a linear plus seasonal model. After removal of the estimated model, we determine a noise standard deviation of 3 mm for individual reflectors, the sensor wavelength being 31 mm. After the complex mean operation, we estimate 1.5 mm standard deviation. The observations around the snow fall period (January 2013) are not used in the estimation of the standard deviation. The reduction in the standard deviation by a factor of 2 is in agreement with the expected theoretical improvement of \( \sqrt{N} \), where \( N \) is the number of reflectors, equal to five in our case. We recall that the SCR improvement is a factor \( N \), leading to a reduction in \( \sigma_\phi \) of \( \sqrt{N} \), see Eq. (6.9). The estimated noise variances determined for this dataset are probably overestimated since they include unmodeled deformation, and other signals that are not truly noise. In any case, this experimental setup measures the improvement obtained with the complex mean compared to their individual reflectors.

Figure 6.12: Geometry of the observations in the plane through the two radar lines of sight and their decomposition.

### 6.4.4. Decomposition of LOS deformation

The bidirectional tiles enable decomposition of the LOS deformation into horizontal and vertical displacement values. The TerraSAR-X observations were taken from two directions, ascending and descending passes at \( \sim 39^\circ \) and \( \sim 24^\circ \), respectively. To find the vertical and horizontal displacements we need to solve the following equations (Hanssen, 2001a):

\[
\begin{bmatrix}
    d_{\text{desc}} \\
    d_{\text{asc}}
\end{bmatrix} =
\begin{bmatrix}
    \cos(\theta_{\text{desc}}) & \sin(\theta_{\text{desc}}) \cdot \cos(\alpha_{\text{desc}}) \\
    \cos(\theta_{\text{asc}}) & -\sin(\theta_{\text{asc}}) \cdot \cos(\alpha_{\text{asc}})
\end{bmatrix}
\begin{bmatrix}
    V \\
    H
\end{bmatrix}
\]

(6.18)
with \( d_{\text{desc}} \), \( d_{\text{asc}} \) the displacement observed by the satellite in descending and ascending mode. \( \theta_{\text{desc}} \), and \( \alpha_{\text{desc}} \) are incidence and heading angles in descending mode while \( \theta_{\text{asc}} \), and \( \alpha_{\text{asc}} \) are incidence and heading angles in ascending mode. \( V \), and \( H \) are the vertical and horizontal (East) components, respectively.

\[
\begin{align*}
\sigma_{V}^2 &= 1.3^2 \text{ mm}^2, \\
\sigma_{H}^2 &= 2.1^2 \text{ mm}^2, \\
\sigma_{VH}^2 &= 0.6^2 \text{ mm}^2,
\end{align*}
\]

These values are smaller by a factor of \( N \) when compared to the individual tiles.

We observe a weak horizontal component. We attribute this to the noise floor, besides that we do not expect any motion of the reflector tiles in the horizontal plane (based on the local conditions). In the vertical plane we see a subsidence of the reflectors of several mm’s in the first two months after installation. This could be a settling effect. The tiles were

Figure 6.13: (A) vertical and (B) horizontal displacement of the 5 reflector tiles (RT1 to RT5) as a function of time in the first half year of 2013. Black line with triangles represent the displacements after signal is spatially filtered. Color lines with circles represent the estimations of vertical and horizontal displacement for individual reflectors tiles RT1 to RT5.

The heading angles of the satellite are \( 350^\circ \) (\( \alpha_{\text{asc}} = 10^\circ \)) for ascending mode and \( 192^\circ \) (\( \alpha_{\text{desc}} = 12^\circ \)) for descending mode. Since the radar looks perpendicular to the satellite track, the horizontal displacement in East-West direction is the easiest to measure, whereas the one in North-South direction may experience low accuracy. The vertical accuracy is dependent on the incidence angles. Fig. 6.12 shows the situation in a diagram.

In this case study, the observed displacements are expected to be mostly in the vertical direction. However, discrepancies between the signals observed at ascending and descending passes may occur due to a difference in the incidence angle between passes (\( \sim 39^\circ \) and \( \sim 24^\circ \), respectively) and different reference reflectors for ascending and descending passes. Different sampling times can also produce large variations between these two time series. For example, the snow fall in the beginning of January 2013 was closer in time to the ascending acquisition than to the descending one, as can be seen by comparing Fig. 6.11 (A) and (B).

The estimated vertical and horizontal displacements are shown in Fig. 6.13. The plotted lines include both estimates, the ones obtained from individual reflectors (colored lines with circles) and also the estimate obtained after applying the complex mean filter (black line with triangles). The variances and co-variance of vertical (\( V \)) and horizontal (\( H \)) components of the complex means are (from Eq. (6.18)) \( \sigma_{V}^2 = 1.3^2 \text{ mm}^2, \sigma_{H}^2 = 2.1^2 \text{ mm}^2, \) and \( \sigma_{VH}^2 = 0.6^2 \text{ mm}^2, \) respectively. These values are smaller by a factor of \( N \) when compared to the individual tiles.
simply placed on a 10 cm layer of sand, which was compressed manually.

6.4.5. Discussion
The reflector tiles that we propose in this research were designed for monitoring grass covered dikes and specifically developed for X-band satellites. We selected X-band satellites, because they provide high resolution data and have small wavelengths enabling to use small reflectors which are cheaper. Furthermore, there are a large number of X-band satellites, TerraSAR-X, Cosmo-SkyMed and KOMPSAT5, that can help to reduce the observation time and improve the monitoring strategy. The deployment of reflectors should aim at optimizing the sampling of the ground deformation, but also take into account that the distance between reflectors should be less than the decorrelation distance of atmospheric disturbances, i.e. around 800 m (Rocca, 2007). When monitoring infrastructures such as natural dikes (e.g. peat dikes) we suggest positioning the reflectors near the dike’s crown, as the upper part of the dike experiences the largest fluctuations. The final precision of the LOS estimation will depend on the number of reflectors included in the filter. For example if the deformation signal does not change over an area where \( N \) reflectors are included in the spatial averaging filter, the expected precision is around \( 3/\sqrt{N} \) mm. Although developed for dike monitoring (e.g. grass, and vegetation covered dikes), these bidirectional tiles are also well suited for other types of infrastructure, such as large bridges and dams whose orientation is not optimal for the radar satellites.

6.5. Summary and conclusions
We have shown that small corner reflectors can be of use for interferometric applications. However, due to their low SCR they appear hidden in the clutter. By deploying the reflectors in predefined patterns, we were able to localize them in radar images, whereas the individual reflectors were invisible in a single image. They start to appear somewhat visible after applying a temporal filter on radar backscatter images. Despite their low SCR, we have proved that small reflectors contain coherent information and that they are valuable for interferometric applications. A combination of small reflectors can be used to reduce SCR induced errors in the interferometric phase or deformation signal. In addition, we have derived a new expression to estimate interferometric phase precision for resolution cells having a point target and clutter. From our experiments, we conclude that the complex mean of the interferometric signals improves the phase accuracy by a factor \( \sqrt{N} \), where \( N \) is the number of reflectors in the ensemble. We estimated for each reflector tile \( \sim 3 \) mm standard deviation of the interferometric phase noise, compared to \( \sim 1.5 \) mm for the complex mean of 5 reflector tiles. Noise includes all signals that are not included in the deformation model. We were able to decompose the LOS deformation signals of ascending and descending passes in horizontal and vertical displacements of the reflector tiles with a standard deviation of about 2.1 mm and 1.3 mm, respectively. The structure of the reflector tiles enabled this application in a favorable way.
Conclusions and Recommendations

The goals of this research are (i) to develop methods to identify the object within the SAR resolution voxel that is responsible for the coherent reflection (decoding), and (ii) to design, deploy and test new reflecting objects in order to introduce a new coherent measurement (encoding). In this chapter, we present the key conclusions, list the main contributions, and recommend future research.

7.1. Conclusions
This study presents methodology to decode and encode spaceborne radar interferometry measurements in a systematic approach with experimental validations. The main conclusion is that radar measurements should be, and can be, linked to objects on the ground, which is possible using classification and/or precise point positioning. As a result, we are better able to interpret the estimated displacements and utilize these for infrastructure asset management.

In case no coherent reflection can be obtained at a desired location, we introduce a novel method to encode new coherent measurements using a distributed set of small radar reflectors, referred to as a Distributed Corner Reflector, which can be used as an alternative for large and bulky reflectors estimates with an accuracy of a few millimeters.

We defined three research questions and several sub-questions, as described in chapter 1. Secs. 7.1.1 and 7.1.2 are related to decoding and sec. 7.1.3 is related to encoding.

7.1.1. Decoding via target classification

The first research question, “How can we identify each coherent radar scatterer on the ground and relate InSAR-derived displacements to stress on the infrastructure?”, is addressed by the following three sub-questions.

Sub-question 1. How can we attribute radar scatterers to different types of infrastructure?
Infrastructure can be grouped into two types: above-ground (elevated) infrastructure and underground infrastructure. Relative deformation between these two might pose a safety risk. For example, underground cast-iron gas pipes are connected to houses, leading to an explosion risk in case of relative deformation between the two. PSI provides displacements of PSs, which are randomly distributed spatially. Identifying the ground-related PSs through classification is a vital step towards correctly interpreting the PS measurements. Combining (1) polarization, (2) amplitude and (3) phase measurements, scatterer classification was shown possible in literature.

In our approach, radar scatterers from elevated infrastructure and ground-level are separated using their height estimates, see chapter 3. This approach is favored over polarimetric and amplitude-based approaches, as large Doppler and perpendicular baseline variations are not always available. The height-based classification method estimates the local ground height distribution near each PS location in order to discriminate PSs at the ground level from those from elevated structures. This method is self-reliant on PS and it does not use require an external DEM.

The performance of our classification method is tested with simulated data and real data spanning 20 years. In the simulation, the success rate of classification is found to be above 80% when the number of scatterers from the ground level reaches 50% or higher. The InSAR satellites usually acquire images with moderately steep incidence angles which guarantee a substantial number of scatterers from the ground level, and therefore an adequate classification outcome. Applied on real data, our approach proves to be sufficiently reliable for practical applications, and is currently operationally applied for asset management by some of the main utility providers in the Netherlands. Finally, it is demonstrated that the DEM of the area obtained as a by-product of the height-based classification can be exploited for the classification performance analysis. The DEM obtained from the classification results of ERS, ENVISAT, and TerraSAR-X is compared with a high-quality lidar data (AHN2) and is found to be $\sim 1$ m accurate.

By segregating scatterers into above-ground and underground types, the classification method facilitates a first level interpretation of the estimated height and velocity, as the deformation of the ground and the buildings can be investigated separately. We present the results of our target classification in two ways — point based, and postcode based. From the classification results (sec. 3.3.3) it is demonstrated that our height-based methodology is reliable and can be used as a tool for localized and wide-scale deformation interpretation.

Sub-question 2. How can we classify different deformation phenomena in order to relate them to stress on underground infrastructure?

The next challenge is to classify the driving mechanisms so that the type of deformation experienced by a particular type of infrastructure can be identified. Relative deformation of infrastructure at a very-local scale — within itself and in relation with other infrastructure and underground utilities — may pose problems in terms of its stability and the safety of the people in the neighborhood.

The proposed deformation classification methodology uses the high-low separation per point, as discussed above, and combines it with the deformation of the neighboring PSs through a hypothesis testing procedure. The hypothesis testing procedure takes the
precision of PS deformation estimates into account and enables the end-user to set a significance level to detect anomalous differential deformation.

Relative deformation between two scatterers is classified into five regimes: autonomous structural motion, shallow compaction, local land subsidence, inter-structural deformation, and no relative motion, see Tab. 3.2. A ‘no relative motion’ regime is detected when there is no significant relative deformation. A ‘shallow compaction’ is identified when the ground shows a significant displacement relative to the elevated infrastructure and vice-versa for an ‘autonomous structural motion’. A ‘local land subsidence’ captures relative motion between the ground while an ‘inter-structural deformation’ represent motion between buildings. The ‘shallow compaction’, and ‘local land subsidence’ types relate to the stress on the under-ground infrastructure such as gas pipes and water pipes. The ‘autonomous structural motion’ and ‘inter-structural deformation’ types represent the stress on the elevated infrastructure itself.

Sub-question 3. How can we detect, quantify, and analyze potential stress on infrastructure so that asset maintenance can be prioritized?

Subsidence is a global problem which has consequences to infrastructure, its maintenance and the people dependent on them. The Netherlands Environmental Assessment Agency (PBL) has provided an estimate of about €22 billion to fix the damage caused by land subsidence until 2050 in the Netherlands alone.

Accumulation of stress in the underground utilities infrastructure consisting of gas transportation pipes, electricity pipes, water pipes, and sewer pipes can result in severe accidents with economic damage and loss of lives. A fracture in a gas pipe network had led to explosions in the past, see Fig. 3.34. Government agencies along with underground pipe network companies are working together to prioritize replacing the brittle pipes. For this goal, a deformation-based classification methodology is proposed using InSAR to quantify stress and prioritize the replacement of the vulnerable brittle pipes.

We propose a new parameter called the relative deformation index (RDI) to quantify and analyze potential stress on infrastructure. RDI, expressed in percentage, is defined as a ratio between a mean relative deformation at a PS location and a threshold critical displacement. RDI uses a user-definable deformation rate threshold to assist asset managers towards detecting and analyzing critically deformation regions. Since RDI combines all the relative deformation types such as autonomous structural motion, shallow compaction, local land subsidence, and inter-structural deformation into one parameter, it can be used to detect localized deformation of a scatterer in relation to its neighborhood. As RDI uses relative deformation, the actual deformation of the reference point (assumed stable in most cases) in the deformation interpretation can be eliminated.

We apply the RDI-based approach to a stack of TerraSAR-X interferograms over Amsterdam and using RDI we successfully demonstrate the monitoring of the underground assets for gas transportation pipe networks. The results obtained from RDI are validated using gas pipeline-failure data (sec. 3.5). The generated RDI map, serves as an infrastructure stress map, and is presented per region using the postcode as an example. Such a region based stress map can be used to strategize and prioritize regions for preventive maintenance and the brittle pipe replacement.
The challenge of maintaining and replacing older and brittle underground infrastructure is not just limited to gas pipelines, water pipeline network among others face a similar problem. In order to assess the impact of relative deformation on underground water pipeline network infrastructure, we study The Hague region using a TerraSAR-X dataset with our methodology. Application of RDI, provided us with a pipe replacement prioritization map, which establishes the value-addition of the proposed approach (Appendix B). The approach can be deployed at places where an InSAR data stack is available and it does not require any additional information about the reference point and the terrain (i.e. 3D city model). Our methodology for infrastructure stress monitoring derived from the radar satellite data is useful, cost-effective and can be extended to other applications such as underground tunnel monitoring, and building stability analysis.

7.1.2. Decoding via 3D positioning and target association

The second main research question is, “How can we precisely associate each coherent radar scatterer to a physical object on the ground?”, which is addressed by the following three sub-questions (highlighted in gray).

Sub-question 1. How can we pinpoint very-localized deformation?

In order to detect very-localized deformation, e.g. different parts of the same infrastructure, precise point positioning of radar scatterers is necessary. The relatively poor positioning accuracy of InSAR measurement points is a major roadblock in interpreting PSs on infrastructure. An error in the 3D position could result in mis-association of PSs to infrastructure and could therefore lead to mis-interpretation of deformation estimates.

By addressing positional errors in a mathematical model, we improve accuracy and precision of the 3D position. As a result, scatterers can be rightly associated to physical objects and achieve a very-localized deformation interpretation. In this approach, mitigation of the positional offsets and deriving a quality description are the key steps.

Scatterer positioning involves a set of steps that maps a position in radar image coordinates (in pixels) to a corresponding point in terrestrial coordinates (in meters). In chapter 4, we introduced a systematic geodetic procedure using a standard Gauss–Markov approach to account for position offsets and perform error propagation from the radar coordinates to a local Cartesian coordinate system. In the end, we derive an accurate estimated position and an associated precision expressed via the variance-covariance matrix in the local 3D coordinates.

The approach developed in chapter 4 is tested on high-resolution TSX stripmap data (in chapter 4) and medium-resolution ENVISAT data (in chapter 5). The Position improvement obtained from the step-by-step geodetic procedure for artificial corner reflectors and PSs is validated using the ground truth data such as DGPS, and 3D model. The results demonstrate that this procedure is applicable to a general purpose InSAR stack and can achieve improvements in the positioning capability of millions of radar scatterers.
7.1. Conclusions

Sub-question 2. How can we systematically model error contributions and estimate the 3D position of a radar scatterer, with a proper quality description?

Position error contributions can induce errors ranging from centimeters to several meters. Since timing errors such as bistatic offset can vary across image and the transformation from radar coordinates (range $r$, azimuth $a$, and cross-range $c$) to terrestrial coordinates (east $e$, north $n$, and height $h$) is non-linear, we found the position errors to vary across the scene. Hence, a point-level correction mechanism is necessary rather than an image-level (chapters 4 and 5). For this purpose, we introduce the functional and stochastic models for each scatterer to facilitate precise point positioning, error propagation and quality assessment and control.

The functional model is found to be perturbed by several secondary components in azimuth and range. These are the components measured by the radar but considered as noise in the position estimation. It includes the dominant terms such as range path delay, tectonic plate motion, solid earth tides, orbit errors, and timing errors. External data such as GNSS and tide models are used to estimate these secondary components in the functional model. The stochastic model captures (i) unmodeled secondary components, (ii) quality of external data used for secondary components computation, and (iii) the error in the position determination due to the scatterer’s signal-to-clutter ratio.

Using a TerraSAR-X and TanDEM-X stripmap dataset over the Netherlands the proposed method is assessed in 2D and 3D with DGPS, tachymetry, and 3D building models using an experiment. As a result, we achieve a 2D precision of about 7 cm for trihedral corner reflectors. In spite of correcting the secondary positional components, we observe a residual azimuth and range timing bias of $\sim 2$ cm in azimuth and $\sim 32$ cm in range, see sec. 4.5.1. In 3D, we are able to achieve an accuracy (Euclidean distance from the ground truth) in the order of decimeters, see sec. 4.5.3. Through error propagation, the position uncertainty in radar geometry is transformed into local reference coordinates and is represented by an error ellipsoid. The error ellipsoids are cigar-shaped and elongated in cross-range with a typical ratio of the axis lengths of 1/3/200 in range, azimuth, and cross-range, respectively.

An error in scatterer positioning is a serious problem in medium and low resolution SAR imagery when compared to the high and very-high resolution case. The medium and low resolution variants cover a larger area per resolution cell and yield a relatively poor point density. This makes monitoring parts of an infrastructure difficult. In chapter 5, we apply the procedure developed in chapter 4 and improve the positioning for medium resolution images using ENVISAT ASAR as an example. Here, we introduced the local oscillator drift, and the bistatic offset corrections in the functional model in addition to the existing ones in chapter 4.

Using trihedral corner reflectors installed between 2003 and 2008 in Delft, we have found that the ASAR imagery needs to be corrected for a calibration offset of about 1.58 m in azimuth and 2.84 m in range to achieve bias-free geometric calibration. In 3D, we are able to locate scatterer in the order of decimeters distance from the true location. Similar to chapter 4, the positional precision of scatterers is expressed as error ellipsoid and they are found elongated along the cross-range direction (with a ratio of the axis lengths of 1/0.8/12), representing a coarse precision in that direction, see Fig. 5.14.
The approach to obtain precise positioning, demonstrated for TerraSAR-X and ENVISAT, can be applied to other SAR sensors such as ERS-1/2, RadarSAT-2, Cosmo-Skymed, and Sentinel-1A/1B.

**Sub-question 3. How can we establish a link between the radar scatterers and the physical objects on the ground?**

By applying the above error modeling and geolocation correction steps, high-precision positioning of radar scatterers in 3D terrestrial coordinates can be integrated with other geodetic data. The object space on the ground can be represented by a 3D city or building model.

An accurate 3D building model serves as ground truth of the environment. The estimated scatterer position along with its error ellipsoid is used as a search space to look for points or objects in the 3D model. Exploiting the covariance matrices of SAR and the 3D building model, the radar scatterers are associated with objects in the 3D mode using the Bhattacharyya metric (chapter 5). Such linking of InSAR measurements with objects on the ground, significantly improves the operational capabilities of PSI by accurately interpreting the estimated deformation of millions of PSs. However, when there are multiple reflections the phase center may not be uniquely associated with the 3D model. In such cases our approach will link the scatterer to an object in the 3D model based on the position ellipsoid’s orientation and proximity.

Association of scatterers with their geometrically most probable position in the 3D model is demonstrated for a high-resolution TerraSAR-X stripmap and a medium-resolution ENVISAT dataset in chapters 4 and 5, respectively. Interpretation of deformation from parts of individual infrastructure is shown to be feasible for these types of SAR imagery. This approach also helps in identifying infrastructure and parts of it which are not measured by the PSs approach, see, e.g., the tower of the church in Fig. 5.16. By linking PSs to different types of infrastructure such as roads, power lines, bridges, railways, harbors, and so on, the proposed methodology will pave the way for numerous infrastructure monitoring applications.

### 7.1.3. Encoding via distributed corner reflectors

The final research question is, “How can we monitor a specific infrastructure (or a point of interest) by artificially encoding coherent SAR measurements?”, addressed by the following three sub-questions (highlighted in gray).

**Sub-question 1. How can we distribute and detect small artificial reflectors for infrastructure monitoring?**

InSAR is an opportunistic measurement technique, meaning that obtaining a measurement at a point of interest is not guaranteed. In order to guarantee measuring a specific point on interest, the object space on the ground can be modified by introducing coherent reflectors,
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i.e., it needs encoding. To encode the object space artificial radar reflectors can be used, preferably passive reflectors due to their low cost and maintenance requirements.

Artificial reflector deployment for deformation monitoring often has contradicting requirements. To provide with high signal-to-clutter ratio (SCR) and avoid decorrelation noise, their size is required to be large, which obviously complicates their deployment and maintenance. These contradictions lead us to introduce a new concept of distributed corner reflectors in chapter 6.

Small reflectors do not provide high SCR values, but they offer low cost, easy installation, suitability for infrastructure with space constraints, and have a low visual impact on the landscape. To facilitate detection, we have distributed small reflectors in a predefined pattern such as quincunx and arrow shapes. In spite of their low SCR, the predefined pattern and temporal averaging helps in detecting the small reflectors in the SAR image. The reflectors are deployed such that the sampling of the ground deformation signal is optimal, and the distance between reflectors should be less than the decorrelation distance of atmospheric noise. In order to achieve decomposition of deformation signals, small reflectors are designed such that they can be seen in both ascending and descending satellite orbits, see Fig. 6.5. The distributed corner reflector concept that we propose in this research is successfully demonstrated for TerraSAR-X over a region in the Netherlands.

**Sub-question 2. How can we describe the phase statistics of small artificial reflectors?**

For InSAR applications, the SCR is typically used as an indicator for the standard deviation of the interferometric phase, which propagates to the precision of the ground displacements. In literature, the quality of phase for a point target in a low clutter environment has been derived. However, this closed form expression is only valid for very high SCR targets (SCR above 10 dB) and it underestimates the phase standard deviation for low-SCR targets.

In our case, we used small reflector tiles with a dimension of about 14.5 × 28.2 cm². They exhibited a low SCR of about 6 dB. Therefore to describe the interferometric phase standard deviation for such low SCR targets, an improved closed-form expression is required. For this purpose, we propose a Gaussian approximation for the probability density function (pdf) of the SLC phase. From this approximated pdf, we obtain a closed-form expression for interferometric phase variance as a function of SCR. This expression matches the true pdf very well for the values of SCR > 1 dB.

The proposed closed-form expression is able to estimate the interferometric phase precision for both low and high SCR radar targets. The expression provides a better estimate of the interferometric phase precision of ~0.18 rad compared to the existing one, see Fig. 6.1.

**Sub-question 3. How do the distributed CRs perform over a vegetated region?**

We provide a design of small reflector tiles and a strategy to distribute them such that it is optimized for ground motion monitoring. The reflector tiles are designed to monitor grass-covered dikes, which are very common in the Netherlands and other low-land countries.
A field experiment is conducted by distributing the reflector tiles in a grassy region in two spatial patterns over a region near Delft, the Netherlands. The data acquired from TerraSAR-X ascending and descending orbits are processed and the interferometric phase standard deviation of each individual small reflector is estimated to be \( \sim 3 \) mm. By spatially averaging \( N \) small reflectors, we are able to achieve a precision of about \( \frac{3}{\sqrt{N}} \) mm. In our experiment, we distributed \( N = 5 \) small reflectors and we obtain a phase precision of about 1.5 mm after complex averaging. Decomposing ascending and descending tracks, horizontal and vertical deformation are estimated with a precision of \( \sim 2.1 \) mm and \( \sim 1.3 \) mm, respectively.

Although developed for dike monitoring (e.g. grass, and vegetation covered dikes), these small reflectors can also be used for other types of infrastructure, such as large bridges, arid/semi-arid fields, dams, and buildings, whose orientation is sub-optimal for the radar satellites.

### 7.2. Main contributions
The five main contributions (with sub-contributions) of this research are summarized as follows.

1. A height-based adaptive iterative methodology using hypothesis testing is designed and demonstrated to distinguish ground-level radar scatterers from those associated with elevated structures, see sec. 3.3.
   - The target classification methodology is applied to ERS, ENVISAT, and TerraSAR-X datasets (sec. 3.3.2). Results show successful separation of deformation behavior of the ground from the elevated structure, see sec. 3.3.3.
   - The methodology is introduced to estimate local ground height to create an accurate DEM of the ground using PSI. The generated DEM is found to be \( \sim 1 \) m accurate when compared to high quality lidar data, see Fig. 3.13.

2. A methodology is introduced to combine scatterer classification with displacement estimation to distinguish five relative deformation regimes: autonomous structural motion, shallow compaction, local land subsidence, inter-structural deformation, and no relative motion, see sec. 3.4.1.
   - A new parameter called the ‘Relative Deformation Index (RDI)’ to detect and quantify regions subject to differential land subsidence is proposed in order to prioritize asset management, see sec. 3.4.2.
   - The proposed scatterer and deformation classification methods are applied to monitor underground gas and water pipeline networks in the Netherlands. The results validate the use of spaceborne SAR as a tool for underground infrastructure monitoring, see sec. 3.5 and Arsénio et al. (2014). Based on the outcome of this work, industry has picked this up and the methodology is now applied for gas pipe network monitoring in practice (Ianoschi et al., 2013).

3. A mathematical model is introduced for scatterer positioning and the positional uncertainty is propagated from the radar geometry to local terrestrial coordinates, see chapter 4.
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- The positioning capability of high-resolution TerraSAR-X stripmap and medium-resolution ENVISAT data is empirically assessed through corner reflector experiments, see chapters 4 and 5 (Dheenathayalan et al., 2016, 2018).

- New geometric calibration constants are computed for TerraSAR-X stripmap imagery which are comparable to the results for very-high resolution spotlight data by other authors, see sec. 4.5.1.

- New geometric calibration constants are computed for ENVISAT ASAR imagery to obtain a bias-free scatterer positioning in radar geometry, see sec. 5.3 and Dheenathayalan et al. (2018).

- In 3D, scatterers are located with an offset in the order of decimeters from the ground truth for both TerraSAR-X stripmap and ENVISAT datasets (Dheenathayalan et al., 2016, 2018).

- The position covariance matrix in local coordinates is represented by an error ellipsoid and an approach to link radar scatterers to objects/points in the 3D model is introduced, see secs. 5.2.4 and 5.3.4.

4. The linking of persistent radar scatterers in high and medium resolution imagery to parts of infrastructure is demonstrated to achieve very-localized deformation monitoring capability, see Fig. 4.12 and Fig. 5.16.

5. A new ‘distributed corner reflector’ concept is introduced using small radar reflectors deployed in a pattern, for infrastructure monitoring and natural areas subject to decorrelation, see chapter 6 and Dheenathayalan et al. (2017).

- A new pdf approximation and a closed-form expression of interferometric phase as a function of SCR is introduced to evaluate the second-order statistics of interferometric phases covering both weak and strong radar scatterers, see Fig. 6.3 and Eq. (6.9).

- The distributed corner reflector is evaluated over a grassy terrain yielding a millimeter-level precision in ground motion monitoring, see sec. 6.4 and Dheenathayalan et al. (2017).
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7.3. Recommendations for future work

The work presented towards the exploitation of PSs provides a scope for new improvements and research directions. Eight recommendations for further investigation are presented as follows.

(i) We have demonstrated target classification and interpretation of deformation phenomenon over urban areas. By a full scale application of the developed methods at national level using Sentinel-1 and/or RadarSAT-2 data, one can create a wealth of information, e.g., a database or a map that can be used for wide and local scale infrastructure monitoring. By applying the improved positioning capability, the data processed from different SAR sensors can be integrated to improve the deformation analysis at the infrastructure level.

(ii) Precise 3D positioning is achieved using a systematic procedure involving a tie-point installation to perform geometric calibration for TerraSAR-X and ENVISAT. Geolocation
precision versus cost analysis should be conducted to minimize or even substitute the tie-point installations with a lidar-based open access digital surface model data. Moreover, the positioning performance in 2D and 3D should be analyzed using SAR images from the more recent Sentinel-1 satellites (Yang et al., 2019c).

(iii) Sub-pixel position estimation is conducted per scatterer to improve the azimuth and range pixel positions. Yet, the flat earth phase and topographic phase are computed at pixel level, which might introduce a phase bias in the time-series when the sub-pixel positions are not considered. Hence, a complete study is necessary to analyze the impact of the sub-pixel position in the phase time-series and the parameter estimation (Yang et al., 2019a). In addition, sub-pixel determination requires significant oversampling for each of millions of PSs, which is a computationally expensive operation. Hence, this step needs to be optimized using, i.e., parallel processing and 2D quadratic interpolation (Press et al., 1992; Hanssen and Bamler, 1999) and must be integrated into the Delft PSI software (Kampes and Usai, 1999; Kampes, 2006; van Leijen, 2014).

(iv) Radar scatterers are associated to 3D models in chapters 4 and 5 based on the minimum norm in the metric defined by covariance matrices. However, the 3D model is not entirely visible by the radar during the imaging process. Therefore, a detection (including multi-bounce scenario) and/or removal of non-imaged points and surfaces from 3D models may improve the quality of the target association. In addition, the fusion of laser scanning from terrestrial and mobile systems with airborne lidar data should be carried out to improve the facade and spatial sampling of the 3D model. Doing so the precision of points or voxels in the 3D model should also be updated before the linking step.

(v) At present, we associate PSs to points in a 3D model (serving as an independent reference information) and ignore the bias between the PS position and the reference information. The position offset between the PS and the 3D model can be used as a feedback to correct the interferometric phase and thereby we might improve unwrapping and deformation estimation.

(vi) Alternate methods to find a link between PSs and objects can be explored using ray-tracing like approaches. Using ray-tracing simulation, PSs occurrence and location are predicted and can be compared with real SAR data for validation. For those scatterers identified by ray-tracing and matched with real data, the object type and nature of the reflection exhibited by PSs can be inferred (Yang et al., 2019b). 3D city models with different levels of detail are available in practice. A 3D model with a certain level of detail needs to be selected based on its performance in PS identification.

(vii) In this study, it is assumed that the resolution cells detected with PS contain only one dominant scatterer. This assumption should be tested using tomographic processing techniques. Tomography is expected to improve the positioning of existing PSs and also add a new set of measurement points which would otherwise not be detected as PS. Once tomography is applied and scatterer contributions can be separated, then scatterer positioning, scatterer-to-object linking, and deformation classification can be performed to refine the interpretation.

(viii) Distributed corner reflectors were tested over a vegetation region. A similar experiment is to be deployed and validated when deployed over a large scale infrastructure such as dams, dikes, and large/tall buildings. In our approach, these weak reflectors are distributed in simple pattern and detected visually. Methods need to be developed to optimally distribute reflectors in a pattern such that it provides a better estimation of
deformation signal on the ground. In addition, for a large scale deployment a methodology for automatic detection of reflectors in radar images needs to be developed.
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Higher-order positioning terms

The higher-order positioning terms are the secondary components measured by the radar and considered as noise (with \( E \{ \text{noise} \} \neq 0 \)) in the position estimation process. They are broadly divided into 4 groups: i) Radar satellite instrument effects, ii) Signal propagation effects, iii) Geodynamic effects, and iv) Coordinate conversion effects. In the following, we will discuss the parameterization of each of these correction factors, followed by a quality description.

A.0.1. Radar satellite instrument effects
During the in-orbit geometric calibration phase, the radar system is corrected for the pixel positions in the SAR image for the internal delays in the satellite, particularly, cable lengths, and frequency offsets. This results in an azimuth time shift, denoted as \( t_{\text{sys}} \) expressed in meters as:

\[
a_{\text{shift}} = \|v_{s/c} \cdot t_{\text{sys}}\.
\]  

(A.1)

For satellite missions such as TSX and TDX, an external azimuth timing offset is provided per image. This offset accounts for the range and frequency dependent azimuth shifts which result from the relativistic Doppler effect and instrument timing errors, see Fritz (2007).

Quality description
The quality of the azimuth shift depends on the precision of the time shift (\( \sigma_{t_{\text{sys}}}^2 \)) and velocity of spacecraft (\( \sigma_{v_{s/c}}^2 \)). For TSX science orbit products, state vector velocities are given with 5 mm/s 3D RMS (root mean square) value (Fritz, 2007). Linearising Eq. (A.1) with initial values \( (t_{\text{sys}}^0, v_{s/c}^0) \), the precision is given by

\[
\sigma_{a_{\text{shift}}}^2 = \left[ \begin{array}{c} t_{\text{sys}}^0 \\ v_{s/c}^0 \end{array} \right] \begin{bmatrix} \sigma_{v_{s/c}}^2 & \sigma_{t_{\text{sys}}}^2 \\ \sigma_{t_{\text{sys}}}^2 & \sigma_{t_{\text{sys}}}^2 \end{bmatrix} \begin{bmatrix} t_{\text{sys}}^0 \\ v_{s/c}^0 \end{bmatrix}^T.
\]  

(A.2)

This appendix has been published in the Journal of Geodesy, 2016 (Dheenathayalan et al., 2016).
A.0.2. Signal propagation effects: Atmospheric path time delay

The total path length (or time delay) of radio signal propagation increases due to the refractivity of the atmosphere, mainly from ionosphere and troposphere (Hanssen, 2001a). In addition, due to the side looking SAR imaging geometry, this time delay scales with the looking angle of the radar satellite.

The ionosphere component of path delay is approximated via the vertical Total Electron Content ($vTEC$) from Global Ionosphere Maps. According to the ionospheric refraction equation, the one way zenithal ionospheric delay in seconds is given by

$$\tau_{iono} = \frac{K \cdot H}{f^2} \cdot vTEC,$$

where $K = 40.28 \text{ m}^3/\text{s}^2$ is a refractive constant, $vTEC$ is the Total Electron Content in zenith direction expressed in $10^{16} \text{ electrons/m}^2$, $H$ is a factor due to flying height of satellite with respect to the total extend of ionosphere, and $f$ is the radar signal center frequency. For TSX, $H \approx 0.75$ is reported (Balss et al., 2012).

The troposphere component ($\tau_{tropo}$) of the path delay is very difficult to estimate due to the strong spatio-temporal variability of refractivity, but a first-order estimate can be obtained from collocated GNSS (Global Navigation Satellite System) delays or even from numerical weather models. In this study, the tropospheric component is obtained from the permanent GNSS station (within the scene). The total path delay in the radar line of sight direction expressed in meters is then obtained as:

$$r_{pd} = v_0 \cdot \left( \frac{\tau_{iono} + \tau_{tropo}}{\cos(\theta_{inc})} \right),$$

where $v_0$ is speed of light in vacuum, $\theta_{inc}$ is the incidence angle, and $\frac{1}{\cos(\theta_{inc})}$ is the mapping function.

**Quality description**

The quality of the path delay

$$\sigma^2_{r pd} = \left( \frac{v_0}{\cos(\theta_{inc})} \right)^2 \cdot (\sigma^2_{\tau_{iono}} + \sigma^2_{\tau_{tropo}})$$

depends on the precision of ionospheric ($\sigma^2_{\tau_{iono}}$) and tropospheric ($\sigma^2_{\tau_{tropo}}$) delays.

A.0.3. Geodynamic effects

The Earth as a whole reacts to external forces as an elastic body due to several geodynamic phenomena resulting in surface displacements. These phenomena vary from solid earth tides, ocean pole tides, pole loading, ocean tidal loading, atmospheric pressure loading to ocean pole loading. All these factors yield an integrated surface displacement at the time of satellite data acquisition. Here, only the major contributor, namely “Solid Earth Tide” is computed and mitigated.

When the Earth rotates within the gravitational fields of the Sun and Moon, due to the Earth's elasticity the Earth's surface experiences displacements of up to 40 cm in vertical direction and a few tens of cm in horizontal direction. This response to lunisolar gravitational attraction is called as Solid Earth tide or body tide (Melchior, 1974). SET for
one full day (30-Mar-2013) is shown in Fig. A.1. For the Delft test site, the SET shows a displacement of ±15 cm in radial ($d_h$) and ±5 cm in horizontal ($d_n$ and $d_e$) directions. Using Eq. A.6, the radial and horizontal displacements are projected into azimuth ($a_{set}$) and line of sight ($r_{set}$) range directions for ascending and descending orbits as shown in Fig. A.1.

$$r_{set} = -d_h \cdot \cos(\theta_{inc}) + \sin(\theta_{inc}) \cdot (-d_n \cdot \sin(\alpha_h) + d_e \cdot \cos(\alpha_h))$$

$$a_{set} = d_n \cdot \cos(\alpha_h) + d_e \cdot \sin(\alpha_h),$$

(A.6)

where $\alpha_h$ is the azimuth heading angle. The displacement and hence the corrections will be significant in range when compared to azimuth direction in Sec. 4.2.3.

Quality description
Given the precision of SET in North ($\sigma^2_{d_n}$), East ($\sigma^2_{d_e}$) and Up ($\sigma^2_{d_h}$) components, the quality of the SET in radar coordinates ($\sigma^2_{r_{set}}$ and $\sigma^2_{a_{set}}$) can be given by

$$\sigma^2_{r_{set}} = \sigma^2_{d_n} \cdot \cos(\theta_{inc})^2 + \sin(\theta_{inc})^2 \cdot (\sigma^2_{d_n} \cdot \sin(\alpha_h)^2 + \sigma^2_{d_e} \cdot \cos(\alpha_h)^2)$$

$$\sigma^2_{a_{set}} = \sigma^2_{d_n} \cdot \cos(\alpha_h)^2 + \sigma^2_{d_e} \cdot \sin(\alpha_h)^2.$$  

(A.7)

A.0.4. Coordinate conversion effects: Tectonic plate motion
When a measurement in one coordinate reference system is to be compared with another measurement in second reference system, the changes in reference systems have to be taken into account.

In the end, we want scatterer position in a local map geometry defined by a TRF e.g., in ETRF89 (European Terrestrial Reference Frame 1989) reference. But, the satellite orbit state vectors are given in the ITRF (International Terrestrial Reference Frame). The ITRF and ETRF are linked relative to epoch 1989.0, since then ETRF89 has been drifting north-east at a rate of $\sim 2.44$ cm/year as shown in Fig. A.2A. This drift in reference frames, when neglected leads to a palpable position error of approximately 60 cm (for a period of 25 years from 1989.0 to 2014.0) along north-east direction as depicted in Fig. A.2B.
Figure A.2: Impact of mismatch between ETRF89 and ITRF reference frames. (A) Connection between a scatterer in ETRF89 and satellite state vector in ITRF reference frames. (B) The effect of tectonic plate motion in azimuth ($\sigma_{\text{tect}}^{2}$) and range ($r_{\text{tect}}$) for a descending right-looking satellite pass.

**Quality description**

The quality of plate motion corrections in range ($\sigma_{r_{\text{tect}}}^{2}$) and azimuth ($\sigma_{\alpha_{\text{tect}}}^{2}$) are obtained by substituting the precision of plate motion corrections in North, East and Up components in Eq. (A.7) instead of respective SET components.
Pipe failure predictions in drinking water systems using satellite radar interferometry

Soil deformation is believed to play a crucial role in the onset of failures in the underground infrastructure. This article describes a method to generate a replacement-prioritization map for underground drinking water pipe networks using ground movement data. A segment of the distribution network of a Dutch drinking water company was selected as the study area. Failure registration data comprising 868 failures registered over 40 months and geographical network data were obtained from the water utility. Ground movement was estimated using radar satellite data. Two types of analyses were performed: cell- and pixel-based. For the cell-based analysis, asbestos cement (AC) pipes exhibited the highest failure rates. Older AC pipes were also shown to fail more often. Conversely, failure rates for PVC were the lowest. For the pixel-based analysis, ground movement was demonstrated to play a role in the failure of all materials combined. Therefore, a replacement-prioritization map for AC was generated which combined ground movement data and pipe-age data. This method can be a beneficial resource for network managers for maintenance and continuous monitoring.

B.1. Introduction

Drinking water supply networks are part of a myriad of underground infrastructures that underpin modern civilization. Because much of this infrastructure is located underground, its fate is intimately related to that of the surrounding soil (O’Rourke, 2010). A factor expected to play a role in the failure of drinking water pipes is non-uniform ground movement, also referred to as differential ground movement (Budhu, 2008). In this process, ground movement creates stress on the pipe and may lead to its failure. Damage to one

This appendix has been published in the Structure and Infrastructure Engineering, 2014 (Arsénio et al., 2014).
facility (e.g., water main) can culminate in damage to surrounding facilities (e.g., gas or telecommunications) with system-wide consequences (O’Rourke, 2010).

Ground movement can be especially damaging to older pipelines (Olliff et al., 2001) and older, rigid joints (De Silva et al., 2001). Hu et al. (2008) argued that changes in soil volume can induce differential ground movement that could subsequently cause the development of stresses in asbestos cement (AC) pipes. The effect of ground movement can also impact pipes whose integrity may have already been compromised by other factors, for example, a chemical attack from water inside the pipe and/or from soil outside the pipe (Hu et al., 2008). According to Breen (2006), provided that PVC pipes are properly manufactured, installed, and free of scratches of more than 1 mm depth, they can endure for more than 100 years in operation. However, the same authors argued that non-uniform soil settling can cause enormous local stresses in a PVC pipe and lead to preliminary failure, and such conditions can decrease the lifetime of a PVC pipe to just 10 years.

Dingus et al. (2002) surveyed 46 of the largest AwwaRF member utilities. For their distribution systems, according to 25% of the survey respondents, frost heave/ground motion was the number one problem. Folkman (2012) surveyed 188 North American utilities. According to the author, 55.3% of respondents identified cast iron (CI) as the most common failing pipe material, followed by asbestos cement (AC) at 17.0%.

Furthermore, the utilities were asked to choose the most common type of failure in their networks; 50% answered that circumferential cracks were the primary failure mode for CI, concrete and AC. Corrosion was the primary failure mode for ductile iron and steel pipes. A longitudinal crack was the primary failure mode for PVC. One of the causes for circumferential breaks is longitudinal loading (Rajani and Kleiner, 2001) that can originate from ground movement (Moser and Folkman, 2008). According to O’Rourke (2010), geohazards (e.g., soil subsidence, earthquakes, hurricanes) have generated substantial interest in lifeline systems (e.g., water, gas and telecommunications). Keeping this in mind, O’rourke et al. (2008) examined the response of the Los Angeles water supply network during the 1994 Northridge earthquake, which was the beginning point for developing a decision support model for the city’s distribution network. More recently, O’Rourke (2010) expanded the previous work, analyzed and modeled the response of three North American networks to earthquakes (San Francisco and Los Angeles), the effect of Katrina in New Orleans, and in the Mississippi River and the Gulf of Mexico.

In centuries past, the Netherlands has not been affected by earthquakes or hurricanes. However, according to Rietveld (1984), “There is no stable rock on the surface of the country and approximately half of its surface is covered by Holocene sediments of clay, sand, and peat which attain thicknesses up to 20 m. In these areas, soil compaction can be relatively significant in relation to tectonic movements”. Thus, in the country, the role of ground movement in water pipe failures is expected to be noticeable.

Therefore, the objective of this article is twofold. The first is to study the influence of ground movement on failures occurring in a Dutch drinking water network. While failure-related data was provided by a water utility, the ground movement data was obtained from satellite-borne radar surveys. The second objective is to create a replacement-prioritization map for network management from these conclusions. This map will assist the utility in addressing potential problems created by soil movement-related failures and in pinpointing pipes installed in high priority replacement areas. Finally, the pipes installed in these areas can be inspected using non-destructive evaluation tools as discussed in
B.2. Materials and methods

B.2.1. Soil deformation data

Persistent scatterer points

Interferometric Synthetic Aperture Radar (InSAR) measures the changes in distance between a satellite and the Earth's surface over a given time frame. Given the satellite's position, changes in the surface (ground movement) are measured along the line of sight (viewing direction) of the satellite (Hanssen, 2001a). When compared to other measuring techniques (e.g., leveling or GPS), InSAR possesses a relatively high temporal and spatial sampling, which is a significant advantage of this technology. InSAR is also shown beneficial in modeling the signal source at a few kilometers beneath the surface (Fukushima et al., 2005; Pritchard and Simons, 2002). In our study, we used movement of the soil surface, measured from a satellite, to study the impact on underground water pipes installed at depths of around 1 m, which is typical in the Netherlands.

In the late 1990s, the Persistent Scatterer Interferometry (PSI) technique was introduced to process stacks of images and extract ground movement by exploiting coherent pixels known as Persistent Scatterer (PS) points (Ferretti et al., 2001). These PS points are usually manmade objects (e.g., buildings, bridges, lamp posts). In this work, PS points are also referred to as pixels. PSI is an opportunity-based technique, therefore, the settling estimation at any desired, specific location or object cannot be guaranteed. However, this technique provides relatively high density of such coherent pixels in urban regions and millimeter precision in surface movement estimation. In fact, the number of PS points per square kilometer (PS density) varies from area to area and depends on the satellite used. In general, a density from 100-1000 PS points km$^{-2}$ in urban environments can be expected.

The PSI technique requires a reference in time and space to estimate ground movement. The reference in time is solved by selecting a reference image, referred to as the master image, and comparing other images to the master to estimate changes in the surface. The reference in space is obtained by taking a point in the master image as a reference point. All of the estimations are then provided with a reference to this reference point, and the most stable point in the image is normally chosen as the reference point.

For this analysis, 99 TerraSAR-X strip-map ascending mode images of the study area were processed employing PSI techniques to estimate the ground movement rate (expressed in mm year$^{-1}$) per pixel. For this satellite, a pixel, or PS point, indicates an area of 3$\times$3 m (approximately). The satellite data used in this work encompass the period from February 2009 until May 2012.

Probability of differential motion

The probability of differential motion (PDM), expressed in a percentage, is defined as the probability that a given PS point experiences relative motion with respect to its surrounding PS points (Dheenathayalan et al., 2011; Dheenathayalan and Hanssen, 2011). Thus, PDM is a derived metric obtained from the deformation estimates. To calculate PDM, every PS point is compared with the surrounding PS points (within 200 m) to detect relative
motion above a certain threshold. The value of 200 m was selected in order to guarantee
enough PS points in the vicinity. The threshold for the ground movement rate employed
in this work was 1 mm year\(^{-1}\). This low threshold was selected to ensure that even a very
minimal ground movement difference between two points was detected. Fig. B.1 illustrates
an example of the PDM computation for a PS point of interest.

Therefore, by comparing a given PS point with other neighboring PS points, the
probability of the given point experiencing relative ground movement is computed (the
PDM). This procedure is repeated for every PS point so that the PDM is obtained per PS.
Then, following the work of Dheenathayalan and Hanssen (2013), PS points are classified
to ascertain those lying on the ground's surface; these represent the differential ground
movement signals. In our study of underground water pipe network analyses, only the PDM
for PS points lying on the ground surface were considered.

### B.2.2. Failure registration data

The failure registration data set consisted of 868 failures comprising all available data for
this utility. The exploited failure data set encompasses the period from January 2009 until
April 2012 which is consistent with the period covered by the satellite data. During this
period, there was no occurrence of natural hazards (e.g., earthquakes or landslides) in
the study area. For each failure, the date, longitude and latitude, and pipe material were
known. These data were obtained from USTORE (Vloerbergh et al., 2012). USTORE also
provides additional information, for example, regarding the origin of the failure (ground
movement, inner/outer corrosion, etc.), diameter, type of soil, or presence of trees in the
vicinity. Nevertheless, the reliability of these data have not yet been assessed, hence these
data were not exploited.

### B.2.3. Study area

This work had the participation of a Dutch drinking water company. This company supplies
more than 1.2 million people in a region of 601 km\(^2\), which is equivalent to a population
density of \(\sim 2000\) people km\(^{-2}\) (Geudens, 2012). As a comparison the water company that
serves the region of Groningen (in the northeast of the country) serves 592,000 customers
spread throughout 2403 km\(^2\), which is equivalent to \(\sim 246\) people km\(^{-2}\). This part of the
country was selected for the following reasons:

1. Availability of failure registration data;

2. Anticipated ground movement above the national level (De Lange et al., 2012); and,

Figure B.1: An example of PDM computation for a point of interest (located in the center). Bold points represent
PS points and values next to them represent deformation estimates in mm per year. Dotted circle represents the
surrounding region (within 200 m radial distance) from the point of interest.
3. Availability of high resolution radar-borne satellite data during the period of failure registration data.

The study area used in this work covers approximately 144 km$^2$ of this company's supply region. In this area, water is supplied through 4309 km of distribution network; with PVC (∼57%), AC and CI (both ∼15%) being the most common materials (tab. B.1). Inside the study area is the city of The Hague (in the west of the country), which is the biggest city supplied by this water company and the third largest city in the Netherlands.

B.2.4. Data analysis
To produce the replacement-prioritization map, it is possible to follow a pixel-based approach or a cell-based approach. Each approach will now be presented and discussed. For both approaches, the available data is analyzed, and the conclusions of these analyses are used in the implementation of the map. Irrespective of the approach, it is expected that the failure rate increases with the level of ground movement.

Pixel-based approach
This approach analyzes the vicinity of PS points. The vicinity is expected to be affected by the local differential ground movement, quantified by the PDM. In the Netherlands, drinking water pipes are usually 10 m long. Two pipes are connected with stand-alone pieces referred to as joints that feature two rubber gaskets. These gaskets keep the system sealed and are expected to sustain some of the ground movement. According to Wang and Moore (2014), for flexible pipes, surface loads in the vicinity of a joint connecting two shallow buried pipe segments influence that joint, but the deformations become negligible at the other ends of the two pipe segments. Therefore, for the present situation, if two flexible pipe segments (e.g., PVC) are involved, it is assumed that the vicinity is 20 m. For rigid pipes (e.g., AC), it is assumed that two adjacent pipe segments are also influenced, in addition to the pipe segment where differential ground motion is exerted; thus, vicinity is defined as 30 m. Furthermore, it is also assumed that for longer distances the effect of ground movement will be dissipated by the joints.

It can be argued that ground movement may be the result of pipe failure (e.g., leakage) and not the cause. It cannot be concluded as to what occurred first - ground movement or pipe failure. Therefore, in this work, it is assumed that ground movement is the cause of failure and not the result. This assumption may lead to conservative decisions that imply the replacement of pipes that are in good condition. In order to minimize this, the utility should inspect the pipes before replacement using non-destructive evaluation tools (e.g. Liu et al. (2012)). Thus, for this approach, the distribution of the PDM values in the vicinity of failures will be compared with the distribution of the PDM values away from failures. To produce the replacement-prioritization map, detailed GIS data is required, i.e., the exact coordinates of the pipe network. However, these data were not available. Thus, the analysis was conducted, but the replacement map could not be produced.

Cell-based approach
The study area was divided into a virtual matrix (451 × 320 cells). Each cell represents an area of 100 × 100 m (approximately 144 km$^2$). This cell size was selected to obtain cells with 20-30 pixels each to allow significant results in the subsequent calculations. It can be expected that pipes installed in different backfills will respond differently to ground movement.
Nevertheless, the soil in each cell is considered to possess homogeneous characteristics. This cell-based approach was followed due to the lack of more detailed soil data; Dutch water companies do not register the characteristics of the soil where the pipes are installed. In this approach, the ground movement in a cell is hypothesized to play a role in the cell’s failure rate.

All PS points within a cell can be collectively calculated for an average PDM:

\[
PDM_i = \frac{\sum PDM_j}{n}, \quad (B.1)
\]

where \(PDM_i\) is the average PDM in cell \(i\) [%], \(PDM_j\) is the PDM of pixel \(j\) in cell \(i\) [%] and \(n\) is the number of pixels in cell \(i\). Furthermore, each failure was assigned to the specific cell where it occurred and the failure rate per cell was calculated:

\[
\Omega_{i,m} = \frac{\sum F_{j,m}}{\sum L_{i,m} \times \Delta t}, \quad (B.2)
\]

where \(\Omega_{i,m}\) is indicative of the failure rate [#km\(^{-1}\)year\(^{-1}\)] in cell \(i\) for material \(m\); \(F_{j,m}\) is the \(j^{th}\) failure in cell \(i\); \(\sum L_{i,m}\) is the total pipe length [km] of pipe material \(m\) in cell \(i\), assumed constant during \(\Delta t\); and \(\Delta t\) is the duration of the registration data [years]. O’Rourke (2010) used a similar parameter referred to as the repair rate [# repairs km\(^{-1}\)]. This formulation, solely normalized in reference to network length, is of use in episodic situations such as earthquakes. However, for the long-term analysis of the network’s performance, normalization with respect to time becomes necessary.

The average pipe age per cell was calculated using:

\[
\bar{\text{Age}}_{i,m} = \frac{\sum \text{age}_{j,m} \times \sum L_{j,m}}{\sum L_{i,m}}, \quad (B.3)
\]

where \(\bar{\text{Age}}_{i,m}\) is the average age [years] of pipe material \(m\) in cell \(i\); \(\sum \text{age}_{j,m}\) is the average of age bin \(k\) (5-year bins) of material \(m\); and \(\sum L_{j,m}\) is the length [km] of material \(m\) of age \(k\). In this analysis, cells for which radar estimations are unavailable or that have no drinking water network were not considered in the analysis. For this approach, a correlation between ground movement and pipe failures at a cell level was researched. To produce the cell-based replacement-prioritization map, GIS data, as detailed as for the pixel-based analysis, was not necessary. In fact, knowing the total length of pipes and the number of failures per cell was enough. These data were available, and a replacement map was produced.

**B.3. Results and discussion**

Exploiting satellite observations, an analysis of failures in drinking water networks was conducted. Based on that analysis, the replacement-prioritization map will be presented and analyzed.

**B.3.1. Failure registration data**

In the study area, asbestos cement (AC) experienced the highest failure rate followed by cast iron (CI) and then PVC (tab. B.1). Subsequent analyses were conducted without failures originating from third-party damage since, \textit{a priori}, these failures are considered
B.3. Results and discussion

In total, 589 failures were included. Additionally, in this study, the linear velocity from ground movement over the observation period was used. This signifies that the area experiencing a gradual ground movement pattern over a period is being taken into consideration on its own. Thus, short and local ground movement-related activities such as road work, seasonal effects, etc. were not considered in our analyses.

The failure registration data set was analyzed in order to study the existence of age-related trends in the failure rate for various pipe materials. Thus, fig. B.2A depicts the failure rate for the three materials per decade of installation. While PVC has an unexpected spike during the 1950s and CI during the 1970s, the failure rates for both materials remain under 0.06 #km\(^{-1}\)year\(^{-1}\). As a comparison, according to Rajani et al. (1996), a failure rate above 0.05 #km\(^{-1}\)year\(^{-1}\) can be considered “undesirably high”. Very little CI has been installed in the Netherlands since the 1970s (Geudens, 2012), which explains the absence of data points these past decades.

AC pipes experienced the two highest failure rates (0.13 and 0.18 #km\(^{-1}\)year\(^{-1}\)) for pipes installed before the 1960s, which indicates that these older pipes are more prone to failure than the newer ones. Comparable results have been presented by Vloerbergh et al. (2012) for the complete USTORE database (five Dutch water companies) for the failures registered in 2009 and 2010. A common problem with AC pipes is leaching corrosion, which is related to the free lime content Ca(OH)\(_2\), and leads to a consequent loss of structural strength (Al-Adeeb and Matti, 1984), which makes theses pipes very vulnerable to pressure burst and ground movement. Throughout the rest of the analysis, we assumed that all of these pipes are older than 50 years.

In fig. B.2B the cumulative number of failures per month is depicted. Whereas CI has the highest failure rates during colder months, as described by other authors (Asnaashari et al., 2013), no seasonal tendency was found for AC or PVC.

B.3.2. Pixel-based analysis

Distribution of the PDM in relation to the distance from failures

It was hypothesized that, if failures are caused due to ground movement, the distribution of the PDM in the vicinity of failures (< 25 m) could be skewed to positive values (higher PDM). This analysis was conducted by including all available failures (without third-party) collectively from all materials. A normalized histogram of the PDM for all pixels in the study area and for the pixels in the vicinity of the failures (distance < 25 m) is presented in fig. B.3 (top and bottom). While complete histograms are presented on the left, zoomed details of

<table>
<thead>
<tr>
<th>Length [km]</th>
<th>Failures [#]</th>
<th>Ω [# failures/km/year]</th>
<th>Third-party damage [#]</th>
</tr>
</thead>
<tbody>
<tr>
<td>All mat</td>
<td>4309</td>
<td>868</td>
<td>0.060</td>
</tr>
<tr>
<td>PVC</td>
<td>2479</td>
<td>421</td>
<td>0.054</td>
</tr>
<tr>
<td>AC</td>
<td>656</td>
<td>235</td>
<td>0.10</td>
</tr>
<tr>
<td>CI</td>
<td>659</td>
<td>165</td>
<td>0.072</td>
</tr>
</tbody>
</table>

Table B.1: Pipe length, number of failures (total and due to third party damage) and failure rate (Ω) per pipe material within the study area. In this table All mat indicates all materials used by the water company.
the histograms (PDM > 50%) are depicted on the right.

The complete histograms show little difference between the entire area (fig. B.3, top left) and the vicinity of the failures (fig. B.3, bottom left). However, it is evident from the detailed histograms that, in the vicinity of failures (fig. B.3, bottom right), there is a greater percentage of PS points with a higher PDM (above 90%) than in the entire area (fig. B.3, bottom left), indicating the role of differential motion in the failures of pipes.

Replacement-prioritization map for pixel-based analysis
Despite a trend being identified, the GIS data required to produce the map were not available. Thus, the pixel-based map was not produced.

B.3.3. Cell-based analysis
Analysis of the PDM
Given the size of the study area and the relative minimal number of failures, ground movement data were divided into bins. Three bins were created including low movement (LM), medium movement (MM) and high movement (HM). A histogram of the PDM per cell is illustrated in fig. B.4. The boundaries are represented in fig. B.4 by dashed vertical lines. Boundaries between the bins are percentiles 33 (PDM=25.6%) and 67 (PDM=46.4%). While LM is below the PDM=25.6%, HM is above the PDM=46.4%. These boundaries were selected to allow having an equal number of counts (PDM) in each bin. An alternative to this approach could have been the definition of a threshold condition following laboratory tests using new or exhumed pipe specimens. However, given the wide variety of pipe materials and even the physical/chemical differences between pipes of the same material, the variety of barrel lengths and the different types of joints in the study area, the authors decided to follow the percentile approach.
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Figure B.3: Histograms of the PDM for the complete study area and in the vicinity of registered failures (< 25 m) for all pipe materials. Top left: the PDM for all pixels in the study area. Bottom left: maximum the PDM of pixels close to the failures. Top and bottom right: zoomed details of histograms on the left, presented for the PDM>50%.

**Age distribution**

Mean age per pipe material is calculated using eq. (B.3). Age distribution indicates no variation across different areas (fig. B.5). In fig. B.5, the error bars represent the standard deviation of the age. For this area, PVC is the youngest material (15 years) followed by AC (45 years), with CI being the oldest (70 years).

**Length distribution**

Areas with increased ground movement also have a higher percentage of PVC and lower percentages of AC and CI (fig. B.6). In stable areas (sand), the infrastructure was mostly installed in the late 19th Century and early 20th Century when cast iron was the preferred material. Due to the expansion of the population, unstable areas (peat) began to be urbanized beginning in the 1960s. Since that time, the use of PVC has been increasing among Dutch water companies (Geudens, 2012).

Given these results, it could be expected that the average pipe age in areas of high movement was lower than in the other areas, which actually was not the case (fig. B.5) given that this water company does not use ground movement data to prioritize their pipe replacements.

**Failure rate**

In fig. B.7, the aggregated failure rate for all areas with a certain level of ground movement is plotted against the level of ground movement. In fig. B.8, the same data is presented in a scatter plot so that the slopes can be calculated. The x coordinates are the average between
Figure B.4: Histogram of the PDM. The two grey dashed vertical lines (gray) represent the boundaries for ground movement: percentiles 33rd (PDM=25.6%) and 67th (PDM=46.4%). While LM is for the PDM<25.6%, HM is for the PDM>46.4%.

Figure B.5: Distribution of pipe age per level of ground movement. In this figure “All mat” represents all materials taken as a whole. The error bars represent the standard deviation of the age.

By observing Figs. B.7 and B.8, it is evident that PVC experienced the lowest failure rate values and was the least influenced by ground movement (slope=2.1x10^{-4}, lowest). This was expected because PVC pipes are both the youngest and the most flexible in the network. The failure rates of both CI (slope=1.1x10^{-3}, highest) and AC (slope=8.5x10^{-4}) increase with the increase in ground movement (fig. B.8). Also, CI has the highest slope, which indicates...
that, in this area, CI is the most sensitive material to ground movement. Overall, the failure rates of AC are the highest in the study area: always at least four times higher than those of PVC.

**Replacement-prioritization map for cell-based analysis**

For AC pipes, two factors exhibited a role in the failures: age and ground movement. On the one hand, a clear difference can be determined between the pipes older and younger than 50 years (fig. B.2A). On the other hand, the failure rate for AC pipes increases with the
level of ground movement (fig. B.7 and fig. B.8). In fig. B.9, the age distribution of AC pipes in the study area is depicted. In fig. B.10, the distribution of ground movement data in the study area is demonstrated. In both figures, white indicates the non-existence of a network. While there are two clusters of older pipes, 52.02° N, 4.3° E and 52.07° N, 4.37° E (fig. B.9), the distribution of ground movement data is random across the study area (fig. B.10).

Both AC pipe age and level of ground movement were employed to create a priority
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Figure B.10: Distribution of ground movement in the study area (10×10 km). The scale, given in a percentage (PDM), varies from light grey for more stable cells (100×100 m) to black for more unstable cells. A white dot indicates the non-existence of ground movement data within that cell.

Table B.2: Priority matrix for AC pipes created to produce the replacement-prioritization map. A higher grade indicates higher priority areas. Each cell matrix is determined by adding the area points (top) and age points (left).

<table>
<thead>
<tr>
<th>Age points</th>
<th>Area points</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 50 years (0 points)</td>
<td>LD (0 points)</td>
</tr>
<tr>
<td>50 years (1 point)</td>
<td>0</td>
</tr>
</tbody>
</table>

matrix (tab. B.2) based on the approaches described in order to produce risk matrices to manage wastewater networks (Salman, 2010). This was the foundation for the replacement-prioritization map. For this approach, a cell is given age points and area points; a higher score indicates that pipes in this area should be given priority for inspection of replacement. Thus, zero age points were assigned to AC pipes younger than 50 years (lowest priority) and one age point to AC pipes that are older (highest priority). Similarly, zero area points were assigned to pipes installed in LM areas (lowest priority), one area point in MM areas (higher priority), and two area points in HM areas (highest priority). The total score per cell was determined by adding the age points and the area points. Therefore, the lowest replacement priority (0 points, light grey) was assigned to cells with a majority of young AC pipes in areas of LM; the highest priority (3 points, black) was assigned to cells with a majority of old AC pipes installed in HM areas. Pipes installed in high replacement-priority areas should be replaced or, preferably, inspected in a shorter time frame.

Using the priority matrix, the replacement-prioritization map was produced for AC pipes (fig. B.11A). To validate the assumptions of the map, the distribution of failure rates
in the study area for AC pipes is depicted in fig. B.11B. While in fig. B.11A white indicates the non-existence of a pipe network and/or soil ground movement data, in fig. B.11B, white indicates the absence of failures and of a pipe network.

It should be noted that Figs. B.9-B.11 depict part of the study area (10×10 km) with the highest number of satellite reflections. Furthermore, there is only data in fig. B.11A where there is a pipe network (fig. B.9) and ground movement data (fig. B.10). Finally, all failures used in the work (fig. B.11B) were registered in cells where there is a pipe network (fig. B.9).

The cells that contain older pipes (fig. B.9 in black) are also cells containing pipes of high replacement priority (fig. B.11A in black). Furthermore, the most failures (fig. B.11B) were registered inside or close to high replacement-priority cells. Therefore, despite needing further validation, this work suggests that the areas that are presented in fig. B.11A in black, could be selected by the water utility to be inspected as discussed in Arsénio et al. (2013a) as they represent a greater risk of failure for the pipes installed inside or within their vicinity.

### B.4. Conclusions

In this work, it was hypothesized that ground movement leads to stresses on pipes, which increases the number of pipe failures. Therefore, areas with more ground movement would indicate zones that are likely areas of high risk for pipe failure. The analysis of the failure registration data together with the ground movement data clearly demonstrated that the failure rate of all materials increases with the level of ground movement; this relationship being obvious for both CI and AC. Additionally, it was also demonstrated that AC pipes installed prior to the 1960s fail more frequently than younger pipes. For the pixel-based analysis, it was discovered that, for all materials in the vicinity of failures, there were relatively more pixels with high PDM (> 90%) than for the entire study area. This further demonstrates the role played by differential soil motion on the failures in an underground infrastructure.
A cell-based replacement-prioritization map for AC was produced. The map takes into consideration both the age of the material and the level of ground movement in the soil where it was installed. This approach can be extrapolated to similar situations. It can be assumed that older, rigid pipes (e.g., AC older than 50 years) installed in areas with high probability of ground movement (PDM > 46.4%) are more prone to failure. The utilities should pay greater attention to these pipes, which are the ideal candidates i) for routine replacement or to minimize conservative decisions that replace pipes actually in good condition, ii) for condition-assessment programs.

Finally, for this work, a total of 589 registered failures were exploited. More robust analysis will require having access to more failure registration data. For example, with access to more failure registration data, analyses can also focus on the impact of ground movement in smaller and larger diameter pipes. This emphasizes the significance of failure data registration and its importance for the management of (water) utilities.
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