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Abstract
With the increasing number of wind farm projects, a growing interest is seen towards
the extension of wind turbine durability and the optimisation of energy production. A
promising technology in this direction, is the use of lidars for remote sensing of wind fields
and particularly for lidar-assisted control of wind turbines. Many investigations have been
carried out to study the performance of lidars for measuring global wind statistics and
test out lidar-assisted control strategies. However there appears to be less research efforts
towards identifying and characterising localised and specific flow structures within the
wind field, which is the aspect of focus in this study.

Whilst themain objective is to detect flow structures, this study also dives into the lidar
measurement process. A striking feature of this process is the extensive data processing
procedure applied to reduce noise and provide a final output in the form of the line-of-
sight velocity. As this consists on relatively large data reduction and condensing steps,
the question therefore arises, is useful information lost during this process?

To investigate the different stages of the lidarmeasurement process, a continuouswave
lidar emulator was developed and served as the main tool for simulating lidar operation
under controlled conditions. The first part of the investigation was performed on the
Lamb-Oseen vortex, and was aimed at finding traces of the vortex within the lidar outputs.
Besides, the line-of-sight velocity output, the Doppler spectrum was also analysed in a
statistical sense with the use of moments. Three main indicators of the presence of the
vortex were identified in the velocity envelope and the variations of the Doppler spectrum
standard deviation and skewness across the vortex core. Tests were performed to see the
effects of varying conditions (core size, noise, line-of-sight effects, etc.) on these patterns.
From these sensitivity tests, a possible approach at characterising the vortex position, core
radius and circulation was formulated. Further testing was then performed by adapting
the methods used to a LES simulated wind turbine tip vortices.

In all tests performed, it is clear that the most detrimental obstacle to reliable vortex
detection arises from the surrounding flow field which distorts the structure of the vortex
and hence the regularity of the patterns identified within the lidar measurement process.
An additional barrier are measurement process noise sources which tend to damp the sig-
nal rather than distort it, thus weakening but preserving the general shape of the identified
features.

Applicability of the detection method developed is possible, but challenging in real
operating conditions, due to the noisy background wind field and the ignorance of the
approximate vortex location in the wind inflow. However, with continued and improved
future studies, the approach shown may result in a suitable way of determining wake
regions from the detection of tip vortices, thus providing a valuable input for wind turbine
control and wind farm power optimisation.
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1

1
Introduction

In the hope of achieving the goal of net zero emissions by mid-century set out by the
UN Climate Change Conference [1], the share of renewable energy sources in the global
energy production is set to increase and dominate in the coming years. In Europe, it is
expected that wind energy will become the leading energy source past 2025, supplying
50% of the EU’s needs by 2050 [2]. For these objectives to be met, the need for a lower
levelised cost of energy, particularly for offshore wind turbines is necessary and can partly
be achieved with increased wind turbine reliability and overall durability [3].

Wind turbines are typically designed with an operational lifetime of 20 years [4, 5],
during which they are subject to large ultimate loads as well as a considerable amount of
load cycles as a result of inertial loads from the rotor but also from fluctuations in wind
velocity also referred to as turbulence [5, 6]. Whether it arises from the planetary bound-
ary layer or wind turbine wakes, turbulence has been found to be proportional to fatigue
loading [7], and it is therefore important to gain sufficient knowledge of the expected tur-
bulence a wind turbine will face during its lifetime and try to minimise resulting fatigue
loads.

Light Detection and Ranging (lidar) technology allows for the remote detection of wind
speed and already offers an appealing alternative to traditional sensing technology such as
meteorological masts. With the ever increasing size of wind turbine rotors, lidars are being
increasingly applied to wind resource assessment, prototype validation and wind turbine
control [8, 9], the latter being the application of interest in this thesis. Using lidars to
characterise the wind field upstream of the wind turbine, allows the controller to operate
ahead of time and effectively optimise the wind turbine for the incoming wind conditions.
This can lead to reduced extreme and fatigue loads that arise from gusts, eddies, shear or
more generally turbulent flow structures and in conclusion improve the wind turbine’s
durability and prolong lifetime.

It is natural to first take interest of previous applications of lidars in flow structure
detection. Lidars have been applied for to a vast scope of flow types and conditions. As
one can expect, wind speed estimation for resource assessment is a popular research area,
with more recently, focus on understanding flow behaviour in complex terrain regions
(e.g. [10, 11]). Extensive research has been performed in the field of lidar turbulence quan-
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tities estimation such as turbulent kinetic energy dissipation rate, length scales, cross-
correlation or even velocity structure function as summarised and presented by Sathe
[12]. Similarly, wakes have also been greatly studied, for example to quantify velocity
deficit and turbulence intensity [13] or with lidar wake characterisation in complex ter-
rain [14, 15] and wake detection using spectral broadening [16]. There however appears
to be fewer investigations into the characterisation of coherent flow structures using li-
dars for wind energy applications. Large scale coherent structures in the atmospheric
boundary layer, such as rolls and streaks, have been detected using dual Doppler lidar and
permitted the calculation of integral lengths scales [17]. Classification of similar, large
scale structures, was also performed using supervised machine learning by Cheliotis et al.
[18]. There also exists examples of identifying vortical structures in the flowfield upstream
of wind turbines, although not using lidars. The effect of vortical coherent structures on
wind turbine loading and wake recovery has been evaluated by using natural snow as a
flow visualisation technique [19] and Mauz [20] made use of an unmanned aircraft system
equipped with pressure probes to characterise blade tip vortices.

To find further investigations of flow structure detection using lidars, one can review
research in the aeronautics domain where lidars have been tested for shear, turbulence,
gust and wake vortex detection [21]. Pulsed and continuous wave lidars have both been
experimentally field tested by Wu et al. [22] and Harris et al. [23, 24] respectively to
detect aircraft tip vortices during landing. Numerical tests of such conditions have also
been performed [25]. Various detection algorithms have also been developed to charac-
terise the vortex strength. The most common appears to be the velocity envelope method
which makes use of the positive and negative velocity peaks detected [26, 27]. Other ap-
proaches make use of estimators together with analytical vortex models [28, 29] or even a
hybrid approach that uses both algorithm types [30]. From the observations of most stud-
ies [23, 26, 28, 29], it can be concluded that the tip vortex detection becomes increasingly
challenging with increasing flow complexity for example in the presence of atmospheric
turbulence that increases vortex decay and decreases signal-to-noise ratio (SNR).

As presented, a diverse amount of flow types have previously been analysed using li-
dars, although there are limitations, particularly dependent on the flow complexity and
how well it can be defined. However, it has become apparent during this literature re-
view that detecting flow structures relies majorly on line-of-sight velocity measurements
and rarely makes use of other information collected by the lidar. In reality, the lidar mea-
surement process makes use of large amounts of data and reduces it down to a single
line-of-sight velocity measurement. Other potentially useful information, in the form of
the phase or power spectra are either ignored or averaged out to decrease the noise level.
The aim of the current research proposal is therefore to develop a numerical lidar model to
investigate signatures within themeasurement process of turbulent flow structures, which
could for instance lie within the phase, power or Doppler spectra for example. This is per-
formed in the hope to provide information from lidar outputs, other than the line-of-sight
velocity whilst also striving for better characterisation of flow structures for wind energy
applications.

The initial approach to this task is to construct a numerical model of the lidar mea-
surement process which gives the freedom of testing different flow cases and lidar charac-
teristics with relatively fast implementation. The first focus will be on understanding the
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measurement process and in particular the way various noise sources arise and contribute
to the measured signal. Following this, the model will be tested with ’simple’ vortex flow
cases, in an effort to reproduce results similar to the ones obtained in [23–25, 28, 30], whilst
striving to identify a pattern in the measurement process that may indicate the presence
of a vortex. Further testing will then be carried out with varying vortex orientation, size,
strength and superposition of other flow fields such as a global advection wind speed or
small scale turbulence. Finally, the model will be tested with flow structures resembling
those found in the wake of a wind turbine where tip vortices occur.

1.1 Research Objective and Questions
In order to establish a well-defined research framework, the work presented within this
thesis is realised with a certain goal to achieve, which can be summarised in the following
way:

The research objective is to extract a greater level of information from the lidar mea-
surement process in order to enhance the use of lidar-assisted control by constructing a numer-
ical lidar model, understanding the contributions of noise sources to the measurement errors
and uncertainties, and determining possible approaches or patterns within the lidar measure-
ment process for the identification of turbulent flow structures.

To help structure and isolate the tasks to complete towards achieving the research
objective, the following sub-objectives can be defined:

• RSO1Construction of a lidar emulator model: consisting of a continuous wave lidar
with user-defined properties (beam type, sampling points, noise, etc.) and the data
processing chain.

• RSO2 Verification and validation of the model: making use of software unit and
module tests for checks, applying model to simple flow cases which can be validated
analytically.

• RSO3 Evaluation of the model with vortices: using line-of-sight velocity and ex-
panding into phase, power spectra or time series to observe effect of added vortex.

• RSO4 Expansion to higher complexity flows: making use of the approaches found
inRSO3 on flow fields with more advanced features such as turbulence, shear, gusts
or wakes.

Once these sub-objectives have been met, the research is then carried out in the hope
of answering the following research questions:

• RQ1 Can a generalised approach or approaches within the numerical lidar measure-
ment process be identified to detect turbulent flow structures?

• RQ2 Which parameters of the turbulent flow structures can reliably be detected by
the lidar model?



1

4 1 Introduction

• RQ3 How is the uncertainty in the detection and characterisation of turbulent flow
structures affected with increasing flow complexity?

1.2 Report outline
The following parts of the report are all dedicated towards answering the research ques-
tions. Chapter 2 provides the theoretical basis for all future developments in this thesis.
The aim is to collect all necessary knowledge concerning firstly, lidars and their operating
principles, and secondly, relevant flow phenomena and the various features they exhibit.
Once this is achieved, Chapter 3 will present the lidar model developed and that serves
as the main tool for the testing phase of the thesis. The lidar emulator’s structure, mod-
elling assumptions and different features are detailed and some initial verification tests
and comparison between different modelling approaches will be shown. Chapter 4 will
introduce the first step towards answering the research questions, and will demonstrate
the approach taken to detect and characterise a simple flow structure in the form of a vor-
tex. Chapter 5 will then adapt and test the methods presented in chapter 4 to more realistic
and complex flow structures found in the wake of a wind turbine. Finally, chapter 6 will
summarise the main findings of this thesis along with possible future research within this
scope.
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2
Theory

The aim of this chapter is to present the reader with the necessary theoretical background that
supports the rest of this study. The first section will introduce lidar technology and delve into
the details of the measurement process, in order to serve as a knowledge basis for the creation
of a lidar emulator. The second section will present the various flow types that were used and
modelled in the experimental phase.

2.1 Lidar
LIght Detection And Ranging (lidar) technology first appeared in the 1930s when attempts
were made to measure altitudes and density profiles with light beams. With the invention
of the laser in the 1960s, faster development of lidar technology began, offering its use to
a very wide and diverse range of applications. This started from rangefinders, obstacle
detection and autonomous navigation to imaging, atmospheric or ocean sensing and of
course remote sensing for wind energy [31, 32].

The need for remote sensing in wind energy has augmented as a result of the constant
increase in size of wind turbines. This has rendered the use of meteorological masts to
be too expensive for such scales and also inaccurate as the central hub wind speed now
becomes unrepresentative of the wind speed across the rotor plane [9]. The current moti-
vations for using lidars in remote sensing for wind energy can therefore be summarised
with the following [8]:

• Wind resource assessment: Wind speed, direction and turbulence measurements for
siting or mapping wind climates in various terrains.

• Wind turbine performance verification: Using measurements as input conditions
for evaluating wind turbine power curves or experimental testing.

• Wind turbine control: Measuring and characterising incoming wind to inform con-
troller (yaw, pitch) of variations in wind speed or direction, gusts, wind shear, etc.
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2.1.1 Setup
Similarly to other remote sensing techniques, lidars use electromagnetic waves in order to
performmeasurements, and as the name suggests, electromagnetic waves in the optical to
infrared wavelength range are used, usually in the order of 1.5 µm [8]. These light waves
are emitted from a laser transmitter and pass through the necessary optics (lens, beam
expander, etc.) before hitting any obstacles, which in the case of wind lidars are aerosols
contained in the air and assumed to travel at the same speed [8]. The signal is then partially
absorbed, transmitted or reflected depending on the properties of the aerosols. The lidar’s
receiver block then detects the backscattered signal and is able to generate an electronic
signal [31]. There exists two variants of transmitter-receiver geometry: monostatic which
consists of the transmitter and receiver being collocated, and bistatic where the transmitter
and receiver are separated as shown in Figure 2.1. It is however more common for wind
lidars to use a monostatic configuration due to the simplicity of the alignment setup and
the possibility to share optics for both transmitter and receiver [8].

Figure 2.1: Lidar system setup. Obtained from [31].

2.1.2 Light scattering
The light beams emitted from the lidar may interact with the atmosphere when light pho-
tons are either absorbed or scattered by any obstacle present in the atmosphere under the
form of molecules, aerosols, clouds, etc. The overall process, called extinction, represents
the loss of light in the atmosphere and is mainly dominated by absorption, although some
aerosols such as soot absorb more than they scatter [33]. The levels of absorption and
scattering are thus dependent on the type of aerosol or molecule but also on the light’s
wavelength. Absorption of infrared wavelength by atmospheric molecules varies quite
extensively across the full range of wavelengths and so-called atmospheric windows, or
regions of low atmospheric attenuation occur [34]. The exact wavelength of emitted light
is therefore selected such that it remains within such a window, this is in the range of
1.55 µm-1.8 µm for lidars.

The backscatter coefficient 𝛽(𝜆,𝑧) quantifies how much light is scattered backwards
(at a scattering angle of 180°) and is dependent on the incident light’s wavelength and
altitude. Its value can be as low as 10−8m−1 sr−1 in clear boundary-layer air [8]. In order
to analyse backscattered signals it is first important to understand how this signal first
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occurs. Firstly, there exists two forms of scattering, elastic and inelastic. The former be-
ing when no energy exchange takes place and hence the signal wavelength or frequency
remains unchanged. The later occurs when energy is exchanged, resulting in a change of
the signal’s wavelength [31, 35]. These forms of scattering occur at different frequencies
and different kind of information can be extracted from the backscattered signals such as
temperature, aerosol properties, cloud heights or wind speed for example. However the
following two types of elastic scattering are the most important for wind (Doppler) lidars
[36]:

• Rayleigh: Scattering arising from particles with diameters approximately a tenth
smaller than the incident light’s wavelength. This can also be referred to as molec-
ular scattering and in the case of wind lidars is generated from air (Nitrogen and
Oxygen mostly). The intensity scales with 𝜆−4 and may vary with atmospheric con-
ditions leading to a spectral broadening of the scattered signal [31]. The scattering
distribution is presented in Figure 2.2.

• Mie: Typically defined as the scattering from particles with larger or similar diame-
ters to the incident light’s wavelength (aerosols such as dust, soot, smoke, pollen or
also ice and rain). However, it may also be defined as a general scattering theory,
independent of particle size, and hence encapsulates Rayleigh scattering as well [31].
There does not exist a simple relation between intensity and wavelength but it has
been estimated to be proportional to 𝜆−1 or 𝜆−2 depending on the composition of the
aerosols in the atmosphere [37]. As seen from Figure 2.2, the scattering direction is
less uniform and a weaker backscattering signal is formed for larger particles given
the same frequency.

Figure 2.2: Light scattering direction for different particle sizes [38].

Figure 2.3 shows the collected frequencies at the lidar receiver. A molecular spectrum
appears as a result of the Rayleigh scattering of air molecules and an aerosol peak occurs
from Mie scattering. Gas molecules move in random motion and typically at high speeds,
depending on the temperature and molecular properties. This is measured by the Doppler
phenomenon and explains the various range of frequencies detected from the molecular
return and the broadening of the spectrum. Aerosol particles are however much heavier
and slower, meaning that they tend to travel with the wind and hence give a good approx-
imation of the wind speed. Furthermore, background light also creates a floor signal and
arises from external light beams (solar radiation for example) being collected [37]. The
spectrum detected by wind lidars may differ from the one presented in Figure 2.3 as the li-
dar is limited in the range of frequencies it can detect. From the range of velocities of each
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scattering regime, it can be obtained that molecular backscatter frequencies may deviate
by as much as 400MHz (or ∼ 300ms−1) from the mean frequency whilst Mie backscatter
frequencies will vary less, 13MHz (assuming turbulent wind variations of ∼ 10ms−1) [39].
Wind lidars such as the ZephIR lidar have a maximum frequency of 50MHz, thus not all
backscattered frequencies can be resolved but this provides a sufficiently large range of
velocities.

Figure 2.3: Typical spectrum of backscattered signals [37]

2.1.3 Lidar Equation
As previously described in subsection 2.1.2, the atmosphere interacts with emitted light
beams, meaning that the return (backscattered) signal power is different to the emitted
signal power. Equation 2.1 accounts for the contributions of the lidar settings (emitted
power, geometry, efficiency) and atmospheric conditions (amount of backscatter, losses
from absorption) to the signal power [31].

𝑃(𝑧,𝜆) = 𝐾𝐺(𝑧)𝛽(𝑧,𝜆)𝑇 (𝑧,𝜆) (2.1)

𝐾 is the system factor, given by Equation 2.5, where 𝑃0 is the emitted power, 𝑐𝑡𝑝/2 is
the spatial pulse length, 𝜂 is the system efficiency (including both detection and optical
performance efficiencies) and 𝐴 is the receiver area which can be computed from 𝐴 = 𝜋𝜎2𝑎
where 𝜎𝑎 is the aperture radius. 𝐺(𝑧) is the geometric factor and incorporates the effect of
the measurement range as seen with Equation 2.6. It is dependent on the range 𝑧 which
decreases power as an inverse square law and an overlap function𝑂(𝑧), which is a factor of
the amount of area overlap between the laser and detector field of view, and hence typically
higher in monostatic configurations. It can also be noted that when grouping Equation 2.5
and Equation 2.6, the term 𝐴

𝑧2 appears which is the solid angle of the telescope.

𝐾 = 𝑃0
𝑐𝑡𝑝
2 𝐴𝜂 (2.5) 𝐺(𝑧) = 𝑂(𝑧)

𝑧2 (2.6) 𝛽(𝑧,𝜆) =∑
𝑗
𝑁𝑗(𝑧)

𝑑𝜎𝑗,𝑠𝑐𝑎
𝑑Ω (𝜋,𝜆) (2.7)
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Theeffect of the atmosphere is formulatedwith two terms, namely backscatter given by
Equation 2.7 and transmission given by Equation 2.8. The backscatter coefficient, 𝛽(𝑧,𝜆),
describes the ratio of signal that is propagated back towards the incident direction. This is
approximated by taking the sumover all particle types, 𝑗, of the differential scattering cross
section at a specific wavelength, 𝑑𝜎𝑗,𝑠𝑐𝑎/𝑑Ω(𝜋,𝜆), weighted by the particle’s concentration
𝑁𝑗 . Note the scattering angle of 𝜋 which is backwards.

Finally, the transmission term, 𝑇(𝑧), encapsulates the loss in power as a result of ex-
tinction, which is absorption or scattering in other directions and is formulated from the
Beer-Bouguer-Lambert law. The level of extinction, 𝛼 , is integrated over the full return
path. Similarly to the backscatter coefficient, the extinction coefficient is obtained by tak-
ing a weighted sum of the extinction cross section of all types of particles present, as seen
by Equation 2.9. Combining all equations, results in Equation 2.10, which is the final ex-
pression for the detected signal power. This equation remains quite detailed and it is often
simplified to only account for dominant terms, such as the backscatter for example.

𝑇(𝑧,𝜆) = exp[−2∫
𝑧

0
𝛼(𝑧,𝜆)𝑑𝑧] (2.8) 𝛼(𝑧,𝜆) =∑

𝑗
𝑁𝑗(𝑧)𝜎𝑗,𝑒𝑥𝑡 (𝜆) (2.9)

𝑃(𝑧,𝜆) = 𝑃0
𝑐𝑡𝑝
2 𝐴𝜂𝑂(𝑧)𝑧2 ⋅∑

𝑗
𝑁𝑗(𝑧)

𝑑𝜎𝑗,𝑠𝑐𝑎
𝑑Ω (𝜋,𝜆) ⋅ exp[−2∫

𝑧

0
𝛼(𝑧,𝜆)𝑑𝑧] (2.10)

2.1.4 Doppler shift
In order to measure wind velocity, lidars make use of the Doppler effect, which relates
the frequency shift between the emitted and backscattered signals to the relative speed of
the signal source with the receiver. The signal is compressed if the sources are moving
towards the receiver and expands if moving away from the receiver. This is represented
with Equation 2.11 where Δ𝑓 is the frequency shift, 𝑓0 and 𝜆0 are the emitted frequency
and wavelength respectively, 𝑐 is the speed of light and 𝑉𝐿𝑂𝑆 is the relative velocity or
line-of-sight velocity.

Δ𝑓 = 2𝑉𝐿𝑂𝑆𝑓0
𝑐 = 2𝑉𝐿𝑂𝑆

𝜆0
(2.11)

It is important to note that as the name suggests, the line-of-sight velocity is the
aerosols’ velocity in the direction of the light beam. In order to resolve the full veloc-
ity components in three dimensions, it is necessary to make use of three light beams, to
receive three different frequency shifts and hence compute three different line-of-sight
velocities.

2.1.5 Gaussian beam
A simple laser consists of an optical cavity enclosed by two alignedmirrors (resonator) and
filled with a gain element which amplifies the power of light through it. Light bounces
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off the resonator in spatial pattern of transverse electromagnetic modes or TEMnm modes
with 𝑛 and 𝑚 as mode numbers. The lowest order mode or TEM₀₀ is characterised by the
smallest beam waist and divergence (presented below), thus making it easier to focus on a
single spot [40]. The intensity of this TEM₀₀ can be described by a Gaussian beam profile.
The variation in the beam’s intensity in radial (𝑟 ) and axial (𝑧) direction is characterised
by Equation 2.12 [41], where 𝑤(𝑧) is the beam radius, 𝑤0 is the beam waist and 𝑃 is the
power of the beam which can also be written as a function of peak irradiance 𝑃 = 𝜋𝑤20

2 𝐼0.

𝐼 (𝑟 , 𝑧) = 2𝑃
𝜋𝑤(𝑧)2 𝑒

− 2𝑟2
𝑤(𝑧)2 (2.12)

Equation 2.13 gives the expression for the beam radius as a function of the axial posi-
tion and the Rayleigh range 𝑧𝑅 which in turn is dependent on the beam’s wavelength 𝜆
and the beam waist. A visual representation of theses quantities and the beam geometry
in the waist region is depicted in Figure 2.4. The Rayleigh length is the distance at which
the beam radius has reached √2𝑤0 and where the cross-sectional area has doubled. Fur-
thermore, 𝜃 represents the divergence angle and characterises the beam geometry in the
far-field regions, where the beam follows a linear expansion. The parameter 𝐹 represents
the measurement range, or the point at which the beam is focused, and 𝑠 is the distance
measured from the beam focus to the lidar meaning that 𝑠 = 𝐹 −𝑧.

𝑤(𝑧) = 𝑤0√
1+( 𝑧

𝑧𝑅
)
2

with 𝑧𝑅 = 𝜋𝑤20
𝜆 (2.13)

𝑤0

𝑤(𝑟)

𝑍𝑅 𝑧

2𝑤0 θ

lidar

𝐹

𝑠

Figure 2.4: Beam geometry definition.

Figure 2.5a shows the shape of the Gaussian beam across the full radial and axial do-
main. In the Doppler lidar measurement process, the Gaussian beam intensity function
is utilised to weigh the signal contributions received from different spatial locations in
the beam, in order to compute the line-of-sight velocity at the measurement point. This
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weighting is a convolution of the line-of-sight velocity along the beam and the range
weighing function (𝑊 ) given by Equation 2.14. Notice that the spread of the Gaussian
is much larger in axial direction than in radial direction, as also shown in Figure 2.5b.
Hence, it is usually the case that the radial spread of the beam is ignored in the weighting
function and only follow from the axial spread.

𝑉𝐿𝑂𝑆(𝐹 ) = ∫
∞

−∞
𝑉𝐿𝑂𝑆(𝑠)𝑊 (𝑠)𝑑𝑠 (2.14)

(a) Radial and axial distribution.

r

I Increasing distance to
measurement point

(b) Axial broadening.

Figure 2.5: Gaussian beam intensity distributions.

2.1.6 Types of lidars
To detect the signal frequency shift, two main types of lidars can be employed. The first
are Coherent lidars which measure the frequency shift by mixing the backscattered signal
with a local oscillator or reference beam. This leads to the phenomenon of ’beats’, by
which the interference of two signals at slightly different frequencies alter the amplitude
of the resultant signal due to the phase difference of the source signals. The variations in
amplitude is referred to as beats and occurs at the beat frequency [42]. Photodetectors
respond to intensity which is proportional to the square of the signal electric field, 𝐼 ∝ 𝐸2.
The following expression can be derived for the interference of the fields of two signals
[43]:

𝐸2 = (𝐸0 cos(𝜔0𝑡) +𝐸𝐵𝑆 cos(𝜔𝐵𝑆 𝑡))2
= 𝐸20 cos2(𝜔0𝑡) +𝐸2𝐵𝑆 cos2(𝜔𝐵𝑆 𝑡) + 2𝐸0𝐸𝐵𝑆 cos(𝜔0𝑡)cos(𝜔𝐵𝑆 𝑡)
= 𝐸20 cos2(𝜔0𝑡) +𝐸2𝐵𝑆 cos2(𝜔𝐵𝑆 𝑡)

+𝐸0𝐸𝐵𝑆 [cos((𝜔0 +𝜔𝐵𝑆)𝑡) + cos((𝜔0 −𝜔𝐵𝑆)𝑡)]

(2.15)

What is interesting to note here is that the photo detector cannot respond to a very
large range of frequencies and typically measures frequencies in the order of MHz. The
backscattered signal being in the order of 2×1014 Hz, and using a local oscillator frequency
of a similar order, the term containing the frequency difference, or beats frequency (𝜔0 −
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𝜔𝐵𝑆 ), can now be measured. Additionally, this term is also amplified by the local oscillator.
Note that this process may also be referred to as heterodyne detection as it employs two
frequencies. An additional shift in the local oscillator frequency may also be added to the
emitted signal only and not to the local oscillator frequency used for mixing. This allows
to determine the direction of the frequency shift and hence velocity.

The second type of lidars are Direct-detection lidars which make use of molecular
backscatter (Rayleigh component) and spectral filters to measure frequency shifts. As
a single frequency is used, this detection process is also called homodyne. Their use for
wind remote sensing is however quite difficult as they require corrections when the Mie
peak (Mie frequency component) is in the same order of intensity as the Rayleigh sig-
nal and shifts [31]. Direct detection lidars are therefore more suited for higher altitude
measurements, where the aerosol concentration is not as high as close to the ground.

Coherent lidars can then be further classified depending on their emission waveform,
into namely continuous wave (CW) lidars and pulsed lidars, which will be presented in the
two sub-sections below and compared in Table 2.1.

Continuous wave lidars
Continuous wave (CW) lidars emit and focus a laser beam towards a specific location
or measurement point in space. A continuous backscatter and Doppler shift is therefore
measured. The telescope’s design controls the lidar’s measurement range and spatial res-
olution [8]. A larger telescope aperture not only allows for shorter measurement ranges,
but also narrower beam waists for the same focal length, leading to a better defined mea-
surement volume. The telescope’s Rayleigh length is proportional to the square of the
measurement range, the spatial resolution hence decreases with range and this defines
the lidar’s maximum range, given an upper limit on the telescope aperture. This is given
by Equation 2.16 with 𝑎0 the effective aperture radius and 𝐹 as the measurement range
[44]. CW lidars typically perform measurements in the range of 10m to approximately
200m, longer ranges are possible but will come at a reduced SNR [12].

𝑧𝑅 = 𝜆𝐹 2
𝜋𝑎20

(2.16)

As described in subsection 2.1.5, weighting functions are used to distribute accordingly
the contributions of the measurement volume to the line-of-sight velocity. This is done by
integration of a simplified Gaussian beam profile. For CW lidars, a Lorentzian function,
given by Equation 2.17 is used [44]. Note that 𝑠 is simply the distance along the beam but
measured from the focal range (𝐹 ) or 𝑠 = 𝐹 −𝑧. Figure 2.7 shows how the range-weighting
function varies with the 𝐹 . The Rayleigh length was obtained using the input parameters
from the ZephIR lidar by ZX Lidars [44, 45] as an example.

𝑊𝐶𝑊 (𝑠) = 1
𝜋

𝑧𝑅
𝑧2𝑅 + 𝑠2

(2.17)

In order to measure wind speed at various locations, the beam’s orientation and the
distance between the laser emitting fibre and the focusing lens is changed to refocus the
beam to a new measurement point in space. Furthermore, to obtain the full wind velocity
vector, a minimum of three measurements needs to be performed. This is typically done
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in a conical scanning pattern as shown by Figure 2.6 where 𝑍1 to 𝑍3 represent different
height levels. A least-squares fit can be applied to when the number of measurements is
greater than three. There however exists various other scanning patterns, such as the ones
presented in the work of Dimitrov et al. [46], which differ in the number and position of
measurements taken across the measurement plane. These patterns are sometimes better
suited for measuring turbulent wind fields, when a higher number of points is used across
the measurement plane, allowing for a higher spatial resolution of the wind field and the
ability to detect local variations in wind speed or small scale turbulence. This is not the
case in the conical scan, for example, which assumes flow homogeneity across each disc
[47].

Figure 2.6: Conical scanning pattern of CW lidar.

Pulsed lidars
Pulsed lidars differ in the way the laser is emitted, however the concepts previously de-
scribed for Doppler lasers remain applicable. A continuous wave laser is used to generate
both the local oscillator and the laser pulses which are emitted at the pulse repetition fre-
quency. The Gaussian beam intensity profile is simply enclosed inside the travelling pulse.
The spatial resolution (or measurement volume) is independent of the measurement range
as the beam is not focused onto a precise location but collimated. Range-gating is then
used to process the backscattered signals. This classifies the backscattered signal by their
time of arrival in order to distinguish the measurement distance corresponding to the
backscattered signal [8]. Pulsed lidars can therefore measure multiple ranges simultane-
ously, but this reduces the data acquisition rate due to the processing time of several pulses.
Additionally, the pulse length may be varied to expose more or less aerosols to the laser
beam, thereby increasing the measurement range [12].

A range weighting function is also applied for pulsed lidars and is obtained by integrat-
ing the intensity of the pulse within the range-gate length [48, 49]. As the pulse’s intensity
is described by a Gaussian, error functions appear due to the integration of the Gaussian:
Erf(𝑥) = 2

√𝜋
∫𝑥0 𝑒−𝑡2𝑑𝑡 . The weighting function is given by Equation 2.18 where 𝜏 , 𝑡𝑝 , 𝑐

are the range gate sampling time, pulse duration and speed of light respectively [44]. It
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is important to realise that theoretically there is no focal range 𝐹 here and 𝑠 is therefore
defined as the distance measured from the centre of the range-gate. In practice, pulsed
lidars are often slightly focused at a fixed distance. Figure 2.7 shows the range-weighting
function relative to the CW range-weighting function. The parameters of Equation 2.18
were chosen based on the WindCube® lidar from Leosphere [44], now Vaisala [50].

𝑊𝑝𝑢𝑙𝑠𝑒𝑑 (𝑠) =
1
𝜏𝑐 [erf(

1
𝑐𝑡𝑝

𝑠 + 𝜏
2𝑡𝑝

)− erf( 1
𝑐𝑡𝑝

𝑠 − 𝜏
2𝑡𝑝

)] (2.18)
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Figure 2.7: Comparison of normalised range-weighting function for CW and pulsed lidars.

Table 2.1: Comparison between CW and pulsed lidars [8, 12, 44].

CW Lidars Pulsed Lidars

Velocity accuracy Limited by atmosphere
coherence time. Dependent on pulse duration.

Range gate Determined by telescope
focus. Increases as 𝑠2

Determined by time
of flight. Constant with 𝑠.

Minimum range Short (∼ 10m) Long 40 - 50m. Blinded by
pulse emission.

Maximum range Dependent on telescope
aperture. Few hundred meters

Dependent on pulse energy
several kilometres

Data acquisition rate Fast. Limited by sampling
time only.

Slow. Limited by sampling
time and time of flight for scanning.

Multiple locations
(profiling)

Slow. Requires time to
re-adjust and focus.

Fast. Range gating means
only one pulse is necessary.
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2.1.7 Signal processing and uncertainties
To obtain a velocity measurement from the output time series of the lidar detector, several
steps are required and shown in Figure 2.8. The voltage output of the detector is first
binned into blocks of 5 µs. Note that for pulsed lidars the range-gate length first needs to be
identified before the binning takes place. Each interval is then Fourier transformed using
a Discrete Fourier Transform (DFT) and squared to obtain a power or Doppler spectrum.
In order to lower the floor noise level, all the Doppler spectra obtained are then averaged
together to obtain a single averaged Doppler spectrum. The fluctuations in the floor noise
level decrease with the square root of the number of averages, this is often of the order
of 4000 [8]. Note that the power and Doppler spectra are functions of frequency but can
then be converted to line-of-sight velocities via Equation 2.11. Once again, this process
is done per range-gate for pulsed lidars. The peak frequency can then be identified and
converted to an LOS velocity by use of the Doppler equation. This process may then be
repeated to obtain the LOS velocity at other measurement points and reconstruct the wind
field. Additionally, the Doppler peak may not always be sharp and can be composed of a
small range of frequency shifts. This is a result of measuring particles moving at different
velocities which can happen in the case of turbulence or shear but also due to the time
delay between measurements when performing a conical scan.

Perform DFT and
square output to

obtain power spectra

Average power
spectra together (per
each range-gate for

pulsed)

Peak detection and
conversion to LOS

velocity

Binning into blocks 

(5μs/200MHz)

Time series Power spectrum Doppler spectrum

Figure 2.8: Signal processing phases. Reproduced from [8].

A number of assumptions are made when using lidars for measuring wind speed. The
following list summarises the main uncertainties that may arise as a result of both atmo-
spheric/environmental and system sensitivities. A more detailed investigation into lidar
uncertainties can be found in [51].

• Aerosol composition: Aerosols are assumed to travel with wind speed but this may
not always be the case for other particles or objects present in the atmosphere. For
example, rain, snow or ice falling to the ground leads to an overestimate of the
vertical velocity component.

• Aerosol concentration: The level of signal backscatter is dependent on the concen-
tration of scattering particles in the air. Low concentration (clear air) may lead to a
low SNR and larger uncertainty in the velocity measured.

• Aerosol distribution: Aerosols are assumed to be homogeneously distributed within
the measurement volume when applying the range-weighting function.
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• Obstacles: Light may be scattered by other moving objects (birds, aircraft) or sta-
tionary ones (wind turbines, trees, buildings). Their contribution to the Doppler
spectrum can most likely be identified as outliers in the case of moving obstacles.
Stationary obstacles will lead to data loss such as in the case of nacelle-mounted
lidars being obstructed by a the turbine’s blades.

• Clouds: Naturally, clouds also provide a source of backscatter signal, particularly
in the case of wind profiling. They contribute to an inhomogeneous backscatter
distribution but this can however be suppressed by making use of a ’cloud removal
algorithm’. The cloud return signal is typically identified from its higher velocity
and narrow spectral width. When focusing the beam closer to the cloud base, an
increase in its Doppler peak can be detected and removed. Furthermore, clouds and
fog may also hinder the lidar’s power signal, restraining the lidar’s measurement
range.

• System accuracy: The lidar positioning and orientation may not be aligned with the
right coordinates system. This will lead to errors in the measured velocity magni-
tude and direction.

• Flow homogeneity: For a single lidar, a scan is used tomeasure the full wind velocity
vector. This assumes that flow across the measurement volume remains uniform or
homogeneous whilst the scan is performed. This may not always be the case, for
example in areas with complex terrain or conditions of high turbulence.

• Measurement volume: Air within the measurement volume may not be travelling
at the same speed. This is particularly true in the case of shear layers and turbulent
flows with the resulting spectra being skewed or broadened respectively.

• Terrain: Similarly to the previous two points, the complexity of terrain affects wind
speed and can lead to speed-ups, veer or high turbulence causing flow inhomogene-
ity in the measurement volume.

2.2 Flow phenomena
The different types of flow features that will be tested in this study are presented in this
section. The purpose is to present the terminology and main characteristics behind each
phenomena. In most cases, the flow field is fully modelled, as solving the Navier-Stokes
equations is too costly. A wind field is therefore generally modelled as the sum of different
contributions: time-averaged shear, turbulence in a linearised transport form and gusts.
Other flow structures such as vortices may then be superimposed onto such a simulated
wind field. Only in the case of simulating wakes will a low-pass filtered version of the
Navier-Stokes equations be solved, such that time dependent fluctuations are kept and a
more realistic wake is obtained.

2.2.1 Wind shear
Wind shear describes the variation of mean horizontal wind speed with height from a
surface. In simple cases, this may be described by a gradient of wind speed increasing
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with height, however log or power laws are typically used to describe such wind speed
profiles [52]. The log law is based on the law of the wall and derived from the boundary
layer equations. This is given by Equation 2.19, and makes use of the von Kármán constant
𝜅, the friction velocity𝑈 ∗ and the surface roughness length 𝑧0 to relate the horizontal wind
speed 𝑈 as a function of the height 𝑧. On the other hand, the power law is an empirical
fitting of the boundary layer and is given by Equation 2.20, uses a reference point with
given height 𝑧𝑟 and horizontal wind speed𝑈𝑟 , and a shear exponent 𝛼 to vary the steepness
of the profile [53].

𝑈(𝑧) = 𝑈 ∗

𝜅 log( 𝑧
𝑧0
) (2.19) 𝑈(𝑧) = 𝑈 (𝑧𝑟𝑒𝑓 )(

𝑧
𝑧𝑟𝑒𝑓

)
𝛼

(2.20)

Figure 2.9: Linear (left) and log/power law shear profiles.

2.2.2 Turbulence
Turbulence refers to random-like fluctuations of velocity generated by the dissipation of
turbulent kinetic energy. This phenomenon is described by the energy cascade, where
large scale structures or eddies initiated bymechanical or thermal forces in the atmosphere,
decay into smaller scale eddies. The level of turbulence is most commonly referred to
as turbulence intensity or 𝑇 𝐼 and is computed with Equation 2.21, using the standard
deviation of wind speed, 𝜎𝑢 and themeanwind speed ̄𝑈 , which is a time-averagedmeasure
obtained from Equation 2.22 [53, 54]. Figure 2.10 ([55]) shows a turbulent shear profile
with the combined mean and fluctuating wind speed components.

𝑇 𝐼 = 𝜎𝑢
̄𝑈 (2.21) ̄𝑈 = 1

Δ𝑡 ∫
Δ𝑡

0
𝑈(𝑡)𝑑𝑡 (2.22)
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Figure 2.10: Turbulent shear layer. Obtained from [55].

There exist various solutions to modelling this fluctuating wind component, each with
their own assumptions and complexities. However, as prescribed by the IEC standard,
turbulence for wind applications is typically modelled with the Kaimal spectral model or
the Mann uniform shear model [52]. The Mann model is the only one presented in this
work as it is the chosen model for turbulent wind field simulations.

The Mann model is built on several assumptions listed below:

• Linearised transport: Eddies are advected with a mean streamwise transport veloc-
ity (Taylor’s frozen hypothesis), removing the time dependence from the transport
equations: 𝑢(𝑥,𝑦,𝑧, 𝑡) = 𝑢(𝑥 −𝑈 𝑡,𝑦,𝑧) [56].

• Homogeneity: Flow statistics are independent of position.

• Isotropy: Flow statistics are invariant under rotations.

• Incompressibility: Constant density: ∇𝑢 = 0.
• Kolmogorov K41: The slope of the energy spectrum decay is −5/3 [57].

The covariance tensor, defined by Equation 2.23, measures the statistical dependence
of the velocities between different points. Given homogeneous turbulence, the Fourier
transform of the covariance tensor may be taken, which leads to the power spectral tensor
defined by Equation 2.24.

𝐑(𝐫) = ⟨𝑢(𝐱) ⋅ 𝑢(𝐱+ 𝐫)⟩ (2.23) 𝚽(𝐤) = 1
(2𝜋)3 ∫

𝐑(𝐫)𝑒−𝑖𝐤⋅𝐫𝑑𝐫 (2.24)

The wind field may then be obtained through the Fourier integral (Equation 2.25) of
the orthogonal process given by Equation 2.26 (where ∗ denotes the complex conjugate).

𝑢(𝐱) = ∫𝑒𝑖𝐤⋅𝐱𝑑𝐙(𝐤) (2.25) 𝑑𝑍 ∗(𝐤)𝑑𝑍(𝐤) = 𝚽(𝐤)𝑑𝐤 (2.26)
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Using the incompressibility condition, ∇ ⋅ 𝑢(𝐱) = 𝑖𝐤 ⋅ 𝑢(𝐤), and expressing the velocity
field using Helmholtz decomposition, ∇𝜙+∇×𝐀, the velocity field in Fourier space is left as
𝑢(𝐤) = 𝑖𝐤×𝐀(𝐤) = 𝐊𝐀. Relating this back to the power spectral tensor gives Equation 2.27
and simplifying leads to the power spectral as a function of wave numbers only. The power
spectral tensor can be desingularised at the origin using the integral length scale 𝐿 and
then scaled by 𝛼𝜖2/3/4𝜋 to give the von Kármán power spectral tensor as Equation 2.28.

𝚽 = 𝑢(𝐤)(𝑢∗(𝐤))𝑇 = 𝐊𝐀((𝐊𝐀)∗)𝑇 (2.27) 𝚽(𝐤) = 𝛼𝜖2/3 (𝑘2𝐼3 −𝑘𝑘𝑇 )
4𝜋 ( 1

𝐿2 +𝑘2)
17/6 (2.28)

The two parameters of the von Kármán power spectral tensor are: the turbulence
length scale (𝐿) or size of energy containing eddies and the energy dissipation rate in
the form of 𝛼𝜖2/3. Note that the 𝜖 is the rate of viscous energy dissipation and 𝛼 is a di-
mensionless constant in this case. The Mann model modifies this by incorporating a third
parameter as the anisotropy parameter (𝛾 ) responsible for the distortion of eddies under
shear. Furthermore, corrections for aliasing are made to the high-frequency component
and numerical integration is used for the low-frequency components [58, 59].

2.2.3 Lamb-Oseen vortex
TheLamb-Oseen vortex provides an exact solution to the 2D incompressible Navier-Stokes
equations, in the form of a line vortex decaying in time under the action of viscosity. The
velocity is quantified with Equation 2.29 where Γ is the vortex’s circulation, 𝑟 is the radial
coordinate and 𝑟𝑐 is the core radius also represented as a function of viscosity, 𝜈 , and time, 𝑡
[60, 61]. The Lamb-Oseen velocity profile is shown in Figure 2.11a and Figure 2.11b shows
how the velocity profile varies with the core radius. As expected from Equation 2.29, all
velocity profiles decay at a similar rate of 1/𝑟 when 𝑟 becomes much larger than the core
radius. The core radius also determines the location of the peak velocity as well as the rate
at which this peak is reached.

(a) Lamb-Oseen vortex velocity vectors
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(b) Tangential velocity with core radius.

Figure 2.11: Lamb-Oseen vortex.
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𝑉𝜃 (𝑟 , 𝑡) =
Γ

2𝜋𝑟 (1− 𝑒
− 𝑟2
𝑟2𝑐 ) with 𝑟𝑐 = 2√𝜈𝑡 (2.29)

Although the maximum tangential velocity does not occur at the core radius exactly, it
does occur relatively close to it.The derivative of the velocity profile in 𝑟 is given in Equa-
tion 2.30. Finding the roots of this equation will lead to the radial position corresponding
to the maximum velocity of the Lamb-Oseen vortex. The derivative cannot be expressed
in terms of 𝑟 and therefore needs to be solved numerically. This may then be used to tune
the circulation in order to achieve the desired induced velocity.

𝑑𝑉𝜃
𝑑𝑟 = Γ

2𝜋 (− 1
𝑟2 +

1
𝑟2 𝑒

− 𝑟2
𝑟2𝑐 + 2

𝑟2𝑐
𝑒−

𝑟2
𝑟2𝑐 ) (2.30)

2.2.4 Wind turbine wake
As wind turbines extract energy from the incoming flow, a lower energy content is ex-
pected in the resulting wake flow, which is generally associated with a velocity deficit
and increased turbulence. The wake region may be subdivided into characteristic parts as
shown by Figure 2.12. A transition region may also sometimes be defined as the region in
between the near and far wake regions. The near wake region, typically 1 to 4 rotor diam-
eters long, still exhibits evidence of the rotor [62, 63]. Indications of the number of blades,
aerodynamics of the blades, tower and nacelle or even operating parameters of the wind
turbine may all be related to the flow observed within this region. The far wake region
displays less influence from the rotor and is mostly affected by the global environmental
conditions as larger flow structures are broken down to small scale and the wake deficit is
recovered through turbulent dissipation, or the mixing and interaction of eddies [63, 64].

Near-wake Far-wake

Transition

mixing
Tip vortex

Root vortex

Inflow

Figure 2.12: Top view of wake behind single turbine. Inspired and adapted from [63, 65].
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The main aspect of interest for this study are the helical vortices created at the blade
tips and roots, present in the near wake region. In a similar way to aircraft tip vortices,
the pressure difference between the two sides of the blade cause air to flow from the high
pressure (pressure side) to the low pressure (suction side), thus inducing a velocity compo-
nent along the blade and orthogonal to the streamwise flow. The structure of these helical
vortices can be generalised as a system of vortices or vortex sheet as shown in Figure 2.13.
Each blade consists of a similar vortex sheet with a bound circulation distribution arising
from the flow over the aerofoil profile, trailing vortices from the span-wise variation in
bound circulation and shed vortices from the time variation in bound circulation. The root
and tip vortices close the system, following Helmholtz’s second theorem, vortex filaments
may not end in a fluid and should form a closed path or extend to the boundaries of the
fluid.

During the transition from near to far wake, the vortices start interacting with one
another, which eventually leads to the decay of turbulent scales [66]. The process arises
from the mutual inductance between vortex pairs, in a similar way to the well-known leap-
frogging phenomenon [67, 68]. This development, combined with ambient turbulence
creates a more and more chaotic system, eventually resulting in the full break down of the
helical vortices and gradual wake recovery from turbulent mixing.

Figure 2.13: Wind turbine blade vortex sheet. Obtained from [69].
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3
Lidar modelling

The lidar model will be presented within this chapter, including its features and the selected
modelling approaches. Verification tests are shown for various conditions and for different
outputs of the model. The final part will present lidar tests realised in different configurations
for shear profiling as an example case.

3.1 Model overview
Figure 3.1 provides a simple overview of the numerical lidar emulator that has been devel-
oped and used to perform the tests and results presented in the later chapters. To further
constrain the research scope, only CW lidars have been modelled, although the model
can easily be extended to pulsed lidars as well. The general structure of the model can be
captured with the following four key points:

1. Selecting lidar properties and model settings

2. Creating a set of sampling points with assigned weights

3. Obtaining wind field at sampling points

4. Computing outputs (𝑉𝐿𝑂𝑆 , Doppler Spectra, etc.)

The first step involves providing the model with a number of user defined inputs that
characterise the lidar. Pre-defined lidars such as WindVISION and ZXTM models have
been included, however, one may also chose to define a new lidar by selecting the number
of beams, the shape or type of beam and certain beam characteristics: Rayleigh length,
wavelength, focus range, inclination angle, azimuth angle.

Secondly, the lidar beams are initialised based on the previous inputs. A set number
of sampling points are generated in space, representing the position of a light scattering
aerosol. The arrangement of the sampling points are chosenwith the type of beam selected,
which vary in how they approximate the lidar beam. Additionally, every sampling point is
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assigned a weight, representing its contribution to the backscattering as will be explained
in section 3.2.

The third block involves the simulation of the wind field, which is not a part of the
lidar model and can be symbolised as a black box that provides a full wind vector at every
sampling point for a desired flow field type.

Finally, the fourth part computes the outputs necessary, such as line-of-sight velocity,
Doppler spectrum or even, power and phase spectra. The𝑉𝐿𝑂𝑆 computation block includes
the implementation of two different modelling approaches for 𝑉𝐿𝑂𝑆 and Doppler spectrum
estimation, which will be detailed in section 3.3.

Lidar Properties


Wind Field


Lidar Initialisation
 VLOS 
Computation

Lidar Positioning


VLOS


Doppler Spectra


Wind Modelling


Sampling
Points


Sampling Points
Projection


Figure 3.1: Overview of lidar model.

3.2 Lidar initialisation

The following section details the lidar initialisation and particularly the different type of
beams implemented within the model. The idea of implementing various beams was to
offer a compromise between computational cost/accuracy and more realistic modelling
assumptions as will be shown in subsection 3.2.3. Figure 3.2 gives a picture of the lidar
properties and initialisation details and how this links to the remaining parts of the model.
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Figure 3.2: Block diagram of lidar beam initialisation.

As described in section 2.1, a convolution integral needs to be evaluated in order to
compute the line-of-sight velocity at the measurement point. This requires the use of nu-
merical integration methods or quadratures which may have the objective of minimising
the numerical error for a given number of sampling points (𝑁 ), translating to lower com-
putational effort. In the discrete form, the convolution can be described by Equation 3.1,
with the weighting function 𝑊(𝑠) being dependent on the lidar type and level of approx-
imation. The following sections will outline the different numerical methods that will be
applied to the various weighting functions tested.

𝑉𝐿𝑂𝑆(𝐹 ) = ∫
∞

−∞
𝑊(𝑠)𝑉𝐿𝑂𝑆(𝑠)𝑑𝑠 ≈

𝑁
∑
𝑖=1

𝑤𝑖𝑉𝐿𝑂𝑆(𝑠𝑖) (3.1)

3.2.1 Lorentzian
Making the assumption of negligible radial variation in the Gaussian beam, leaves the
intensity as a function of the axial Lorentzian or Cauchy profile. This is typically applied
to CW lidars (Equation 2.17) and is simplified here as Equation 3.2 in order to test different
quadratures. A test function is used to represent the line-of-sight velocity function and is
chosen such that an analytical expression can be obtained for the integral, as seen from
Equation 3.3. This function does not represent a realistic flow field but serves as a mean
to verify if the implementation of the numerical method is correct.
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𝑊(𝑥) = 1
1+𝑥2 (3.2) 𝐼 = ∫

∞

−∞
1

1+ (𝑥 +3)2𝑊(𝑥)𝑑𝑥 = 2𝜋
13 (3.3)

Four different integration methods have been implemented and are presented in the
following sections. A comparison of the convergence of each technique is presented in
Figure 3.4.

Uniform spacing
A direct and easy approach to solving the integral in Equation 3.3 is to discretise the do-
main and apply Newton–Cotes rules such as the trapezoidal rule: ∑𝑁−1

𝑖=1
𝑓 (𝑥𝑖+1)+𝑓 (𝑥𝑖)

2 Δ𝑥 .
Discretising the integral in Equation 3.3 into uniform intervals requires to choose finite
bounds to the integral. This is however not a straightforward choice and has a large effect
on the error. As seen from Figure 3.3a, setting smaller and more restrictive bounds for
the integral ’cuts’ a larger portion of the curve and hence results in part of the area to
be ignored. However, for a given number of points 𝑁 , a smaller integral range allows to
divide the domain into smaller intervals and in this case obtain a better representation of
the function. This translates into the convergence plot shown in Figure 3.3b. For larger
limits, the minimum error is lower but it takes more points for the error to start decreasing
compared to smaller limits. Notice also that the methods scale with 𝑁 −2 as a result of the
trapezoidal rule.
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Figure 3.3: Effect of finite integral limits on convolution.

Tan substitution
Theapproach presented heremakes use of substitution in order tomap the integral domain
from an infinite one to a finite one. The substitution 𝑥 = tan(𝜃) is made an shown by
Equation 3.4.
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𝐼 = ∫
∞

−∞
𝑓 (𝑥)
1+𝑥2 𝑑𝑥 = ∫

𝜋
2

− 𝜋
2

𝑓 (tan(𝜃))
1+ tan(𝜃)2 sec2(𝜃)𝑑𝜃 = ∫

𝜋
2

− 𝜋
2

𝑓 (tan(𝜃))𝑑𝜃 (3.4)

From this resulting integral, several different methods can further be applied to com-
pute the discrete sum. The first method applied is simply the midpoint rule: ∑𝑁

𝑖=1 𝑓 (𝑥𝑖)Δ𝑥 ,
with uniformly spaced nodes in [𝜋2 ,−

𝜋
2 ]. Another option is to make use of Gaussian

quadratures. As there does not exist one specifically for the Lorentzian profile over an
infinite domain the option is then to apply Gauss-Legendre quadrature shown by Equa-
tion 3.5 to the finite approximation of the integral in Equation 3.4. The nodes (𝑥𝑖) are now
defined by the roots of the nth order Legendre polynomials (𝑃𝑛) and are scaled onto the
desired domain. The weights 𝑤𝑖 are obtained as shown by Equation 3.5 [70].

∫
1

−1
𝑓 (𝑥)𝑑𝑥 ≈

𝑁
∑
𝑖=1

𝑤𝑖𝑓 (𝑥𝑖) with 𝑤𝑖 =
2

(1−𝑥2𝑖 )[𝑃 ′𝑛 (𝑥𝑖)]2
(3.5)

Monte Carlo - Cauchy
The final method tested here is Monte Carlo integration and consists of selecting nodes
that are distributed according to a chosen probability density function. In the case of
the Lorentzian weighting function, sampling from the Cauchy distribution (also known
as Lorentz distribution) is ideal. Equation 3.6 shows the probability density function the
points are sampled from. The function is then evaluated at these points and the summation
of all contributions is done. Notice how there are no weighting terms in the sum as the
weighting function effects are entirely dictated by the node placement. For the Lorentzian
in the form of Equation 3.2, points are sampled from the Cauchy distribution with the
following scale (𝛾 ) and location (𝑥0) parameters: Cauchy(𝑥0 = 0,𝛾 = 1). Additionally, this
approach, also makes use of the tan mapping, as in order to generate Cauchy distributed
samples, uniform samples 𝑢𝑖 are first obtained on the domain [0,1] and are then mapped
with 𝑥0 +𝛾 tan (𝜋𝑢𝑖 −𝜋/2)).

𝐼 ≈ 1
𝑁

𝑁
∑
𝑖=1

(𝑋𝑖) with 𝑝𝑑𝑓 (𝑋𝑖) =
1

𝜋𝛾 [1+(𝑋𝑖−𝑥0
𝛾 )

2
]

(3.6)

Figure 3.4 shows the performance of the different numerical integration methods pre-
viously presented. As expected, the uniform method levels off after reaching a certain er-
ror limit, Monte Carlo integration follows the 1/ √𝑁 convergence rate quite well and the
quadratures used in combination with the tan substitution display spectral convergence
or increasing rate of convergence. This is dictated by the mapping to a finite domain as
the use of Gauss-Legendre did not improve convergence.
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Figure 3.4: Comparison of quadratures applied to the Lorentzian weighting function convolution.

3.2.2 Gaussian
In a similar way to what was shown in subsection 3.2.1, ignoring axial variations in the
Gaussian beam this time, the weighting can now be represented as a radial function of
the Gaussian profile, Equation 3.7. The test function used here is shown by Equation 3.8
and similar quadratures to those used for the Lorentzian weighting function are tested,
namely, the uniform, Monte Carlo and Gaussian quadratures. The uniform quadrature is
not detailed but in an identical way to previously shown, the integrand is ’cut’ to obtain
finite integral bounds.

𝑊(𝑥) = 𝑒−𝑥2 (3.7) 𝐼 = ∫
∞

−∞
cos(𝑥)𝑊 (𝑥)𝑑𝑥 = √𝜋𝑒−

1
4 (3.8)

Monte Carlo - Gaussian
A slight modification can be made to apply Monte Carlo to the Gaussian weighting. Sam-
pling from a normal distribution with specified mean (𝜇) and standard deviation (𝜎 ), 𝑋𝑖 ∼
𝒩 (𝜇 = 0,𝜎 = √1/2), is ideal to describe the Gaussian weighting function, as the probability
density function is given by Equation 3.9. The summation process remains the same, and
once again, there exists a mapping step from uniformly generated samples to normally dis-
tributed ones. Drawing uniform samples 𝑢𝑖 , the normally distributed samples are given
by 𝑋𝑖 = 𝜇 +𝜎 √2erf(2𝑢𝑖 −1), thus mapping from [0,1] to [−∞, ∞].
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𝑝𝑑𝑓 (𝑋𝑖) =
1

𝜎 √2𝜋 𝑒
− 1
2 (

𝑋𝑖−𝜇
𝜎 )

2
(3.9)

Gauss-Hermite
There exists various Gaussian quadratures, adapted to different weighting functions and
different integral limits. In the case that the integrand compromises of a Gaussian type
profile or that the integral bounds are infinite, the Gauss-Hermite quadrature rule is most
suited. The nodes are obtained by finding the roots of the physicist’s Hermite polynomial
(𝐻𝑛) and the weights with Equation 3.10 [70].

∫
∞

−∞
𝑓 (𝑥)𝑒−𝑥2𝑑𝑥 ≈

𝑁
∑
𝑖=1

𝑤𝑖𝑓 (𝑥𝑖) with 𝑤𝑖 =
2𝑛−1𝑛! √𝜋

𝑛2 [𝐻𝑛−1 (𝑥𝑖)]2
(3.10)

Figure 3.5 compares the convergence of the different quadratures implemented. Sim-
ilar trends to what was observed with the Lorentzian weighting function can be seen
here as well, such as the 1/ √𝑁 convergence rate of the Monte Carlo quadrature and the
initially slow and then faster convergence of the uniform quadrature depending on the
integral limits. As one can expect, the Gauss-Hermite quadrature converges the quickest
as it is specifically made to efficiently integrate functions multiplied with an exponential
weighting function.
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Figure 3.5: Comparison of quadratures applied to the Gaussian weighting function convolution.
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3.2.3 3D Beam quadratures

Now that various methods have been tested to integrate separately the Lorentzian and
Gaussian weighting functions in 1D, they can now be extended to the combined weighting
function or Gaussian beam intensity profile given by Equation 3.11 (equivalent to Equa-
tion 2.12 and Equation 2.13). Furthermore, the procedure is now applied in a 3D domain
as the weighting is a function of 𝑥 , 𝑦 and 𝑧 (sometimes combined as 𝑟 ).

𝐼 (𝑥,𝑦,𝑧) = 2𝑃
𝜋𝑤(𝑥)2 𝑒

− 2(𝑦2+𝑧2)
𝑤(𝑥)2 with 𝑤(𝑥) = 𝑤0√

1+( 𝑥
𝑧𝑅

)
2

(3.11)

The quadrature methods tested for the Lorentzian profile are applied along the axial
direction and those for the Gaussian profile applied in the radial direction. The conver-
gence properties of each quadrature method that were previously identified are matched
with one another. This means that for an optimal or fast convergence, a combination of
the Tan-Midpoint rule and Gauss-Hermite quadratures is selected. It is also natural to
combine the Monte Carlo methods with one another, as well as the uniform methods too.
Finally, a new type of quadrature is also introduced in the form of a random approach.
This does not deviate much from the Monte Carlo approach but instead of sampling from
Lorentzian and Gaussian probability distributions, uniform distributions are used both ra-
dially and axially. Figure 3.6 shows the sampling points generated from the four type of
beams that were implemented inside the lidar model. The optimal beam shown in Fig-
ure 3.6a is fully determined by the quadrature method selected, meaning that nodes and
weights are entirely defined from the quadrature method. This is also the case for the
Monte Carlo beam shown in Figure 3.6b where the nodes follow the Lorentzian/Cauchy
distribution axially and the normal distribution radially, and all weights being equivalent.
Finally Figure 3.6c and Figure 3.6d show the uniform and random beams respectively. In
both cases, the weights are determined by computing the Gaussian beam intensity (Equa-
tion 3.11) at every point. A summary of the beams and corresponding quadratures is given
in Table 3.1 and can also be viewed in Figure 3.2.

Table 3.1: Overview of beam types and quadratures implemented.

Beams Axial Quadrature (𝑥) Radial Quadrature (𝑟 or 𝑦,𝑧)
Optimal Tan-Midpoint rule Gauss-Hermite
Monte Carlo Monte Carlo - Cauchy Monte Carlo - Gaussian
Uniform Uniform trapezoidal rule Uniform trapezoidal rule
Random Monte Carlo - Uniform Monte Carlo - Uniform
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Figure 3.6: Lidar sampling point distributions.

For all beams, theweights are normalised and it should be remembered that the quadra-
ture nodes are scaled to correct for the Gaussian beam parameters such as the Rayleigh
length and the beam waist. For example, the shape factor of the Lorentzian can be com-
pared to the Rayleigh length of the lidar. Another noteworthy aspect is that the uniform
and random beams are both finite, as they are based on finite approximation of the inte-
grals. Thus, both of these beams need to be limited in space by setting bounds, for example
as a function of the Rayleigh length axially and the beam waist radially.

All of these beams are the model’s representation, with different levels of approxima-
tion, of the position of aerosols in the air. In parallel, the associated weights aim to model
the intensity of the backscattered light signal received from each aerosol. However, this
modelling approach is entirely based on the Gaussian beam and thus only takes into ac-
count the shape of the light emission or howmuch light reaches a particular point in space.
In actual lidar operation, the functions may ideally approach the theoretical ones but there
are other physical aspects that alter this reality. This may for example be due to variations
in the aerosol backscatter. Different aerosols may backscatter the light with different in-
tensities, based on their individual characteristics, and hence bear a different contribution
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to the 𝑉𝐿𝑂𝑆 estimate. A more physical model can therefore be to construct the weights
based on the Gaussian beam and in a second stage modify these weights by incorporating
effects that affect an aerosol’s scattering properties, such as density or size. As this can
extend quite deeply into the physics of light scattering and atmospheric sciences, only one
effect has been implemented and is presented below.

Particle size effect

The intensity of backscatter is naturally dependent on the emitted signal but also on the
aerosols properties as previously described in subsection 2.1.3. Mie scattering is sensi-
tive to certain aerosol properties such as particle size, shape or refractive index [37] and
hence affect the contribution to the detected signal. Incorporating these parameters into
the weighting of the 𝑉𝐿𝑂𝑆 convolution increases the noise of the data but aims to better
approximate real conditions. An extensive amount of research and effort can be put into
detailed modelling of Mie scattering, however as this is not the main scope of research
here, this has been limited and simplified solely to the effect of particle size or diameter.

As found in [71, 72], the level of backscattering in the Mie scattering regime can be re-
lated to the square of the particle diameter. The subsequent step is then to assign a certain
diameter to each modelled particle. The weight of each particle is initially obtained from
one of the methods presented above and is then modified by the square of the particle di-
ameter such that the size of a particle affects its contribution to the 𝑉𝐿𝑂𝑆 weighting. The
diameter of a particle follows a log-normal distribution (𝑑𝑝 ∼ Log−𝒩 (𝜇,𝜎)) with probabil-
ity density function defined by Equation 3.12, median particle diameter 𝑑𝑝𝑚 and standard
deviation 𝜎𝑑𝑝 [73].

𝑝𝑑𝑓 (𝑑𝑝) =
1

𝑑𝑝𝜎 √2𝜋 exp(−(ln (𝑑𝑝) − 𝜇)
2

2𝜎2 ) with 𝜇 = ln (𝑑𝑝𝑚 ) 𝜎 = 𝜎𝑑 (3.12)

3.3 𝑉𝐿𝑂𝑆 computation
Once the sampling points, weights and velocities are known, one can compute the line-
of-sight velocity. For this, two different approaches have been implemented in parallel
within the model as shown in Figure 3.8. The first approach, given in blue in Figure 3.7
and Figure 3.8, is generally viewed as the standard approach to lidar modelling and only
models the final part of the lidar measurement process. This process is shown in Figure 3.7,
and only the Doppler spectrum and the 𝑉𝐿𝑂𝑆 estimate are modelled, with a set of weights
and velocities.
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Figure 3.7: Lidar measurement process and modelling approaches. Adapted from [8].

The second approach, given in red in Figure 3.7 and Figure 3.8, offers a different and
perhaps unconventional way of modelling the lidar. This models the entire lidar mea-
surement process of Figure 3.7, making use of the weights, velocities and sampling points
to simulate the light intensity time series signal received by the lidar detector. The full
data processing chain: binning, DFT, averaging can then be applied to obtain the Doppler
spectrum and 𝑉𝐿𝑂𝑆 but also the intermediate outputs such as the power or phase spectra.
Both approaches are detailed in section 3.4 and section 3.5 and include verification tests
on synthetic wind fields.
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Figure 3.8: Block diagram of 𝑉𝐿𝑂𝑆 computation.

3.4 High-level modelling
The ’high-level’ approach consists on directly modelling the line-of-sight velocity and ig-
nores the real lidar data processing that is typically applied to the recorded backscattered
signal. As this approach relies heavily on the weights assigned, the calculations to obtain
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𝑉𝐿𝑂𝑆 is rather simple and involves a weighted sum of the velocities measured at every
sampling point and is given by Equation 3.1. In order to obtain the Doppler spectrum,
one can work backwards through the lidar processing, and make use of the weights as
the columns or counts of the Doppler spectrum histogram. Each line-of-sight velocity is
categorised into bins of 0.15ms−1, ranging from 0ms−1 to 38ms−1, corresponding to a
512-point (double-sided) DFT and 100MHz sampling rate. These are typical continuous
wave lidar settings but may also be user specified inputs to the lidar model. The weights
of each binned velocity are then summed to build the histogram counts. In the following
parts some exemplary verification tests with simple wind fields, comparing both line-of-
sight velocity and Doppler Spectra obtained for various beam types will be presented.

3.4.1 Line-of-sight velocity
Uniform wind
Figure 3.9 shows the successive error in line-of-sight velocity estimates with increasing
number of sampling points. The flow field is uniform, meaning that all sampling points,
or aerosols, have the same velocity, in this case 𝑈∞ = 10ms−1. Only a single lidar beam
is used and pointed directly against the flow, hence avoiding any discrepancies due to the
line-of-sight measurement. The expected measurement to this case is known here and
should be 𝑈∞ = 10ms−1 as all 𝑉𝐿𝑂𝑆 measurements are identical and all weights sum to
one. As seen from Figure 3.9, all beams converge straight away, showing that the weights
are correctly normalised. The increase in error is purely a result of numerical round-off
error.
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Figure 3.9: Successive error in 𝑉𝐿𝑂𝑆 for uniform wind field: 𝑉∞ = 10ms−1

Turbulent wind
Figure 3.10 presents the results with the identical lidar setup to the previous uniform flow
field case but this time applied to a turbulent flow field. In this case, the true answer to the
convolution integral is not known as each sampling point is assigned a random velocity
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deviation from the mean wind speed. The lidar therefore measures an average velocity
over the sampling volume. The expected behaviour of the different beams can however
be recovered from Figure 3.10a and Figure 3.10b. As seen in section 3.2, the uniform and
random beam approximate the infinite integral domain on a finite one and are therefore
limited in terms of accuracy by the part of the domain that is ignored or ’cut off’ in the
approximation. This feature appears in Figure 3.10a with the offset between these two
beams and the infinite domain optimal and Monte Carlo beams. With increasing number
of points, the optimal beam generally has a lower error magnitude than the Monte Carlo
beam and the other two ’finite’ beams as seen from Figure 3.10b.
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(b) Successive error in 𝑉𝐿𝑂𝑆 .

Figure 3.10: Beam convergence for turbulent wind field: 𝑉∞ = 10ms−1 ,TI = 0.1.

3.4.2 Doppler Spectra

Figure 3.11 shows the Doppler spectra obtained for the four different beam types, with
the same number of points, for two different turbulence levels. It should be noted that
the Doppler spectra have been generated using 256 (one-sided) bins and the figure only
shows the bins of interest, where velocity signals have been detected. The tested wind
field is simply modelled with a mean velocity and some normally distributed variations.
The turbulence level is varied by changing the amplitude of the variations (increased stan-
dard deviation) and this is clearly seen in the range of velocities that occur in the spectra.
When comparing the four beam types, one notices that the random beam is most different
to the others, it detects more extreme velocity measurements and fairly larger variations
in histogram counts between adjacent velocity bins. This is expected as node placement is
random and therefore does not capture effectively the range of velocities within the mea-
surement volume. The similarity in the Optimal and Monte Carlo beams seen in the 𝑉𝐿𝑂𝑆
convergence plot is also seen here, both spectra are quite similar with small discrepancies
due to the randomness of the Monte Carlo beam, which will disappear for larger number
of sampling points.
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Figure 3.11: Doppler spectra for four beam types at low ( ) and high ( ) turbulence levels. All beams use
𝑁 = 200 sampling points.

Figure 3.12a and Figure 3.12b show the mean and standard deviation estimated from
the Doppler spectrum with an increasing number of sampling points. All beams appear
to converge but the relative error seems to reach a limit for the estimated mean, which is
due to the binning of the velocities. For 256 bins, each bin represents a 0.15ms−1 velocity
range which introduces a systematic error in the recorded velocities but may be reduced
by increasing the FFT size.
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Figure 3.12: Doppler spectrum moments convergence (𝑁𝑏𝑖𝑛𝑠 = 256).

3.5 Low-level Modelling
The ’low level’ modelling approach differs to the ’high level’ approach in the part of the
lidar measurement process that it is trying to approximate. As the name suggests, this
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approach consists on modelling the bottom and initial stage of the measurement process
which is the intensity signal recorded by the lidar detector. This intensity time series is
modelled by the sum of the backscattered signals from 𝑁 number of light scattering par-
ticles, as shown by Equation 3.13. Each particle is assigned an amplitude 𝐴𝑛 , a frequency
𝑓𝑛 and a phase 𝜙𝑛 .

𝐼 (𝑡) =
𝑁
∑
𝑛=1

𝐴𝑛 cos(2𝜋𝑓𝑛𝑡 +𝜙𝑛) (3.13)

The amplitude (Equation 3.14) is dependent on the strength of the backscatter signal
received from a particular scatterer. This is identical to the modelling of the weights pre-
viously presented in subsection 3.2.3 and the amplitude is therefore computed from the
intensity distribution of the Gaussian beam, and may optionally include the effect of parti-
cle size. As one can expect, Equation 3.15 shows that the frequency of the signal is related
to the particle’s line-of-sight velocity as explained by the Doppler effect with 𝜆 the in-
frared wavelength of the lidar. Finally, the phase of the particle, 𝜙𝑛 is related to the ratio
between the lidar-particle distance, 𝑟𝑛 , and the wavelength of the beats signal, 𝜆𝑛 = 𝑐

𝑓𝑛
with 𝑐 as the speed of light. Note that 𝑓𝑛 is the Doppler frequency and equivalent to the
beats frequency, which is the difference between the local oscillator frequency and the
backscattered frequency as previously shown from Equation 2.15. As this frequency is of
the order of 1 to 50 megahertz, depending on 𝑉𝐿𝑂𝑆 , the beats wavelength is then in the
range of 6 to 300 meters. A detailed derivation on how Equation 3.16 is obtained can be
found in section A.1 of Appendix A.

𝐴𝑛 = 𝑊𝑛 (3.14) 𝑓𝑛 =
2𝑉𝐿𝑂𝑆𝑛

𝜆 (3.15) 𝜙𝑛 =
4𝜋𝑟𝑛𝑓𝑛

𝑐 (3.16)

3.5.1 Time series processing
The typical lidar data processing chain was previously shown in Figure 2.8. Given that
the ZXTM CW lidar is quite often used as an example in literature, its data processing
parameters have been used as reference here, but may most likely deviate for other lidar
models. The measurements are performed at a sampling rate of 100MHz and the recorded
signal is split into blocks of approximately 5 µs. A 512 point DFT is then performed, and
this process is then repeated near 4000 times to average each DFT output, giving a fi-
nal averaged spectrum over 20ms. Generating this averaged spectrum therefore requires
2,048,000 time samples and becomes computationally expensive and lengthy to simulate
for larger number of sampling points. To remedy this, a 20ms time series is simulated,
and a single 𝑁 point DFT is then performed, resulting in the averaged power spectrum or
Doppler spectrum.

In order to accurately recover the frequency and phase, it is important to tune the
parameters of the time series, particularly to reduce the effects of spectral leakage. The
DFT assumes that the intensity time series is periodic within the measurement time. Due
to the wide range of frequencies present within the signal, it is highly unlikely that the
signal is perfectly periodic across the measurement time. This introduces discontinuities
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in the assumed signal, which are detected by the DFT as a new frequency component that
is not part of the physical signal [74]. To solve this issue, several techniques may be ap-
plied to improve the recovery of the signal: zero-padding, windowing, using a larger DFT,
sampling longer time series. When spectral leakage occurs, frequencies in the adjacent
bins to the true frequencies are detected. Although, the true frequencies may be retrieved
by interpolating (sinc interpolation) the location of the peak, the phase appears to be more
strongly affected by the effects of spectral leakage and exhibits large offsets. These offsets
may be corrected by interpolation between bins but this initiates large inaccuracies with
multiple frequencies. In order to recover accurate phase measurements and move forward
of this issue, it is possible to avoid spectral leakage entirely by making sure each velocity
falls into a single bin. This may be done by rounding the frequency such that no varia-
tion smaller than the bin size is detected. An example of this is given in section A.2 of
Appendix A.

When testing these various methods on simulated intensity signals, a combination of
a larger DFT size and longer samples resulted in the best phase and frequency recovery.
Furthermore, in a similar way to the Doppler spectra obtained in subsection 3.4.2, some
accuracy is lost when applying the DFT, as the size of the frequency or velocity bins is
set from the size of the DFT and the sampling frequency as shown by Equation 3.17. This
means that velocities with a discrepancy of 𝛿𝑉𝐿𝑂𝑆 or less will be assigned to the same bin.

𝛿𝑉𝐿𝑂𝑆 =
𝑓𝑠

𝑁𝐷𝐹𝑇
⋅ 𝜆2 (3.17)

TheDFT returns the complex spectrumwhichmay then be converted to amplitude and
phase spectra with Equation 3.18 and Equation 3.19 respectively, whilst also only taking
one side of the frequency bins. Additionally, the spectra may then be filtered by setting an
amplitude threshold to observe the most relevant frequency and phases. The phase values
extracted are observed on [−𝜋,𝜋] and are then are mapped onto [0,2𝜋].

|𝐼 (𝑓 )| = √ℝe[𝐼 (𝑓 )]2 +𝕀m[𝐼 (𝑓 )]2 (3.18) ∠𝐼 (𝑓 ) = atan2(𝕀m[𝐼 (𝑓 )]
ℝe[𝐼 (𝑓 )] ) (3.19)

3.5.2 Doppler spectrum
Figure 3.13a shows the Doppler spectra obtained for both modelling approaches at a turbu-
lence intensity of 0.1. The same is shown in Figure 3.13b for a 𝑇 𝐼 of 0.3, where as expected
a wider range of velocities is found and the Doppler spectrum has larger tails. Both spec-
tra have been obtained with a 1000 point DFT in order to get a better 𝑉𝐿𝑂𝑆 resolution. The
blue and red spectra do not show an exact match but the general position of peaks as well
as the range of velocities obtained are quite similar. As it is rather difficult to compare
this visually, the sample mean and standard deviation for both approaches and cases have
been computed, and are shown in Table 3.2.
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Figure 3.13: Doppler spectra comparison for turbulent wind field (𝑈∞ = 10ms−1).

The main source of discrepancy between both approaches is due to the phase mod-
elling of the ’low’ level approach. In this modelling approach, two scattering particles
with identical velocities and different spatial positions will translate to two signals with
identical frequencies but different phases. The sum of these two signals is however not
discernible by the DFT and interpreted as a signal with a different phase and intensity.
The derivation of this is shown in section A.3 of Appendix A. The intensity of the signal
is therefore slightly modified, and will turn out to be weaker or stronger depending on
the phases corresponding to each frequency. To prove this reasoning, Figure A.5 in Ap-
pendix A shows the same result as Figure 3.13 excluding the phase from the signal. Both
spectra then look very similar with some very small differences in peak values most likely
coming from the rounding step of the ’low’ level approach.

Table 3.2: Doppler spectra statistical comparison

𝑇 𝐼 = 0.1 𝑇 𝐼 = 0.3
𝜇 𝜎 𝜇 𝜎

’High’ level 9.83ms−1 0.387ms−1 9.54ms−1 1.16ms−1
’Low’ level 9.80ms−1 0.428ms−1 9.45ms−1 1.27ms−1
Relative Difference 0.382 % 10.8% 0.964% 9.41%

3.5.3 Line-of-sight velocity
Figure 3.14 and Figure 3.15 compare the ’high’ and ’low’ modelling approaches for the
same test shown in Figure 3.10. The overall line-of-sight velocity of the ’low’ level ap-
proach is estimated by taking a sample mean from the Doppler spectrum histogram. This
is represented by Equation 3.20 where𝐻𝑖 is the count per bin and 𝑉𝐿𝑂𝑆,𝑖 is the line-of-sight
velocity of a specific bin.

𝑉𝐿𝑂𝑆 =
∑𝑁𝑏𝑖𝑛𝑠

𝑖=1 𝐻𝑖 ⋅ 𝑉𝐿𝑂𝑆,𝑖
∑𝑁𝑏𝑖𝑛𝑠

𝑖=1 𝐻𝑖
(3.20)

It can be seen that using the ’low’ level approach, the line-of-sight velocity also con-
verges for all beams for an increasing number of sampling points and that the trends
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previously perceived for each beam type also appear here. A fairly close match is seen
between both modelling approaches. The differences once again mainly arise due to the
impact of the phase, as previously explained in subsection 3.5.2.

100 101 102 103 104

N

9.5

9.6

9.7

9.8

9.9

10

10.1
V

L
O

S
[m
/
s]

/
/
/
/

Optimal
Uniform
Monte Carlo
Random

Figure 3.14: Measured 𝑉𝐿𝑂𝑆 for low level (dashed) and high level (full) approaches on turbulent wind field:
𝑉∞ = 10ms−1 ,TI = 0.1.
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Figure 3.15: 𝑉𝐿𝑂𝑆 successive error for low level (dashed) and high level (full) approaches on turbulent wind
field: 𝑉∞ = 10ms−1 ,TI = 0.1.

3.5.4 Phase spectrum
As the ’high’ level modelling approach does not model the phase spectrum a comparison
cannot be made. Nonetheless, the outputs of the phase spectrum can be analysed in order
to investigate if it contains useful information. The most important part of this analysis
is to determine from which range does part of the sampled signal come from. Starting
back from Equation 3.16, this may be rewritten as Equation 3.21. Thus, the variation of
the phase from 0 to 2𝜋 depends on the ratio 2𝑑/𝜆𝑛 . Remember that this is not the same as
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𝜆 which is the infrared wavelength of the lidar. In an ideal case, this ratio would remain
between 0 and 1, such that the phase cannot repeat itself and that signals from different
locations do not produce the same phase. Unfortunately, 𝜆𝑛 is flow field dependent and
cannot be controlled. In reality, this ratio therefore varies and phase information may
overlap.

𝜙𝑛 = 2𝜋 2𝑑𝜆𝑛
with 𝜆𝑛 =

𝑐𝜆
2𝑉𝐿𝑂𝑆𝑛

(3.21)

One aspect that does not make the phase signal completely chaotic is the Gaussian
beam intensity profile. As previously shown, the strongest part of the signal arises from
close to the beam waist and the weight of the contributions follow the Lorentzian profile
axially. Radial variations also have a small effect but are ignored here for simplicity. This
means that if 𝜆𝑛 is in the same order of magnitude as the width of the Lorentzian, one
could conclude that the phase measurements relate to the locations that are within the
Lorentzian only. As an example, Figure 3.16 shows two different wavelengths 𝜆1 and 𝜆2,
with 𝜆1 > 𝜆2. The points are spaced in intervals of the wavelength, and therefore have the
same phase value. This means that when measuring this particular phase value, the sig-
nal may be coming from any of the points drawn and hence could correspond to several
distance measurements. However, it is possible to use the Lorentzian profile (drawn in
black) to help estimate which exact point the signal came from. In the case of 𝜆1, com-
puting the intensity for each point, the third point will have the highest weight and can
be predicted to be the correct point. However, in the case 𝜆2, the frequency of the wave
is too high and the phase measured corresponds to several distances that all have a rela-
tively high likeliness of being from the true signal. There is therefore a strong dependence
on the measurement range and measured line-of-sight velocity. At large measurement
ranges, the Rayleigh length will be increased, meaning that the Lorentzian will not decay
as fast and the signal could arise from a larger region. At high 𝑉𝐿𝑂𝑆 , the signal frequency
is increased and the wavelength is decreased, implying that the phase measurement is
repeating too frequently.

𝑥

λ1

λ2

𝐹

Figure 3.16: Wavelength variation and Lorentzian weighting profile.

Figure 3.17 shows a test casewith the velocity profile shown on the left side. The lidar is
aligned with the flow field, which only varies along the beam direction (𝑥). The amplitude
spectrum shows the expected Lorentzian shape centred around the velocity near the beam
focus range (𝐹 ). The phase spectrum, on the other hand, is quite difficult to interpret as it
is.
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Figure 3.17: Streamwise velocity, amplitude spectrum and phase spectrum.

To extract useful information, the phase may be converted back to distances by rear-
ranging Equation 3.21. As explained previously, the phase may repeat itself as 𝜙𝑛 +𝑁2𝜋
with 𝑁 = 0,1,2..𝑒𝑡𝑐.. When converted to distances, this means the measured distance 𝑟𝑛 is
actually 𝑟𝑛 +𝑁𝜆𝑛/2, the new term being the distance for the phase to reach 2𝜋 . Comput-
ing the intensity of the Lorentzian for 𝑟𝑛 +𝑁𝜆𝑛/2 and choosing 𝑁 that gives the highest
intensity leads to a corrected estimate of 𝑟𝑛 . An outline of this exact procedure is shown
under section A.4 of Appendix A. Figure 3.18 shows the true velocity profile as well as
the velocity profile reconstructed from the phase information. In this particular case, the
phase leads to the correct distance information, however this approach becomes unsuc-
cessful and deteriorates under certain conditions. Firstly, as outlined in Equation 3.21, for
larger velocity magnitudes, the signal wavelength decreases and the distance cannot be
reliably detected anymore. This already occurs close to 5ms−1 in Figure 3.18, after which
there is no more certitude on the distance estimate. Secondly, when two different loca-
tions have the same velocity, a different phase is recovered which cannot be assigned to
either of the original locations. Finally, for longer focal distances, the Rayleigh length will
also increase, widening the Lorentzian distribution and once again making the distance es-
timation much more challenging. Given all these aspects and the additional noise sources
and complications of real flow fields, it is difficult to find a suitable and consistent use case
for recovering information from the phase.
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Figure 3.18: True and reconstructed streamwise velocity profile.
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3.6 Shear layer test cases
Thepurpose of this section is to present some application or test cases of the lidar emulator
scanning through a vertical wind shear layer. A combination of various conditions and
scanning setups are presented. The ’high level’ approach of the lidar emulator is used as
only line-of-sight velocities are necessary.

3.6.1 Nacelle mounted lidar RHI
Figure 3.19a shows the scanning setup used for the vertical profiling tests shown below.
The lidar is located on the nacelle and performs measurements at several heights by vary-
ing the inclination angle and the beam focus range. This scanning pattern, consisting of
only an inclination angle variation is also named Range Height Indicator or RHI [75]. The
measurements are performed at a range of 150m in front of the lidar and the Rayleigh
length is varied according to the range based on the estimated ZXTM attributes [44]. Ad-
ditionally, note that for simplicity, no blade blockage effects are included here.

(a) Nacelle mounted lidar vertical profiling.

𝑥

𝑧

𝑦
𝜑

𝜃

𝑊

𝑈

𝑉

LOS

(b) Line-of-sight projection.

Figure 3.19: Nacelle mounted lidar setup.

When measuring the shear profile, the horizontal component (𝑈 ) of the wind field
is of interest. This component is related to the measured line-of-sight velocity through
Equation 3.22, which is simply the projection of the 3D wind field vector onto the line-of-
sight direction. An overview of the angles and coordinate system is given in Figure 3.19b,
where 𝜙 and 𝜃 are the inclination and azimuth angles respectively. In steady conditions
or over long time periods, the 𝑈 component of the wind field dominates over the 𝑉 and
𝑊 components. Thus, these components may be ignored in Equation 3.22, and 𝑉𝐿𝑂𝑆 may
be corrected by the azimuth and inclination angles to obtain a better estimate of 𝑈 .

𝑉𝐿𝑂𝑆 = 𝑈 cos(𝜃)cos(𝜑)+𝑉 cos(𝜑)sin(𝜃)+𝑊 sin(𝜑) (3.22)

Figure 3.20a and Figure 3.20b show the reconstructed horizontal velocity component
by correcting the line-of-sight velocity by the inclination angle. Note that the lidar is
placed at the hub height of 120m and therefore has 0° inclination angle for that height.
The shear profile is well recovered and the errors appear to increase at higher inclination
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angles. This is due to the measurement volume effects. When shining the beam, a greater
volume is illuminated after the beam waist than before it. At higher inclination angles, a
larger part of the beamwill illuminate particles that are at different heights to the intended
measurement or focus height. For example, at lower heights, or negative inclination an-
gles, most of the beam is illuminating particles below the focus height. These particles
have a lower velocity due to their height and are weighed into the line-of-sight velocity,
and hence lower its value. The opposite being true for positive inclination angles, this
explains the change of sign of the measured error in Figure 3.20b.
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(a) Reconstructed velocity.
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(b) Relative error in velocity.

Figure 3.20: Steady shear layer detection from nacelle (𝛼 = 0.15).

Figure 3.21 shows the same setup as the previous example, but this time with a turbu-
lence intensity of 0.1. The addition of turbulence clearly induces large discrepancies in the
recovered horizontal velocity component. As seen from Equation 3.22, for a non-zero incli-
nation angle, the z-component of the wind field (𝑊 ) will have a component contributing
to the line-of-sight velocity and this is one of the main reasons for the added differences
compared to the steady case. Another difference arises from the measurement volume
effects, for turbulent wind fields, a larger range of velocities are distributed arbitrarily
within the measurement volume. The 𝑉𝐿𝑂𝑆 detected is therefore not representative of
the exact velocity at the intended measurement point. Furthermore,the error increases in
Figure 3.21b for the lowest heights as the inclination angle increases and hence sin(𝜑) as
well. Note that the measurement range also has an effect here, should measurements have
been performed closer to the lidar, the LOS effects will have been much larger as a larger
inclination angle is required to reach the same height measurements.
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(a) Reconstructed velocity.

0 0.02 0.04 0.06 0.08 0.1 0.12

jU ! Ulidarj=U

20

40

60

80

100

120

140

160

z
[m

]

VLOS (Optimal)
VLOS (Monte Carlo)
VLOS (Uniform)
VLOS (Random)

(b) Relative error in velocity.

Figure 3.21: Turbulent shear layer detection from nacelle (𝛼 = 0.15, 𝑇 𝐼 = 0.1).

3.6.2 Ground lidar VAD
An other technique that can be used to recover the vertical velocity profile is Velocity
Azimuth Display (VAD). This consists on measuring the line-of-sight velocity at several
points across the same height, distributed around a circle as shown in Figure 3.22, the pro-
cess is then repeated over multiple heights and concentric circles. The major assumption
here is that the horizontal wind velocity remains homogeneous across this circular plane,
which is mostly true for flat terrain only [8].
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Figure 3.22: Velocity Azimuth Display (VAD) setup.

Figure 3.22b shows the measured signal for varying azimuth, in this case resulting
in three full revolutions. This signal may then be fitted with a function of the form
𝑎 cos (𝜃 −𝑏) + 𝑐 [8, 76]. The reconstructed signal is obtained using least-squares regres-
sion and is also shown in Figure 3.22b. The individual velocity components may then be
retrieved from Equation 3.23. The inclination angle 𝜑 may be tuned to obtain a better re-
sult. For larger angles, a larger part of the 𝑈 and 𝑉 components will be projected along
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the line-of-sight, however this will also mean that measurements are performed over a
larger circle and that horizontal flow homogeneity may not always be true.

𝑈 = 𝑎
cos𝜑 cos (𝑏 ±𝜋) 𝑉 = 𝑎

cos𝜑 sin (𝑏 ±𝜋) 𝑊 = 𝑐
sin𝜑 (3.23)

Figure 3.23 shows results of applying VAD to the same turbulent shear layer as Fig-
ure 3.21. The errors are also shown in Figure 3.23b. Three azimuthal revolutions with
each 40 points were used per height measurement. The Rayleigh length is once again
range dependent and based on the ZXTM CW lidar. One can notice in Figure 3.23 that the
measured shear profiles appear to be a smoothed out version of the turbulent shear profile.
This is due to the averaging effect that occurs when assuming homogeneous horizontal
flow over each circle. Comparing the VAD profile to the RHI profile, the magnitude of
errors are generally similar. Errors can sometimes remain quite high at larger heights for
the VAD setup as the circle of measurement points becomes quite large and the flow homo-
geneity assumption becomes inadequate. The VAD setup however offers better estimates
at lower heights as the LOS effects are quite high for the RHI setup.
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(a) Reconstructed velocity.
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Figure 3.23: Turbulent shear layer detection using VAD (𝛼 = 0.15, 𝑇 𝐼 = 0.05).



4

47

4
Line vortex identification

The goal of this chapter is to investigate how lidar outputs behave when measuring through a
vortex. A standard reference case with a Lamb-Oseen (LO) vortex is setup and the sensitivity of
the line-of-sight velocity and Doppler spectrum to a variety of conditions are shown. Several
approaches at detecting the position of the vortex core are first compared and attempts at
recovering the vortex core radius and circulation are presented for varying conditions.

4.1 Detection
To be able to confirm the presence of a vortex within the flow field, an appropriate starting
point is to seek patterns across the available lidarmeasurement outputs. Firstly, a base case
is setup to give an idea of which of these measurement outputs may give an indication of
the presence of a vortex. Secondly, the outputs of interest are then computed and analysed
for varying setups and conditions to test their sensitivity and validity. Throughout this
chapter, the ’high level’ model of the lidar is used as the phase output was not investigated.

4.1.1 Case setup
The base case setup has been designed with the idea of reducing the complexity of CW
lidar operation. In order to achieve this, a single lidar beam is used and aimed directly
forward of the lidar, along the 𝑥-axis as depicted in Figure 4.1. Measurement volume
effects from the Gaussian beam are present but not dominating as the Rayleigh length has
been set to 1.0m. The additional reason for this is based on the type of parameter space
that will be investigated in this section, which are length scale-invariant (either angular
or displacement variations). Thus, normalising length scales by the Rayleigh length will
scale the entire problem, without altering its physical behaviour and requiring one less
parametric investigation.

The Lamb-Oseen vortex is oriented such that it induces velocity in the 𝑥𝑦 plane only
and therefore has its axis in 𝑧 direction. The vortex is then moved in 𝑦 direction and cuts
across the lidar beam as shown by the black arrow. Note that angle 𝜒 is defined here as
the angle between the vortex axis and the vertical 𝑧 axis but is set to zero unless specified
otherwise.
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Figure 4.1: Geometry of the case setup.

Table 4.1 shows a summary of the main numerical parameters used for this case. The
Lamb-Oseen vortex has a core radius of 1.0m and a strength Γ set such that the maximum
velocity induced by the vortex (max.𝑉𝜃,𝐿𝑂 ) reaches 4.0ms−1. A background wind speed
of 10ms−1 is also added in 𝑥 direction. Figure 4.2 shows the streamwise velocity profile
along the 𝑥-axis as the vortex is moved in 𝑦 and effectively shows what velocity field the
lidar is measuring across.

Setting Value
𝑟𝑐 1.0m
max.𝑉𝜃,𝐿𝑂 4.0ms−1
𝜒 0.0°
𝑈∞ 10.0ms−1
𝑧𝑟 1.0m

Table 4.1: Vortex and Lidar Settings
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Figure 4.2: Velocity profile across moving vortex.

Figure 4.3 shows the successive Doppler spectra obtained at each offset position. The
offset is defined as the position of the vortex core relative to the lidar beam’s measurement
point. The effect of the vortex is clearly seen by the detected 𝑉𝐿𝑂𝑆 bins and particularly
the increased spread around zero offset. The contour is coloured using the normalised
amplitude of the Doppler spectra. Once again, the amplitude is lower around zero offset as
the Doppler spectrum is more spread out and the normalised intensity is hence distributed
over more bins.
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Figure 4.3: Doppler Spectra

From a series of spectra such as the one shown above, it is possible to condense the
information into moments or other statistics. The first three moments: the mean, standard
deviation and skewness can be computed using Equation 4.1, Equation 4.2 and Equation 4.3
respectively. Once again, 𝐻𝑖 is the height of each bin, which is then normalised, and 𝑉𝐿𝑂𝑆,𝑖
is the corresponding velocity of that bin. Moreover, the sample skewness is estimated
using the adjusted Fisher-Pearson coefficient.

𝜇 = ∑𝑁𝑏𝑖𝑛𝑠
𝑖=1 𝐻𝑖 ⋅ 𝑉𝐿𝑂𝑆,𝑖
∑𝑁𝑏𝑖𝑛𝑠

𝑖=1 𝐻𝑖
(4.1)

𝜎𝐷𝑆 =
√

∑𝑁𝑏𝑖𝑛𝑠
𝑖=1 𝐻𝑖 ⋅ (𝑉𝐿𝑂𝑆,𝑖 −𝜇)

2

∑𝑁𝑏𝑖𝑛𝑠
𝑖=1 𝐻𝑖

(4.2)

𝑆𝑘𝐷𝑆 =
𝑁 2

(𝑁 −1)(𝑁 −2)
∑𝑁𝑏𝑖𝑛𝑠

𝑖=1 𝐻𝑖 ⋅ (𝑉𝐿𝑂𝑆,𝑖 −𝜇)
3

∑𝑁𝑏𝑖𝑛𝑠
𝑖=1 𝐻𝑖

1
𝜎3/2𝐷𝑆

(4.3)

Visualising the statistics of the Doppler spectrum across the lidar scan results in Fig-
ure 4.4. The ’Min.’ and ’Max.’ label signify the minimum and maximum detected velocity
past a certain amplitude threshold. Naturally, this threshold is flow dependent and should
be set such to include the contributing velocities and exclude arbitrary spikes in velocities
that are not representative of the overall flow inside the measurement volume.

One of the key features in Figure 4.4 is the sharp variation in velocity from high to low
velocity, also named velocity envelope. As one may expect, this is the effect of the lidar
measuring opposite sides of the vortex, which means for the clockwise rotating (negative
𝑧 direction) setup, positive induced velocities are detected first. The impact of the vortex
is not seen for zero offset as along the lidar beam, only perpendicular induced velocities
are perceived. Some very minor discrepancies may appear depending on the radial spread
of the lidar beam, however this is insignificant when the radial spread is much smaller
than the vortex size. Furthermore the differences in peaks of the mean profile and the
maximum and minimum profiles develops from the damping of the measurement volume.
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Figure 4.4: Doppler Spectra Statistics
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Figure 4.5: Doppler spectra at different offsets.

In terms of statistical moments, it is clear that as the core radius enters the measure-
ment volume, the standard deviation increases as a result of the more varied range of ve-
locities detected. The skewness, which indicates the symmetry of the Doppler spectrum,
appears to increase in magnitude and then flip signs when the vortex passes through the
measurement volume. A negative skewness factor implies a left-tailed distribution or that
the mass of the Doppler spectrum amplitude is concentrated on the right hand side. Simi-
larly, a positive skewness factor suggests a right-tailed distribution andmore concentrated
mass on the left hand side. This can also be observed on Figure 4.5a which shows nega-
tive skew and Figure 4.5b which displays positive skew. The mean velocity does have an
effect on the skewness but does not balance out the effect of the vortex. With respect to
line-of-sight velocities, this signifies that higher velocities have a larger contribution to
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the measurement volume initially (from −10m to 0m) but that this then shifts to lower
velocities dominating the Doppler spectrum (from 0m onwards).

Finally, it is important to note that the quantities shown here are well retrieved as the
measured signal is quite clean. However, under various conditions, these lines may not
appear so distinct, therefore inducing errors in the detection of a vortex. The following
sections will aim to investigate how varying certain setup parameters and flow conditions
alter the measurements.

4.1.2 Beam focus effects
In this section, the effects of the beam’s focusing range are investigated. The distance
between the vortex centroid and the lidar beam focus is changed from 0 to 10 core radii in
𝑥 direction. As seen from Figure 4.6, the velocity peaks are damped when the vortex is out
of focus of the lidar beam. After the core is passed, the velocity decays due to the combined
effects of the Lorentzian weighting function decay a well as the exponential decay found
in the Lamb-Oseen velocity profile. It is clear that in order to still observe these velocity
peaks, the lidar should focus the beam as close as possible to the vortex center.
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Figure 4.6: Line-of-sight velocity for varying beam focus.

For the Doppler spectrum, the beam focusing effects also translate to a damping of
the perceived standard deviation shown in Figure 4.7a. It is interesting to see that for a
shift of 1𝑟𝑐 , there is little to no change in the standard deviation, indicating that a similar
variation in velocity is obtained. This is supported by Figure 4.8 which shows the part of
the Lamb-Oseen velocity profile that is within one Rayleigh length of the measurement
point. It then becomes quite clear that the range of detected velocities is much smaller and
that to detect the increase in standard deviation, focusing the lidar beam in the vicinity of
the core radius is optimal.

The skewness shown in Figure 4.7b is a bit more difficult to analyse. The aspect of
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interest here, is when and where do the shifts in skewness take place. For the first two
lines (Δ𝑥 = 0𝑟𝑐 and 1𝑟𝑐 ), the skewness effects are caused by the vortex. The high vortex
induced velocities shift the Doppler spectrum weight to the right (negative skew) and
to the left (positive skew). The skewness lines then flip in the other direction when the
effects of the vortex diminish. A positive skew is first seen, meaning that the weight of
the distribution has now shifted left and that lower velocity components dominate over
higher ones. This indicates that the signal from the mean velocity components is stronger
than the signal from the vortex induced velocity components. An aspect of the skewness
that however does not change is the zero crossing point, which always occurs when the
core radius intersects with the lidar beam. At this instance, all vortex induced velocities
are orthogonal to the beam and the Doppler spectrum is symmetric.
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Figure 4.7: Doppler spectrum statistics for varying beam focus.
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Figure 4.8: 1𝑧𝑟 measurement range for varying beam focus.
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4.1.3 Angle effects
The orientation of the vortex also has an important effect in what can be detected by
the lidar. The angle between the lidar beam and the vortex axis is varied from 0° to 90°.
This introduces line-of-sight effects, as the induced velocity components do not align with
the lidar beam anymore and only a part of the component is detected. The projected
component varies with sin(𝜒) and hence stronger velocity peaks are observed in Figure 4.9
when the vortex axis is orthogonal to the lidar beam. The effects on the standard deviation
(Figure 4.10a) and skewness (Figure 4.10b) are quite similar, all lines are damped with a
factor sin(𝜒) once again. In conclusion, as long as part of the induced velocities project
onto the line-of-sight, the same patterns as before are identifiable, but with more or less
strength depending on the angle.
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Figure 4.9: Line-of-sight velocity for varying vortex angle
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Figure 4.10: Doppler Spectra statistics for varying vortex angle
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4.1.4 Core size effects

Figure 4.11 shows the line-of-sight velocity recorded whilst varying the vortex core ra-
dius. The maximum velocity induced by the vortex was kept at 0.4ms−1 by adjusting
the circulation accordingly. However, this does not appear in Figure 4.11 as a result of the
measurement volume. For smaller core radii, the velocity peak is quite sharp and localised
(see Figure 2.11b), meaning that the measurement volume consists only very partially of
the added velocities induced by the vortex. The opposite is true for a larger radius, the
vortex takes up a greater share of the measurement volume and boosts the estimate of the
line-of-sight velocity. Keeping in mind that the vortex strength has also changed here, the
velocity peaks are still observable in all cases but are now spread over different ranges.
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Figure 4.11: Line-of-sight velocity for varying vortex core radius

The standard deviation shown in Figure 4.12a presents the same idea that a larger vor-
tex will take up more of the measurement volume. The velocity variations occur over a
greater distance range for larger vortices, meaning that part of the velocity profile will be
damped by the lidar beam and that only a small part of the velocity variations will be rele-
vant. In the case of a small vortex, all velocity magnitudes appear within the measurement
volume and are detected. This explains why the standard deviation becomes lower for in-
creasing core radius. Using the same explanation for the skewness lines in Figure 4.12b,
the skewness coefficient increases for larger radii as the vortex induced velocities make
up a larger part of the measurement volume and skew the Doppler spectrum.
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Figure 4.12: Doppler spectrum statistics for varying vortex core radius

4.1.5 Noise effects
The focus of this section is to add effects that should deteriorate the signal of the Lamb-
Oseen vortex and, to an extent, simulate conditions closer to reality.

Signal noise
As presented in chapter 3, the lidar emulator has the capacity to simulate a beam com-
posed of random aerosols arranged in space, which is a more realistic approximation of
the atmospheric aerosol distribution than the other regular or optimal beams for exam-
ple. Additionally, it is also possible to incorporate a further noise source in the form of
varying aerosol sizes. The sizes of aerosols are randomly sampled and impact the con-
tribution of each aerosol to the line-of-sight velocity. Four cases were tested, with the
settings used summarised in Table 4.2. The aerosol size effects were added as described in
subsection 3.2.3 and with parameters: 𝑑𝑝𝑚 = 0.951µm and 𝜎𝑑 = 0.427µm [77].

Table 4.2: Random aerosol beam settings.

Label Conditions
Hwo High aerosol concentration (𝑁 = 2000) with no size effects
Lwo Low aerosol concentration (𝑁 = 50) with no size effects
Hw High aerosol concentration (𝑁 = 2000) with size effects
Lw Low aerosol concentration (𝑁 = 50) with size effects

Figure 4.13 shows the effects of the lidar noise sources on the line-of-sight velocity.
First of all, the random aerosol distribution appears to have a strong effect on the veloc-
ity peak and reduces their magnitude strongly. This phenomenon is particularly worse
when the aerosol density is low as the measurement volume may not be homogeneously
sampled. Secondly, the effect of aerosol size looks to be quite weak relative to the random
aerosol distribution effects. Unfortunately, it is quite difficult to judge without experimen-
tal comparisonwhether or not this is the exact response. However, the aerosol size effect is
stronger for a lower concentration and weaker for higher concentration. This is expected
as the aerosol size effect will balance out for sufficiently large number of aerosols.
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Figure 4.13: Line-of-sight velocity for various lidar beam noise sources.

The behaviour of the standard deviation is shown in Figure 4.14a. The aerosol size ef-
fects are near negligible but those of the random beam are not. A larger concentration of
aerosols translates to sampling a larger number of velocities which explains the increased
standard deviation of the green and yellow lines. However, this change in standard de-
viation remains quite small relative to the standard deviation created by the vortex. The
skewness in Figure 4.14b is more affected by the added noise sources, particularly for low
aerosol concentration. The combined effects are able to distort the spectrum so that the
vortex induced velocities do not dominate over the mean flow anymore.
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Figure 4.14: Doppler spectrum statistics for various lidar beam noise sources
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Flow field noise

Flow field noise is simulated here with Mann generated turbulence with varying levels of
turbulence intensity (𝑇 𝐼 ). The tests are performed for multiple seeds, used for generating
different turbulent conditions, from which the mean and standard deviation across all
seeds are extracted. As an example, Figure 4.15 shows contours of the wind field for a
single seed and increasing 𝑇 𝐼 from 0 to 0.5. For this particular seed, the turbulence does
not distort the vortex so much and in fact somewhat contributes to the effect of the vortex.
Hence, multiple seeds are used in order to perturb the vortex in an arbitrary manner.

Figure 4.15: Vortex in turbulent flow field of varying 𝑇 𝐼 .

Figure 4.16 displays the line-of-sight velocity measurements across the tested 𝑇 𝐼 range.
The black curve on all plots shows the profile for 𝑇 𝐼 = 0 and the shaded area shows a
standard deviation shift from the mean (coloured full lines). As 𝑇 𝐼 increases, the standard
deviation bands expand and the mean profile becomes increasingly distorted compared to
the non-turbulent case. It is clear from the width of the band, that there reaches a point
when the vortex velocity peaks may not be discernible anymore. In extreme cases where
the 𝑇 𝐼 reaches 0.4 or 0.5, the variations in wind speed from turbulence can reach much
higher deviations than the ∼ 0.3 deviation created by the vortex. Figure 4.17 shows an
example of a particular case which shows a sharp drop in velocity between 0m and 5m
which could also be assimilated to that of a vortex.
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Figure 4.16: Line-of-sight velocity for varying 𝑇 𝐼 . Tested over 20 turbulent seeds with mean and
maximum/minimum bands shown in colour and 𝑇 𝐼 = 0 line shown in black.
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Figure 4.17: Line-of-sight velocity for varying 𝑇 𝐼 (Seed 7).

A similar analysis is possible on the Doppler spectrum standard deviation and skew-
ness (Figure 4.18 and Figure 4.19 respectively). All bands once again increase with increas-
ing turbulence level and deviations in the mean lines are also stronger. In Figure 4.18, the
standard deviation level is shifted up by the turbulence due to the additional variation in
velocity magnitudes. Additionally, the shape of the mean and band lines also become less
smooth, indicating sharper local jumps in 𝜎𝐷𝑆 . The standard deviation resulting from the
vortex is quite localised and is still fairly strong up to 𝑇 𝐼 = 0.3. After this level, a jump
in standard deviation may also be assigned to the effects of the turbulent flow. The same
observation can be made for the skewness in Figure 4.19, when observing the bands, the
skewness can vary quite sharply, also switching from positive to negative for 𝑇 𝐼 of 0.3
and higher.
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Figure 4.18: Doppler spectrum standard deviation for varying 𝑇 𝐼 . Tested over 20 turbulent seeds with mean
and maximum/minimum bands shown in colour and 𝑇 𝐼 = 0 line shown in black.

Figure 4.19: Doppler spectrum skewness for varying 𝑇 𝐼 . Tested over 20 turbulent seeds with mean and
maximum/minimum bands shown in colour and 𝑇 𝐼 = 0 line shown in black.

4.2 Characterisation
From the patterns observed in section 4.1, an attempt can be made at characterising the
vortex present within the flow field. To characterise the vortex, three parameters are
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aimed to be recovered: the location of the core, the radius of the core and the strength of
the vortex. The approach taken to estimate each parameter is described in the following
sections. Figure 4.20 is shown here as reference and is only amodified version of Figure 4.4,
with the minimum and maximum lines combined.

Figure 4.20: Doppler spectrum statistics for reference case.

4.2.1 Core location
A key observation from Figure 4.20 andmost of the results obtained in the previous section
is the symmetry property of the vortex around the core center. Themeasured lidar outputs
also exhibit such symmetries and it is therefore possible to use this to retrieve the core
location. The following three methods are implemented:

1. Interpolatemidpoint of velocity peaks: The positions of themaximum andmini-
mum detected velocity are found. This may also be done using themean velocity but
will be less accurate due to the damping from averaging the Doppler spectrum. The
midpoint is then linearly interpolated which may require correcting for the mean
velocity, which can be estimated separately or by averaging the mean velocity for
the full scan.

2. Interpolate localminimumof standard deviation: The gradient of the standard
deviation is first computed. This allows to search for when the gradient changes sign
and linearly interpolate for the exact point at which the gradient is zero. As the
gradient may also switch signs elsewhere throughout the scan, the velocity peaks
may also be used to constrain the valid range where the core location is expected.

3. Interpolate zero-crossing of skewness: The points atwhich the skewness changes
sign are first found. The point at which the skewness is expected to be zero is then
linearly interpolated for. Once again, the velocity peaks may be used to define a
smaller region and avoid detecting other zero-crossings of the skewness.

Each of these approaches may now be tested for varying conditions identical to the
tests from section 4.1, in order to identify which performs best. Figure 4.21a shows the
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absolute difference in the measured (𝑥𝑐 ) and true ( ̄𝑥𝑐 ) core locations for different focal
distances. In the same way as subsection 4.1.2, Δ𝑥 is the distance between the vortex
center and the lidar beam’s focus range. The three methods previously listed are labelled
in order asMin./Max., 𝜎 and 𝑆𝑘. The standard deviation approach performs best, followed
by the skewness approach. Both seem to remainwithin the same error range for increasing
Δ𝑥 as the symmetry of the standard deviation and skewness were rather unaffected under
these conditions (see Figure 4.7). The min-max approach on the other hand performs
poorly due to the stronger measurement volume damping for higherΔ𝑥 . The interpolation
for the midpoint therefore becomes more challenging as the velocity peaks are smeared
out. Naturally, sampling at more locations should lead to a reduction in the error, for all
methods as well. The core location error is then showed for varying angle 𝜒 and core
radius in Figure 4.21b and Figure 4.21c respectively. Note that estimates for 𝜒 = 90° have
been omitted as no vortex can be detected. The trends are quite similar once again, as the
zone of the core location is always correctly identified and the errors mostly interpolation
dominated.
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Figure 4.21: Absolute error in core location for varying conditions and methods

Figure 4.21d shows the error for the five conditions outlined in Table 4.2. Larger dis-
crepancies between the different approaches are observed here and may also be linked
back to subsection 4.1.5. The standard deviation approach remains quite accurate under
all conditions as the shape of the standard deviation curve remained quite similar under
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various noise conditions (see Figure 4.14). This is not the same for the skewness, which
as was shown in Figure 4.14b, was quite badly distorted when including the effects of
particle size on the backscattered signal. The core location estimation even becomes un-
feasible for the noisiest conditions (Lw) The min-max approach is once again affected by
the damping of the velocity peaks which appear further away from the core and lead to
larger interpolation errors.
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Figure 4.22: Error in core location for varying TI and methods. Tested over 20 seeds with full lines showing
mean error and dashed lines showing minimum and maximum errors.

Figure 4.22 shows the error in core location estimate under turbulent conditions for
the three methods tested. The conclusions when comparing between the three approaches
is still the same. The standard deviation seems like the best indicator of the core location.
The 𝑇 𝐼 range for this test has been decreased relative to the test from subsection 4.1.5 as
the errors become increasingly larger and there are occurrences where the core location
cannot even be recovered, particularly for 𝑇 𝐼 > 0.2. In conclusion, the outcome of these
tests has shown that using the standard deviation appears to be the most consistent and
accurate way of locating the vortex center and confirms that turbulence is clearly the most
challenging of conditions to attempt recovering vortex parameters.

4.2.2 Core radius and strength
Now that a method has been selected to locate the vortex, the next objective is to try recov-
ering some of its defining parameters, namely the core radius and the circulation/strength.
There exist various ways to tackle this problem, one could estimate core radius from vortic-
ity or Lambda-2 and Q criterion. Circulation could also be computed directly with the line
integral of velocity or fitting vortex models such as the Rankine, Burnham-Hallock [60]
or Lamb-Oseen [60] models. As the main focus of this study is not on investigating ways
of recovering vortex parameters, the most direct approach of fitting the measured velocity
profile with the Lamb-Oseen velocity profile has been chosen. Non-linear least squares
regression is applied with the aim of minimising the error between the measurements and
the function given by Equation 4.4.

𝑉𝜃 (𝑟) =
Γ

2𝜋𝑟 (1− 𝑒
− 𝑟2
𝑟2𝑐 ) (4.4)

Some fine tuning is necessary to perform this fitting. First of all, the Min./Max. line
is used as the velocity profile 𝑉𝜃 (𝑟). As previously shown in Figure 4.20 this combines
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the maximum and minimum Doppler spectrum velocity bins detected above a certain am-
plitude threshold. This removes the damping of the velocity peaks from averaging of the
spectrum and leads to better estimates of Γ and 𝑟𝑐 . The velocity profile is also adjusted
by removing the mean velocity. The initial guess for the regression problem is computed
for 𝑟𝑐 as half of the velocity peak separation and for Γ as 2𝜋𝑉𝑚𝑎𝑥 𝑟𝑐,𝑔𝑢𝑒𝑠𝑠(1−exp (−1))with
𝑉𝑚𝑎𝑥 as the maximum detected velocity magnitude and 𝑟𝑐,𝑔𝑢𝑒𝑠𝑠 as the initial guess for the
core radius.
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Figure 4.23: Absolute relative error in core radius and circulation for varying conditions.

The tests that were previously shown in section 4.1 and subsection 4.2.1 are repeated
with identical conditions and extended to estimate the vortex core radius and circulation.
Figure 4.23a shows how the relative error in circulation and core radius estimates evolves
when the vortex is placed further and further away from the lidar beam’s measurement
point. The error remains acceptable and fairly constant until after 10𝑟𝑐 is reached. This is
due to the incorrect maximum and minimum velocity bins being detected. As the vortex
is not in the center of the measurement volume, the velocities are more heavily damped,
which leads to the bins corresponding to the maximum and minimum velocities to have
a low amplitude and falling below the threshold set. Setting a lower threshold would
therefore solve this issue but would also increase the sensitivity to noise. A trade-off
should therefore be made depending on the noise floor level. When varying the angle
between the lidar beam and the vortex axis, recovering useful information is challenging as
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due to the line-of-sight effects some of the velocity componentsmay not be detectable at all.
As seen from Figure 4.23b, the core radius estimate remains acceptable but the circulation
estimate worsens with 𝜒 . This can be explained by the fact that the velocity peaks are
damped from the line-of-sight effects but their position remains nearly unchanged (see
Figure 4.9 for reference). The detected vortex size is therefore correctly estimated but its
strength cannot be recovered unless the line-of-sight issue is solved.

Figure 4.23c illustrates the recovery of the vortex parameters for increasing core radius,
and shows that the errors appear to increase. However, when taking a closer look at the
procedure to recover the strength and radius, the estimate of the mean velocity was the
prevailing source of error. The dashed lines in Figure 4.23c show the lower errors obtained
when using the exact mean flow velocity. In the current setup, the mean velocity was
estimated using the mean 𝑉𝐿𝑂𝑆 across the full scan. Unfortunately, with increasing vortex
size, most of the scan is influenced and dominated by the vortex’s induced velocities rather
than the mean flow field, meaning that the average velocity will be biased depending on
the part of the vortex in the scan. Finally, Figure 4.23d shows the relative errors for the
different noise conditions defined. There appears to be very minimal variations across
different noise conditions. This is because in this particular case, the noise generated did
not perturb the maximum and minimum velocity bins enough. Once again, this is also
dependent on the threshold set to accept these maximum and minimum velocity bins.
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Figure 4.24: Mean (full) and maximum/minimum (dashed) relative error for varying 𝑇 𝐼

The results of recovering circulation and core radius are shown in Figure 4.24a and
Figure 4.24b respectively. The level of relative error has clearly increased compared to
the previous tests. There is a slightly narrower spread in the errors for the core radius
than the circulation. This is due to the fact that the circulation is measured using the
velocity magnitudes and the core radius by the position of the velocity peaks, which as
previously shown in Figure 4.15, is less sensitive to turbulence. Overall, the range of error
magnitudes is still quite high even for relatively low 𝑇 𝐼 . This is also due to the combination
of errors that arise first from the core location and mean velocity estimates and then from
the distortion of the vortex velocity profile and the difficulty to fit this profile accurately.
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5
Helical tip vortex identification

Thepurpose of this chapter is to extend the vortex identification approach previously developed
to a more realistic and physical flow field. The chosen setup therefore consists of the helical
vortices found within a wind turbine wake. The turbine is modelled using the actuator line
method (ALM) and the flow is simulated with Large Eddy Simulation (LES) using the YALES2
flow solver [78].

5.1 DTU10MW wake
In this setup, the helical vortices are extracted from the wake of the DTU10MW reference
turbine simulated by Houtin-Mongrolle et al. [79, 80], where the effects of yaw misalign-
ment and turbulence on the wake were investigated. The data extracted from the LES
simulation corresponds to spatial information obtained for a single time step. For the de-
tection of the tip vortices to be most successful, the simplest case was selected, in order
to preserve the structure of the vortices and retain a ’clean’ trace of the vortex in the
lidar measurements. Case LY0, in the work done by Houtin-Mongrolle et al. [79], was
therefore used and consists of laminar, 10ms−1, no shear velocity inflow. The DTU10MW
(𝐷 = 178.3m) turbine operates at a tip speed ratio of 7.5 and with no yaw misalignment.
The tower and nacelle were not modelled and aero-servo-elastic simulation of the rotor
was not included, meaning that no structural or control responses occur. The simulation
domain is 25𝐷 × 10𝐷 × 10𝐷 but reduced to a smaller box of 0.69𝐷 × 1.37𝐷 × 1.37𝐷 for the
lidar simulations. This box is centred with the hub of the rotor and starts 1.4𝐷 down-
stream of the rotor such that the start of the vortex pair-wise interaction and breakdown
process is observed. The grid spacing is 1.75m and grid interpolation is used to compute
the velocity field at desired points of the lidar beam.

The helical tip and root vortices within the extracted box can be seen in Figure 5.1. One
can observe that the initial tip vortices are quite ’clean’, with little to no smaller structures
emanating from them. This is not the case further downstream, where the tip vortices
start breaking up, as well as for the root vortex which breaks down much faster than the
tip vortices due to the proximity of the root vortices to one another.
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Figure 5.1: Q criterion iso-contours colored by velocity magnitude within extracted box.

The streamwise (𝑈 ) and spanwise (𝑉 ) velocity components at 𝑧 = 0 are shown in Fig-
ure 5.2a and Figure 5.2b respectively. The main aspect of the streamwise component is
the wake velocity deficit and the mixing with the outer flow regions, which create a shear
layer at this boundary and superimposes with the effects of the tip vortices. From the
spanwise point of view, most of the velocity component is due to the induced velocities of
the tip vortices, with a contribution from the wake expansion which remains quite small
for low turbulence levels [81].
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(b) Spanwise component.

Figure 5.2: Wake velocity components at hub height (𝑧 = 0)

Figure 5.3 shows a cut through the wake, specifically at hub height or 𝑍 = 0. The
vorticity magnitude is projected onto the slice in order to see the position and size of the
vortices. Furthermore, the vortices have been labelled for clarity as 𝐿1 through 𝐿6 for the
left side of the wake (facing streamwise) and 𝑅1 through 𝑅6 for the right side of the wake.
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The degradation of the vortices with downstream distance is once again notable here, with
the increased vorticity between vortices and the shift in 𝑦 position of some vortices as a
result of the pair-wise interaction. This also appears to be more prominent for the right
side of the wake.

𝑅1

𝑅2

𝑅3

𝑅4

𝑅5

𝑅6

𝐿1

𝐿2

𝐿3

𝐿4

𝐿5

𝐿6

Figure 5.3: Normalised vorticity contour visualised on 𝑋𝑌 slice at hub height.

Two possible lidar setups can be made, one facing the 𝑥 axis and hence measuring
streamwise flow velocities, and the other facing the 𝑦 axis and measuring spanwise veloc-
ities. As the main objective is to test the features shown in chapter 4 on a more physical
flow field, the emphasis is not placed on the realism of the lidar setup. Experimental cases
with nacelle mounted lidars or ground lidars are possible but would also require a simu-
lated flow field that extends much further around the tip vortices in order to enclose the
projected lidar beam as well as the lidar itself. Additionally, the placement of the lidar
mainly influences line-of-sight and measurement volume effects during the measurement
process. As previously seen in chapter 4, both of these aspects mainly damp the detected
signals and cannot be truly corrected for, unless multiple beams or lidars are introduced.
The goal of the following sections is therefore to preserve optimal test conditions by avoid-
ing line-of-sight effects and keeping the measurement volume effects minimal in order to
observe how the detection method previously tested on the Lamb-Oseen vortex will per-
form on stretched and distorted vortices found within the wake. Finally, as only Doppler
spectrum and line-of-sight velocities are investigated, the ’high level’ modelling approach
of the lidar was used, also providing the benefit of lower computational time.

5.1.1 Streamwise scan
In this test, the lidar beam is aligned with the 𝑥-axis and therefore measures the stream-
wise velocity component. The lidar is placed at (𝑥 = 1.38𝐷,𝑦 = −0.59𝐷) and scans towards
the positive 𝑥-axis and varies both azimuth angle and measurement distance such that
measurement along a fixed 𝑥 position can be made. The procedure to find the correct
measurement point or beam focus range is outlined in subsection B.1.1. The idea simply



5

68 5 Helical tip vortex identification

revolves around varying the beam focus range and selecting the point where the largest ve-
locity envelope occurs. This is not detailed here as the only affects that are seen from this
procedure is a damping of the measured signals due to the measurement volume effects,
as previously shown in subsection 4.1.2.

The variation in azimuth introduce some LOS effects which are largest when the beam
is focused close to the lidar as the angle that is swept through is larger for the same range
of 𝑦 . The Rayleigh length is kept fixed at 1.0m throughout the scan. The effects of using
a range-dependent Rayleigh length are shown in subsection B.1.2 of Appendix B and only
show minor changes at longer ranges due to increased damping from the larger measure-
ment volume.

In a similar way to what was done in chapter 4, some outputs are drawn out of the
Doppler spectrum and plotted across a scan. This is shown for vortices 𝐿2 and 𝐿6 in Fig-
ure 5.4a and Figure 5.4b respectively. Identical figures for all other vortices can be found
under subsection B.1.3 and subsection B.1.3 of Appendix B. The features that appear on
such figures are quite similar to the results obtained during the testing on the Lamb-Oseen
vortex. A velocity envelope or two opposite signed peaks in velocity is seen, the standard
deviation increases approaching the core radius and drops to zero at the vortex center and
the skewness also changes sign as the vortex center is passed. This therefore means that
the techniques previously used to recover some of the vortex parameters can still be ap-
plied as the features that were visually identified are still present. The dashed black lines,
in Figure 5.4a for example, show the estimated core location which is retrieved using the
standard deviation approach described in chapter 4 and based on the local minima found
in the standard deviation. This obviously becomes more challenging as vortices become
more distorted such as in the case of Figure 5.4b. The area of local minimum is seen to
spread over a wider range of positions and hence cannot be pinpointed with certainty.
Note that although the skewness was not chosen as the preferred method for locating the
core, it is still shown here for completeness and to observe that the expected behaviour
still exists.

(a) Vortex 𝐿2 (b) Vortex 𝐿6 .

Figure 5.4: Doppler spectrum outputs. Dashed line shows estimated core location.
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The procedure to detect core location is then applied to all vortices on both the left
side and right side of the wake and the estimated locations are shown by the black dots
in Figure 5.5 and Figure 5.6 respectively. In general a fairly good match is seen. It is
difficult to estimatewhat the true core location of these tip vortices is and therefore a visual
comparison with the magnitude of vorticity is presented here. The core radius estimates
are also shown by the black circles around each vortex. Similarly to the approach taken in
chapter 4, the Min./Max. velocity profile is used. However, unlike the approach taken in
chapter 4 of fitting the Lamb-Oseen velocity profile to the 𝑉𝐿𝑂𝑆 profile, the core size was
instead estimated by finding the distance between the two velocity peaks. This was done
as the original approach largely overestimated the core size. For the Lamb-Oseen vortex,
the velocity starts to decay past the core radius point. However, as seen from most of the
profiles in Figure B.3 or Figure B.4, this decay does not occur and the velocity directly
approaches the level of the free stream velocity as a result of the shear layer between the
wake and the surrounding flow.

The exact core size of the tip vortices is difficult to quantify as the vortices are rarely
circular and symmetric. Comparing the core radius estimates visually, there is clearly a
trend between the estimate and the state of the vortex. The core radius estimates matches
quite well with the vorticity contours when the vortex is isolated and still structured. For
vortices 𝐿6, 𝑅3, 𝑅5 and 𝑅6 the core appears to be overestimated due to the smearing out of
the vortex. This is noticeable in velocity curves being much flatter when moving down-
stream (see Figure 5.4a against Figure 5.4b).
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Figure 5.5: Detected vortex center and estimated core size from streamwise scan on left side of wake.
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Figure 5.6: Detected vortex center and estimated core size from streamwise scan on right side of wake.
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5.1.2 Spanwise scan
In this test, the lidar beam is aligned with the 𝑦-axis and hence measures the spanwise
velocity component of the flow. This is done for the full length of the wake within the
wake domain passing through the lidar beam, thus avoiding LOS effects. The Rayleigh
length is still maintained at 1.0m to reduce measurement volume damping. Similarly to
the previous case, this is repeated both for the left and right hand sides of the wake and
the same technique for estimating the optimal beam focal range is used (example given in
subsection B.1.1).

Left side
As previously mentioned, the left side of the wake retains its helical tip vortex structure
much better than the right side. This also translates in the detected lidar outputs shown
in Figure 5.7. The oscillations in the velocities and subsequently in the Doppler spectra
standard deviation and skewness are due to the measurement of the positive and negative
spanwise velocities induced by the vortices. These variations remain quite clear until
𝑥 = 1.95𝐷, where vortex 𝐿6 just ends, and the effects of the next tip vortex are smeared out
and influence this zone. An important aspect to notice is that the line-of-sight velocity
measurements may seem quite different to those shown in chapter 5 or subsection 5.1.1.
This is because when viewing the vortices from the side, they are relatively close to one
another and their induced effects are therefore stronger. Due to their proximity to one
another, the full velocity profile is cut short by the start or end of the adjacent vortices.
Furthermore, due to the vortex direction of rotation, the velocity peaks are damped.

Figure 5.7: Doppler spectrum outputs across domain width on left side.
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An identical procedure for characterising the vortex can be applied to this setup as
well. The presence of the velocity envelope, local minima in the standard deviation and
zero-crossing of the skewness are all still present in the Doppler spectrum outputs. Conse-
quently, the local minima in the standard deviation are used to define the limits and center
of each tip vortex, as shown in Figure 5.8 by the black vertical lines. It can be observed
that in most of these cases this also matches quite well with the other techniques tested
for core location estimate: the center of the velocity peaks and the zero-crossing of the
skewness.

Figure 5.8: Identified vortex zone and Doppler spectrum outputs across domain width on left side. Estimated
core location shown by black dashed lines.

Once again, theminimum andmaximum velocity lines are used as themeasured vortex
velocity profile, from which vortex parameters can then be estimated. This process is
shown in Figure 5.9, where the measured velocity profile (black line) is fitted with a sine
wave and results in the reconstructed profile (dashed red line). The core radius is estimated
as half of the wavelength of the sine wave and an additional mean term is also added to
correct for the slight vertical shift of the profile that can be due to the mean streamwise
velocity from the wake expansion.
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Figure 5.9: Measured and reconstructed velocity profiles across domain width on left side.

Figure 5.10 shows the estimated core locations and radii. The core location estimate is
once again quite good but the core size is quite drastically underestimated for all vortices.
As previously explained, due to the proximity of the tip vortices streamwise, the velocity
peaks are damped and occur much closer to the vortex core as a result of the induction of
adjacent vortices. The distance between the velocity peaks is reduced and the estimates are
therefore smaller. It should however be possible to correct for this based on the estimated
distance between adjacent vortices. Furthermore, the core location and radius of vortex
𝐿1 here was not shown as only part of the vortex appears but from the features seen in
Figure 5.8, the same approach can be taken using only half of the vortex profile.
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Figure 5.10: Detected vortex center and core size from spanwise scan on left side.

Right side
The same reasoning and observations can be applied to the right side of the wake. The
aspects that differ here are the larger deformations of the tip vortices on the right side of
the wake. As a result, it is much more difficult to accurately retrieve a clean signal or trace
of the vortex. Similarly to the previous section, the Doppler spectrum outputs are shown
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in Figure 5.11, with the addition of the estimated core location and limits in Figure 5.12.
The reconstructed velocity profiles are depicted in Figure 5.13 and the final comparison of
the estimates to the vorticity contour is shown in Figure 5.14. It is already visible from
comparing Figure 5.7 and Figure 5.11 that the patterns previously observed are not as clear
and constant on the right side. Vortex 𝑅1 is perhaps the best preserved vortex. One can see
in Figure 5.14 that vortex 𝑅2 and 𝑅3 are quite close to one another and due to their pair-wise
interaction have shifted in vertical position. In themeasured velocity signal, this translates
to the velocity profiles of each vortex appearing as merged. As seen from Figure 5.11 or
Figure 5.12, at 𝑥 = 1.65𝐷 the velocity decreases due to 𝑅2 but the effects of 𝑅3 are then
immediately felt as the velocity rapidly increases back to a maximum. The features of
both of these vortices can still be retrieved, visually it is still possible to conclude where
approximately each of the vortices start and end, aswell as estimating their respective sizes
and strength. However, if this detection and characterisation is automated and generalised,
then it is quite difficult to discern one vortex from the other. This is the case here, where
the approach taken cannot automatically detect the left hand side of 𝑅3 as the standard
deviation signal is altered by the combined effects of 𝑅2 and 𝑅3. The pattern is somewhat
recovered for vortex 𝑅4 but the smearing out of the vortices 𝑅5 and 𝑅6 has too great of an
effect on the standard deviation signal. The velocity signal and the peaks due to the last
vortices are, to some extent, better preserved than the standard deviation or skewness but
are still weaker than for the first few vortices.

Figure 5.11: Doppler spectrum outputs across domain width on right side.
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Figure 5.12: Identified vortex zone and Doppler spectrum outputs across domain width on right side.
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Figure 5.13: Measured and reconstructed velocity profiles across domain width on right side.
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Figure 5.14: Detected vortex center and core size from spanwise scan on right side.
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6
Conclusions and Recommendations
The objective of the research presented within this report was to investigate the possibility of
extracting a greater level of information from the lidar measurement process, particularly in
application to detecting flow structures. The following chapter provides the answers to the
research questions and a general conclusion in section 6.1 and recommendations for future
research work are suggested in section 6.2.

6.1 Conclusions
RQ1: Can a generalised approach or approaches within the numerical lidar mea-
surement process be identified to detect turbulent flow structures?

In order to answer this question, one should realise that turbulent flow structures cover
a wide range of flow phenomena that cannot all be analysed under all possible conditions.
It is however possible to answer this question for specific flow structures and under spe-
cific conditions, in the hope that a parallel can be made to more generalised cases. Several
data sources can be extracted from within the lidar measurement process: the phase spec-
trum, the Doppler spectrum and the line-of-sight velocity. Although they all span from
the same source, the backscattered light intensity time series, each provides different lev-
els of processed information. For each lidar measurement, a 20ms time series is obtained,
repeating this over multiple measurement points therefore generates a lot of data and
information. The processing of this time series therefore allows a way to condense this
information whilst also lowering the noise in the measurements.

One of the main conclusions when attempting to detect vortices is that extracting
information from a single measurement point is not effective. Measurements of line-of-
sight velocities or Doppler spectrum are most useful when compared relative to another
measurement point. When scanning through a vortex, several patterns were observed at
different stages of the lidar processing chain. Starting from the final output, the line-of-
sight velocity, one of the most noticeable and consistent pattern is the velocity envelope
or the maximum and minimum velocity peaks that occur on either side of the vortex cen-
ter. The key aspect for reliable detection of vortices using this feature, is how strong this
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velocity envelope is, relative to the surrounding flow field. In ideal cases, the velocity en-
velope is most recognisable from two aspects of the velocity jump: how sharp it is and
how localised it is in space. The sharpness of the velocity envelope can be associated to
the proper measurement of the vortex. In the cases of line-of-sight, measurement volume
(lidar beam focus) or signal noise effects, the velocity peaks are damped up to the point
that no more of the vortex is detected. These effects are intrinsic properties of lidar oper-
ation and can be viewed as limiting factors for the detection process. For the locality of
the velocity peaks, the largest factor is the surrounding flow field. In cases of high turbu-
lence, the vortex’s velocity envelope can be strongly distorted and the detection reliability
is once again dependent on the relative strength of the vortex signal to the turbulent flow
signal.

The next lidar output that was analysed is the Doppler spectrum, which was evaluated
quantitatively by computing the first three statistical moments: mean, standard deviation
and skewness. As the mean is typically used as the line-of-sight velocity estimate nothing
more was concluded than before. The standard deviation’s most striking feature was its
increase in the vicinity to the core radius of the vortex and the local minimum reached at
the vortex center. The skewness showed a trace of the vortex in the form of a change of
sign as the vortex passes through. Under the effects of line-of-sight, measurement volume
and signal noise, both standard deviation and skewness signals are damped but appear
to conserve these features quite well. Similarly to the velocity signal, turbulence is most
deteriorating to these patterns.

Finally, the analysis of the phase spectrum did not result in any useful outcome. Al-
though some level of spatial information is contained in the phase signal, the applicability
conditions are too limited to find useful, due firstly to the challenging retrieval of the cor-
rect phase and secondly to the unreliable processing to relate phase to range information.

In real flow fields, generalisation of this approach appears to be quite difficult as both
the structure and motion of the vortex are idealised in the synthetic tests performed here.
However, the patterns identified in the line-of-sight velocity and the Doppler spectrum
appear to be quite reliable for the cases presented and could serve as a potential starting
point for a more generalised approach.

RQ2: Which parameters of the turbulent flow structures can reliably be detected
by the lidar model?

As previously answered, vortex detection is only effective when making use of mul-
tiple measuring points. The variation of the lidar outputs are therefore necessary over a
scan of the vortex. Three characterising parameters were investigated in this study: the
vortex location, core radius and circulation. Three major indications of the core location
are the midpoint of the velocity envelope, the local minima in the standard deviation and
the zero-crossing of the skewness. These features were tested as methods of locating the
vortex and compared under different conditions. The most consistent and accurate ap-
proach was found to be the standard deviation local minimum, however the use of the
velocity envelope did prove to serve as a good starting guess for the location. In almost all
conditions tested, the core location could be recovered. However, the effects of turbulence
clearly induced the largest errors and core location retrieval becomes unsuccessful.

The suggested idea for recovering the vortex core radius and circulation was then to
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apply a vortex model to the line-of-sight velocity signal. The line-of-sight velocity can be
corrected for some of the measurement volume effects by making use of the information
available in the Doppler spectrum. Using the maximum and minimum detected velocity
bins of the Doppler spectrum, the velocity envelope can be redefined. The results of this ap-
proach under various conditions showed that the core radius is more accurately recovered
than the circulation in almost all cases as the shape of the velocity profile remains quite
constant but is strongly damped in most conditions. The reliability in detecting the three
parameters is highest for the core location, followed by the core radius and the circulation.

RQ3: How is the uncertainty in the detection and characterisation of turbulent
flow structures affected with increasing flow complexity?

To answer this question, flow complexity was varied in two ways, one with adding
a background turbulent wind field to the vortex and two by simulating vortices inside
a wake. In both cases, it is clear that flow variations create the greatest distortion of
the vortex signal amongst the tested conditions and in turn induce larger errors in both
detection and characterisation of vortices. In the first case of adding turbulence to the
Lamb-Oseen vortex, the effects are quite strong and clear, turbulence distorts the vortex’s
spatial structure randomly and the patterns identified to detect and characterise vortices
become generic and arbitrary. There appears to be a trade-off between the relative mag-
nitudes of the vortex signal, the noise from the surrounding flow field and the noise from
the measurement process.

In the case of the wind turbine wake tip vortices, due to the low turbulence of the
case, the vortices are not distorted in such arbitrary ways and are only partially stretched
and deformed under their self-induction. The patterns identified in the Doppler spectrum
are conserved but are far from being identical across different vortices. Deforming the
shape of the vortex will translate to deforming the shape of the patterns (velocity envelope,
standard deviation local minimum) across the scan. A generalised approach is therefore
difficult to implement in such a case as identified patterns will slightly deviate from the
norm. The recovery of the tip vortex parameters is also challenging here. This is a result of
the unconventional shape and structure of the deformed tip vortices which are difficult to
characterise using a single vortex model and may require the full velocity vector in space
in order to accurately quantify.

Applicability of research

The research presented here was aimed at finding strategies of detecting certain flow
structures, in the hope of possible applicability to lidar-assisted control (LAC) of wind
turbines. Although much improvement and further research can follow from this work, it
is possible to provide an initial judgement on the feasibility and value to real world wind
turbine operation, in particular for load reduction and power optimisation as these are the
two major tasks of the controller.

At this stage, conclusions can only be drawn on the detection of vortices, and not all
different flow phenomena. One of the main barriers for use in real operation is the lack
approximate knowledge of the vortex position within the lidar scanning volume. Unless
the vortex coincidentally passes though the lidar beam or is sufficiently large compared
to the scanning zone, it is unlikely to be well and reliably detected. If it is detected, the
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question is then, does it value a controller response, in the form of blade pitching for
example. As there are many other uncertainties: vortex strength, travelling path or rate
of decay, there does not appear to be a suitable application in this form.

A potential relevance of the work shown here could be on the characterisation of the
wake regions. The size and behaviour of each of these regions vary with atmospheric con-
ditions as well as wind turbine operational settings. Measuring this through the break-
down of vortex structures may help in characterising the wake regions and provide input
and feedback to the controller for better optimisation of wind farm AEP.

6.2 Recommendations
The proposals for future work span into two main directions, one being towards better
definition and detection methods of different flow structures and two is towards the con-
tinued advancement of the lidar model to help characterising such structures in more
realistic and varied setups.

The ideal and perhaps most logical step based on the work presented here would be
to experimentally test if the patterns identified within the Doppler spectrum are still pre-
served in real conditions. This could be in the form of controlled experiments in a wind
tunnel but should be feasible in field experiment setups provided a priori knowledge of the
vortex characteristics such as in the cases of aircraft tip vortices during landing or wind
turbine wake tip vortices.

As the aim was focused on the detection of vortices, and given the time constraint of
this study, the accent was not placed on the accurate recovery of vortex parameters. This
has however been a large source of study and research, particularly in the scope of aero-
nautics. There exist various techniques such as themore classical use of vortexmodels, but
there also exist other approaches that employ statistical models [28, 30] or machine learn-
ing [82, 83] to solve the problem of detecting vortices and estimating its parameters. These
studies typically make use of line-of-sight velocity only and could therefore be adapted to
digest the additional lidar outputs such as the Doppler spectrum or even the direct time
series.

The synthetic simulation setups can also be made more realistic. One feature is to
include the temporal dimension into all simulations, adding quite some complexity to the
setup but taking it closer to reality. This may lead to more difficult detection due to the
evolution (motion and decay) of the flow and the coupling to the lidar scanning. However,
the effects of the differences between the measurement rate of lidars and the rate at which
the flow develops could be investigated.

Flow structures also do not only consist of line or tip vortices. A similar approach of
searching for patterns or traces of flow structures and phenomenon within the various
lidar outputs can for example be extended to larger ABL coherent structures, shear layers,
gusts, etc.

This study has solely focused on continuouswave lidars. Developing the lidar emulator
to incorporate pulsed lidars will allow investigation into their slightly different measure-
ment process and possibly allow for other detection strategies to be tested. There also
exists other type of lidars, such as modified versions of CW lidars [84] or lidar based on
entirely different measurement principles like direct detection lidars. The latter method
estimates velocity by tracking the motion of kernels or groups of aerosols with an iden-



6.2 Recommendations

6

81

tifiable pattern. The relationship between such kernels and flow structures could be an
interesting study.

The scanning pattern configurations have remained quite simple in this work. There
are however many possible variants that one could implement [46], both varying the num-
ber of beams and measurement point sequence.

Finally, a more detailed noise modelling component of the lidar model could be devel-
oped, both in terms of atmospheric as well as lidar hardware and software noise sources.
The detector noise may for example be simulated with artificial white noise. An improve-
ment can certainly be made in the direction of more physical aerosol modelling, such as
including the effects of density or refractive index of the many types of aerosols that could
be present in the atmosphere. One could add the attenuation of the signal due to other
molecules, model the effects of cloud or ground returns and ultimately define specific at-
mospheric conditions such as rain, fog or clear conditions.
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A
Appendix

A.1 Derivation of phase term
Equation A.1 shows the mixing of the local oscillator and backscattered signals with phase
terms included. The backscattered signal is simply a combination of the Doppler signal (𝐷)
and the emitted signal, which is often identical to the local oscillator, unless an additional
frequency shift is added such as in the case of heterodyne detection to obtain information
on velocity direction.

𝐸2 = [𝐸0 cos(𝜔0𝑡 +𝜙0) +𝐸𝐵𝑆 cos(𝜔𝐵𝑆 𝑡 +𝜙𝐵𝑆)]
2

= [𝐸0 cos(𝜔0𝑡 +𝜙0) +𝐸𝐵𝑆 cos((𝜔0 −𝜔𝐷)𝑡 +𝜙0 −𝜙𝐷)]
2

= 𝐸20 cos2(𝜔0𝑡 +𝜙0) +𝐸2𝐵𝑆 cos2((𝜔0 −𝜔𝐷)𝑡 +𝜙0 −𝜙𝐷)
+ 2𝐸0𝐸𝐵𝑆 cos(𝜔0𝑡 +𝜙0)cos((𝜔0 −𝜔𝐷)𝑡 +𝜙0 −𝜙𝐷)

= 𝐸20 cos2(𝜔0𝑡 +𝜙0) +𝐸2𝐵𝑆 cos2((𝜔0 −𝜔𝐷)𝑡 +𝜙0 −𝜙𝐷)
+𝐸0𝐸𝐵𝑆 [cos((𝜔0 + (𝜔0 −𝜔𝐷))𝑡 +𝜙0 +𝜙0 −𝜙𝐷)
+cos((𝜔0 − (𝜔0 −𝜔𝐷))𝑡 +𝜙0 −𝜙0 +𝜙𝐷)]

(A.1)

Simplifying the end result of Equation A.1 and taking only the low and detectable
frequency component, Equation A.2 is left. The phase is simply a time shift relative to the
period of the signal and is hence expressed as 𝜙 = 2𝜋 Δ𝑡

𝑇 with 𝑇 = 1
𝑓 being the period of

the signal. The time shift is then modelled as the time taken for the light wave to travel to
a point and reflect back to the detector which is Δ𝑡 = 2𝑑

𝑐 . Finally, the beats frequency can
also be expressed as a function of the line-of-sight velocity.
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cos((𝜔0 − (𝜔0 −𝜔𝐷))𝑡 +𝜙0 −𝜙0 +𝜙𝐷)
= cos(𝜔𝐷𝑡 +𝜙𝐷)
= cos(2𝜋𝑓𝐷𝑡 + 2𝜋

Δ𝑡
𝑇 )

= cos(2𝜋𝑓𝐷𝑡 + 2𝜋Δ𝑡𝑓𝐷)
= cos(2𝜋𝑓𝐷𝑡 + 2𝜋

2𝑟
𝑐 𝑓𝐷)

= cos(2𝜋 2𝑉𝐿𝑂𝑆𝜆 𝑡 + 8𝜋𝑉𝐿𝑂𝑆𝑟
𝑐𝜆 )

(A.2)

A.2 Spectral leakage
The effects of spectral leakage on the amplitude and phase spectra can be viewed on Fig-
ure A.1. Note that the orange peaks show the phase at the frequencies/velocities with peak
amplitudes. In the amplitude spectrum, the energy is spread over multiple bins which are
adjacent to the true frequency or 𝑉𝐿𝑂𝑆 . In the phase spectrum, this creates large offsets in
the phase magnitude which are related to the amount of the sampled signal that is cut off.
It is important to remember that the FFT is performed on a finite sample and is assumed to
be periodic across this sample. However, it is unlikely the sampled signal starts and ends
at the same point in the period, particularly with a wide range of frequencies, therefore
some discontinuities will be present.
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Figure A.1: FFT outputs with spectral leakage

Figure A.2 presents the FFT performed on the same original signal used for Figure A.1.
Here, the frequency peak are much sharper and fall into one bin. The phase magnitudes
that are obtained are now exact and no offsets are created from spectral leakage. This
is done by rounding the frequencies to a certain level of significant figures such that no
variations smaller than the bin width are detected.
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Figure A.2: FFT outputs without spectral leakage

Figure A.3 and Figure A.4 show respectively the reconstructed time series with and
without spectral leakage. The differences are quite clear. On Figure A.3, the reconstructed
signal matches the original signal at certain times and the frequency or period of oscilla-
tions is roughly respected. However the reconstructed signal shows shifts in both time
and amplitude which is not the case for Figure A.4.
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Figure A.3: Original and reconstructed signals with spectral leakage
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Figure A.4: Original and reconstructed signals without spectral leakage
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A.3 Sum of equal frequency waves
Taking the sum of two waves with identical frequencies and different phase leads to a new
single wave of same frequency but different phase and amplitude given below:

𝐴𝑒𝑗(𝜔𝑡+𝜙𝐴) +𝐵𝑒𝑗(𝜔𝑡+𝜙𝐵) = 𝑒𝑗𝜔𝑡 (𝐴𝑒𝑗𝜙𝐴 +𝐵𝑒𝑗𝜙𝐵)
= 𝑒𝑗𝜔𝑡 [𝐴cos(𝜙𝐴) + 𝑗𝐴sin(𝜙𝐴) +𝐵 cos(𝜙𝐵) + 𝑗𝐵 sin(𝜙𝐵)]
= 𝑒𝑗𝜔𝑡 [𝐴cos(𝜙𝐴) +𝐵 cos(𝜙𝐵) + 𝑗(𝐴sin(𝜙𝐴) +𝐵 sin(𝜙𝐵))]
= 𝑒𝑗𝜔𝑡 ⋅ √[𝐴cos(𝜙𝐴) +𝐵 cos(𝜙𝐵)]2 + [𝐴sin(𝜙𝐴) +𝐵 sin(𝜙𝐵)]2

⋅ 𝑒𝑗⋅tan
−1[ 𝐴sin(𝜙𝐴)+𝐵 sin(𝜙𝐵)

𝐴cos(𝜙𝐴)+𝐵 cos(𝜙𝐵)
]

= √[𝐴cos(𝜙𝐴) +𝐵 cos(𝜙𝐵)]2 + [𝐴sin(𝜙𝐴) +𝐵 sin(𝜙𝐵)]2

- 𝑒𝑗(𝜔𝑡+tan
−1[ 𝐴sin(𝜙𝐴)+𝐵 sin(𝜙𝐵)

𝐴cos(𝜙𝐴)+𝐵 cos(𝜙𝐵)
])

(A.3)

Figure 3.13 shows the Doppler spectra for both modelling approaches when the phase
of all waves for the ’low’ level approach is set to zero. This results in a near perfect match
of the spectra.
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(a) 𝑇 𝐼 = 0.1.
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(b) 𝑇 𝐼 = 0.3.

Figure A.5: Doppler spectra comparison for turbulent wind fields (𝑈∞ = 10ms−1). No phase effects.

A.4 Distance measurement from phase
The algorithm below shows the procedure applied to recover useful information from the
phase. First of all in line 3, the distance is obtained form the phase in radians and the
line-of-sight velocity of a specific bin 𝑛. The distance corresponding to a phase of 2𝜋
is then computed in line 4. This corresponds to the ranges at which the phase repeats
and can range from a few meters (3.3m at 𝑉𝐿𝑂𝑆 = 35ms−1) to just above a hundred meters
(116.3mat𝑉𝐿𝑂𝑆 = 1ms−1). Lines 5 and 6, show the criteria used to determine if the distance
information is reliable or not. 𝛿 is the distance from the focal point that gives themeasured
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amplitude of the bin in question. The condition that 𝑑 > 2𝛿 ensures that the phase does not
repeat too quickly. An example of this is shown on Figure A.6where point 𝑝1 is the original
point. If the signal wavelength is such that 𝑑 < 2𝛿 , the next point is 𝑝2 and as it has a higher
computed intensity, it will be incorrectly selected. However, if the signal wavelength is
such that 𝑑 > 2𝛿 , then next point is 𝑝3, which has a lower computed intensity and 𝑝1 will
be correctly selected. Therefore, if the condition is met, the potential point locations are
computed in line 7 and the correct point is selected line 9. The process is then repeated
over all bins.

Algorithm 1 Phase Recovery
1: Inputs: Phase 𝜙, Amplitude 𝐴, Line-of-sight velocities 𝑉𝐿𝑂𝑆 , Weighting function I
2: for all bins 𝑛 do
3: Convert phase to distance estimate using 𝑟𝑛 = 𝜙𝑛 𝑐𝜆

8𝜋𝑉𝐿𝑂𝑆𝑛
4: Compute distance corresponding to wavelength 𝑑 = 𝑟𝑛 (𝜙𝑛 = 2𝜋)
5: Compute 𝛿 = I−1(𝐴𝑛)
6: if 𝑑 > 2𝛿 then
7: Compute potential distances with 𝑟𝑛 +𝑁𝑑 in relevant range around focal point.
8: Calculate value of intensity at I(𝑟𝑛 +𝑁𝑑).
9: Find 𝑁𝑚𝑎𝑥 =max I(𝑟𝑛 +𝑁𝑑)

10: return 𝑟𝑛 +𝑁𝑚𝑎𝑥𝑑
11: end if
12: end for
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Figure A.6: Lorentzian and point spacing
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B
Appendix

B.1 Streamwise scan additional plots

B.1.1 Example of focal point determination
Figure B.1 shows the line-of-sight velocity field measured by the lidar around vortex 𝐿2.
The lidar is placed at (𝑥 = 1.38𝐷,𝑦 = −0.59𝐷) and focus the beam downstream, in 𝑥 direc-
tion. This image is then constructed by varying both beam focus range and lidar azimuth
angle to obtain several measurements in both 𝑥 and 𝑦 . The 𝑥 location of the vortex is
estimated from the region where the velocity peaks of 𝑉𝐿𝑂𝑆 are found to be the largest
in magnitude. This is therefore found to be near 𝑥 = 1.52𝐷 for vortex 𝐿2. The scanning is
then continued in 𝑦 direction only but for a fixed 𝑥 location. The analysis of the vortex
velocity profile can then be performed on the 𝑦 direction scan measurements.
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Figure B.1: 2D contour of 𝑉𝐿𝑂𝑆 measurements around vortex 𝐿2
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B.1.2 LOS and measurement volume effects

Figure B.2 shows the differences in core location and radii estimates when incorporating
measurement volume effects. The lidar is placed at (𝑥 = 1.38𝐷,𝑦 = −0.59𝐷) and scans in 𝑦
at fixed distances 𝑥 downstream. The Rayleigh length is varied base on 𝑧𝑟 (𝑅) = 𝜆𝑅2/(𝜋𝑎20)
(see Equation 2.16), estimated as 24mm for the ZephIR CW lidar [44]. Differences in
both core location and core radius estimates appear to be very small. However, it these
discrepancies are most definitely higher for the last vortices, 𝐿4 to 𝐿6. This is expected
as the Rayleigh length increases with the square of the measurement range and therefore
creates a greater measurement volume damping effect at these locations.
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Figure B.2: Vortex detection on streamwise scan with range dependent Rayleigh length effects (pink). Standard
case with fixed Rayleigh length shown as reference (black).

B.1.3 Streamwise scan: Doppler spectra outputs side

The Doppler spectrum outputs obtained from the scan of each vortex in the streamwise
configuration setup are presented below, together with the estimate of the core location
given by the black dashed line. This is shown below for the left and right sides of the wake.
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Left side

(a) Vortex 𝐿1 (b) Vortex 𝐿2

(c) Vortex 𝐿3 (d) Vortex 𝐿4

(e) Vortex 𝐿5
(f) Vortex 𝐿6

Figure B.3: Doppler spectrum outputs for left side tip vortices. Dashed line shows estimated core location.
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Right side

(a) Vortex 𝑅1 (b) Vortex 𝑅2

(c) Vortex 𝑅3 (d) Vortex 𝑅4

(e) Vortex 𝑅5 (f) Vortex 𝑅6

Figure B.4: Doppler spectrum outputs for right side tip vortices. Dashed line shows estimated core location.


