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Abstract
Popular cryptocurrencies lack scalability. Payment
Channel Networks (PCN’s) allow a large increase
in transaction throughput. However, transaction
failures are frequent when transactions are routed
through multiple intermediaries. A previously in-
troduced protocol, Interdimensional SpeedyMur-
murs, increased the success ratio of transactions
in PCN’s by allowing routing to be more flexible
and transactions to be split into multiple smaller
transactions. This protocol also introduced several
methods of splitting transactions that increased the
success ratio even further in the short term. The
splitting methods were not good for the short term
as they often depleted channels completely. This
paper aims to introduce novel methods of splitting
transactions that easily integrate into Interdimen-
sional SpeedyMurmurs in order to increase the suc-
cess ratio in the long term. A thorough evaluation
of the novel splitting methods was conducted us-
ing simulations on a snapshot of a real world used
PCN. In one scenario an increase of 2.4% over pre-
vious methods was achieved.

1 Introduction
The most popular blockchains, like Bitcoin [5] and Ethereum
[13], are limited in their scalability [12]. Even now, when
cryptocurrency are not massively adopted, this limited trans-
action throughput results in high fees and long transaction
times. Certain layer-two protocols, like Lightning [7] for Bit-
coin, try to mitigate this problem by use of payment channel
networks. Using such a payment channel network, users can
exchange funds off-chain only using the blockchain for in-
stantiating a payment channel, resolving disputes and closing
a payment channel. This has the potential to drastically re-
duce the load on the blockchain.

Parties often do not want to instantiate too many payment
channels due to the fact that it locks a certain amount of cur-
rency. In case two parties want to exchange funds whilst
not having a direct payment channel between them, they can
route the transaction through multiple intermediaries. These
transactions fail frequently however, due to insufficient chan-
nel capacities and the routing being done entirely at the ini-

tial sending party, or source of the transaction, which has no
knowledge of the channel balances of the intermediaries.

A protocol called Interdimensional SpeedyMurmurs
(INTSM) increased the success ratio significantly. It does so
by having each intermediary on the path decide what the next
step will be and by using a improved routing algorithm, based
on SpeedyMurmurs [8], which is more flexible allowing for
more possible paths to be taken [2]. To increase the success
ratio even further the transaction can be split over multiple
paths using several splitting methods that were introduced
with the protocol.

Other protocols exist that allow for multi-pathrouting [6;
9; 1]. They all have a different approach. One removes the
requirement of atomicity, meaning that transactions still suc-
ceed if not all of the transaction value is received. And in a
lot of protocols the path is fully decided by the source.

INTSM achieved a high success ratio in the short term.
What we mean with short term is that after initializing the
PCN in the simulator and performing a payment on this PCN,
the PCN is reset before another payment is performed.

In this research we aim to introduce and evaluate novel
splitting methods to increase the long term success ratio of
transactions in payment channel networks, meaning after a
payment is performed the effects of the payment remain on
the PCN when performing every subsequent transaction.

The current splitting methods which were introduced with
the INTSM protocol split ties, which occur frequently, ran-
domly. Also they deplete a lot of channels and make them
imbalanced which negatively affects the success ratio [2; 9;
11; 4]. The splitting methods in this paper improve upon
these methods by splitting these ties more strategically. They
showed an increase between 0.8% and 2.4% with respect to
the already existing splitting methods in INTSM.

We will start with explaining how payment channel net-
works work and how the current protocol works on which
we intent to build. Then we shall continue by going over
some splitting methods that already exist and why the might
or might not be beneficial for specifically increasing the long-
term success ratio of transactions. After going over the ex-
isting splitting methods we shall go over the novel splitting
methods. We will then evaluate these splitting methods to
determine by how much the splitting methods increase the
success ratio.
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2 Background
2.1 Payment Channel Networks
Payment channel networks (PCN’s ), like Lightning [7], are
protocols that mostly run off-chain while maintaining the
guaranties that the underlying blockchain provides. A PCN
is essentially a network of payment channels (PC’s). On a
PC parties could perform many transactions without broad-
casting any of them to the blockchain. When two parties are
looking to exchange funds without having a direct PC be-
tween them, they can route this payment through multiple in-
termediaries.

To create a PC between parties an initial transaction is re-
quired on the blockchain locking in a certain amount of cryp-
tocurrency. The amount every party chooses to lock in con-
stitutes the initial balances on the PC. Payments made on
the PC can not exceed the balance of the sending party and
changes the channel balance with a value equal to the trans-
action value. So if A sends v coins to B, B’s balance will
now be v higher and A’s v lower. The capacity of a PC is
all the balances of the parties added up. To change the bal-
ances all participating parties have to unanimously agree on
the updated balances. Upon termination of a PC a transaction
is broadcast to the blockchain containing the final balances.

In case of the Lightning network [7], when a payer and
payee want to perform a transaction the payee, or receiver of
the transaction, sends a hash of a randomly generated value
to the sender. Upon receiving this hash the sender creates a
Hash Time Locked Contract or HTCL to the next intermedi-
ary on the path. A HTCL is a conditional payment that gets
performed upon showing the preimage of the hash. To cre-
ate a HTCL the creator locks in the value of the payment and
can therefore not use this for any other payments. When a fi-
nal HTCL reaches the receiver, the receiver shows the preim-
age of the hash to redeem the funds from this HTCL and this
preimage is now known to the creator of this HTCL. All in-
termediaries will do so likewise, using the preimage, until the
final HTCL, from the original sender of the payment, is re-
deemed.

There are many PCN’s that all work in a different way with
regard to routing or how balances are updated on the channels
[3]. When looking at routing, one usually distinguishes be-
tween two types of routing: global routing and local routing.
With global routing the party sending funds decides the path
the transaction will take through the PCN entirely. This party
will therefore need to know the topology of the entire PCN.
A downside of this approach is the fact that the sending party
does not know if all the channels in the path have sufficient
balance which in turn can result in failing transactions. Only
the initial balance and the capacity of each channel is known
as this is displayed on the blockchain due to the initial trans-
action needed for initializing the PC. Local routing protocols
determine the path the transaction takes in a distributed fash-
ion. Every intermediary node decides for themselves what
the next step in path will be.

2.2 Interdimensional SpeedyMurmurs
Interdimensional SpeedyMurmurs (INTSM) [2] is a protocol
that uses local routing. It uses a more flexible method of de-

termining the next step compared to shortest path routing. It
also allows for transactions to split while maintaining atom-
icity, meaning if one partial payment fails the entire payment
will fail. Routing a transaction in this protocol happens in two
steps: generating a set of candidate PC’s and then allocating
the transaction value over these candidates (splitting).

When generating a set of candidate channels, some mea-
sure of closeness is needed so that the transaction moves to-
wards the receiver. Also loops have to be prevented for obvi-
ous reasons. Due to these facts, when considering a channel
to be placed in the candidate set, the node at the other side of
the PC needs to be closer to the destination than the current
node and must not have been visited before. INTSM’s dis-
tance measure generates several spanning trees from the PCN,
the amount of which is called the dimensionality of INTSM.
If the node connected on the other side of the PC is closer in
at least one of these spanning trees, the PC is added to the
set of candidate channels. Another distance measure (which
is also used in Lightning [7]) that was evaluated was the hop
distance which indicates the least amount of hops towards the
destination.

After a set of candidate channels is created, the protocol
can choose how to allocate the transaction value over these
channels. In order to do so several methods of splitting the
transaction were also introduced and evaluated in INTSM.

• No Split: As the name suggests, it does not split the
transactions. It considers the candidate channels in in-
creasing order of closeness, splitting ties randomly, and
selects the first channel with enough balance. If no such
channel exists the transaction fails.

• Split By Distance (Dist): Like No Split it considers the
channels in increasing order of closeness. This method
however, allocates a part of the transaction value to the
channel even when the balance is not high enough to ac-
commodate the total transaction value. It continues to
do so until either no candidate channels are left, which
means there is not enough balance to forward the pay-
ment and the transaction fails, or until all the transaction
value has been allocated.

• Split If Necessary (IfN): In case there exists a channel
that has enough balance this method corresponds to No
Split. When no such channel exists however, candidate
channels are considered in decreasing balance. Like Dist
it allocates the transaction value until either the transac-
tion fails as the total balance is not high enough, or all
the transaction value has been allocated.

After reevaluating these splitting methods with the same
parameters in INTSM, IfN performed the best in the long
term with a average success ratio, taken from the last one
hundred thousand transactions, of around 64 percent. Dist
performed better at the initial few hundred thousand transac-
tions and ended up with dipping slightly lower than IfN with
an average success ratio of around 63 percent as seen in figure
1. According to the INTSM paper this could be the case due
to Dist depleting to many channels.



Figure 1: The three splitting methods evaluated with INTSM and
Hop distance. Ran with one million transactions and INTSM di-
mensionality equalling 5

3 Novel Splitting Methods
There are a multitude of factors that are thought to influence
the success ratio of transactions. Transaction size and chan-
nel capacities are the first indicators one thinks of, but also
the amount of splitting and path length can be a heuristic in-
dicating the success ratio.

Every partial payment can fail and if even one if these par-
tial payment fails the entirety of the payment will fail due to
the atomicity guarantee of the protocol. More partial payment
can therefore negatively affect the success ratio. However,
each of the partial payments themselves have a higher chance
of succeeding as the size of the partial payments is strictly
lower than that of the whole payment. Some balance in the
amount of splitting is therefore necessary.

Channel balances change while transactions take place
making them imbalanced or depleted. Having a balanced
channel, meaning both directions of the channel have a sim-
ilar balance, would allow for the highest success ratio un-
der the assumption that both nodes are expected to send an
equal amount of transactions and that the transaction sizes
are skewed to the lower end.

Longer paths lock in more collateral due to the nature of
payment channel networks. Each intermediary has to keep
collateral locked until either the time runs out or the payment
succeeds. When transactions keep coming to a node, more
and more currency is locked as collateral effectively lowering
the balance the node can use for payments coming in.

The splitting methods proposed in the INTSM paper con-
sidered closeness to the receiver and size of the balances of
the directly connected channels. Also ties were broken ran-
domly and since ties occur quite frequently in Split By Dis-
tance this seemed like a good place for improvement.

3.1 Tie Breaking Approach
Split By Distance often has ties. The candidate channels are
considered by decreasing closeness and there are often chan-
nels that are equally close. In the current implementation
these tied candidate channels are picked at random.

Several heuristics can be considered when determining

how to split ties. Considering the largest balance first is the
most obvious way that comes to mind, as it might lessen the
amount of necessary splitting, but did seem to show an im-
provement as can bee seen in figure 5 in appendix A.

One of the most intuitive ways of retaining the success ratio
in the long term is by keeping the channels balanced. When
splitting ties to prefer channels such that the average imbal-
ance of the entire network is as low as possible however the
success ratio did not seem to increase in combination with
INTSM. Figure 6 and 7 in appendix A show how the aver-
age network imbalance drops but the success ratio performed
worse. This result was rather surprising and counter intuitive.

Looking ahead at the next nodes on the possible paths and
using information on channel balances and capacities seemed
more promising. Looking at the balances indicates the possi-
bility of next nodes being capable of forwarding a payment.
Also nodes which have more balance are more likely to also
have more channels. More channels can allow for more flex-
ible routing at these nodes. Looking at capacities can also be
some indication of the aforementioned qualities but does so
to a lesser extend as they do not get updated after transactions
occur and do not accurately reflect the balances on the chan-
nel. We will now introduce two ways of breaking ties which
use channel balances and capacities.

• Split By Distance Look-ahead Capacity (SDLC):
SDLC breaks the ties by determining the total poten-
tial capacity of the other node connected to the PC. The
channel with the most look-ahead capacity is the winner
of the tiebreak. To elaborate further, when a tie occurs
the algorithm will look ahead at all the nodes connected
to the tied channels. For each of these nodes their own
candidate channel set is first generated and the capacity
of these channels are added up.

• Split By Distance Look-ahead Balance (SDLB):
SDLB considers the balances of the connected nodes
contrary to SDLC which only looked at the capacities.
As mentioned before only the capacities and initial bal-
ances of the channels are publicly known. This approach
requires a slight modification of this by allowing each
node to also know the balances of their neighbours. This
approach uses more useful information at the cost of
some amount of privacy.

3.2 Breaking Ties in IfN
In case the IfN splitting method has a tie, the tie is also bro-
ken at random. Tied balances occur very infrequently how-
ever as they can have a large more continues range of values
in comparison to distances. Therefore, thinking about im-
proving this method by splitting ties seems less obvious and
therefore a new way of determining if channels are tied is
required.

IfN tries to split transactions only in the case it is neces-
sary to do so as no channel with enough capacity to support
the whole payment exists. It thereby minimizes the amount
of splits greedily on every step of the routing. This does not
mean that it will always require less splits than Dist how-
ever. By greedily minimizing the amount of splits IfN can
use longer paths to reach the receiver that might end up re-



quiring even more splits in the end.
By keeping the amount of splits as small as possible it can

deplete less channels and creates less chances for a partial
transaction to fail. This motivates our design to split as little
as possible. We therefore consider channels to be tied if they
can form a set with other channels such that the transaction
can be performed and the size of the set is no larger than the
minimal amount of channels required to perform the transac-
tion. Now that we have a way of determine ties lets introduce
the splitting algorithm.

Split If Necessary Distance (SND): Upon receiving the
set of candidate channels the algorithm first determines the
minimal amount of splits possible by considering the chan-
nels in decreasing balance and adding up the channels until
the cumulative channel balances exceeds that of the transac-
tion value.

Now that the minimal number of splits s is determined the
algorithm will iterate over all possible channel subsets of size
s and check if they have enough balance to perform the trans-
action. This could be a rather time intensive step as the time
complexity of this step in the worst case is O(2n) where n is
the amount of candidate channels. Depending on how many
splits will be required in practice will therefore determine the
usability of this approach. Out of these subsets the set with
the minimal amount of cumulative distance, meaning the dis-
tance of each channel added up, is chosen. Now the transac-
tion gets split over the channels in this set.

4 Evaluation and Results
This section covers the evaluations performed on the split-
ting methods in combination with the INTSM protocol and
the INTSM and hop-distance (HOP) closeness measures. As
indicated by the title of this research, our main metric we will
consider is the success ratio of transactions. We define the
success ratio as:

r =
ts
tt

Where r is the success ratio and ts and tt the transactions
which succeeded and the total amount of transactions respec-
tively.

Since we are mainly looking to see the long term success
ratio, we will only look at the last hundred thousand transac-
tions for determining the increase in success ratio in compar-
ison with the Dist and IfN methods.

4.1 Simulator
To perform the evaluations we used an a simulator called
GTNA previously extended to include the INTSM protocol
and now also with the novel splitting methods1.

The sender and receiver of transactions are randomly cho-
sen. Every node in the network has the same chance to be
selected as a sender or receiver.

The simulator can perform both dynamic and static simu-
lations. In static simulations each time a transaction is per-
formed, the PCN is reset to its original state before the trans-
action took place. Dynamic simulations keep the changes to

1https://github.com/HanHeijmans/PaymentRouting

the PC balances for every subsequent transaction. We con-
sider the static variant to be short term whereas the dynamic
variant we also call long term. Dynamic simulations are more
representative of the real world and these kinds of simulations
are the focus of this evaluation.

Transactions are simulated one after the other, meaning a
subsequent transaction only takes place after the previous one
either succeeded or failed. This also entails that no concur-
rent transactions can take place. This could affect the mea-
sured success ratio by displaying a higher success ratio than
would be the case in a current scenario. The HTCLs that are
used each lock in a certain amount of currency which low-
ers the balance that can still be used for a certain period of
time. These simulations without including concurrency are
therefore less realistic but due to time constrains concurrent
simulations where not performed and would therefore be in-
teresting for future work.

4.2 Parameters
The success ratio of transactions largely depends on the pa-
rameters used in the evaluation: the transaction sizes, distri-
bution of channel capacities and balances, the topology of the
PCN and which algorithms were used for routing the transac-
tion.

• Transactions: The transactions are randomly generated
from an exponential distribution T = Exp(λ). The
impact of the transaction size on the success ratio fully
depends on the sizes of the capacities. The effect of
allowing transactions to be split becomes most apparent
when transactions are relatively large since small
transactions will usually not require splitting. In the
evaluations 1

λ = E[C]
2 where C is the distribution and

therefore E[C] the expected value of the distribution.
Basically the expected value of the transactions is half
that of the capacities. This transaction size was some-
what arbitrary since no transaction data is available but
we chose the size to highlight the impact for splitting.
If transactions are relatively small compared to the
channel balances splitting will occur more rarely.

• Channel capacities and balances: Like the transac-
tions, the channel balances are generated from an ex-
ponential distribution C = Exp(λ). Here lambda could
really be anything as only the relative size to the transac-
tion size really matters in this work but lets say 1

λ = 200
which was also chosen in the INTSM paper. This is the
average balance for each direction of a channel. The av-
erage capacity is therefore 400.

• Topology: The PCN topology used is a snapshot of the
real-world PCN, the Lightning network 2

• Algorithms: We evaluated both tie splitting protocols
SDLC and SDLB in combination with the INTSM and
HOP closeness measures. INTSM uses a certain amount
of spanning trees also called the dimensions. For the
evaluations the amount of dimensions was set to five as

2https://gitlab.tu-berlin.de/rohrer/discharged-pc-data/blob/mas
ter/snapshots/lngraph 2020 04 01 01 00.json.zst

https://github.com/HanHeijmans/PaymentRouting
https://gitlab.tu-berlin.de/rohrer/discharged-pc-data/blob/master/snapshots/lngraph_2020_04_01__01_00.json.zst
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it was shown in previous work [2] that using more than
5 dimensions did not increase the success ratio by that
much.

4.3 Results
The evaluations were ran twenty times (in case of SND fifty
times as evaluating it was less time consuming) and averaged
to eliminate noise in the generated data that existed due to the
many random elements in our simulation.

• SDLC: In combination with the HOP measure SDLC
start out with around 6% higher success ratio but even-
tually converges to HOP-Dist. This could be possible
since the capacities start out as a good heuristic initially
but as more and more transactions take place the un-
derlying balances change and the capacity provides less
useful information.
When comparing SDLC with Dist in combination with
INTSM, a slight increase is present and seems to re-
duce slightly but still remain above Dist with 1.4%. Also
with respect to INTSM-IfN, SDLC shows an increase of
around 0.8%. These results can be seen in figure 2 and
has a standard deviation between runs of 4.7 ∗ 10−5.

Figure 2: Evaluation of SDLC

• SDLB: As can be seen in figure 3, SDLB in combination
with HOP gainst a significant increase of about 11.6% in
total.
When we look at SDLB and Dist with INTSM an in-
crease of 2.4% was achieved. Also SDLB had a 1.8%
higher success ratio than INTSM-IfN. Here the standard
deviation between runs was 7.9 ∗ 10−5

• SND: With respect to IfN, SND did not show any im-
provements when combined with HOP. With INTSM it
did show an improvement over Dist and IfN of 1.3% and
0.7% respectively. The exact result can be seen in figure
4 with a standard deviation of 2.3 ∗ 10−5.

5 Responsible Research
In order to allow for reproducibility of this research the code
of the simulator together with the INTSM protocol and split-

Figure 3: Evaluation of SDLB

Figure 4: Evaluation of SND

ting methods is provided3. Since the algorithms and simu-
lation contains some amount of randomness, the simulation
requires multiple rounds to be performed and averaged over.
The evaluation section contains the information needed to
recreate the figures shown in this paper.

Split By Distance Look-ahead Balance, which is the
method resulting in the highest increase of success ratio, re-
quires extra knowledge of the balances which are unavail-
able in the current implementations of Lightning and INTSM.
Sharing your balances to your neighbours reduces your pri-
vacy with regard to you current balance on every one of your
channels. This allows certain parties with malicious inten-
tions to get details on when transactions are performed and
the size of these transactions. There is a kind of attack pos-
sible on the Lightning network to reveal channel balances
called a Balance Discovery Attack which proves to be very
effective [10]. A more pressing concern is the fact that this
also affects the privacy of parties which are connected to the
nodes you are connected to without those nodes being directly
connected to you. Participants of the network therefore lose
control over their privacy to a certain degree.

More general ethical considerations are with regard to the

3https://github.com/HanHeijmans/PaymentRouting
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fact that the research slightly improves the success ratio of
transactions within the INTSM protocol. This could indi-
rectly effect the efficiency and usefulness of a cryptocurrency
like Bitcoin. Cryptocurreny can make it harder for govern-
ments to control the currency for better or worse. Refunds
can generally not be performed due to lack of a central trusted
entity allowing parties with malicious intend to have more
control over their unlawfully acquired currency. Cryptocur-
rency also enable people to not have to trust in central banks
to keep their money safe and returns control to the individu-
als. In some countries where the its currency is in hyperinfla-
tion cryptocurrency also provide a good alternative.

6 Conclusions and Future Work
This paper introduced three novel splitting methods that
can be directly combined with the Interdimensional Speedy-
Murmers protocol. It was shown that an increase in long term
success ratio was achieved over already existing methods.

Concurrency is not considered in the evaluations and fur-
ther simulations including concurrency would better reflect
the real world situation.
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Figure 6: Success ratio evaluation of splitting when rebalancing
channels

Figure 7: Average network balance
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