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Abstract

In an attempt to decrease the modelling uncertainty associated with the soil-structure interaction of large-diameter monopile foundations, a hydraulic shaker was used to excite a real-sized, in-situ monopile foundation in stiff, sandy soil in a near-shore wind farm. The response in terms of natural frequency and damping of a pile-only system is significantly more influenced by the soil than a full offshore wind turbine structure, and therefore ensures a higher degree of certainty regarding the assessment of the soil reaction. Steady-state vibration amplitudes with frequencies between 1 and 9 Hz were retrieved from strain gauges vertically spaced along the embedded pile, and accelerometers attached to the top of the pile and to the shaker. The measured response is used to validate an effective 1D stiffness method, which is applied as a smart initial guess for a model-based identification of the effective soil-structure interaction properties in terms of stiffness, damping and soil inertia. The performance of the stiffness method is compared to the currently employed \( p-y \) stiffness design method. While the effective stiffness method seems to overestimate the actual low-frequency stiffness with about 20\%, the \( p-y \) method appears to underestimate this stiffness with 140\%. The assumption of linear soil behaviour for most of the occurring pile displacements is shown to be acceptable. A damping ratio of 20\% (critical) is identified as effective soil damping for the monopile, which is estimated to correspond to a 0.14\% damping ratio contribution from the soil for the full structure. The unique measurement setup yielded a ‘first-off’ oppor-
tunity to validate a soil-structure interaction model for a rigidly behaving pile. We have shown that indeed such a pile reacts stiffer than predicted by the $p-y$ curve method, and that its response can be modelled more accurately with our recently developed effective stiffness method.

*Keywords:* shaker excitation, soil-structure interaction, rigid monopiles, resonance, frequency-dependent effective soil stiffness, in-situ validation, offshore wind foundations, soil damping
1. Introduction

Some uncertainties exist in the current structural design parameter estimation of large-diameter monopile (MP) foundations for offshore wind turbines (OWTs). These are mainly related to properties of the wave loading and the dynamic interaction between the pile and the soil it is embedded in. Focussing on the dynamic soil-structure interaction (SSI) for OWT monopile foundations, the main uncertainties are related to the quantification of the small-strain stiffness and damping in this system. The magnitude of both these parameters are believed to be underestimated in the current design practice. A proper estimation of the stiffness is a prerequisite for the correct prediction of the fundamental natural frequency of the OWT, being a key design parameter in aiming to limit resonance with wave and blade-passing frequencies. For most installed OWTs the fundamental frequency (of the first bending mode of the support structure) is substantially higher than aimed for in design [1], and this discrepancy is often attributed to incorrect modelling of the effective soil stiffness. The most often used stiffness model is based on the $p-y$ curve method developed in the 1960s - 1980s by, amongst others, Reese [2], Matlock [3] and O’Neill [4]. This method provides a Winkler foundation-based nonlinear stiffness profile consisting of uncoupled discrete springs. The input for this method consists of geotechnical soil parameters that can be retrieved from, for instance, the Cone Penetration Test (CPT). Besides the fact that these ‘$p-y$ springs’ were never intended to facilitate the description of the dynamic behaviour of piles (but rather static or cyclic, larger-strain behaviour), they were calibrated on long flexible piles with a large ratio of embedded length to diameter (L/D ratio>20). Most MPs used in the offshore wind industry nowadays have L/D ratios smaller than 7, which causes these piles to bend and shear in a more rigid way [5]. The increased effect of soil reaction mechanisms like base-shear forces [6] - [8] and global (coupled) soil reactions towards rigidly behaving piles, make the response of these piles deviate from that of flexible piles.
Current designs of the OWT foundations are often fatigue-driven, and are therefore greatly benefited by a realistic estimation of the damping. Besides aerodynamic damping, the largest damping contribution is believed to stem from the soil. However, both the identification and the modelling of the damping is challenging and rather uncertain. Most published attempts on modal identification, [9] - [16], find values larger than assumed in the original design models of the OWTs, which is often around 1% of critical support structure damping (excluding aerodynamic damping).

Extensive work has been performed on dynamic SSI modelling over the past decades. The engineering models [17, 18] as well as the extensive 2D and 3D solutions, [19] - [21], however, all have in common that they were mainly focussed on describing the SSI of slender, flexible piles and therefore the engineering methods and tables, as in some of these cited papers, linking stiffness and damping coefficients to soil and structure type need to be updated for OWT foundation dimensions and typical frequencies. This can be (partially) fulfilled using today’s possibilities in numerical and semi-analytical solution methods (Finite Element methods, Boundary Element method, etc) by building extensive SSI models [22, 23], and using those to tune the coefficients of simpler engineering models [24]. However, the question still remains how to quantify the input parameters of those extensive SSI models.

Measuring the in-situ soil properties that define the dynamic SSI is a challenging task. Controlled laboratory tests on retrieved borehole samples might not be fit for this because of the dual reason that (a) the samples will always be disturbed when extracted from the soil, and it is challenging to re-simulate in-situ conditions, and (b) when the dynamic properties of these samples will be tested at the low frequency of interest (\(\sim 0.3 \text{ Hz}\)), the typical wavelengths will be in the order of a few hundreds of meters, making the response prone to boundary disturbances. Therefore we have advocated the use of in-situ seismic measurements [25]. Clearly, once we find proper ways of characterizing the soil
properties, and use those properties in adequate dynamic SSI models, the loop has to be closed by performing validation measurements on full-scale in-situ MPs.

Only few publications are available on controlled ('known input') dynamic testing of laterally loaded, in-situ, rigidly behaving MPs. The few available attempts of using a shaker as excitation source were on very slender piles in on-shore conditions [26, 27] or on an onshore wind turbine which is not supported by a MP [28]. Research on lateral pile-resistance has been performed by Byrne et al. [29]. Based on the limited information available at the time of writing, it appears that these experiments mainly focused on monotonic (static) loading, and that in a lesser extend also one-way cyclic loading was applied. Piles varying from 0.27 m to 2 m in diameter were tested at two onshore sites (one with mainly clay, the other sand). By also varying the embedded length, L/D ratios were obtained that are characteristic for current MP foundations.

In this contribution we present the in-situ, controlled dynamic excitation tests that were performed on a full-scale, stand-alone monopile foundation of an off-shore wind turbine in a near-shore farm. As our research challenges lie in the dynamic SSI (small-strain harmonic, not cyclic), controlled dynamic excitation is desired. Testing a real MP allows to - besides including realistic geometric, soil saturation and pile installation effects - link the identified SSI characteristics to subsequent response of a complete operational OWT. Due to the high sensitivity of a stand-alone MP to the soil, this setup offers the highest degree of certainty for validating a SSI model, as opposed to using the structural response of the full OWT. This led us to design a test setup described in Section 4, on a site where we performed extensive soil-characterization measurements, of which the output is given in Section 2. Of the two tested MPs, one pile is fully equipped with strain gauges and sensors in the soil, and is therefore the pile discussed in this paper. In the model-based identification (Section 5) of the SSI properties in terms of stiffness, damping and possible inertia effects,
we aim to match measured transfer and transmissibility functions with modelled counterparts using a 1D model and 2 modifications of that model. We use our previously developed effective stiffness method - based on seismic measurements and 3D modelling [30] - to calculate the in-situ 1D stiffness $k_{eff}(z)$, which is equivalent to the modulus of horizontal subgrade reaction [31]. $k_{eff}(z)$ is used as a starting point for the identification, and we check (validate) how well it performs in comparison with the often used $p-y$ stiffness method; the mismatch between the modelled and measured pile response is quantified for both methods. In Section 5.2 we discuss the three observed frequency regimes, the damping and natural frequency of the full OWT structure, and we reflect on the linear-soil assumption. Finally, the main conclusions are given in Section 6.

2. Site Characterization

The shaker tests were performed on monopiles of the Westermeerwind wind farm - a near-shore farm in The Netherlands, situated at the East side of the IJsselmeer lake, see Figure 1. The saturated soil conditions being quite similar to sandy North Sea sites in combination with the limited water depth of 4-5 m and good accessibility, make it an appropriate location for the experimental investigation of soil-structure interaction. Besides CPTs and the retrieval of borehole samples, also geophysical measurements in the form of the Seismic Cone Penetration Test (SCPT) were incorporated in the soil investigations (performed by Fugro in 2012), in order to characterize the small-strain behaviour of the soils.
This section only presents the resulting parameter profiles from the geotechnical and geophysical characterization. More explanation on the geophysical characterization is given in Appendix A. The in-situ density $\rho$ and the effective angle of internal friction $\varphi'$ for location W27 - the testing location of the experiments described in this paper - are shown in the left and right panel of Figure 2, respectively. The estimated Poisson’s profile and computed Young’s modulus for location W27 are given in Figure 3. The elastic continuum parameters (Young’s modulus, density and Poisson’s ratio) are input for a 3D soil-pile model which is discussed in the next section. The internal friction angle is given as a reference, as it is an important input parameter for the $p$-$y$ curve method.
Figure 2: In-situ density $\rho$ (left panel) and effective angle of internal friction $\varphi'$ (right panel) of location W27. The mean values of the in-situ density of the different soil types and layers encountered in the farm were determined based on unit weight, water content, oedometer and triaxial tests. The angle of internal friction was estimated using the correlation with the relative density according to Jamiolkowski [32], as prescribed by the standards [33], and validated with the output of triaxial tests. For the layers classified as cohesive material, $\varphi'$ is set to zero.

Figure 3: The Young’s modulus profile (left panel) and Poisson’s ratio profile (right panel) are input for the 3D linear elastic model for location W27.
3. 3D and 1D effective stiffness

The derived elastic continuum parameters are input for the effective stiffness method [30], of which we here only present the resulting effective 1D stiffness profile capturing the 3D small-strain stiffness of the interacting pile and soil.

Using the continuum parameters of figures 2 and 3, a horizontally stratified model of the soil was built with ANSYS software, employing linear elastic solid elements (similar to those employed in [25]). The tested pile has an embedded length of 24 m and a diameter of 5 m. The wall thickness of the pile is 50 mm, except for the top and tip region where it has been thickened to 60 mm for pile-driving requirements. The pile was modeled using shell elements, assuming a constant wall thickness of 50 mm over the entire length of the pile. The element size for the pile and the soil close to the pile was set to 0.25 m, and the soil elements were attached to those of the pile (i.e. neither slip nor gap formation). The total depth of the soil medium was set to 50 m, and the halfspace was given a radius of 40 times the radius of the pile; i.e., 100 m. These dimensions of the model were found to be large enough in order for the boundaries of the model not to influence the deflections of the pile. The horizontal layers were given a 1 m thickness up to 30 m depth (which is the depth up to which the shear modulus was identified), and the lowest layer from 30 m to 50 m depth was given the same properties as the lowest identified layer (from 29 to 30 m depth, see Figures 2 and 3).

A static horizontal force was applied to the top of the MP which extends 9.85 m above mudline. The obtained pile displacements and rotations were used in the method presented in [30] for translating the 3D results into a 1D effective stiffness profile. The resulting effective stiffness \( k_{eff} (z) \) is shown in Figure 4. This stiffness is comparable to (has the same application and unit as) the initial horizontal subgrade modulus, in the \( p-y \) curve formulation often called \( k_{s,0} \) or \( E_{py}^* \) [MN/m\(^2\)]. For comparison, the \( p-y \) curve initial stiffness is also shown.
in Figure 4. Note that the effective stiffness $k_{eff}(z)$ is a true SSI-parameter; it incorporates both the geometry of the pile, the properties of the soil and the properties of their interface. The shape of this profile can therefore not be one-to-one related to the shape of profiles of (pure) soil-stiffness parameters. The match in displacements, slopes, rotations and curvatures (bending) of a Timoshenko beam supported by the effective stiffness profile of Figure 4 and those of the 3D model is shown in Figure 5. Although the fit in terms of curvature can be improved (the effective 1D stiffness seems somewhat stiffer than the 3D stiffness), the match is satisfactory. As a reference, the responses of a 1D model with the $p-y$ stiffness profile is also included (light grey dashed lines). The (static) effective stiffness profile of Figure 4 will be used as an initial guess in a model-based analysis of the shaker measurements (Section 5).

Figure 4: The effective $k_{eff}(z)$ (black solid line). This initial stiffness incorporates 3D modeling effects and small-strain elastic properties of the soil obtained using in-situ seismic measurements. As a reference, the $p-y$ curve initial stiffness is given by the grey dashed line. The Youngs profile which was input for the 3D model, is included as a reference (grey dashed-dotted line).
Figure 5: The displacement, slope, rotation and curvature of a 1D Timoshenko beam supported by the effective Winkler profile (Figure 4), compared with the original 3D linear elastic model. As a reference, these 4 quantities for a Timoshenko beam supported by the initial stiffness derived by the p-y curve method are displayed by the grey dashed line. The 3D model was loaded with a horizontal force of 1 N, and overturning moment of 9.85 Nm. The 1D beam models were loaded with double this loading (2 N and 19.70 Nm) since only half of the symmetric problem was simulated in the 3D model.

4. Measurement setup & data pre-processing

Figure 6 shows the measurement setup for pile W27: 7 rings of strain gauges are attached to the inner pile wall, with 6 rings below, and 1 ring just above mudline. Each ring contains 4 strain gauges: one for each quadrant. The rings are vertically distributed, with a concentration around the location where most bending was expected to occur. Besides standard protection covers for the strain gauges, fibreglass reinforced composite cable trays were glued on the pile-wall to guide and protect the cables. Steel wedges were welded on the pile near the pile tip to protect the lower edges of the cable trays during installation of the pile. During this installation, 7 strain gauges were damaged: the lowest ring of strain gauges and three strain gauges of rings no. 3, 4 and 6 (see Figure
Figure 6: Measurement setup for pile W27. Side view: the vertical levels are in relation to NAP (Dutch equivalent of Mean Sea Level). The orange boxes indicate the positions of the cones equipped with accelerometers and pore water pressure meters. The hatched spots on the pile (named A-D-C) indicate the position of the strain gauges, with their ring number indicated at the left side of the pile. The cable entry hole is indicated below strain gauge D7. A borehole classification of the soil is given in the right part of the figure, with yellow indicating sand, green for clay and brown for peat, see Figure A.2.
6) on the axis perpendicular to the shaker-loading direction. Furthermore, 2 Althen AAA320 accelerometers were attached to the inner pile wall at the top of the pile for measuring the pile accelerations in North-South and East-West direction. The company HBM installed all pile-related sensors and provided the data acquisition system.

To monitor the soil-structure interaction during dynamic excitation of the MP, the reaction of the soil and of the pile were synchronically measured. To this end, 16 cones with accelerometers and piezometers were placed at various depths and radial distances from the pile. The data retrieved from these soil sensors will, however, not be discussed in this paper.

As can be seen in the right panel of Figure 7, the shaker consists of 2 large cogwheels (ensuring synchronization) that are hydraulically powered. On top of these cogwheels, multiple steel plates with various weights can be attached at different radii from the center of the cogwheel. An artist impression of the shaker is given in the left panel of Figure 7. The shaker can deliver a maximum hydraulic power of 50 kW, rotate at a maximum frequency of 8.6 Hz and was designed to not supersede an excitation force of 160 kN. The total weight of the shaker (excluding ballast plates, including frame) is 4500 kg. An accelerometer was attached to the shaker frame, and a tachometer measured the rotational velocity of the cogwheels. All sensors were sampled with a frequency of 600 Hz.
Figure 7: Artist impression of the shaker on the monopile (left panel) and top-view drawing of the shaker, showing the cogwheels that ensure synchronized revolution of the masses (right panel).

Figure 8 shows an aerial photo of the mobilized barges and crane that were used for performing the measurements.

Figure 8: Aerial photo showing the shaker on pile W27, the mobilized barges and crane.

Three weight setups were used for exciting the monopile:

- Heavy weight: 10 plates of 20.5kg on each cogwheel = 410kg
- Middle weight: 3 plates of 20.5kg on each cogwheel = 123kg
The shaker was calibrated in a test centre by connecting it to a rigid frame which was placed on a large-mass concrete foundation slab. An extensive study was performed on the recorded data from the different force transducers that were placed between the shaker and the rigid frame \cite{34}. This study determined an effective arm \( R \) for the different setups, which can be used to compute the centrifugal force amplitude:

\[
F = m\omega^2 R. \tag{1}
\]

Here \( \omega \) is the angular frequency at which the mass \( m \) of the shaker is rotating. The products of the effective arm and mass for the 3 setups (including for instance the mass of spacer rings used to install the plates and manufacturing imperfections) can be found in Table 1. The table also lists the considered frequency ranges of excitation and the associated maximum and minimum forces as applied on the MP. Finally, for later use (Section 5.1.1), also the force ratio between the setups for excitation at equal frequency is given.

<table>
<thead>
<tr>
<th>Arm x mass [\text{[mkg]}]</th>
<th>Force ratio [\text{[-]}]</th>
<th>Performed freq. range [\text{[Hz]}]</th>
<th>Min. force [\text{[kN]}]</th>
<th>Max. force [\text{[kN]}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heavy weight 239.32</td>
<td>1</td>
<td>1.04 - 4.03</td>
<td>10.31</td>
<td>153.42</td>
</tr>
<tr>
<td>Middle weight 88.76</td>
<td>0.37</td>
<td>1.06 - 6.70</td>
<td>3.95</td>
<td>157.31</td>
</tr>
<tr>
<td>Light weight 32.08</td>
<td>0.13</td>
<td>5.04 - 8.68</td>
<td>32.15</td>
<td>95.40</td>
</tr>
</tbody>
</table>

Table 1: Conducted tests analyzed in this paper

Three types of tests were conducted with the shaker: a constant frequency sweep (constant increase of \( \omega \)), a step-wise increase of the frequency aimed at creating steady-state conditions during the constant-frequency plateaus, and an emergency stop aimed at decay tests. Unfortunately, the decay data seems to indicate that the motions of the MP were damped out faster than the time it took for the shaker to come to a standstill, making it challenging to analyze this data. This paper only considers the step-wise tests, in which we assume that steady-state conditions of the system have been reached. Figure 9 gives an example time trace of the revolutions per second (RPS) of the tachometer.
recording during the step-wise test with the Middle weight setup.

Time windows were manually selected for a series of frequency plateaus for each weight setup. The start and end points of these windows were selected such that, based on visual inspection of the signals, no transients were included (resulting from a shift in excitation frequency). Each signal within these time windows (each frequency plateau) was low-pass filtered using a cut-off frequency of 1.5 times the considered excitation frequency. The location of this cut-off frequency was verified to have negligible influence on the amplitudes at the frequency of interest. After removing the zero-frequency component, all the maxima (peaks) within the window were selected for each of the considered sensors: strain gauges 2A, 2C - 7A, 7C and the 3 accelerometers, see Figure 6. The mean of the selected maxima was taken as the steady-state amplitude of the signal. We used the mean of the amplitudes of strain gauges A and C as the strain amplitude for the associated height on the pile. Henceforth, these measured strain amplitudes will be indicated with $\epsilon_i$ with $i = 2, \ldots, 7$. Figure 10 shows an example of the filtered strain gauge responses of the 2.68 Hz frequency plateau (Middle weight setup). The selected maxima are encircled and the steady-state (mean) amplitudes are indicated with the horizontal red lines. The lowest panel of Figure 10,
containing the lowest strain gauge (no. 2) response, shows a less steady signal. The low strain amplitudes occurring at this level in the pile, being excited with a small force amplitude (25.19 kN), are close to the resolution of the strain gauges (0.1 \(\mu\epsilon\)) and the noise contamination is relatively large. We thus have to be aware of less reliable recordings for low forcing levels and locations along the pile where limited bending moments occur.

The corresponding responses of the accelerometers are shown in Figure B.1 in Appendix B. The signals of the accelerometers on the pile (accelerometer 1 and 2, located 1.07 m below the accelerometer on the shaker) were projected onto the direction of the shaker excitation. The amplitudes of this single signal will henceforth be called \(A_p\) and those recorded by accelerometer 3 installed on the shaker \(A_{sh}\).

Figure 10: Strain gauge responses after low-pass filtering for frequency plateau 2.68 Hz, Middle weight setup. The red circles indicate the picked peaks, of which the mean was taken over the selected window (red line).

5. Model-based identification

An assessment of the stiffness, damping and possible inertia properties of the observed SSI is given in this section (5.1), in which we focus on the performance of \(k_{eff}(z)\) which we derived in Section 3 with the effective stiffness method.
In Section 5.2 we further discuss these identification results and possible implications, and additionally check the performance of the $p-y$ stiffness profile.

5.1. Effective stiffness validation

For the selected (excitation) frequency plateaus of the three weight setups, the measured strain and acceleration amplitudes are compared to those modeled using $k_{eff}(z)$, Figure 4, for a beam on Winkler foundation model. The effective stiffness method [30] yielding $k_{eff}(z)$, will be evaluated/validated by assessing the mismatch between modelled and measured pile response by calculating a single correction factor $\gamma$ to $k_{eff}(z)$ that minimizes this mismatch. The results of the analyses lead us to consider three 1D models to be used for this minimization, which will be presented in the next subsections: first, a Timoshenko beam on Winkler foundation, which we will call the basic model (Section 5.1.1). Second, this basic model is extended to include a soil-mass resonance effect in which the soil has its own degree of freedom (Section 5.1.2). In Section 5.1.3, instead of the soil acting as a separate resonator, the inertia of the soil is accounted for by means of an added pile mass.

5.1.1. Basic 1D model

A graphical representation of the basic Timoshenko beam on Winkler model used for the stiffness optimization is given in Figure 11.
In Figure 11, $u(z)$ and $\psi(z)$ are the frequency domain displacements and rotations of the pile respectively. $m_2$ represents the mass of the internal air-tight platform (5000 kg). Due to the presence of this concentrated mass at 3.5 m below the top of the pile, the model domain is split into 2 regions at which the displacements and rotations (and their derivatives) are solved for. The subscripts “1” and “2” for the displacements and rotations indicate these regions. The concentrated mass $m_1$ in the model represents the local masses of the MP top flange (4508 kg) and that of the shaker (4500 kg). The trunnions (1800 kg) lie in between these 2 locations; therefore, their mass is partly assigned to
$m_1$ and partly to $m_2$. Furthermore, $F$ is the horizontal excitation force amplitude induced by the shaker, $M$ is the overturning moment amplitude caused by the presence of a small vertical lever arm (of on average 0.48 m) between the mid-point of the eccentric masses of the shaker and the MP flange. $k_{eff}(z)$ is the 1D effective Winkler stiffness and $c(z)$ an effective viscous soil damping that covers the sum of the occurring soil damping mechanisms. It is assumed that the shape of the damping dashpots $c(z)$ is related to the shape of the SSI stiffness profile $k_{eff}(z)$ and will be tuned as

$$c(z) = \alpha k_{eff}(z),$$

with $\alpha$ having unit [s] in case of viscous damping (as assumed here). Note that we assume that all damping in the system originates from the interaction with the soil. This is expected to be an acceptable assumption given the expected relatively small damping contributions from the hydrodynamic interaction and the steel hysteresis.

$EI(z)$ is the product of the Young’s modulus of the structural steel $E$ and the second moment of area of the cross section of the pile $I(z)$. Due to the fact that the properties of the pile are not constant over the length of the pile, the modelled pile parameters are also made $z$-dependent. $GA\kappa(z)$ is the product of the shear modulus of the structural steel $G$, the area of the cross section $A(z)$ and $\kappa$, the cross section-dependent Timoshenko shearing coefficient. For the shape of the cylindrical cross section of the pile, $\kappa = 0.53$ was assumed. $\rho A(z)$ is the product of the mass density $\rho(z)$ and $A(z)$. Apart from the steel mass, a soil plug with a density of 1500 kg/m$^3$ (as was assumed in design) was added to the mass density of the embedded part of the pile. The top 2.75 m of the soil plug was removed and replaced by water, as in reality this soil was excavated from the inner part of the MP to access the embedded electricity cables (see the cable hole in Figure 6). Additionally, in another study [35] it was pointed out that for a stand-alone MP, the quantification of the added mass of the water can have a noticeable effect on the first natural frequency. Therefore, the proposed
frequency- and deflection-shape dependent added mass was taken into account. Besides the properties named here, additional model properties are included in Table B.1 in Appendix B.

If we assume that steady-state conditions apply for the selected amplitudes (Section 4), and that the horizontal harmonic excitation force $\bar{F}$ (time domain) can be approximated by $\bar{F} = F e^{i\omega t}$, the equations of motion of the Timoshenko beam model can be expressed in the frequency domain as [36]:

$$GA\kappa \left( \frac{d^2 u}{dz^2} - \frac{d\psi}{dz} \right) - K(z)u = 0,$$

$$GA\kappa \left( \frac{du}{dz} - \psi \right) + EI \frac{d^2 \psi}{dz^2} + \omega^2 \rho I \psi = 0,$$

with the dynamic stiffness $K(z)$ equal to

$$K(z) = k_{eff}(z) + i\omega c(z) - \omega^2 \rho A.$$  

Note that for brevity we omit the $z$-dependence of the structural properties. Additionally, due to the minor and localized $z$-dependence of the wall thickness and for the considered range of frequencies, we verified that constant pile properties in the second order terms given above can be assumed.

The considered boundary conditions are:

$$GA\kappa \left( \frac{du_1}{dz} - \psi_1 \right) \bigg|_{z=0} = -F - \omega^2 m_1 u(0),$$

$$EI \frac{d\psi_1}{dz} \bigg|_{z=0} = M,$$

$$GA\kappa \left( \frac{du_2}{dz} - \psi_2 \right) \bigg|_{z=L} = 0,$$

$$EI \frac{d\psi_2}{dz} \bigg|_{z=L} = 0.$$  

The presence of $m_2$ at $z = z_{int} = 3.5$ m (Figure 11) can be taken into account
by formulating the interface conditions:

\[ u_1(z_{int}) - u_2(z_{int}) = 0, \]

\[ \left. \frac{du_1}{dz} \right|_{z_{int}} - \left. \frac{du_2}{dz} \right|_{z_{int}} = 0, \]

\[ G\alpha \left( \left. \frac{du_1}{dz} - \psi_1 \right|_{z_{int}} - \left. \frac{du_2}{dz} - \psi_2 \right|_{z_{int}} \right) = \omega^2 m_2 u_1(z_{int}), \]

\[ \left. \frac{d\psi_1}{dz} \right|_{z_{int}} - \left. \frac{d\psi_2}{dz} \right|_{z_{int}} = 0. \]

The above relations ensure (from top to bottom) the continuity of displacement and slope, a dynamic shear force balance, and continuity of bending moment at the interface location.

For the excitation of the model we can apply the force of the shaker (equation 6). Alternatively, we can use the acceleration amplitude that was measured by the accelerometer attached to the shaker. In that case, the boundary condition given by equation 6 is replaced by

\[ u_1(0) = \frac{A_{sh}}{\omega^2}, \]

in which \( A_{sh} \) is the steady-state acceleration amplitude measured on the shaker.

In calculating the modeled response by either using equation 6 (force-controlled) or 14 (acceleration-controlled) as a boundary condition, a mismatch was observed between these two modeled responses. If we presume that measurement errors can be neglected, this mismatch could be caused by the fact that the model does not fully reflect the correct physics of the system. In the following analyses, both cases (force- and acceleration-controlled) were considered to determine what stiffness correction factor is needed for the modeled response to match the measurements.

**Stiffness optimization**

To reduce the mismatch with the measurements, the stiffness profile of the 1D model was optimized by applying a single factor, \( \gamma \), to the 1D effective stiffness profile \( k_{eff}(z) \). In this, we thus assume the shape of the previously derived
effective 1D stiffness to be correct, but we search for a (single) correction factor \( \gamma \) so that the predicted response globally matches the measured one for each of the selected frequencies; we assign equal weight to the fit of all 6 strain gauge positions and the 2 accelerometers. The stiffness correction factor \( \gamma \) is defined as the factor applied to the effective stiffness \( k_{\text{eff}}(z) \) (Figure 4) that minimizes the global root mean square error (\( L_2 \) norm):

\[
\min_{\gamma} \left\| \frac{\sum_{i=2}^{7} |\epsilon_i - \tau_i(\gamma)|^2}{\sum_{i=2}^{7} |\epsilon_i|^2} + \frac{|A_{sh} - \overline{A}_{sh}(\gamma)|^2}{|A_{sh}|^2} + \frac{|A_p - \overline{A}_p(\gamma)|^2}{|A_p|^2} \right\|^{\frac{1}{2}}.
\]

The overlined symbols in Equation 15 indicate that these are the corresponding modeled quantities. The modeled strain is computed as

\[
\tau_i = \frac{D}{2} \left| \frac{d\psi}{dz} \right|_{z_i},
\]

with \( D \) the diameter of the pile.

**Resulting frequency-dependent stiffness**

The resulting stiffness correction factors \( \gamma \) for the three setups are given in Figure 12, in which the dotted lines are the factors obtained with a force-controlled model (Equation 6) and the continuous lines are those obtained when using an acceleration-controlled model (Equation 14). The green line reflects the aim; a factor \( \gamma \) of 1 indicates a spot on match.
Figure 12: Correction factors $\gamma$ applied to the effective 1D stiffness profile (as presented in Figure 4) to minimize the mismatch between modeled and measured response amplitudes of the 3 weight setups. The continuous lines represent the factors found with an acceleration-controlled model, and the dotted lines are the factors found with a force-controlled model. The green line reflects the aim; a factor $\gamma$ of 1 indicates a spot on match of the measured and the (unadjusted) modelled response.

In Figure 12 the following trends can be observed. First, the stiffness slightly decreases with frequency and reaches a minimum situated between 4.5 and 5.5 Hz, after which it increases again. The stiffness thus seems frequency dependent; $\gamma = \gamma(f)$. Second, a force or displacement dependency of the stiffness can be observed: from the more or less parallel lines of the Heavy and Middle weight setup (higher stiffness for a lighter weight/smaller force), but also from the parallel lines of the Middle and Light weight setup. As a reference, the force ratios of the setups for an equal excitation frequency are listed in Table 1. Finally, the first point for the Middle weight setup is an outlier, and should therefore not be considered in defining a trend.

It could be reasoned that the actual stiffness is somewhere in between the two factors given in Figure 12 (force- and acceleration-controlled models). Figure 13 gives an example fit of the force-controlled and acceleration-controlled modelled strains with respect to the measured strains of the Heavy weight setup,
with excitation at 1.045 Hz, for a mean $\gamma$ of 0.64 applied to the original effective 1D stiffness profile. For extra insight, also the modelled shear forces and displacements are shown.

Figure 13: Match in strains with a stiffness correction factor $\gamma$ equal to the mean of the force- and acceleration-controlled factors from Figure 12, for the Heavy weight setup, excitation frequency of 1.045 Hz. The absolute values of both the acceleration- and force-controlled modelled responses are shown in terms of shear force and strain (left panel) and displacements (right panel). The vertical axis is the length of the pile, where the mudline is indicated at 9.9 m.

To overcome the discrepancy between the force- and acceleration-controlled responses, we consider internal transfers of the system, sometimes also referred to as (internal) transmissibility: the ratio between the strain amplitudes at several locations and the displacement amplitudes, $u_p$, retrieved from the accelerometer attached to the top of the pile ($u_p = \frac{A_p}{\omega^2}$, assuming no drift in the displacements or velocities (integration constants equal to zero)). The advantage of considering this quantity is that it is (excitation) source independent. In optimizing the stiffness of the 1D model to match the transmissibilities of the measurements, the following minimization function is used:

$$
\min_{\gamma} \left\| \frac{\sum_{i=2}^{7} |T_i - \overline{T}(\gamma)|^2}{\sum_{i=2}^{7} |T_i|^2} \right\|^{\frac{1}{2}},
$$

(17)
with the (amplitude of the) internal transmissibility function given as

\[ T_i(f) = \frac{\epsilon_i(f)}{u_p(f)} = \frac{\epsilon_i(f)\omega^2}{A_p(f)}. \] (18)

The resulting stiffness correction factors \( \gamma \) are given by the thick lines in Figure 14. As a reference, the \( \gamma 's \) of Figure 12 are also included with thin lines. The acceleration-controlled model was used to calculate the transmissibilities, but the force-controlled model led to nearly the same correction factor \( \gamma \) - indicating the desired source independency. Therefore, henceforth only the transmissibilities will be considered for further stiffness optimization.

Figure 14: Factors \( \gamma \) applied to the effective 1D stiffness profile (as presented in Section 3) to minimize the mismatch between modeled and measured transmissibilities \( T \) (Equation 17) of the 3 weight setups (thick continuous lines). As a reference, the factors retrieved for direct minimization of strain and acceleration error (Equation 15) with the acceleration-controlled (thin continuous lines) and force-controlled models (thin dotted lines) are shown.

Figure 15 shows the internal transfers (Equation 18) corresponding to the frequency-dependent stiffness \( \gamma \) of the Middle weight setup (thick blue continuous line in Figure 14). We will restrict this paper to considering transfer functions and transmissibilities retrieved for the Middle weight setup only, as the tested frequency range for this setup is broadest.
Figure 15: Measured (continuous lines) and modeled (dotted lines) transmissibility functions (Equation 18) of the strain gauges for the Middle weight setup, using factors on stiffness $\gamma$ given by the thick blue line given in Figure 14: optimization for transmissibility.

As we do not vary the shape of the stiffness profile retrieved from the 3D model, there is no good match for all individual sensor locations and for all frequencies in Figure 15. Still, the internal transfers of the two strain gauges located closest to the top (where the largest strains occur; red and green lines in Figure 15) match reasonably well for the entire frequency range.

To assess the resonance of the system and estimate the effective damping, we can compute (the amplitude of) the transfer functions by dividing the responses by the input force (Equation 1):

$$H_i(f) = \frac{\epsilon_i(f)}{F(f)}.$$  

When using the stiffness reduction factors as given by the thick blue continuous line in Figure 14 (optimization for transmissibility for the Middle weight setup), we get (force-controlled) modelled transfer functions given in Figure 16; the corresponding measured transfer functions are included for comparison.
In Figure 16 we observe a resonance frequency around 5.4 Hz. In addition, the figure shows that the dotted lines of the modelled response do not completely match the measured (continuous lines) for all strain gauges, but rather correspond in a global way (as discussed previously). Furthermore, we see that the modeled strain transfer functions for numbers 3-6 draw closer towards each other at resonance and post-resonance than those that were measured. This is related to a localized smaller dynamic stiffness (Equation 5) in the modelled response at these frequencies; either the modelled inertia contribution or the modelled frequency-dependent stiffness is not fully correct. This can also be clearly seen in fits for higher frequencies shown in Figures B.3 and B.4 in Appendix B; the modelled response shows larger inertia effect (or smaller stiffness) than measured for depths larger than 17 m. Finally, the modeled dynamic stiffness (Equation 5) for the post-resonance regime seems to be a bit larger than measured, indicating either too small mass $\rho A(z)$ or too large stiffness.
Damping estimation

The resonance peak allows us to tune the dashpot coefficients $c(z)$ for the modeled response. In actual fact, finding the matching stiffness and damping is done in 1 or 2 iterations: with the updated dashpot coefficients, the stiffness correction factors are re-assessed, etc. For the modeled transfer functions in Figure 16, $\alpha = 2.08 \cdot 10^{-2}$s (Equation 2). Using the obtained damping coefficients and a mean stiffness correction factor $\gamma$ of the frequencies around resonance to simulate a response, we extracted the damping contribution of the soil with the half-power bandwidth method [37], yielding a critical damping ratio of $\zeta = 20\%$ for this stand-alone MP. Note that the dashpots coefficients are tuned based on a visual fit of the transfer functions. The stated damping ratio should therefore be considered an estimate. An analysis of the variance of this number is beyond the scope of this paper. In Section 5.2.4 we discuss how this damping contribution could relate to the damping of the full OWT structure.

Concluding this subsection, we may state that a frequency-dependent stiffness is needed to match the measurements with the response predicted by a beam on Winkler foundation model as shown in Figure 11. Three frequency regimes can be distinguished: a pre-resonance regime (up to 4.2 Hz) in which the stiffness slightly decreases with frequency, a resonance regime (4.2 - 6 Hz) in which the stiffness decreases further, and a post-resonance regime where the stiffness sharply increases (Figure 14). Although we lack measurements below 1 Hz, it is expected that the effective 1D stiffness as presented in Figure 4 over-estimates the true stiffness at low frequencies with about 22% ($\gamma = 0.78$), see low frequency $\gamma(f)$ in Figure 14. Optimizing the stiffness to match the measured internal transmissibilities seems a good approach to overcome the ambiguity in choosing the correct excitation boundary condition in the model. From the transfer functions, the effective damping ratio of the system was estimated to be 20% of critical - assumed to be mainly caused by the interaction with the soil. In the next sections we investigate whether the observed frequency depen-
dency of the stiffness of the system can be attributed purely to the effective soil stiffness (as was assumed in this section), or whether other mechanisms might be responsible for the measured response.

5.1.2. Soil resonator model

The resonance peak observed in Figure 16 and the associated decrease in stiffness around these frequencies (Figure 14) can be related to the first resonance frequency of the monopile-soil system. However, it might also be related to a resonance of the soil itself; i.e., a resonance of the layered system or a resonance as commonly observed in cavity expansion problems [38]. If this is the case, the soil acts as a resonator, highly influencing the total system response at the resonance and post-resonance frequencies. To assess this possibility, a distributed resonator mass $M_s(z)$ is added to the 1D model, as shown in Figure 17.
The addition of this mass to the 1D model only modifies the soil-resistance term in Equation 3 and the expression for the dynamic stiffness (Equation 5), while the rest of the governing equations (4, 6 - 13) remain unchanged. Equation 3 becomes:

\[ GA \left( \frac{d^2u}{dz^2} - \frac{d\psi}{dz} \right) - \left( 2\bar{K}(z) \left( \frac{2\bar{K}(z) - M_s(z)\omega^2}{4\bar{K}(z) - M_s(z)\omega^2} \right) - \omega^2 \rho A \right) u = 0, \quad (20) \]

with

\[ \bar{K}(z) = k_{eff}(z) + i\omega c(z), \quad (21) \]

and

\[ M_s(z) = \frac{2k_{eff}(z)}{(2\pi f_s)^2}, \quad (22) \]

with \( f_s \) the resonance frequency of the soil. In the case the soil acts as a resonator, the effective soil stiffness \( k_{eff}(z) \) can be assumed to be frequency-
independent; the decrease in resistance with frequency observed in Figure 14 is then attributed to the dynamic interaction with the soil mass \( M_s(z) \). This frequency-independent stiffness can be identified using the optimization results for the lower frequencies (note that, for low frequencies, the soil resistance term in Equation 20 equals that of the basic model (Equation 3)). Neglecting the outlier of the lowest frequency of the Middle weight setup in Figure 14 (blue line), taking an average constant \( \gamma \) of 0.78 for the lower frequencies seems reasonable. In matching the transfer functions by tuning the resonator frequency \( f_s \) (therefore the magnitude of the soil mass \( M_s \), Equation 22) and the damping \( c(z) \), we however noticed that the shape of the resonance peak was not well captured when assuming frequency independent stiffness. We therefore performed a stiffness optimization of which the resulting \( \gamma(f) \) are presented in Figure 18. This \( \gamma(f) \) was determined with \( f_s = 6.7 \) Hz and a damping tuning coefficient \( \alpha = 7.9 \cdot 10^{-3} \) - based on the initial fit of the transfer functions.

In Figure 18 we indeed observe - due to the presence of the resonator - a more constant stiffness \( \gamma(f) \) for the pre-resonance and resonance regime, a drop in stiffness in the post-resonance regime, and eventually a similar stiffening as
observed in Figure 14 for the highest frequencies. Using this $\gamma(f)$, we further tuned the soil resonator frequency to $f_s = 6.95 \text{ Hz}$ and damping tuning coefficient $\alpha = 9.6 \cdot 10^{-3}$ to yield the transmissibility and transfer functions as presented in Figures 19 and 20. Applying the same damping determination method as described in previous Section 5.1.1, these dashpot coefficients yield a critical damping ratio of $\zeta = 12.6\%$. Note however, that the presence of the resonator causes the main resonance peak to have a less symmetric shape, making the half-power bandwidth method only an approximate method to determine the damping of this system.

![Figure 19: Measured (continuous lines) and modeled (dotted lines) transmissibility functions (Equation 18) of the strain gauges for the Middle weight setup. The modeled response is calculated with the mass-resonator model of Figure 17 with a frequency-dependent stiffness correction factors $\gamma(f)$ (blue line, Figure 18) applied to the effective 1D soil stiffness profile. Furthermore, $\alpha = 9.6 \cdot 10^{-3}$, and $f_s = 6.95 \text{ Hz}$.](image-url)
Figure 20: Measured (continuous lines) and modeled (dotted lines) transfer functions for the strain gauges along the pile (Middle weight setup). The modeled response is calculated with the mass-resonator model of Figure 17 with frequency-dependent stiffness correction factors $\gamma(f)$ (blue line, Figure 18) applied to the effective 1D stiffness profile. The dashpot coefficients were tuned to $\alpha = 9.6 \cdot 10^{-3}$, yielding a critical damping ratio of 12.6%. The resonance frequency of the soil was tuned to $f_s = 6.95$ Hz.

The resulting matches of this soil-mass resonator model with the measurements in terms of transmissibilities and transfer functions are acceptable, however, those of the basic model seem better (Figures 15 and 16). Especially the match of the transfer functions for the post-resonance regime is better using the basic model; in case of the resonator model, the dynamic stiffness seems too large for these frequencies. Additionally, the transmissibility functions seem to match better using the basic model.

### 5.1.3. Added mass model

In the case the observed decrease in dynamic stiffness (Equation 5) with frequency is indeed caused by extra mobilized inertia, this can also be due to a more direct added mass of the soil in the vicinity of the pile (as opposed to the previous analyzed soil resonator system). This is incorporated in the basic model (Figure 11) by multiplying the embedded part of the distributed mass
\( \rho A(z) \) by a factor \( \eta \).

Also in this case it was observed that a constant stiffness with frequency (again a \( \gamma \) of 0.78) does not adequately capture the post-resonance regime. Performing an iteration for \( \gamma(f) \), \( \eta \) and \( c(z) \) (based on transfer functions and stiffness optimization, Equation 17), yields the final \( \gamma(f) \), transmissibility and transfer functions as shown in Figures 21, 22 and 23, respectively. The soil added mass factor is in this case \( \eta = 3.4 \) (of the original embedded pile mass) and dashpot tuning coefficient \( \alpha = 8.4 \cdot 10^{-3} \), yielding a damping ratio \( \zeta = 11\% \) critical for the MP-only system.

![Graph showing stiffness correction factors](image)

Figure 21: Stiffness correction factors \( \gamma \) found for optimizing the basic model with an added mass factor \( \eta = 3.4 \) times the embedded pile mass, and \( \alpha = 8.4 \cdot 10^{-3} \), to match the measured internal transmissibility function \( T \).

In Figure 21 we see - as expected - a more constant, frequency-independent stiffness (as opposed to those found with the basic model) up until the post-resonance regime, after which again a sharp increase in stiffness factors is observed.
Figure 22: Measured (continuous lines) and modeled (dotted lines) transmissibility functions (Equation 18) of the strain gauges for the Middle weight setup. The modeled response is calculated with the basic model including added mass of the soil, with a frequency dependent stiffness correction factor $\gamma$ (blue line, Figure 21) applied to the effective 1D soil stiffness profile. Furthermore, $c(z) = 8.4 \cdot 10^{-3}k_{eff}(z)$, and an added mass factor $\eta = 3.4$ times the original embedded pile mass.
The transmissibility functions and transfer functions are reasonably matched. However, also this model does not seem to perform better in matching the modelled and measured functions than the basic model (Figures 15 and 16). Nevertheless, the match in transfer functions for the post-resonance frequencies is better than that of the soil-mass resonator model (Figure 19). Concluding, the two models incorporating more mobilized soil mass seem to allow for a frequency-independent stiffness for the pre-resonance regime (up to 4 Hz), however do not permit to exclude a frequency dependency of the stiffness for the resonance and post-resonance regimes.

5.2. Discussion

In this section we discuss the 3 observed frequency regimes: the low, pre-resonance regime relevant for OWTs, the resonance, and the post-resonance regime. We compare how the design $p-y$ curve stiffness performs in predicting
the measurement data, and how the presented findings relate to the preliminary identified full OWT structure natural frequency. Additionally, the full structure damping and possible soil non-linearity are discussed.

5.2.1. Low frequency stiffness validation - relevant for OWT design: effective 1D method vs $p$-$y$ method

Independent of the assumptions regarding the soil (added) mass, all 3 stiffness optimization results indicate that the effective 1D stiffness over-estimates the occurring stiffness at low frequencies with roughly 20\% ($\gamma = 0.78 - 0.8$). Although we do not have measurements for frequencies lower than 1Hz, it is reasonable to assume the stiffness between 0 and 1 Hz to be either higher or equal to that observed at 1-2 Hz. A correction factor of 0.8 is not insignificant, however, given the uncertainty related in dynamic soil characterization and SSI modelling, the 1D effective stiffness method [30] is deemed promising. Furthermore, it is expected that the method can be improved; a fully linear elastic model was used in which the soil elements were attached to the shell elements of the pile. Nonlinearities such as sliding between soil and pile and installation effects which cause a weaker interface region of the soil around the pile, can be incorporated in the future. Additionally, the fit of the 1D and 3D results can also be improved; the right panel of Figure 5 shows that the 3D strains are somewhat higher with a maximum at a lower location than that of the 1D model, so in actual fact, the 1D effective model behaves more stiff than the 3D model. Finally, another aspect that can bring the measured and predicted stiffness closer together is the pile set-up effect; although there is still much uncertainty in this research field [39], the capacity (and SSI stiffness) of piles in both clay and sand is known to increase with time [40]. The here presented tests were performed 50 days after the installation of the pile, and the “aging” process is known to have time frames larger than 400 days [41].

In judging the performance of the proposed stiffness method [30] it is also rele-
vant to see what strain levels the design standard predicts. As expected, the $p-y$ curve method proved to significantly underestimate the stiffness experienced by the pile. We therefore also computed the stiffness correction factors $\gamma$ needed to be applied to the $p-y$ initial stiffness to match the measured pile responses. For this exercise, we took a best estimate set of $p-y$ curves; minimum conservatism with respect to the input parameters and half a meter of scour was assumed.

For the low frequencies, a $\gamma$ of roughly 2.4 was needed to best match the internal transmissibilities. The more conservative design $p-y$ curves yielded a $\gamma$ of around 5. The $\gamma(f)$ for the best estimate $p-y$ initial stiffness is shown in Figure 24. For the $p-y$ stiffness, the low-frequency limit of $\gamma$ is less clear due to the large spread in stiffness factors for the low-frequency regime. It is expected that this is caused by the fact that this $p-y$ profile is less stiff than the effective 1D stiffness, and also the profile shape might be erroneous.

![Figure 24: Stiffness correction factors $\gamma$ found for optimizing the basic model (Figure 11) with the $p-y$ initial stiffness profile (Figure 4), to match the measured internal transmissibility function $T$. As a reference, the $\gamma(f)$ for the effective stiffness of Figure 14 are also shown.](image)

**5.2.2. Resonance frequency**

In Sections 5.1.2 and 5.1.3 we examined whether the observed decrease in dynamic stiffness (Equation 5) in the pre-resonance regime could be attributed to
the mobilization of (extra) soil mass. In the case of soil resonance, the observed resonance in the transfer functions can be related to a natural frequency of the soil layer \( f_s \), which can be approximated as

\[
f_{s,n} = \frac{(2n - 1)C_s}{4H},
\]

where \( n \) is the mode number, \( H \) the soil layer thickness and \( C_s \) the shear-wave velocity. The effective thickness of the layer in this respect is debatable, but often the depth until the location of bedrock is taken. For a first resonance frequency of 5.42 Hz as observed in the transfer functions of the Middle weight setup, and an approximate shear-wave velocity of \( C_s \approx 300 \) m/s (see Figure A.2), the bedrock would be located at about 14 m depth, which we know is not the case. At this part of the Netherlands, bedrock known as the Appelscha formation is present at 60-100 m depth. Assuming the same \( C_s \), the first mode resonance frequency of the soil would be located at 1.25 Hz (\( H = 60 \) m) or 0.75 Hz (\( H = 100 \) m). If the observed resonance frequency is indeed associated with the soil, it is more likely to belong to the second soil mode, and in that case the presence of the first mode is, apparently, not observable in our data.

Altogether, it is hard to draw solid conclusions about the dynamics (in terms of (added) mass, stiffness and resonance frequencies) of this layered soil system without knowledge about the position of the bedrock and the use of a dynamic continuum model of the soil. Despite the simplifications of the 1D model, the low-frequency range stiffness can be extracted (as it is more or less equal for the 3 tested models).

We believe however, that the basic model (possibly including some added mass of the soil) is most applicable, as the transfer functions and transmissibilities are best matched with this model. Also, as will be discussed in Section 5.2.4, the estimated soil damping contribution from this model agrees best with the identified total damping of the idling OWT.

To further assess the performance of the different soil stiffness profiles, we com-
pared the predicted (modelled) fundamental natural frequency $f_1$ with that identified from preliminary measurements on the operational OWT (full structure). A natural frequency of $f_1 = 0.296$ Hz was identified for the fore-aft bending mode with the turbine in idling state. Four different stiffness profiles were used in an excitation decay simulation (including aerodynamics) using BHawC (the aeroelastic code used by Siemens Wind Power): the effective stiffness profiles $k_{eff}(z)$, the optimized low-frequency profile ($\gamma = 0.78$), the best-estimate $p-y$ stiffness profile and the optimized best-estimate $p-y$ stiffness profile ($\gamma = 2.4$ is estimated to be applicable for the low-frequency limit). The resulting natural frequencies are listed in Table 2.

<table>
<thead>
<tr>
<th>$f_1$</th>
<th>$\Delta$ w.r.t. identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>idling</td>
<td>-</td>
</tr>
<tr>
<td>Identified</td>
<td>0.296</td>
</tr>
<tr>
<td>$p-y$ curve</td>
<td>0.295</td>
</tr>
<tr>
<td>$p-y$ curve $\gamma = 2.4$</td>
<td>0.300</td>
</tr>
<tr>
<td>Eff. stiffness</td>
<td>0.306</td>
</tr>
<tr>
<td>Eff. stiff. $\gamma = 0.78$</td>
<td>0.305</td>
</tr>
<tr>
<td>Eff. stiff. $\gamma = 2.4$</td>
<td>0.305</td>
</tr>
</tbody>
</table>

Table 2: Overview of the identified and predicted (BHawC-simulated) natural frequencies using various soil stiffness profiles. The frequency belongs to the fore-aft vibrational mode (first bending mode) of the full OWT structure in idling state.

From the frequencies listed in the Table 2, we observe that soil models whose responses match the shaker measurements best, seem to slightly over-predict the fundamental natural frequency of the full OWT. Although we can at this stage only speculate on the reason for this deviation, it could be caused by a structural model error \(^1\), but could also be related to the soil excavation that took place after the shaker measurements; 2 soil wedges of 2.5 m depth, base-width

\(^1\)A in-house study [42] showed that for instance a 2% mass deviation of the nacelle (which is a realistic deviance) can lead to $\pm 0.5\%$ variation of the natural frequency. Of course such a relation is structure and site dependent. Similar sensitivity relations can be found in [1].
of 3 m and slopes of 1:2.5 were excavated at the North and South-East sides of the MP to insert the electric cables. These wedges were subsequently refilled, resulting in weaker soil than during the shaker experiment. As the stiffness of the shallow soil layers highly influences the overall SSI stiffness, the softening of this region leads to a lower natural frequency.

From Table 2 we also observe that the differences in predicting the natural frequencies (the errors) are much smaller than would be expected from the analyses of the pile-only response. This is caused by the smaller influence the soil stiffness has on the full structure (extending 95 m above water level) as opposed to the monopile only (extending 5.45 m above water level). Beneficially for the design community, the error made in modelling the soil reaction, converges to much smaller values for tall OWT structures than foundation-only structures. In line with this reasoning, we can state that, due to the high sensitivity of a MP-only structure to the soil-reaction, such a system is much more fit for identifying (validating) a soil model than a full OWT system. Aiming to visualize this sensitivity, Figure 25 shows the relation between the natural frequencies versus variation in the stiffness (for both the $p-y$ and the effective stiffness profiles) for the MP-only case and the full structure case. Similar as in Table 2, the full structure natural frequencies were extracted from excitation decay simulation using BHawC. For equal comparison between the MP-only cases (upper two panels), the bounds of the vertical axes of these figures (the variation of natural frequencies) are set to 33% variation around the central frequency. All four panels show equal stiffness scaling factors in the range of 0.1 to 4 (horizontal axes).
Figure 25: Sensitivity of the natural frequency to the effective and $p-y$ stiffness profiles for the monopile-only case (calculated with the basic model, Figure 11) and the full OWT structure (extracted from excitation decay simulation using BHawC). For equal comparison between the MP-only cases, the bounds of the vertical axes of the upper panels are set to a 33% variation around the central frequency.

Figure 25 also reflects the asymptotic relation between the stiffness and the natural frequency of the full OWT structure; the stiffer the profile, the closer we get to the situation where the pile can be considered as clamped at mudline (a cantilever), the smaller the variation in natural frequency. This trend can be observed by comparing the lower $p-y$ stiffness for the full structure (lower right panel), and the larger effective stiffness which converges even faster (lower left panel). Therefore, the added value of monopile-only testing is larger for stiff site conditions; a softer soil profile is more fit for soil-model validation based on the full OWT response due to a larger sensitivity. This short study has been included to reflect on the fact that soil models are often judged solely on the natural frequencies of the full OWT; due to (other) structural uncertainties and a lower sensitivity towards the soil stiffness for stiff profiles, it is not surprising that the measured frequencies of installed OWTs can deviate a few percentages
(often < 5% [1]) from the design target\(^2\) - even for ‘almost correct’ soil models. For similar reasons pile-only measurements can be considered more fit for identifying soil damping than full OWT records. Additionally, pile-only systems lack the aerodynamic damping contributions, making the identification of the soil contribution less ambiguous.

### 5.2.3. Post-resonance frequency

A stiffness increase occurs at post-resonance frequencies. We observe this in the stiffness optimization of the 3 models, however, most pronounced for the basic model (Figure 14), and the basic model with added mass (Figure 21). Although a preliminary investigation [43] indicated no pore pressure build-up recorded in the piezometers in the soil until 4 Hz (only the Heavy weight setup was analyzed), the undrained behavior of the soil is a physical mechanism that might cause this stiffness increase at the higher frequencies.

### 5.2.4. Damping of OWT

In Section 5.1.1 we estimated the damping contribution of the soil for the stand-alone MP to yield a damping ratio of \(\zeta = 20\%\) (for the basic model, Figure 11). To get a rough idea of this contribution to the damping of the full structure (including tower and RNA), we extended the top of the MP to the hub height and included a point mass at the top representing the RNA. This mass was tuned to match the natural frequency that was identified for the full structure. Furthermore, a \(\gamma\) of 0.78 was applied to the effective stiffness as this seems to be applicable for the low-frequency regime (see Figure 14). Applying the half-power bandwidth method on the response of this simplified full-structure model

\(^{2}\text{A deviation within }\pm 5\%\text{ is often accepted by the certifying bodies, but a }5\%\text{ lower observed natural frequency than designed for, can significantly increase the endured fatigue loads due to dynamic amplification at the low-frequency wave spectrum. On the other hand, a higher measured natural frequency than designed for indicates an over-dimensioned, thus overpriced foundation design - or can facilitate design lifetime extension of the structure.}\)
yielded \( \zeta = 0.14\% \). Note that we thus assumed the dashpots to be frequency independent; although they were tuned based on the resonance peak at 5.4 Hz, we also used them for the lower frequency regime. For the soil resonator and the added soil mass models, the damping of the full structure would be \( \zeta = 0.062\% \) and \( \zeta = 0.054\% \), respectively. Damping identification (using Operational Modal Analyses, Stochastic Subspace Identification [14]) performed on the preliminary data retrieved from the full OWT structure in idling state, indicates 2 to 3% total logarithmic decrement support structure damping (often indicated with \( \delta^3 \)), which gives \( \zeta \approx 0.48\% \) damping ratio (of critical). The sum of the soil damping contribution based on the basic model (\( \delta \approx \zeta (= 0.14\%) \times 2\pi = 0.88\% \) logarithmic decrement) and the assumed contributions (approximated for the current site conditions [9]) of the structural steel (\( \delta \approx 1.2\% \)), the water (\( \delta \approx 0.5\% \), only 5m water depth) and air (\( \delta \approx 0.5\% \) for idling, low wind velocity) lies in the expected range of 2 to 3% logarithmic decrement. The soil damping values retrieved with the soil resonator and soil added mass model seem too low. In general we can state that the soil damping contribution is quite low (even compared to values generally assumed in design), which is probably due to the very stiff soil at this location, limiting displacements and therefore energy dissipation. For this particular wind farm, this stiff-soil effect was taken into account in design; a similar low damping value was used in the simulations.

5.2.5. Soil nonlinearity

In the effective stiffness model we have assumed the soil to react in its linear-elastic regime - expecting that this is applicable for most of the occurring soil strains during operation of the OWT [24]. Clearly, in validating this model we have to assess whether indeed the soil reacted linearly for the actual displace-

---

3In the OWT industry, damping is often quantified in terms of the logarithmic decrement \( \delta \), which relates to the exponential decay between the maxima \( x_0 \) and \( x_n \) over \( n \) periods as \( \delta = \frac{n}{2} \ln(\frac{x_0}{x_n}) \). The relation between the damping ratio \( \zeta \) and the logarithmic decrement is \( \zeta = \frac{1}{\sqrt{1 + (\frac{2\pi \delta}{\zeta})^2}} \). In practice, for small damping \( \delta \ll 4\pi^2 \), \( \delta \approx 2\pi \zeta \).
ments during the shaker experiment. Figure 14 shows for example that the soil appears to have been excited (displaced) in its nonlinear regime for a part of the excitation frequencies. This can be concluded from the more or less parallel lines for the different weight setups in the optimized stiffness plot; the thick continuous blue and red lines of respectively the Middle weight and Heavy weight setups for frequencies between \(~2\) Hz and \(4\) Hz, and the same blue line parallel to the thick continuous black line (Light weight) between \(5\) and \(6.8\) Hz, indicate a lower stiffness for a larger excitation force (displacement). Another indication of non-linearity is the slightly higher resonance frequency of \(5.7\) Hz observed in the transfer functions of the Light weight setup (Figure B.5) as opposed to the \(5.4\) Hz for the Middle weight setup. This could indicate a softening of the soil stiffness for larger applied forces.

The force - pile head displacement relation is often used to reflect the nonlinearity of the SSI system. Figure 26 shows this relation for the calibrated shaker force (Equation 1, Table 1) and the measured displacements (retrieved from the accelerations in a similar way as in Equation 14), yielding a (model-independent) force-displacement relation for the pile-head. However, note that this is a dynamic force displacement relation; the inertial effects are included in these displacements. The excitation frequencies are noted next to the measurement points.
Figure 26: Shaker force - pile head displacement relations (at various frequencies) for the three different weight setups. The displacements were retrieved from the accelerometers attached to the pile and shaker. This can be considered a dynamic stiffness relation, as it includes inertial forces. The increase of dynamic stiffness for frequencies higher than 5.4 Hz is also clearly visible (blue and black lines).

To derive the more classical pile head stiffness, we corrected for these inertial effects by considering the displacements with respect to the sum of the external (shaker) and internal (inertial) forces. To derive the total inertial force, we first determined the single-degree-of-freedom (SDOF) equivalent stiffness term for the top of the pile in our (calibrated) basic model for a low frequency; for $\omega \to 0$ and a unit forcing, this is equal to the real part of the inverse of the displacement. Subsequently, we determined the SDOF equivalent mass for the other frequencies ($\omega > 0$) by taking into account the previously found stiffness contribution in the obtained modelled displacements. Figure 27 shows the stiffness of the pile head: the sum of shaker and inertial forces in relation to the displacements. From this we conclude that a rather linear effective soil stiffness applies for most of the displacements.
Figure 27: Sum of shaker and inertial force - pile head displacement relations for the three different weight setups. Initially, the relation is linear. The increase of stiffness for frequencies higher than 5.4 Hz is clearly visible (blue and black lines).

Both in Figures 26 and 27 the post-resonance (>5.4 Hz) stiffness increase can be clearly observed (indicated by the black and blue lines of respectively the Light and Middle weight setups). This stiffening is not necessarily related to a soil nonlinearity; although not verified at this stage, and while no pore-pressure build-up was observed [43] up to 4 Hz excitation (see also Appendix A), the stiffening beyond 5.4 Hz could be related to undrained behaviour of the soil.

Furthermore, we verified the soil strain in lateral direction (the direction of loading) in our static linear-elastic 3D model (Section 3) to be approximately $1 \cdot 10^{-6}$ for the shallowest 6 m of soil at a forcing of around 10 kN, corresponding to the Heavy weight setup exciting at 1 Hz. For a linear-elastic model, these numbers can be linearly scaled; a (static) force of 100 kN would induce strains in lateral direction in the order of $10 \cdot 10^{-6}$. Note however, that the strains predicted by the linear model can be underestimated. The often referred stiffness-strain degradation curve for sand of Atkinson & Sallfors [44] shown in Figure 28, indeed shows that for strains up to roughly $50 \cdot 10^{-6}$ the soil shear modulus only degrades with a small percentage.
Lastly, we check the embedded pile displacements of the (calibrated) basic model, for the forcing of the Middle weight setup at a frequency of 5.4 Hz. According to Figures 26 and 27 - these are the largest pile head deflections before the stiffening at higher frequencies are observed. The deflection at mudline is around 1 mm. This can be considered small; it is situated in the beginning of the initial linear branch of the associated p-y curve.

Concluding this discussion, we believe that - although not all observations are completely aligned - it is reasonable to assume linearly behaving soil in modelling the pile deflections during the shaker experiment.

![Figure 28: Typical stiffness - strain relation for sand [44].](image)

6. Conclusions

In this paper we analyzed data obtained from a unique measurement setup; a monopile foundation in a near-shore wind farm was - prior to installation of tower and turbine - excited by an eccentric-mass shaker to assess the lateral dynamic (small-strain) stiffness of the pile. This data yielded a ‘first-off’ opportunity to validate a soil-structure interaction model for an in-situ rigidly behaving pile. With the controlled, known-input excitation - excluding aerody-
namic and super-structure disturbances - we determined the transfer and internal transmissibility functions between the strain gauges along the entire shaft of the pile and accelerometers attached to the top of the pile. A model-based identification was performed with a Timoshenko beam on Winkler foundation, of which the initial-guess stiffness profile \( k_{eff}(z) \) was determined according to a previously published effective stiffness method for capturing the modulus of horizontal subgrade reaction for large-diameter piles [30].

Three tests with different eccentric weight setups were performed, at excitation frequencies ranging from 1.0 to 8.7 Hz. A frequency dependence of the stiffness is observed. The first resonance frequency of the soil-pile system appears to be situated around 5.4 Hz. The post-resonance response is characterized by an increase of the dynamic stiffness of the system. The effective stiffness profile \( k_{eff}(z) \) was optimized to better match the measured response. Two modifications of the conventional 1D model were applied to assess whether the frequency dependency of the dynamic stiffness can be attributed to simple inertia effects. In the first modification, the observed resonance was assumed to be caused by the soil acting as a resonator, and in the second modification, the mass of the soil in the vicinity of the pile was added to the pile. Both these modifications lead to a rather constant soil-stiffness at frequencies up to the resonance regime. Based on the better match of the transfer and transmissibility functions, the basic model - including a frequency-dependent soil stiffness and possibly some added mass of the soil - is deemed most appropriate. Additionally, the damping contribution from the soil predicted by the basic model with the full OWT included, yielded the best agreement with the identified value.

Independent of the assumed 1D model, the low frequency-regime soil stiffness (relevant for OWTs) seems to be over-estimated by our effective stiffness (identified a priori using seismic cone penetration measurements and 3D modelling) with roughly 20%; including some added mass, a stiffness correction factor of 0.8 had to be applied to the effective stiffness profile \( k_{eff}(z) \) to best match
the internal transmissibilities. This error, although not insignificant, is still small compared to the obtained mismatch when using the method prescribed by the design standards; a best estimate \( p-y \) stiffness profile under-estimates the observed stiffness for the low frequencies with a factor of 2.4 (140% under-estimation). Together with the fact that we see ample possibilities for improving our method in terms of the 3D model and 1D matching, this unique measurement setup has further improved our confidence in the validity of the developed stiffness method: a combination of in-situ seismic measurements, 3D modelling and 3D-1D translation.

Soil stiffness profiles that are in agreement with the (low-frequency) shaker measurements were used to predict the full OWT structure natural frequency using BHawC. Although these predictions come close to the identified (monitored) fundamental frequency, a slight over-prediction is observed. This difference could be related to identification or modelling errors, and could additionally be caused by the soil excavation and backfilling works that took place after the shaker measurements to pull in the electric cable. Furthermore, the sensitivity of the natural frequency of a stand-alone MP and a full OWT to the soil stiffness were discussed, arguing that the former is much more suitable for validating a soil model - especially for the ground conditions encountered at the site of investigation.

With the use of the basic model, the effective soil damping contribution for the pile-only situation is estimated to be around 20% damping ratio (of critical). Assuming frequency-independent damping coefficients, this damping contribution is estimated to result in a 0.14% damping ratio for the full structure including tower and RNA. Summed with commonly accepted values of the other damping contributions, this soil-pile damping is in agreement with the identified total damping ratio of 0.48%. This rather low damping could be related to the stiff character of the soil profile, leading to small displacements. Finally, we found the assumption of linear-elastic soil reactions for frequencies lower than
the resonance frequency to be acceptable.

In this contribution, a novel test setup for rigidly behaving, real-sized piles was presented in combination with an interpretation method that is suitable for analyzing forced vibrations of a highly damped system. The damping for the extended structure was shown to be in line with the value assumed in design, however the stiffness was shown to be underestimated by the design standards. In the model-based identification, we showed that our effective stiffness method yields a significantly higher accuracy in predicting the pile displacements than the $p$-$y$ stiffness approach. The here presented interpretation of the experiment should be considered a first exploration; the data is expected to yield many more future insights into the complex SSI of rigidly behaving piles.
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Appendix A. Geophysical characterization

This appendix contains supplementary information regarding the geophysical site characterization of which the output is given in Section 2.

The SCPT that was performed at location W27 reached a depth of 30 m (position of deepest geophone). A dual-phone cone was used with 0.5 m vertical spacing between the geophones. Multiple shots of the shear-wave hammer (placed at the mudline) were stacked per 1 m depth interval, resulting in a good quality of the data. In the identification of the shear-wave velocities we therefore used a 1 m layer thickness in discretizing the soil into homogeneous layers; the two geophones of each shot are placed in the middle of each assumed layer. In determining the interval times (the time lag between the arrival of the shear wave at the lower and upper geophone) and the associated shear-wave velocities $C_s$, we used the approach as described in [30], in which the $C_s$ inversion was performed for a different position in the same wind farm. Here, we will only discuss the results and refer to [30] for details of the method.

The seismogram of the SCPT is shown in Figure A.1, and from a first glance we can already see some correspondence to the geotechnical profiles; a shallow clay and peat layer, situated at about 2-3 m depth causes the wave patterns recorded at these depths to be distorted. Due to this deviating pattern, we have to be cautious in cross-correlating these signals when determining the time lags.
The resulting shear-wave profile is given in Figure A.2, in which, for comparison, also the tip resistance of the cone $q_c$ (red line, see also the CPT output in Figure A.3) and the laboratory soil sample characterization are shown. The $C_s$ and $q_c$ profiles show similarities, but also some differences. This is most likely caused by the fundamentally different method: the large-strain, local and precise CPT versus the more small-strain (dynamic), global and averaged SCPT. The presence of the soft layer at a depth of about 20 m which is visible in the geotechnical output, Figures 2 and A.2, is less pronounced in the geophysical output. The clay layer is probably thin, stiff and confined enough to not cause any significant decrease of $C_s$ at this depth.
With the determined profile for $C_s$ and in-situ density $\rho$, we can readily calculate the shear modulus $G$. Also the Young’s modulus $E$ can be derived using an estimate of the Poisson’s ratio $\nu$ of the layers:

$$C_s = \sqrt{\frac{E}{2(1+\nu)\rho}} = \sqrt{\frac{G}{\rho}}.$$  (A.1)

It is in general quite challenging to determine the magnitude of the soil’s Poisson’s ratio. In-situ permeability tests and an initial study indicating no pore-pressure build-up up to 4 Hz excitation [43], suggest that the soil profile has a large drainage capacity. We therefore estimate a relatively low Poisson’s ratio for this saturated soil: $\nu = 0.25$ in case of a sand layer, $\nu = 0.40$ in case of a clay layer, and $\nu = 0.43$ in case of a peat layer. Nonetheless, we have previously shown that the Poisson’s ratio - if chosen well below the incompressibility limit
of 0.5 - has minor influence on the pile displacement [30]. The first 1 m soil layer is assumed to behave less stiff in SSI than suggested by the $C_s$ profile in Figure A.2 (130 m/s). This crust layer is likely to be affected by the pile driving. Therefore, the Young’s modulus of this layer is assumed to have 50% of the value that is computed using Equation A.1. This is roughly equivalent to assuming 0.5 m scour, as was assumed in the design of the pile. Figure 3 shows the estimated Poisson’s profile and computed Young’s modulus for location W27. Note that due to averaging over the layers, the Poisson’s ratio can deviate with respect to the assumed values per type of soil.
Figure A.3: CPT output (cone resistance \( q_c \), pore pressure behind cone \( u_2 \), pore pressure index \( B_q \) and Robertson soil classification) from SCPTU45 (location of turbine W27) measured in 2012. Note that the depth is given in relation to NAP, the Dutch equivalent of Mean Sea Level.
Appendix B. Data analysis - supplementary information

Figure B.1, showing an example of the steady-state (filtered) accelerometer response, is given as supplementary information to Section 4.

Figure B.1: Accelerometer responses after filtering for frequency plateau 2.68 Hz, Middle weight setup. The red circles indicate the picked peaks, of which the mean was taken over the selected cycles (red line). The signals of accelerometers 1 and 2, which were attached to the pile at 0.95 m below the shaker accelerometer (nr. 3), were combined to get the decomposed signal in the direction of the shaker excitation.

Table B.1 lists the used model parameters, which, together with the values given for the point masses, dashpot tuning coefficients \( \alpha \) and stiffness correction factors \( \gamma \) listed in Section 5, are given for the purpose of repeatability of some of the presented results in this paper.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>pile wall thickness [mm]</td>
<td>50</td>
<td>( \kappa )</td>
<td>Timoshenko shear coefficient [-]</td>
<td>0.53</td>
</tr>
<tr>
<td>( E )</td>
<td>Young’s modulus steel [N/m²]</td>
<td>( 2.10 \cdot 10^{11} )</td>
<td>( \rho )</td>
<td>mass density steel [kg/m³]</td>
<td>7850</td>
</tr>
<tr>
<td>( G )</td>
<td>shear modulus steel [N/m²]</td>
<td>( 8.08 \cdot 10^{10} )</td>
<td>( \rho_{\text{s.plug}} )</td>
<td>mass density soil plug [kg/m³]</td>
<td>1500</td>
</tr>
<tr>
<td>( D )</td>
<td>diameter [m]</td>
<td>5</td>
<td>( \eta )</td>
<td>added soil mass factor [-]</td>
<td>3.4</td>
</tr>
<tr>
<td>( L )</td>
<td>embedded length [m]</td>
<td>24</td>
<td>( M_s )</td>
<td>soil resonator mass factor [-]</td>
<td>8.6</td>
</tr>
<tr>
<td>( k_{\text{eff,pol.}} )</td>
<td>4th order polynomial values ( k_{\text{eff,pol.}} )</td>
<td>( 9.3757 \cdot 10^8, -1.0390 \cdot 10^7, 7.4008 \cdot 10^6 ) for ( k_{\text{eff,pol.}} , x=0.24 \text{ m} )</td>
<td>1.1771 \cdot 10^0, 1.3555 \cdot 10^0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table B.1: Model parameters. The top 4 and lowest 2 m of the pile have a 60 mm wall thickness for pile driving purposes.
Figures B.2, B.3 and B.4, showing examples of modelled and measured strains, are given as supplementary information to Section 5.1.1. The mismatch for the strains at higher frequencies between 10 and 15 m below mudline (shown in Figures B.3 and B.4) are apparent. This is related to an incorrect modelling of the inertia (or stiffness) at that location.

Figure B.2: Match in strains with a stiffness correction factor retrieved by optimizing for the internal transmissibility (Figure 14), for the Middle weight setup, exciting at a frequency of 2.68 Hz. The absolute values of both the acceleration- and force-controlled modelled responses are shown in terms of shear force and strain (left panel) and displacements (right panel).
Figure B.3: Match in strains with a stiffness correction factor retrieved by optimizing for the internal transmissibility (Figure 14), for the Middle weight setup, exciting at a frequency of 5.42 Hz (resonance frequency). The absolute values of both the acceleration- and force-controlled modelled responses are shown in terms of shear force and strain (left panel) and displacements (right panel).

Figure B.4: Match in strains with a stiffness correction factor retrieved by optimizing for the internal transmissibility (Figure 14), for the Middle weight setup, exciting at a frequency of 6.70 Hz. The absolute values of both the acceleration- and force-controlled modelled responses are shown in terms of shear force and strain (left panel) and displacements (right panel).
Figure B.5: Measured (continuous lines) and modeled (dotted lines) transfer functions for the strain gauges along the pile for the Light weight setup. For the modeled response, the factors on stiffness as given by the thick black line given in Figure 14 (optimization for transmissibilities: Equation 17) were applied to the effective 1D soil stiffness profile retrieved in Section 3. The dashpot coefficients were tuned for the transfer functions of the Middle weight setup (Figure 16) to a value of $c(z) = 1.56e^{-2k_{eff}(z)}$. As can be seen, the resonance peak has shifted from 5.4Hz (Middle weight setup) to 5.7Hz for this Light weight setup.
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