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1
Introduction

Even in modern times, where green energy initiatives are quickly developing and the fossil fuels are deemed
a commodity that is sure to become superfluous, still The Netherlands consumes 960,600 bbl/day (2014 est.)
of refined petroleum products [10]. This means that, at least for now, improving the effectiveness of oil ex-
traction from the earth can make a big difference.
Also, when current methods of extracting oil have extracted all the oil that can be extracted, still massive
amounts of oil remain in the ground[25]. Enhancing oil recovery techniques can help make these oil reserves
accessible.

1.1. Introduction oil extraction
In the ideal case, oil recovery would go along the following lines. First some oil is found somewhere in the
ground. The oil is typically found in sandstone or limestone layers,trapped beneath an impermeable layer.
This impermeable layer is referred to as cap rock. For this toy example the oil is trapped in a sandstone layer
that is sandwiched between two rock layers. It is impossible or very hard for the oil to move through the cap
rock layer. Now the person that wants to extract the oil from the sandstone layer, drills a hole in the ground,
which is commonly referred to as the production well, until he reaches the sandstone layer that contains
oil. When it is reached, the enormous pressure difference between the sandstone layer and the atmosphere,
forces the oil to flow up to the surface. Now the person trying the extract the oil only needs to somehow col-
lect the oil at the surface.
After a while, the pressure in the subsurface drops because some of the oil left the sandstone layer. The oil
stops flowing upwards to the surface, but there is still a lot of oil in the ground. Now the person extracting the
oil would like to access the oil that does not automatically flow to the surface. What he can do is that he drills
another hole, the pumping well, somewhere a bit further away. He drills until he finds the same sandstone
layer. Then he starts pumping water into the sandstone layer to increase the pressure difference again. This
flow of oil and water that moves through the rock is called flow in porous media and similar processes are
found in a wide variety of applications such as modelling polluted water. For oil production this is a very
simplified case of flow in porous media. In reality the subsurface contains water oil and gas. These three sub-
stances do not mix, which is why modelling them is referred to as three phase flow through porous media.
This is the basic general idea of oil extraction, but in reality it is far more complicated. For instance when
the oil still flows from the reservoir naturally the pressure difference is often so large that the oil flows much
harder then can be processed or collected. To prevent this from happening it is possible to put pressure on
the production well to reduce the pressure difference. This is only a minimal example of how complicated oil
extraction may get. The rock layers may lay very deep or the oil reservoir lies in hard to reach places, such as
under the ocean. It is easily imaginable that oil fields under the oceans give rise to a whole set of complica-
tions in the oil recovery process. To pump water into the right layers it is key to know what the layers look like
deep under the ground. This again is a complicated engineering problem. All these engineering problems
need to be solved.
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2 1. Introduction

1.2. Special core analysis
To be able to solve some of the problems involved with extracting oil from the ground, a special core analysis
experiment is performed. To determine certain characteristics of the rock a hole is drilled and a column of
rock is removed. from this meters long column a horizontal core is removed. On this core, experiments can
be done to estimate characteristics of the rock. Of interest is for instance the porosity of the rock,which is the
percentage of air in the rock. Another interesting characteristic is the permeability of the rock, which mea-
sures how easy it is for a fluid to propagate through the rock. Other interesting characteristics are the residual
oil and the connate water. The residual oil is the oil that never leaves the rock. This is oil that is stuck in pores
and cannot be removed. The connate water is similarly to the residual oil, the water that never leaves the
rock. It is unlikely to have oil that contains no water.
There are different types of experiments that can be done on such a core. This project only focusses on steady
state experiments. In these experiments an oil filled core is taken and then water is pumped through to sim-
ulate the process of oil extraction in the ground. The experiment ends when it reaches a steady state. For the
experiment used in this thesis, the inflow is kept at a constant rate. This means that the pressure is regulated
at one end of the core and is kept constant at the other end. The measured data are the pressure signal that
is necessary to keep the inflow constant, the water saturation of the core after the experiment and the pro-
duced oil. So the pressure and the produced oil are time signals and the water saturation is a spatial profile.
Alternative experiments are for instance a centrifuge experiment where fluid is forced through the core by
centrifuging the core. The main difference between these experiments is that in the steady state experiment
the maximal force is limited by the pump used to force the mixture through the core. For the centrifuge exper-
iment it is limited by how quickly the centrifuge can spin the core around. Typically much higher forces can
be achieved by a centrifuge experiment. Because of this difference, certain experiments are better to estimate
specific properties of the rock. To get a full picture of the rock, typically both experiments are done on a core
or on cores from the same reservoir.
Since flow in porous media is a highly non linear processes, it is even with sufficient data not easy to find cer-
tain parameters. Matching parameters to the data is often referred to as history matching. Doing so using an
automatised algorithm is called automatic history matching. In this thesis some automatic history matching
techniques shall be reviewed.

1.3. Researchs goals
On a large scale the permeability and the porosity together define how quickly a fluid flows through the rock.
But when there are multiple phases present in the rock they interact on a small scale. This interaction also
influences how a fluid or mixture can move through a rock. It can even make a difference which fluid was
there first. The scale at which these interactions take place is too small to model for an entire oil reservoir.
That is why the relative permeability is introduced. The relative permeability is a function of the saturation.
The saturation in this thesis is the fraction of oil or water present in the rock. The oil saturation is the fraction
of oil in the fluid mixture and the water saturation is the fraction in water in the mixture. Since for this project
only Special Core Analysis (SCAL) experiments are used only two phase flows need to be assesed. And since
there are only two phases, their saturations must add up to one. In this thesis the relative permeability is a
function of the water saturation. The relative permeability must represent all the small scale effects and must
be easily computable so it can be used on large scale models. Since it is synthetic very little is known about it.
The facts that are known are[22]:

• The relative permeabilities are functions of the saturation and are non linear

• For two phase flow the curves are defined for every water saturation larger than the connate water value
and smaller then the residual oil value

• For two phase flow the sum of the two relative permeability curves is always smaller than one

• For two phase flow the oil relative permeability curve is decreasing and the water relative permeability
curve is increasing function of the water saturation

The first objective of this thesis is to estimate the relative permeability curves. This entails investigating suit-
able parametrisations, and effective methods for solving the parameter estimation problem. This is done to
be able to answer the main questions that motivated this thesis: What does the uncertainty look like for these
estimates of the relative permeability curve and what factors influence this uncertainty.
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Also, a similar analysis will be done for the capillary pressure curve. The capillary pressure is the pressure dif-
ference between the two phases. The small scale effect of surface tensions allows for a difference in pressures
between the two phases. Even though these capillary pressures are very small in comparison to the pressure
in an oil field, neglecting to model them can give significant errors in oil production predictions. The param-
eters of the capillary pressure can again be estimated using history matching techniques and for this thesis
there is an emphasis on how the uncertainty is modelled and what is of great influence of this uncertainty.
A last research question in this thesis is what estimating a larger set of parameters does for the uncertainty of
the estimate. How do the uncertainties in the relative permeability curve and the relative permeability curves
relate, and how estimating both at the same time influences the quality of the estimate.
To answer these questions, a small model is implemented that simulates a core flooding experiment. Then
the parameters of the relative permeability curve and the capillary curve are estimated using data assimila-
tion methods.

1.4. Outline of this thesis
In chapter 2 the model that simulates a core flooding experiment is described. Also standard parametrisa-
tions of the relative permeability curve and capillary pressure curve will be described. In chapter 3 general
data assimilation techniques are described. Four different parameter estimation techniques are discussed
explicitly. This gives an overview of some common techniques that could be used for such an application. In
chapter 4 different parametrisations of the relative permeability curves are described. The parametrisations
have varying degrees of freedom. Also, some enforce the known characteristics of the relative permeability
curve more than others. The experiments that aim to define what influences uncertainties and the results of
these experiments are described in chapter 5. The concept of a Twin experiment is also explained here. Chap-
ter 6 contains the conclusion of this research project. chapter 6 also contains recommendations for further
research.





2
Model

This model describes the flow of oil and water in a steady state SCAL experiment. During the steady state
experiments an oil filled core is flushed with an oil-water mixture. At first the oil-water mixture is for in-
stance 60% oil. This mixture is pumped into the core with a constant inflow velocity. When a steady state is
achieved the saturation profile is measured. During the experiments the pressure drop and the produced oil
is measured as a time signal. Then the experiment is repeated using a different oil percentage mixture.

2.1. General Model
Newtonian flow of incompressible fluids in porous media is generally modelled using two physical relations.
The first is conservation of mass and the second is Darcy’s equation. When modelling multiple flows in porous
media each phase gives rise to a partial differential equation. For this project we have two phases, so the pde’s
for two phase flow in a porous medium in one dimension will be given.
The conservation law gives:

∂φSo

∂t
+ ∂

∂x

(
qo

)= 0, (2.1)

∂φSw

∂t
+ ∂

∂x

(
qw

)= 0. (2.2)

with So and Sw the oil and water saturation of the rock. φ is the porosity of the rock. These equations give a
relation between the Darcy velocity and the saturation.
The second set of equations comes from Darcy’s equation:

qo =−K Kr o

µo

(
∂Po

∂x

)
=−λo

(
∂Po

∂x

)
, (2.3)

qw =−K Kr w

µw

(
∂Pw

∂x

)
=−λw

(
∂Pw

∂x

)
. (2.4)

Here K is the permeability of the rock. This is a property of the rock. Kr w and Kr o are the relative perme-
abilities. These are functions of the saturations and capture the interactions of the fluids and the rock. The
relative permeability will be further explained later. The µo and µw are the viscosities of the oil and the water.
The λw and λo are called the transmissibilities of the phases.
Darcy’s equation gives a relation between the pressure gradient and the Darcy velocity. Po and Pw represent
the pressure of the oil and water. qo and qw represent the Darcy velocities of the fluids. The Darcy velocity is
simply the velocity of the fluid scaled to the porosity of the rock. So for a rock with non constant porosity but
constant pressure gradient and other parameters, the Darcy velocity is constant. This model has the assump-
tion that the flow is horizontal and gravity can be ignored.
Combining these equations gives a set of two equations that captures the flow of two phases in a porous
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6 2. Model

medium. The result is:

∂So

∂t
φ− ∂

∂x

(
K Kr o

µo

(
∂Po

∂x

))
= 0, (2.5)

∂Sw

∂t
φ− ∂

∂x

(
K Kr w

µw

(
∂Pw

∂x

))
= 0. (2.6)

The saturation is the percentage of space that is filled with that phase. This gives rise to the conditions that
So +Sw = 1. This is the first connection between the two equations. This gives rise to the following equation
as part of the model:

Sw = 1−So . (2.7)

This means that there is only one saturation left to compute. The second connection between the two equa-
tions is the capillary pressure. In practice the pressure of the water and the oil display a small difference. This
pressure difference is called the capillary pressure. This gives: Po −Pw = Pc . To make this system solvable this
function is set as a function of the saturations. More on this function will be explained later.

2.2. Numerics
Solving the system of equations described in section 2.1 can be done using many different methods. In this
case finite volumes is chosen for the discretisation. In order to solve the system it is chosen to use IMPES.
This scheme uses Implicit Pressure and Explicit Saturation. That means that the model is rewritten to two
equations, one of which called the pressure equation and is non-linearly dependent on the saturation. The
other equation is called the saturation equation and does linearly depend on the pressure. That is why one
equation can be solved implicitly and the other is solved explicitly. IMPES is in contrast to it’s fully implicit
counterpart not unconditionally stable. It is however a computationally less expensive method. To get to the
IMPES formulation the two original model equations (2.1) and (2.2) are subtracted and the capillary pressure
relation is used. This results in:

− ∂

∂x

(
λw

(
∂Po

∂x
+ ∂Pc

∂x

))
− ∂

∂x

(
λo
∂Po

∂x

)
= 0, (2.8)

λo = K Kr o

µo
, (2.9)

λw = K Kr w

µw
. (2.10)

Since after these manipulations, there is only oil pressure and capillary pressure, the oil pressure will be de-
noted as the P for pressure without a subscript. This equation can be solved implicitly when the water satu-
ration is known. This is because the relative permeability is a function that depends on the saturation alone.
Now the discretised equation becomes:

2λw,i+ 1
2

(
Pi+1 −Pi

(∆xi+1 +∆xi )∆xi

)
−2λw,i− 1

2

(
Pi −Pi−1

(∆xi +∆xi−1)∆xi

)
−2λw,i+ 1

2

(
Pc,i+1 −Pc,i

(∆xi+1 +∆xi )∆xi

)
−2λw,i− 1

2

(
Pc,i −Pc,i−1

(∆xi +∆xi−1)∆xi

)
+2λo,i+ 1

2

(
Pi+1 −Pi

(∆xi+1 +∆xi )∆xi

)
−2λo,i− 1

2

(
Pi −Pi−1

(∆xi +∆xi−1)∆xi

)
= 0 (2.11)

Note that the λo for oil and λw for water should be known on the cell interfaces. Since the relative permeabil-
ity is a function of saturation, that is only known on the cell centres these are not known on the interfaces.
To indeed get the so called transmissibility on the interfaces an upwind relation is used. This means that
λo,i+ 1

2
= λo,i . This is done because of the direction of the flow is from right to left. Which means that all

information is moving in that direction, thus the upwind relation is logical.
After the pressure is solved, the saturation can be solved for a new time using equation (2.2). This equation
gives rise to the following discretiziation:

2λo,i+ 1
2

(
Pi+1 −Pi

(∆xi+1 +∆xi )∆xi

)
−2λo,i− 1

2

(
Pi −Pi−1

(∆xi +∆xi−1)∆xi

)
= φ

∆t

(
S t+∆t

w,i −S t
w,i

)
. (2.12)
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Since the pressure was just calculated this can be solved explicitly. Note that the transmissibility term con-
tains a relative permeability, which is a function of the saturation. The saturation at the previous time step is
used here.
The stability of the IMPES method is determined by the largest eigenvalue of the pressure equation. In a sim-
plification of this model called Buckley Leverett the speed of the shock is the same as the largest eigenvalue.
The result of a system with eigenvalues that are too large is oscillations in the solution. The CFL limit is a limit
that depends on the ratio between δx and δt and is required for stability of the system. Since the value of the
largest eigenvalue is determined by a complex interaction of different parameters[11] the exact CFL limit is
not easy to compute for this problem. Determining what values should be chosen for δt is hard and to do this
automatically more complicated numerical methods should be used. Because the numerical aspects of this
model are not the focus for this project, simply a sufficiently small time step has been used. This has been
tested by trying some different values for δt .
To work with this model in data assimilation some formal notation is necessary. In data assimilation it is
common to speak of the state of the model, defined as:

ψt =
Pt

St

Ot

 . (2.13)

Note that Pt and St are vectors, the size of the spatial grid. Ot is a one dimensional vector and represents the
amount of produced oil up to that time.
Solving equation (2.11) and then (2.12) propagates the state of the model one time step. This dynamical
model is denoted as

ψt+δt = f (ψt ). (2.14)

2.2.1. Boundary conditions
There are different ways to treat the boundary conditions for the system described here. For the pressure
equation there is a necessity of a pressure boundary condition or inflow boundary condition on each side of
the system. Also, at the inflow side of the core the saturation must be known. For each boundary a choice has
to be made. The pressure can be prescribed outside the domain on each side directly, which gives a Dirichlet
boundary condition.The other option is that the inflow speed is be prescribed. This results in a Neumann
boundary condition on the pressure.
Prescribing the inflow speed in the model is the same as setting the total Darcy velocity to a constant. This
results in

q = qo +qw = c, (2.15)

−K Kr o

µo

∂Po

∂x
+ −K Kr w

µw

∂Pw

∂x
= c, (2.16)

∂Po

∂x

(−K Kr o

µw
+ −K Kr w

µw

)
+ ∂Pc

∂x

−K Kr w

µw
= c. (2.17)

For prescribing a constant inflow at the left boundary the discretisation for the first cell becomes:

Po,1 −Po,0

∆x
=

(
−λw, 1

2

Pc,1 −Pc,0

∆x
+ c

)
1

λo, 1
2
+λw, 1

2

. (2.18)

Prescribing the pressure at the left side of the domain results in the simple relation:

Po = Pr (2.19)

For some chosen pressure Pr . The SCAL experiment that is modelled in this thesis prescribes the inflow at
one side and keeps the pressure constant at the other side of the core.
The chosen upwind method of retrieving a transmissibility on the interfaces implies a boundary condition
on the inflow boundary of the domain. For the SCAL experiment modelled here the inflow boundary will be
on the left side of the core. The saturation on the left boundary of the domain must therefore be prescribed.
Physically this implies that the saturation of the pumping well is prescribed.
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the

Figure 2.1: Relative permeability for connate water 0.1 residual oil 0.1 and so called Corey parameter λ= 2

2.3. Relative permeability and capillary pressure
As described before, if the relative permeability curves are a function of the saturation this model is solvable.
A physical characteristic of the reservoir porous rock is the pressure of connate water. The connate water is
the percentage of water that is always present in the rock. Before the extraction of oil begins, there is already
some water present. On the other side, a rock will typically have residual oil after the extraction of oil. The
residual oil is the oil that is trapped in the pores such that it can never leave the rock and denoted as Sor in
this model. These two characteristics are defining factors for the relative permeability curves. A very common
way of defining the relative permeability curves is the Brooks-Corey [6] model. This model is given as:

kr o(So) =
(

So −Sor

1−Sor

)2

(2.20)

kr w (So) =
(

1−So

1−Sor

)2 (
1−

(
So −Sor

1−Sor

)4)
(2.21)

Here the capillary pressure is modeled as a function of the saturation only. This assumption enables us to
solve the system with IMPES. The parametrisation used here is:

Pc (So) =
(

1−Sor

So −Sor

) 1
3

(2.22)

2.4. Buckley-Leverett
A very common simplification of the model is presented in the 1942 paper by Buckley and Leverett[7]. Here
the equations (2.2) and (2.1) are rewritten such that they no longer depend on the pressure. The derivation
starts with proposing general velocity q = qw +qo . Note that this velocity q is independent of place. Next the
fractional flow function is defined as f = qw

q . Now under the assumption that there is no capillary pressure,
the system can be rewritten into

∂Sw

∂t

φ

q
+ ∂ f

∂x
= 0, (2.23)

f = kr w

kr w + µo
µw

kr o
. (2.24)

The fractional flow form is used in most literature because the capillary pressure is often very small in com-
parison to the oil and water pressure. The Buckley-Leverett form is also cheaper to compute since no pres-
sures are needed. Another upside of the Buckley-Leverett form is that this equation has an analytical solution,
which is useful to verify the numerical solution with.
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Figure 2.2: The saturation plotted against
∂ f
∂S (S)

2.4.1. Analytical solution Buckley-Leverett
Now a derivation of the analytical solution will be given. As explained before, Sw depends on x and t , which
means that in this system it is true that:

dSw = ∂Sw

∂t
d t + ∂Sw

∂x
d x (2.25)

Since the aim is to find the characteristic of the saturation front the equation becomes

0 = ∂Sw

∂t
d t + ∂Sw

∂x
d x (2.26)

this gives rise to the following equation

d x

d t
= q

φ

d f

dSw
. (2.27)

This equation can be solved analytically by integrating over time which gives

x = qt

φ

d f

dSw
, (2.28)

for the water front. Because of this, the solution is called the frontal advance equation. There is no reference
to the left and right pressure on the domain any more. This is replaced now by q which is the same on the
whole domain at any time.
Plotting the water saturation against the place gives figure 2.2. Note that this does not give a good reflection
of the physical situation. There are two different saturations for each place. This is due to the discontinuous
nature of the solution.

In order to come up with a unique solution that complies with everything deduced before, the fractional
flow function gives additional information. This will be done under the assumption that q is constant over
time too. This is not a necessary demand for the formulation mentioned in the paper by Buckley-Leverett [7]
but makes the analytical solution a bit simpler.
Up to the shock, the solution follows the derivative of the fractional flow function set out to x up to the shock.
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Figure 2.3: Fractional flow curve

Passed the shock, the solution equals zero. Now the only thing necessary is the speed of the shock. The
speed of the shock can be derived using the fractional flow function and its convex hull as seen in figure (2.3).
Where the convex hull of the fractional flow function hits the fractional flow function, is where the fractional
flow function is equal to its derivative. The fractional flow function of the saturation for which this is true

is the shock speed. So for shock speed f (s∗) it is true that f (s∗) = f (s0)− f (s∗)
s0−s∗ . The value of s∗ must now be

numerically determined. When the value of S∗ is known, the solution is known on the entire domain, see
figure (2.4). In this figure a simpler relative permeability curve is used. This curve is given as:

Kr w (Sw ) = S2
w (2.29)

Kr o(Sw ) = (1−Sw )2 (2.30)

Also, to simplify there is no connate water or residual oil in the system. Note many aspects of this solution
depend on choices made in the parameters, relative permeability curves and the capillary pressure curve.

2.5. Comparison model and analytical solution
A method of assessing the quality of the model is to compare it to the analytical Buckley-Leverett model.
In order to do this the boundary condition of the model must have a given flow rate as the inflow boundary
condition. This is because the analytical solution allows q to be prescribed and the inflow boundary condition
allows for this too. In order to asses the quality of the numeric solution the distance between the analytical
saturation profile and the numerically found saturation profile at a certain time T .
The error is calculated as follows for N grid points:

E(N ) =Σi
|S′(xi )−S(xi )|

N
(2.31)

Where S′ is the numerically calculated saturation, S is the exact saturation and E is the error.
Note that the exact saturations came from equation (2.28), which was not lineair in S. In order to compute

values for S, 0 = qt
φ

d f
dSw

− x was computed numerically for each grid on which the error is calculated. This
numerical approximation may have a small influence on the errors depicted in figure 2.5.



2.5. Comparison model and analytical solution 11

Figure 2.4: Typical Buckley Leverett saturation profile

Figure 2.5: Model error
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Figure 2.6: Saturation for different grids



3
Data Assimilation

Data assimilation is the study of combining actual measured data with model results. In every model there
are errors. Everything from model errors to incorrect initial values can cause the model to stray from the
reality it is trying to mimic. To improve these model results or to retrieve better parameter estimates, mea-
surements of reality can be used. The general idea is that a model on its own can easily miss certain physical
realities due to errors in parameters or simplifications of physical forces. Measured data without the under-
lying forces or processes on the other hand are poor means to predict the future. In general data assimilation
in oil reservoir engineering is called automatic history matching. This is because the goal is to find the model
and parameters that will match historical production data of reservoirs. When this is done with a computer,
it is referred to as automatic.
There are various approaches to data assimilation and all methods have their strengths and weaknesses. Fac-
tors that often determine which method is suitable are the number of unknowns that are need to be estimated
and whether or not the errors are near normally distributed. Some methods require far greater assumptions
than others, which is of course something to take into account when selecting a particular method. Some
methods allow for a continuous data assimilation cycle so data can be used to update the solution in real
time. Others just allow all data to be assimilated at once. First some general notes on data assimilation will be
made in section 3.0.1. The remaining part of the chapter is devoted to some different methods that are often
used for data assimilation will be explained.

3.0.1. General notations in data assimilation
Data assimilation has some standard formulations and ideas that are good to know before looking at specific
data assimilation methods. In general the goal of data assimilation is to improve the estimate of the state and
or of a set of parameters. As mentioned in equation (2.13) and (2.14), the true stateψt , is a vector that contains
all the model variables at time t . For the model used in this thesis that means it contains the pressure on all
points of the domain, the saturations in all points of the domain and the amount of produced oil at time t . So
as mentioned before,

ψt =
Pt

St

Ot

 , (3.1)

ψt+δt = fθ(ψt )+εθ . (3.2)

Where f propagates the model one time step under assumption of a set of parameters θ. When the param-
eters are considered uncertain, the dynamical model will make an error, which equals εθ. Propagating the
model one time step means solving the pressure equation once and solving the saturation equation once.
Note that indeed not all the entire state is measurable in a SCAL experiment. The saturation profile for in-
stance is typically only measured at the end of the experiment.
Parameter estimation is hard for non-linear problems. For any set of parameters θ, or in the case of this
model, a set of relative permeability curves, the corresponding states ψt (θ) can be computed for all times
t . So this is the state for a certain relative permeability curve. Usually this curve is defined by a hand full of
parameters, which are stored in vector θ. This state can then be compared to the data. However, since it is

13
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impossible to reverse the process of going from parameter to state , finding a good fit for the parameters is
an inverse modelling problem. This is why complicated data assimilation techniques are necessary, which
require more accurate error modelling.
To improve the state estimate, data is used. The data is generally notated as dt for time t . The dimensionality
of the data is generally not the same as the state. This is because in real life situations, usually, not every point
can be measured. The matrix Ht is then usually used to denote the mapping that maps the data grid to the
state grid.
Then different types of errors can be distinguished for these types of problems. The first type is the measure-
ment errors, denoted as a vector ε. So the aim is to retrieve ψt , the true state. But due to measurement errors
it is only possible to observe

Htψt +εt = dt . (3.3)

Note that if the available data is not constant over time, the matrix Ht depends on the time. In this project,
pressure and produced oil are available at all times, but the saturation profile is only available at the end of
the experiment. In many applications these measurement errors are assumed independent from each other.
This a necessary assumption for some data assimilation methods.
The second type of error is the model error. This is the error that is made because the model is an imper-
fect representation of the SCAL experiment. Because the goal of this thesis is not verifying this model, but
to investigate methods that quantify uncertainty, the model error is presumed zero. As mentioned before
the vector of model parameters is denoted as θ. The current estimate of this parameter is, because it is an
estimate, imperfect. Thus it has a certain error. In some data assimilation methods the errors are assumed
Gaussian. When this is the case the errors are defined in a covariance matrix. The covariance matrix of the
state is denoted as Cψ. The covariance matrices of the data and the parameter are Cd and Cθ.
As mentioned before, when a give sate ψθ is given it is not possible to retrieve by inverting the model. What
is possible in many cases is to determine that one state ψθ is a better fit than ψθ′ . Being able to see this dif-
ference allows search the state for the optimal set of parameters. The methods given in this section search for
this set of parameters θ cleverly.

3.1. Deterministic calibration
One group of methods that is often used for parameter estimation is deterministic calibration. These meth-
ods in general have some kind of error criterion that gives a measure for the difference between the measured
data and the model outcome. When having some kind of method to measure the data, an algorithm can iter-
atively reduce that distance until an optimal parameter value is found.

3.1.1. Object functions
The goal of the object function is that it measures the error of the proposed solution. When the current
proposed model comes as close as possible to the true model the function should have a minimum. Not
actually reaching zero has two causes. First the model error,when the chosen parametrisation is unable to
take the exact form of the true relative permeability curve. This prohibits the state ψθ from being exactly the
same as the true model state.
Secondly the data itself prohibits the object function from reaching zero. The data is assumed to have some
measurement errors. So even when the true parameters are found exactly, the state of the model will still not
be the same as the measured state. It is the difference between, observingψ+ε and wanting to retrieve θ that
corresponds with the true state ψ.
The data that is measured in this project is the amount of produced oil, the saturation profile at the end of the
steady state experiment and the pressure drop. These data types all have a different order of magnitude and
differently sized errors. This makes the construction of an object function more complicated. The general
form of the object function for this project with three data types is:

J (θ) =
NT∑
i=1

(
(Pθ,i −Pi )2

αP

)
+

Nx∑
i=1

(
(Sθ,i −Si )2

αS

)
+

NT∑
i=1

(
(Oθ,i −Oi )2

αO

)
The P represents the measured pressure at the inflow boundary of the domain. The S represents the satu-

ration measured at the end of the experiment and the O represents the produced oil. NT is the total amount of
time grid points and Nx is the amount of spacial grid points. The α terms are used to assign different weights
to the different data types. These weights should correspond to the known uncertainties of the different data
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types. If the measurements of a certain type are very precise, that data should be more trusted. The θ is the
set of parameters. The variables with the sub script θ give the values of the simulation with that θ. The ones
without a θ sub script are the measured values.
Further known information on the parameters can be added to the object function in the form of a regular-
isation term. The regularisation term can penalize behaviour which is known to be unexpected and enforce
information that is known but not easily extractable from the measurements. Different options of regularisa-
tion for the oil related permeability are:

∑
i

(
max(0,θi −θi+1)

αr

)
(3.4)

and ∑
i

( |θi −θi+1|
αr

)
(3.5)

Here equation (3.4) penalizes a non decreasing relative permeability for the oil. Equation (3.5) penalizes great
fluctuations in the relative permeability. Note that it is important to give the correct weights to the different
data types. Putting too much weight on decreasing the fluctuations will drown out the measured data and
will result in a constant relative permeability.
How the parametrisation of the relative permeability reacts to the regularisation terms can give information
on the quality of the measured data. Because there are multiple types of measured data that have different
added values, the balance between the regularisation and the measurements may not be constant in a single
simulation. The saturation measurements, for instance, only give information on a very specific part of the
domain of the relative permeability curve. So there there will be less information from measurements avail-
able outside that part of the domain. This may cause the regularisation term to overtake the solution on a
part of the domain. Now that there is a sound criterion to measure the error of the of the model for a given
parameter, an algorithm that will find the minimal error is introduced.

3.1.2. Newton algorithm
Newtonian optimisation is an effective steepest descent method for problems such as the one presented here.
The steepest descent method generally looks like:

xn+1 = xn −∇J (xn). (3.6)

for ∇J the derivative of the object function and xn the current estimate of the parameter. So the goal of the
optimisation is generally to find the minimum of the object function. The object function here is the distance
between the true data of the twin experiment and the current data that is based of the current model param-
eters.
This method is very easy to implement but it may take a long time to converge. When the number or pa-
rameters increases, calculating the Jacobian becomes computationally more expensive. However, relative
good convergence makes the method a relatively cheap parameter estimation method. A problem with this
method is that it can converge to local optima of the object function is non-convex. So even when a solution
is found, in many cases there is no way to know for sure that it is optimal. The process starts with an initial
guess for the parameter. Furthermore it is hard to know what a reasonable guess is for the initial parameter.
An improvement to a simple steepest descent is Newton iteration. Where a general steepest descent method
simply steps in the direction of the gradient for some stepsize, Newton iteration adapts the step size to the
curvature of the object function. The Newton iteration is defined as [27]:

H(xn)(xn+1 −xn) =−∇J (xn).

Where H(xn) is the Hessian matrix and contains all the second derivatives of the object function. Newton
iteration converges at a quadratic rate and since steepest descent is only known to converge linearly Newton
iterations make for a faster method. The down side of Newton iteration is that it is more sensitive to a bad
starting point and one should pay extra attention to a good starting point.
One of the downsides of the Newton method is that it requires the Hessian matrix to be calculated. This is
numerically expensive.
The Quasi-Newton method is an adaptation of the Newton method and calculates the Hessian indirectly
using the object function and the gradient to retrieve information about the curvature of the object function.
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Matlab has a standard implementation of a Quasi-Newton method [2]. The quasi-Newton method builds up
the problem to:

minx
1

2
xT H x + cT x +b (3.7)

which is then optimal when ∇J (x∗) = H x∗+ c = 0. So the optimal solution must be −H−1c.
Quasi-Newton methods update the Hessian sequentiality. There are many different methods for updating
the Hessian but BFGS is a very common choice and works well as a general purpose method. BFGS, named
after Broyden,Fletcher,Goldfarb and Shanno [23],[17], updates the Hessian in the following manner:

Hk+1 = Hk +
qk qT

k

qT
k sk

− Hk sk sT
k H T

k

s t
k Hk Sk

, (3.8)

where

sk = xk+1 −xk , (3.9)

qk =∇J (xk+1)−∇J (xk ). (3.10)

After the determination of the search direction d =−H−1∇J (xk ), a line search is done.
The general idea of a line search is that given the direction of the search, an optimal step size is given by
simply searching along the give direction. The line search in the Matlab Quasi-Newton algorithm works by
dividing a suitable interval in sub intervals and then estimating the minimum of the object function using
polynomial interpolation. The eventually chosen step size must fullfill the Wolfe conditions[26]. The Wolfe
conditions are give as follows:

J (xk +αdk ) ≤ J (xk )+ c1α∇J (xk )dk (3.11)

∇J (xk +αdk )dk ≥ c2∇J (xk )dk (3.12)

for some constant c1 ∈ (0,1)and c2 ∈ (c1,1). The first Wolfe condition given in equation (3.11) demands that
the stepsize gives sufficient decrease. The second Wolfe condition given in equation (3.12) rules out very
small steps that do not make use of the high curvature. The Wolfe conditions together ensure that the chosen
step size is a high quality estimate of the true optimal step size.
A Newton or quasi-Newton method requires a stopping criterion. In the Matlab optimisation toolbox several
different criterion can be set. The maximal amount of iterations can be set for instance. Also a minimum
value for the step size and for instance a minimum value for the gain of the objective function can be set.

Algorithm 1 Deterministic calibration

1: θ← θ0

2: while stop = 0 do
3: Run model to evaluate state ψθ

4: Evaluate J
5: Evaluate ∇J and H to obtain d
6: Execute line search to evaluate α
7: θ = θ+αd
8: if Stopping criteria are met then
9: stop = 1

10: From Hessian H create confidence intervals

Confidence intervals
The deterministic calibration optimisation methods do not give immediate confidence bounds. The method
does give an estimate of the Hessian or the actual Hessian. Under assumption of a Gaussian error distribution
the Hessian of the objective function and the covariance matrix of the errors are related[28]. This relation will
now be derived.
For a random normal vector θ with mean θ∗ and covariance Σθ the probability density function is:

p(θ) = (2π)−
Nθ

2 |Σθ|−
1
2 exp(−1

2
(θ−θ∗)′|Σ|−1

θ (θ−θ∗)). (3.13)
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Now because the parameter errors are assumed Gaussian the maximum of the probability density equals
the maximum likelihood estimate. Because taking the natural logarithm of an object function keeps intact
the desired properties,but allows for computational convenience it is common practice to do so. The object
function can now be defined as:

J (θ) ≡− ln(p(θ)) = Nθ

2
ln(2π)+ 1

2
ln |Σθ|+

1

2
(θ−θ∗)′Σ−1

θ (θ−θ∗). (3.14)

The (i , i ′)th entry of the Hessian matrix is defined as ∂J (θ)2

∂θi ∂θ
′
i
. These relations then result in:

∂J (θ)2

∂θi∂θ
′
i

=Σ−1
θ,i ,i ′ (3.15)

So the Hessian matrix is equivalent to the inverse of the covariance matrix under the assumption that the
underlying random vector is normal.
In the experiments described here this result means that it is possible to retrieve a confidence interval as
long as the optimisation gives a Hessian matrix such as the Newton method, but this confidence interval is
only accurate under the assumption that the error is a Gaussian vector. Another issue is that the Hessian
returned by the optimisation routine is not always the true Hessian. For Quasi-Newton it is a local numerical
approximation of the real Hessian matrix.

3.2. Bayesian theory in data assimilation
When combining model states and real time measurements Bayesian theory turns out to be usefull. Many
different methods for data assimilation such as the Ensemble Kalman Filter, the particle filter and the MCMC
are based on this theory. In general Bayes formula is given as follows [8]:

Bayes rule. Consider two random variables X and Y with conditional probability density function p(x|y). It
is true that:

p(x|y) = p(y |x)p(x)

p(y)
, for p(y) 6= 0. (3.16)

Generally the y is in data assimilation represented with d for the data and x is represented with ψ for the
state. In many applications the state is the direct result of some chosen set of parameters called θ. This means
that the conditional relation between the data and the parameters equals the conditional relation between
the data and the state.
So Bayes rule gives information on the relation of two dependent variables. In many data assimilation meth-
ods the aim is to combine information measurements and model states to form one better solution. The
general relation to this formula is that due to measurement errors, the measurements are actually realisa-
tions of a random variable. Better yet, since the measurements depend on the true state its corresponding
density can be modelled with a conditional density p(d |θ) where d is the data of the measurements and θ

represents the parameters. When the aim of the data assimilation is to estimate parameter values, the goal is
to find p(θ|d). This is usually done by sampling cleverly from some easy to compute distribution, such that
the eventual sample approximates a real sample from p(θ|d). In the context of Bayes formula three different
methods that are commonly used in data assimilation will be assessed. The Kalman filter (KF) and the Parti-
cle filter (PF) are based on sequentially updating. The Markov Chain Monte Carlo (MCMC) method does this
by only accepting certain realisations of a prior to a sample.

3.2.1. Ensemble Kalman Filter
One of the methods that uses the Bayes rule is the Kalman Filter (KF) and all its variations[15],[16]. A general
motivation of the method is described in this section. The KF is a method that propagates the model for a
certain time step,

ψt =
Pt

St

Ot

 , (3.17)

ψt+δt = fθ(ψt )+εθ. (3.18)

and is then able to integrate measurements when they become available. It uses estimated uncertainty of the
model state and the measurements to determine the optimal linear estimate of the model state ψt (θ) under
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condition of the measurements and the assumption that the model errors are Gaussian and the covariance
matrix is known. It is a method that is very commonly used in large data assimilation problems. That is why
a motivation of the KF will now be shown.
Consider θ a set of parameters of a dynamical system

dt = Htψt +εd (3.19)

. Here Ht is some linear transformation that converts the full state to the measurable part of the model. So
the measurements are certain parameters of the model plus a Gaussian random variable εd with mean zero
and covariance matrix Cd . A standard object function under assumption of Gaussian errors can be defined
as:

J (θ,ψ) =
∫

D
(θ−θ f )T C−1

θ (θ−θ f )dΘ+ (d −HG(θ))T C−1
d (d −HG(θ)). (3.20)

Note that this object function is build to minimise the distance between the true data and the model gener-
ated data, the distance between the initial guess parameter and the current model parameter and the model
error. The Bayesian formulations allow for finding the variance minimising solution. After all, in real life the
answer matters only as much as the available information on how good the answer is.
The strong relation between a classical object function formulation and the Bayesian formulation will now
be shown. Assume Gaussian parameter errors with known covariance matrix Cθ . Defining a pdf f (θ) for the
parameters, a pdf f (ψ|θ) for the model and assuming the f (d |θ,ψ) = f (d |ψ) , which means that the measure-
ments are to be assumed independent of the parameters. This gives:

p(d |ψ) ∝ e−
1
2 (d−HG(θ))T C−1

d (d−HG(θ)), (3.21)

p(θ) ∝ e−
1
2

∫
D (θ−θ f )T C−1

θ
(θ−θ f )dx (3.22)

Now Bayes rule gives:
f (θ|d) ∝ f (d |θ) f (θ). (3.23)

All the assumptions on Gaussian errors with mean zero give in combination with relation (3.23):

f (θ,ψ|d) ∝ e J (θ,ψ). (3.24)

With this derivation it is shown that under all those assumptions on Gaussianity the traditional optimisations
and the Bayesian perspective are heavily related. This interesting fact on its own however does not yet give
better methods of finding f (θ,ψ) or f (θ)). Especially not because of the assumed model errors. In the classi-
cal optimisation perspective the model errors are left out of consideration. In this new situation the method
will try to reduce model errors as well as parameter errors. This makes the optimisation much harder. As-
suming that the model is perfect and has no errors already simplifies the problem somewhat. Since all the
errors are zero under that assumption the covariance matrix of the model errors Cq is zero and the objective
function becomes:

J (θ,ψ) =
∫

D
(θ−θ f )T C−1

θ (θ−θ f )dx + (d −Hψ)T C−1
d (d −Hψ). (3.25)

With this assumption the optimal iterative relation has been proben to be [4],[5]:[
ψa

i
θa

i

]
=

[
ψb

i
θb

i

]
+

[
Cψ Cθ,ψ

Cθ,ψ Cθ

]
H T

(
H

[
Cψ Cθ,ψ

Cθ,ψ Cθ

]
H T +Cθ

)−1 (
d −H

[
ψb

i
θb

i

])
. (3.26)

To be more precise, the relation give in equation(3.26) minimizes the uncertainty by combining the data and
the model state optimally. Note that in order to do this, the uncertainty of the model and of the measurements
need to be known. When the data is self simulated such as the case for the twin experiment, the covariance
matrix can be calculated as long as the model is linear. For non linear systems such the one in this thesis, the
method needs an extension called the Ensemble Kalman Filter(EnKF).
All Ensemble methods make use of an ensemble of realisations and use these so called ensemble members
to store the information on uncertainty of the system. The EnKF set up would start with creating a collection
of N parameters θi that are realisations of the prior distribution of the parameters. For each of the N θ’s
the model is run, which gives N different realisations ψi . Now the general recursive relation that gives the
variance minimising solution for the parameter has been shown to be [4],[5]:
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Where the covariance matrices can be numerically constructed from the ensembles themselves [14]. The
recurrence relation (3.26) gives a new set of values for θi and the whole process of propagating the model to
get values for ψi on the next time and estimating the new covariance matrices can start again.
The linearity of the recurrence relation given in equation (3.26) makes the EnKF cheap to compute. This is
why Ensemble Kalman methods are often used in problems with very large amounts of parameters. Since
the method ends up with an Ensemble of parameters, the confidence intervals require very little extra work.
The Ensemble should already have the correct distribution so all the knowledge necessary to quantify the
uncertainty is directly available. The downside of the method is of course that all errors must be presumed
Gaussian.

Algorithm 2 Ensemble Kalman Filter

1: Initiate Ensemble members θi ← relisation of chosen random variable
2: Construct Cd from known data errors
3: Construct Cθ form prior distribution of θ
4: Initialize model for each ensemble member
5: for #data do
6: ConstructCθ,d from ensemble memebers
7: for # ensemble member do

8:

[
ψa

i
θa

i

]
=

[
ψb

i
θb

i

]
+

[
Cψ Cθ,ψ

Cθ,ψ Cθ

]
H T

(
H

[
Cψ Cθ,ψ

Cθ,ψ Cθ

]
H T +Cθ

)−1 (
d −H

[
ψb

i
θb

i

])
9: Forward model ψa

i to next time where data is available using

ψb
t+δt = fθ(ψa

t ). (3.27)

3.2.2. Particle filter
The variance minimising characteristic of the Kalman Filter makes it a very attractive method. However,
when the density of p(θ|d) has a significant third moment, it is impossible to represent using a Gaussian dis-
tribution. Also, shapes like a bimodal probability density function would be impossible to recognise from a
Gaussian model. A solution for this problem can be found in the Particle filter method. The particle method
is a generalisation of the EnKF method and does not assume Gaussian errors. What is preserved is the se-
quential nature of the EnKF.
The basis of the method lies in the fact that the state can be modelled as a Markov chain. The data is then
modelled conditionally independent. The key of the Particle filter is the principle of importance sampling[4],
[19]. This principle will be explained here.
Assume a set of statesψ1:k at the times t1 up to tk , a set of measurements d1:k of all measurements up to time
k and a set ψi

1:k of support points with associated weights w i
k . The weights will sum to one. Then it is true

that:
p(ψ0:k |d1:k ) ≈∑

i
w i

kδ(ψ1:k −ψi
1:k ), (3.28)

for δ(·) the Dirac delta measure. The principle of importance sampling lies in finding the right values for the
weights. Assume a probability density π that is proportional to p(ψ0:k |d1:k ), where π(x) is easily evaluated
but hard to draw from. Now for a set of realisations ψi ∼ q(·), which is called the importance density , the
approximation to the density is given by weights:

w i
k ∝ p(ψi

0:k |d1:k )

q(ψi
0:k |d i

0:k )
(3.29)

Looking at the sequential situation, relation (3.29) becomes:

w i
k ∝ p(dk |ψi

k )p(ψi
k |ψi

k−1)p(ψi
0:k−1|d1:k−1)

q(ψi
k |ψi

0:k−1,d1:k )q(ψi
0:k−1|d1:k−1)

= w i
k−1

p(dk |ψi
k )p(ψi

k |ψi
k−1)

q(ψi
k |ψi

0:k−1,d1:k )
. (3.30)

Now the density function can be approximated by:

p(ψ0:k |d1:k ) ≈∑
i

w i
kδ(ψ1:k −ψi

1:k ). (3.31)
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The biggest known problem with the particle filter is the concept of degeneracy. This entails that after a few
iterations all but one particle will have negligible weight. It is proven that indeed the variance of the particles
increase over time [13]. This means that the degeneracy problem cannot be avoided. The speed at which the
variance increases can however be reduced. The concept of re-sampling can reduce the degeneration effect
by terminating particles with a very small weight and focussing on particles with a larger weight. This method
however has some drawbacks too. By resampling some particles the particles are no longer independent and
some convergence results on this method no longer hold. From a more practical point of view resampling
also introduces some limitations. No longer can the particles be treated parallel, since they are all needed
together for the resampling.
This was a general motivation of the Particle filter for state estimation. For the experiments in this thesis the
goal is to estimate parameters. So instead of p(ψ|d) the aim is to be able to sample from p(ψ,θ|d) or better
yet p(θ|d). In a Markov setting, methods usually combine the Markov Chain Monte Carlo method (MCMC),
which will be explained in more detail in section 3.2.3, with a Sequential Monte Carlo Method (SMC) such as
the Particle filter described here. One such method will be discussed now to point out some general ideas on
how to iteratively estimate p(θ|d) and some shortcomings of these methods. The method is called the Par-
ticle Marginal Metropolis-Hastings (PMMH) which samples form a distribution that approximates p(θ,ψ|d).
Just like the MCMC the algorithm proposes a new draw from parameter θ. Then determines an acceptance
probability for that proposed parameter value and does a random draw form a uniform distribution to deter-
mine whether to actually accept or not. This concept is called the Metropolis-Hastings algorithm. Back in the
context of the Particle filter. Ideally one would like use proposal density:

q(θ′,ψ′|θ,ψ) = q(θ′|θ)pθ′ (ψ
′|d), (3.32)

for some proposal q(θ′,θ) density that quantifies how to propose a new draw for the parameter. The next step
would be finding the probability for which the new proposed parameter should be accepted. This probability
would then be:

min

(
1,

pθ′ (d)p(θ′)q(θ|θ′)
pθ(d)p(θ)q(θ′|θ)

)
. (3.33)

It is however not possible to compute from pθ′ (d) and pθ(d) or to sample from pθ′ (ψ
′|d). So the ideal situation

will not work. The PMMH gives an approximation of this situation. The key of the solution lies in the fact that
the PMMH approximates pθ′ (ψ

′|d) using for instance a Particle filter.
The particle filter with its extensions is a method to sample from the distribution of p(θ,ψ|d). However, the
particle filter and the different variations such as the PMMH suffer from degeneration. So effectively sampling
requires lots of particles and a lot of resampling. This makes the method computationally demanding.

Algorithm 3 Particle filter

1: Forward model
ψt+δt = fθ(ψt ). (3.34)

to calculate ψ
2: Propose ψi ∼ q(·)
3: Compute weights w i

1

4: Normalise weights W i
1 = w i

1

Σi w i
1

5: for k =# data do
6: if There are not enough particles with significant weights then
7: Resample particles

8: Propose ψi
k ∼ q(·|ψi

1:k ,d1:k )

9: Update weights w i
k

10: Normalize weights W i
k = w i

k

Σi w i
k

3.2.3. Markov Chain Monte Carlo
The Markov Chain Monte Carlo method (MCMC) is a method to evaluate some hard to determine probability
distribution. So in this report the goal of the MCMC is to sample from p(θ|d). The Metropolis-Hastings (MH)
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Algorithm 4 Particle marginal Metropolis-Hastings

1: Choose θ0 as initial guess for the parameter
2: Run Particle filter to estimate pθ0 (ψ0:k |d0:k ) and sample ψ∼ pθ0 (·|d0:k )
3: Sample θ′ ∼ p(·|θ)
4: while stop = 0 do
5: Run Particle filter to estimate pθ′ (ψ0:k |d0:k ) and sample ψ′ ∼ pθ0 (·|d0:k )
6: With probability

min

(
1,

pθ′ (d)p(θ′)q(θ|θ′)
pθ(d)p(θ)q(θ′|θ)

)
. (3.35)

accept θ′
7: if θ′ is accepted then
8: Add θ′ to the set of draws for θ
9: Set θ = θ′ and set ψ=ψ′

10: if Stopping criteria is met then
11: Stop = 1

algorithm is a versatile MCMC method that is often used in physics [1]. The MH algorithm is, just as the
PMMH, based on selecting the correct proposed parameter values to build a set of draws for the parameter
that belong to the correct distribution. The basic mathematics behind the method will be explained.
Assume a Markov Chain Θt ,Θt+1 . . . with known probabilities for which Θt transitions to Θt+1. This Markov
Chain is not from the distribution p(θ|d). However, if the correct set of realisations of this Markov Chain is
chosen from the total Markov Chain, they could be realisations from the desired distribution. In order to
select the correct realisations of the Markov Chain, the Hastings decision ratio is necessary [12]. This is given
as:

α= min

(
1,

p(θ′|d)p(θ|θ′)
p(θ|d)p(θ′|θ)

)
(3.36)

Now the suggested Θt+1 is accepted with probability α. This is realized by drawing from a uniform distribu-
tion, and only accepted if the draw is smaller then α. There are some remarks to be made about this. First
of all, if the random variable that propagates the Markov Chain is symmetric, p(θ|θ′) = p(θ′|θ), then α =
min

(
1, p(θ′|d)

p(θ|d)

)
. Secondly, for the algorithm to work, it is necessary to be able to evaluate p(θ|d) ∝ p(d |θ)p(θ)

up to a constant factor. Now p(θ) can be evaluated when it is assumed a chosen prior. Choosing the prior
is basically free, but a good prior will speed up the MCMC methods convergence. Since in fact very little is
known about the prior, a uniform distribution is chosen. This is sometimes called an uninformative prior.
It only cuts of the probability distribution of p(θ|d) at certain values that can be motivated by assessing the
physical meaning. To evaluate the likelihood of the data,

l (θ) = 1

(2π)
N
2
√|Cd |

e−
1
2 (d−ψθ)T C−1

d (d−ψθ) (3.37)

is used. Just as before matrix Cd is the covariance matrix of the data. Since the modelled errors are measure-
ment errors, it seems reasonable to assume independence and Gaussianity. This is why the likelihood is given
as equation (3.37). Hereψθ is the model outcome for parameter θ used and d is again the measurements from
the twin experiment. N is the number of measurements. Since for the proposed parameter values and for the
old ones, the measurements are the same, the decision ratio can be written as:

α= min

(
1,e

1
2 (d−ψθ)T C−1

d (d−ψθ)− 1
2 (d−ψθ′ )T C−1

d (d−ψθ′ ) p(θ′)
p(θ)

)
, (3.38)

for p(θ) the prior.
Any Markov Chain begins in some initial state and then starts moving between the different possible states.
After a certain amount of time the chain is said to have converged to its equilibrium state. The same goes
for the Markov Chain constructed by the MH algorithm. The draws from before the algorithm has converged
can formally not be seen as realisations from the target distribution. This is sometimes called the burn in
period[12] and these draws have to be removed from the chain. It is difficult however to know when the
Markov Chain has converged. For a large set of accepted realisations the chain may seem to move around
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a stable mean, but then it still may change and start to explore another area of the distribution. Especially
for bimodal or multi modal distributions this is a known phenomenon. This means when the volume of the
distribution is not highly connected but spread out over the space in clusters. There are no comprehensive
diagnostic methods known now that can be run that will tell the user that the Markov Chain has not yet
converged. The best one can do is to simulate a very long Markov Chain.
A diagnostic method that can be used is only feasible for low dimensional parameters. The goal is to know
p(θ|d) = p(d |θ)p(θ), the problem is that p(d |θ) can only be evaluated up to a constant. So in reality it is only
possible to compute:

p(θ|d) ∝ l (θ,d)p(θ). (3.39)

The true value is given by:

p(θ|d) = l (θ,d)p(θ)∫
l (θ,d)p(θ)dθ

. (3.40)

For an one dimensional parameter the integral can be numerically evaluated. This comes in handy when
checking the performance of the method.

Algorithm 5 MCMC with Metropolis Hastings

1: Set thet a0 for some chosen initial value
2: Propogate model up to end time T for θ0

ψt+δt = fθ0 (ψt ). (3.41)

3: Construct C−1
d

4: while Stop = 0 do
5: Draw θ′ = θ ∼ N (0,σ)
6: Run model up to time T

ψt+δt = fθ′ (ψt ). (3.42)

for θ′ to obtain ψθ′
7: Accept θ′ with probability

α= min

(
1,e−

1
2 (d−ψθ)T C−1

d (d−ψθ)+ 1
2 (d−ψθ′ )T C−1

d (d−ψθ′ ) p(θ′)
p(θ)

)
8: if θ′ is accepted then
9: Add θ′ to set of realisations of θ

10: Set θ = θ′ and set ψa
θ
=ψθ′

11: if Stopping criteria is met then
12: Stop = 1

3.3. Summary
Four general types of methods to solve parameter estimation problems in data assimilation were presented in
this chapter. Whereas the deterministic calibration does not work within the Bayesian framework, the MCMC
algorithm relies solely on bayes theory. The Newton optimisation can only really give information about the
certainty of the estimate when the errors are assumed Gaussian. The same goes for the Kalman Filters. The
particle filter and the MCMC are able to find the error for any type of distribution. But two methods are
much more costly in computation time. In this project the MCMC and the deterministic calibration have
been implemented. These are the computationally easiest and a computationally harder method. These
implementations should make it possible to see whether a Gaussian assumption on the errors is reasonable.
It should also allow for a thorough investigation on the effects of differences in the quality of the data on the
found parameters.



4
Parametrisations

There is a wide variety available of different parametrisations of the relative permeability curves. The true
model makes use of the Corey parametrisations described in equation (4.1) and (4.2). These parametrisations
motivate the first parametrisation suggested in this chapter. The different parametrisations here are just a
small subset of all possible approaches. Many more can be thought of but for the purpose of investigating the
effect of parametrisations on uncertainty this subset will suffice. They vary in degrees of freedom and in how
rigorously they prescribe the known physical demands on the relative permeability curve.

4.1. Corey parameter based parameter estimation
The Corey curves used for this project:

kr o(So) =
(

So −Sor

1−Sor

) 2+3θo
θo

, (4.1)

kr w (So) =
(

1−So

1−Sor

)2
(

1−
(

So −Sor

1−Sor

) 2+θw
θw

)
, (4.2)

have parameters θo for the oil curve and θw for the water curve. Allowing this parameter λ to be free gives a
set of curves with each having one degree of freedom. Because this parametrisation is a power law in its core
it is very constrained. The parameters θw and θo are defined on R\{0} but the curves converge to a certain
limit curve when the parameters become very small or large.
Since the true parametrisation used in the model is included in the set of all parametrisations that can be
made with these Corey curves, it should be fairly easy to retrieve the curve.

4.2. Spline based parametrisation
Instead of prescribing the entire shape it is also possible to demand less of the estimated curve. This gives a
large amount of freedom for the relative permeability curve. This freedom allows the curve to exit the feasible
solution space. The demands on continuity of the second derivative and on monotonicity, that are known
to be true for the relative permeability, are not prescribed. A suitable parametrisation allows an algorithm to
search within the feasible solution space. This results in quicker convergence then a parametrisation that also
allows solutions that lie outside of this feasible solution space. In its basic form a spline will allow solutions
that do not comply with the monotonicity demands. This is something to be mindful of when using such
a parametrisation and might demand the use of a regularisation term in the object function. Two different
splines will be suggested in this chapter.

4.2.1. Linear spline
The most simple spline that is appropriate here is a linear spline. This means that there are knots at a given set
of points Si between zero saturation and saturation one. And the value of the corresponding knot Zi ,o , Zi ,w is

23
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Figure 4.1: Set of example relative permeability curves for a linear spline parametrisation

the parameter that is to be estimated. All the knots combined in one vector also referred to as vector θ and are
the parameters that the data assimilation method tries to estimate. The curve is then constructed by drawing
a line from knot Zi ,· to Zi+1,·. A typical example of such a set of curves is given in figure 4.1.

In this parametrisation there is no demand for the relative permeability to be a monotonic function of the
saturation. It is known that the relative oil permeability is zero at saturation one and that the relative water
permeability is zero at zero. At these points the parameter can be set and does not have to be optimised.
For this project the endpoint of the relative permeability curves are assumed to be known before starting
the automatic history matching. The end points are for the oil curve the value of the relative permeability
at saturation 0 and for the water relative permeability curve the value at saturation 1. This is done because
due to the connate water and the residual oil, the ends of the curves shall never be used by the model. The
saturation levels will never be that high or low. So it does not matter where the end points of the curves are
exactly, but it makes the optimisation a lot easier.
For a random normal variable vector the inverse of the Hessian matrix equals the covariance matrix. This
means that calculating the inverse of the Hessian matrix gives information on the quality of the solution. The
confidence bounds for these spline solutions for the Newton method will be derived using this relationship.
For the MCMC the confidence bounds can be derived from the sample of the parameter.

4.2.2. Smooth splines
Whereas the linear spline is easy to implement it is not continuously differentiable. Since the relative perme-
ability is assumed to be continuously differentiable a linear spline might not be suitable. Whether it is a good
parametrisation or not will be seen in chapter 5.
An alternative that is commonly chosen is cubic B-splines[9],[21]. The Basis spline is often referred to as a
B-spline. The higher order B-spline gives smooth polynomial solutions, exactly as expected for the relative
permeability.
The B-spline is formed by summing different basis functions, Bi ,k (S) that are defined on saturation intervals
[si , s j ]. This gives Kr · = ∑

i Zi Bi ,n . The Zi are called the controlling knots. The first order basis function is
defined as

Bi ,1(S) =
{

If S ∈ [si , si+1] 1
Else 0
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Then the higher order basis functions are defined as Bi ,k (S) = S−si
si+k−1−si

Bi ,k−1(S)+ si+k−S
si+k−si+1

Bi+1,k−1(S). This
means that for a B-spline of order k, there is contribution from Bi−k−1,k upto Bi ,k .
One of the things that sets B-splines apart from other splines is that the spline does not necessarily pass
through the controlling knots (si , Zi ). Instead the spline is more or less drawn in the direction of the control-
ling knots. It is possible however to ensure that the endpoints go through the end knots. This is ensured using
equations (4.3) and (4.4).

Z−1 = 2Z0 −Z1 (4.3)

Zn+1 = 2Zn −Zn−1 (4.4)

It is important that the splines go through the end knots because splines are very sensitive to overshoot. There
will be no data available at the end points because of the residual oil and connate water. A significant over-
shoot will have an effect that reaches far further then an error made by setting the endpoint slightly wrong.
The error made at the endpoint will be greater than the error made by setting the endpoint to a reasonable
value.
Although there are smooth curves, there still is an issue with these splines. The problem is non-monotonic
relative permeability curves. It is known that the relative permeability curve should be monotonic, so it is
convenient if the paramterisation does not allow for non-monotonic curves. In the current situation, the
controlling knots still move freely through the domain and nothing ensures that the basis points stay mono-
tonic. What is proven however is that when the control points are monotonic, so is the spline [20]. So ensuring
monotonic basis point is sufficient for allowing only monotonic curves.
An example of what the spline looks like is give in figure 4.3.

Modelling monotonic knots
Ensuring that the knots Zi are monotonic can be done by transforming them from parameters xi , which are
the pseudo parameters to true paramters Zi . For the oil relative permeabilities a suitable transformation is
the inverse of[21]

xi = ln

(
Zi −Zi−1

Zi+1 −Zi

)
.

For the water relative permeability the transformation is the inverse of:

xi = ln

(
Zi −Zi+1

Zi−1 −Zi

)
.

This transformation is an alternative to adding the regularisation terms to the object function. In this case
the reverse transformation means solving (4.5) for the water relative permeability.
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And and (4.6) for the oil relative permeability.
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 (4.6)

So for each relative permeability curve a system needs to be solved.
To indicate the freedom this transformation for the oil relative permeability still allows a plot of a hundred
transformed random uniform vectors is presented in figure 4.2. So to create one of the curves a vector of ten
randomly uniform distributed variables is drawn. Then this random set is transformed using the transfor-
mation mentioned above. The resulting Z vector is then drawn in figure (4.6). Note that this transformation
does not give only convex curves but still allows for quite some freedom. A curve that is presented here would
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Figure 4.2: 100 Transformed uniform random vectors indicate what possible curves this transformation gives for the oil relative perme-
ability knots.

Figure 4.3: An example set of parameters for the relative water permeability, the transformation of that set of variables and the spline
based of those transformed knots.
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be the knots of a B-spline, for a oil relative permeability with ten degrees of freedom. Note that the amount of
degrees of freedom is chosen arbitrarily for this example and equals 4 for the actual experiments. A concrete
example of the transformation is given in figure 4.3.

Now the use of the transformation will be given. The optimisation has a set of pseudo parameters xi .
Then before the model is run the pseudo parameters are transformed to the real parameters Zi . The model
is run with the Zi parameters and the model outcome determines the next step. The transformation became
part of the parametrisation and at the end of the parameter estimation the algorithm gives an estimate of the
pseudo parameters xi . Which then have to be transformed to the corresponding Zi parameters, to be able to
plot the optimal relative permeability curves. For instance the callibration method would evaluate the object
function as a function of the set parameters xi , and calculate all the gradients relative to xi . This makes it
slightly harder to translate the given uncertainty on xi to the uncertainty on the final relative permeability
curves.

Confidence intervals for transformed knots
A standard implementation of the confidence bounds is not suitable for the monotonic splines described in
section 4.2.2. This is because the transformation from the pseudo knots to the used knots is a nonlinear one.
A common method to overcome this issue is to approximate the knots using a linearisation. A standard Taylor
expansion for a nonlinear function f is:

f (z̄) = f (p̄)+∇ f (p̄)|p̄ (z̄ − p̄).

This theory then gives that it is needed to solve:
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and, 
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After solving this system the knots that correspond to the confidence bounds are the knots given by
Z +∇ f (p̄)σ, all this is true under the assumption that the parameter error is a Gaussian random variable.
Here σ is the local standard deviation deduced from the relation between the Hessian and the covariance
matrix. So it is the square root of the diagonal of the inverse of the Hessian. The linear approximation of the
transformation introduces new errors because everything is only evaluated locally. However, since the Hes-
sian was already a local numerical approximation, not much precision is lost in comparison to when it was
possible to use the exact parametrisation for the confidence bounds.





5
Experiments

The aim of this thesis project is to examine what factors influence the estimates of relative permeability curves
and capillary pressure curves with the corresponding uncertainty from core experiments. There are two dif-
ferent areas that one can work on that influence the estimates of such curves. First is of course the core
experiment itself. The amount and variety of the experiments determine with which precision the relative
permeability can be estimated. Also the measurement errors of those experiments limit the precision up
to which the curves can be estimated. Secondly the parametrisations of the curves and the actual estima-
tion method can influence the result. In order to give a good broad representation of what influences the
uncertainty and what the possibilities are, three different types of experiments will be presented. The first
experiment will concern different parametrisations of the relative permeability curve en two methods to es-
timate the corresponding parameters. The second experiment will explore estimating the capillary pressure
curve.

5.1. Twin experiment
As touched upon before, in this project parameters are retrieved using data. This is done using a twin experi-
ment. The twin experiment is a experiment that uses self generated data to test the method used for retrieving
parameters. A twin experiment generally follows the steps below:

• Generate true data using the model and the true parameters

• Add some artificial measurement noise to mimic actual field data

• Run model with some set of initial parameters

• Check difference model run and true data

Now checking the difference between the model run and the truth is done differently for the different data
assimilation methods and will be explained for each type of method. The main idea however stays the same
for all methods. The true data with added noise is always considered the truth, and using model runs with
different parameter settings allows the method to try and find the truth. The fact that the truth is actually
known because it was it was generated by the model itself gives the possibility to analyse the quality of the
method.
Now the details of the data used for this project will be given. The errors in the data are assumed measurement
errors and are assumed Gaussian i.i.d. This means identically independently distributed. So for each data
type the data is modelled as d = Hψ+ ε for ε ∼ N (0,σ). The used standard deviations for the different data
types are

σS = 0.04, (5.1)

σP = 1379.95, (5.2)

σo = 0.04. (5.3)

29
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Figure 5.1: Example of pressure drop data

Figure 5.2: Example of Saturation profile data
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Figure 5.3: Example of produced oil data

Where again the S stands for saturation, the P stands for pressure drop and the o stands for produced oil
signal.

It is interesting to see that the pressure does not drop for the low saturation values. This comes from the
non-linearity of the relative permeability curves. Together the curves dictate fluctuations in transmissibility.
This means how quickly the mixture can move trough the rock. Because the relative permeability curves are
non linear, they do not sum to a constant. This explains why for the low saturation value the pressure is
increasing, and for the higher saturation values the pressures drop over time. This can be seen in figure 5.1.
Also examples of the other data types are given in figures 5.2 and 5.3

5.2. Parametrisations
This experiment will basically set a base line for different parametrisations of the relative permeability curves
and what effect the different methods have on these parametrisations. This experiment will compare the
following parametrisations:

• A power law estimate where only the Corey parameter is estimated.

• Linear splines with regularisations.

• Transformed B-Splines

The first two will be compared under a calibration scheme and the uncertainty will be determined from the
Hessian matrix. The transformed B-splines are more suitable than the other parametrisations to also use in
an MCMC scheme. So both of the methods will be applied to the B-splines and the results will be compared.
The expectation is that the Power law estimate will be near perfect and will give a very low uncertainty. The
downside is that the parametrisation allows for very little amount of freedom and would be a poor fit if the
true relative permeability is not so close to the Corey curves. The linear splines do not give a continuously
differentiable curve and are thus unable to capture the real relative permeability. The B-Splines should come
closer to the real curve then the linear splines. The question is here what happens with the uncertainty and
how much iterations does it take both methods when there are the same amount of degrees of freedom for
the optimisation.
All the different parametrisations were tested on the same physical experiment. At time zero the core was
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filled with a 0.85 oil saturation mixture. First a 0.8 oil saturation mixture was pumped through the core until
the steady state was reached. This experiment was repeated with respectively 0.7, 0.6, 0.5, 0.4, 0.3 and 0.2 oil
saturation. This gives seven saturation profiles, seven pressure drop signals and seven oil production signals.
Because of the complex nature of the model, the required time to reach the steady state varies. When the
model is run during the optimisation, the same number of time steps is used as was used in the data genera-
tion process.

5.2.1. Power law estimate
The initial value for this experiment for the parameter λ equals [2,2]. Using the Newton method the estimate
forλ is [2.0051,2.0032]. The result of this optimisation is shown in figure 5.4. The hessian matrix for this result
equals:

H = 104 ∗
∣∣∣∣ 0.4872 −1.3904
−1.3904 1.5487

∣∣∣∣ .

Then σ equals [−0.0209,−0.0165]. This is of course not true since, standard deviations are defined posi-
tive. So what went wrong? The answer lies with a non positive definite hessian matrix. A continuous, twice
differentiable function of several variables is convex on a convex set if and only if its Hessian matrix is posi-
tive semidefinite. The standard deviation is derived from the hessian under assumption of Gaussian errors,
which would give a convex object function. Even when the errors are not exactly Gaussian it is not an odd
assumption that the object function is convex near the minimum. After all, in any direction the object func-
tion should be increasing or at least non decreasing. However, when there is a strong dependence in the
variables or a variable that has little effect on the model outcome, the object function is not necessarily so
well behaved. The object function for the power law estimate is given in figure 5.5. Note that there seems to
be a direction where the object function is near constant. So the derived sigma’s are not a correct estimate
of the uncertainty, because of to strong a dependence in the parameters. The eigenvalues and eigenvectors
reflect this result. The eigenvalues of the hessian are 104 ∗−0.1252 and 104 ∗1.1476 and their corresponding
eigenvectors are: [−0.7702

−0.6378

]
,

[−0.6378
0.7702

]
The eigenvector belonging to the negative eigenvalue is in the direction where there is very little change of the
object function [24] [3]. Even though this phenomena is able to distort the ability to estimate the uncertainty
from the hessian, it is not expected to cause a highly negative eigenvalue. When the object function is flat it
is expected that the eigenvalue is near zero in that direction. To find the cause for this it is necessary to dig
a little deeper. For this simple case the true parameters were known. So it is possible to also compute the
hessian at the exact optimum. This hessian equals:

H =
[

0.6118 6.5896
−0.7738 20.5858

]
, (5.4)

and the diagonal of the inverse equals: (1.1635,0.0346). So at the exact minimum the hessian does look nice
and qualifies as a means to measure the uncertainty. It is interesting to see is what the found optimal value
gives for model results. In figure 5.6 the pressure measurements are given. Because of measurement errors
the measured pressure values look noisy. The pressure signal that come from the found optimal parameters
is also given. Notice that the line goes straight through the measurements without over fitting. Again this
result is not surprising, the parametrisation does not allow for reaching each data point. Figure 5.7 gives the
saturations of the steady state experiment. Again the result of the model with the estimated parameters is
given. This line fits the data well, as expected. In figure 5.8 gives the produced oil for the experiment.

5.2.2. Linear splines
The linear spline is not automatically monotonic and thus it is interesting to see if the regularisation terms
in the objective function are necessary. Since the linear splines cannot form a continuously differentiable
function such as the Corey curve, the resulting relative permeability curves cannot be the exact Corey curves.
So even if the measurement errors would be zero and if the method would be able to retrieve the perfect
answer, there will still be a modelling error due to the parametrisation. For this experiment there where 8
degrees of freedom. 4 for the oil relative permeability and 4 for the water relative permeability. These are
the knots of the linear spline and are situated at saturations 0.2,0.4,0.6,0.8. The resulting curves are given in
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Figure 5.4: Result power law parametrisation

Figure 5.5: Object function for power law estimation
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Figure 5.6: Result power law parametrisation for pressure drop

Figure 5.7: Result power law parametrisation for saturation profile
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Figure 5.8: Result power law parametrisation for produced oil

figure 5.9. Note that even though the curve has the wrong shape, it is not far from the truth. However, just
looking at the curves itself can be very deceiving. The actual place where the quality of the curve is visible
would be the model outcome in combination with the measured data.

The pressure signals, the saturation profiles and the produced oil model outcome are given in figures
5.10a,5.10b and 5.10c for some of the saturations. Besides the model outcome, the used measured data is
also given. Note that the relative permeability curve image suggested a somewhat reasonable fit but the
model outcome and data have some large differences. Especially the pressure curve shows signals that the
relative permeability is not a very good fit. The modelled saturation also lies right at the edge of the cloud
of measured points. Note that for the power law estimate, the method was able to retrieve the parameter
that allowed the model to go straight through the data cloud. This is all the result of an error made in the
parametrisations.

For this experiment with no regularisation the resulting parameters where for the oil curve

(0.6485,0.2518,0.0846,−0.0010)

and for the water curve

(0.0005,0.0232,0.1355,0.4254).

These are the values located at saturations 0.2,0.4,0.6,0.8. The resulting hessian equals:

H = 109 ∗



0.0003 0.0001 0.0000 0.0000 0.0226 0.0011 0.0000 0.0000
0.0001 0.0004 0.0001 −0.0000 0.0005 0.0021 0.0002 0.0000
0.0000 0.0001 0.0004 0.0000 0.0000 0.0000 0.0002 0.0000
0.0000 −0.000 0.0000 0.0001 −0.0000 −0.0000 0.0000 0.0000
0.0226 0.0005 0.0000 −0.0000 1.3880 0.0212 0.0004 0.0000
0.0011 0.0021 0.0001 −0.0000 0.0212 0.0532 0.0001 −0.0000
0.0000 0.0002 0.0004 0.0000 0.0004 0.0001 0.0007 0.0000
0.0000 0.0000 0.0001 0.0000 0.0000 −0.0000 0.0000 0.0000
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Figure 5.9: Result estimate with linear spline parametrisation with no regularisation term in the objective function

(a) Pressure (b) Saturation (c) Produced oil

Figure 5.10: Result model for optimal parameter using linear splines and no regularisation terms in the objective function and the
measured data
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(a) No regulation (b) Regulation term 1 (c) Regulation term 2

Figure 5.11: Resulting relative permeability curves for 8 degrees of freedom, linear splines and various regulation in the objective function

The diagonal of H−1 the equals:

10−4 ∗



−0.0007
0.0003
0.0086
0.0175
−0.0000
0.0000
0.0025
0.2159


. The most notable part of this series of variances, is that not all are positive. This is a problem since variances
are defined positive. This is in fact again the same lesson on how hard parameter estimation can be for non-
linear systems. The eigenvalues for this Hessian are

1011 ∗ (−0.0001,0.0000,0.0001,0.0001,0.0003,0.0010,0.0529,1.3887).

And the eigenvector belonging to the negative eigenvalue equals

(0.9724,−0.2298,0.0137,−0.0027,−0.0157,−0.0047,0.0352,−0.0046).

Probably the optimisation was unable to find the exact optimum, which gives an unsuitable Hessian.
Since for this case, which is far more complicated than the Corey curves, the correct parameters are not
known there is no way to check if a better set of parameters would indeed reduce the negative eigenvalues.
Besides the poor estimate of the Hessian there is another issue with this result, the calibration method is
sensitive to finding a local optimum. In fact, doing the experiment again with a variety of initial guesses
showed that the method is sensitive to getting stuck in local optima. This could explain the poor data fit
and the clear structural error of underestimating the oil relative permeability and overestimating the water
relative permeability.

In figures 5.11a, 5.11b and 5.11c. The relative permeability curves are given for a variety of regulation
terms in the objective function. The first regulation term is given in equation (3.4) and the second regulation
term is given in equation (3.5). Since the original result did already comply with the monotonicity demand,
the results are very similar. The difference between the resulting sets of knots is in the order of 10−11 and is
insignificant. So in this case no regulation is necessary.

5.2.3. B-splines
Deterministic calibration
For the B-splines, calibration becomes even harder. When the knots of the splines are not nicely arranged
splines tend to overshoot. This can give negative relative permeabilities which will cause the model to crash.
This is why the optimisation becomes much harder when the splines are of higher order. The overshoot
can be prevented when limiting the free movement of the knots. This is done by transforming the knots
using the transformation as described in section 4.2.2. For the comparison with the linear splines here, the
optimisation is done again with 8 degrees of freedom. The order of the B-spline used here equals 4. The order
of the B-splines that would give the optimal results are not known in reality. For other applications more
research should be done to see whether higher order spline gives better result. Just as for the linear splines
the end points of the B-spline are presumed known. Again, since the end points are never reached due to the
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Figure 5.12: Result estimate with Bspline parametrisation with 8 degrees of freedom with Newton optimisation

(a) Pressure (b) Saturation (c) Produced oil

Figure 5.13: Result model for optimal parameter using Bsplines with 8 degrees of freedom and the measured data

residual oil and connate water so the effect of that assumption is reduced. The resulting set of parameters is

θ =



−41.2122
0.8693
0.3948

234.9123
9.8107

15.1149
0.8230
−1.9496


, (5.5)

and the corresponding curves are given in figure 5.12. The fit seems not bad and, at first sight, looks better
than the result for the linear splines as can be seen in figure 5.9. The true result again can only be seen in the
fit of the model outcome in comparison to the data. These are given in figure 5.13a, 5.13c and 5.13b.

The problem with this estimate starts in a bad estimate of the relative permeability curve at the initial
saturation value. The effect of the error made here can be seen through the rest of the experiment. Interesting
to see is that in comparison to the result of the linear splines given in figure 5.10a , 5.10c and 5.10b the errors
are of a different nature than the error made when using the B-spline. The saturation estimates are better for
the linear splines but not for the pressure signals and the produced oil estimates. In figure 5.12 no uncertainty
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is given. This is because like before the Hessian is not positive definite. The Hessian is given as:

H =



0.0001 −0.0001 −0.0000 −0.0000 0.0054 0.0194 0.0544 −0.0081
−0.0001 8.9046 2.6614 0.0137 −0.0934 −46.4749 −124.6700 1.0250
−0.0000 2.6614 0.0640 0.0300 −0.0828 −12.2571 −33.3467 0.9083
−0.0000 0.0137 0.0300 0.0068 −0.0414 −1.1606 −3.2568 0.4542
0.0054 −0.0934 −0.0828 −0.0414 0.0023 0.0070 0.0190 −0.0028
0.0194 −46.4749 −12.2571 −1.1606 0.0070 −2.2618 −1.3014 −0.0092
0.0544 −124.6700 −33.3467 −3.2568 0.0190 −1.3014 3.5744 −0.0274
−0.0081 1.0250 0.9083 0.4542 −0.0028 −0.0092 −0.0274 0.0040


The diagonal of this matrix inverse than looks like

(−86.1412,−0.0726,−1.3445,−2.9501,−4.1895,−1.2882,−0.1818,−0.1368).

These values are obviously not variances and when taking a closer look at the eigenvalues. The eigenval-
ues are

(−132.0220,−1.1299,−0.6464,−0.1950,−0.0037,0.0056,0.6177,143.6679),

so there are many linear combinations that give a direction for which the object function is non convex. Again
this is probably due to the found optimal values not being at a minimum in the object function. But just as for
the linear splines, the high dimensionality of the parameter makes it very difficult to find the true optimum. A
method that would allow go give a better representation of the uncertainty is the MCMC. The MCMC method
should also be able to find the global optimum because it maps out the full distribution of the parameters.

Markov chain Monte Carlo method
A estimate for the relative permeability curves using the MCMC will be given with the corresponding confi-
dence bounds. The parametrisation used here will be the B-Splines. It will be interesting to see how many
iterations are necessary to achieve a descent estimate with a reasonable amount of uncertainty. For this
method, each relative permeability curve will be allowed 4 degrees of freedom. To check the MCMC there
will also be a run with one degree of freedom which will be compared to the non stochastic solution that is
computable for a one dimensional parameter. The MCMC implemented here has a uniform prior on a large
domain. The prior is defined on the interval (−1000,1000). Such a prior is sometimes referred to as an unin-
formative prior because it reveals very little to nothing on the distribution of the parameter. This makes sense
because of the synthetic nature of the curve and that so little is known about its nature.
As explained in section 3.2.3, the posteriori function can be calculated if the parameter is one dimensional.
To confirm the convergence of the used MCMC algorithm such a posteriori has been calculated. In this case
only the relative oil permeability has been chosen. This relative permeability curve has been given one de-
gree of freedom in the form of one knot at saturation equals a half. The parametrisation used is the B-spline
model with the transformation. This is done because it compares best to the optimisation with quadratic ob-
ject function and no regularisation terms. For the water relative permeability curve the Corey curve is used,
so this gives no modelling errors.
In figure 5.14 this single parameter is given for all accepted values. The typical burn in period of a MCMC
where the algorithm is not yet converged can be seen clearly in this image. The Markov Chain seems stable
from the hundredth iteration. For all further analysis of this parameter in this section those first hundred
iterations are not used, to prevent the burn-in period from distorting the found results.

In figure 5.15 a scaled histogram is given of the realisations for θ. Also the numerically calculated prob-
ability density function is given. The two agree well, which confirms that the realisations from the MCMC
method are indeed realisations from the posteriori distribution. Interesting is that the probability density
function is slightly asymmetric with a slightly longer tail on the high values for θ than for the low values. This
is mostly visible for the numeric calculation but also distinguishable for the histogram. This means that in
fact the density function is indeed not Gaussian.

For comparison the object function of the experiment is given in figure 5.16. Note that the object function
is not symmetric. This agrees with the result found for the MCMC equivalent. However, for the MCMC this
result is quantifiable by calculating the skewness of the set of draws for the parameter, for the Newton method
it is not. This is because the error calculated for the Newton method assumes a Gaussian error, and the Gaus-
sian distribution is symmetric. So the error is already assumed symmetric in order determine any measure
for uncertainty. The standard deviation from the sample created using the MCMC equals 0.0547. The mean
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Figure 5.14: The Markov Chain of Theta for the one degree of freedom convergence test

Figure 5.15: Scaled histogram of the realisations of Theta for the one degree of freedom convergence test and numerically found poste-
riori
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Figure 5.16: Object function of the Newton method for one degree of freedom

(a) Oil relative permeability curves (b) Zoomed oil relative permeability curve

Figure 5.17: The Markov Chain of Theta for the one degree of freedom, the Newton optimisation for one degree of freedom and a hundred
realisations of the MCMC draws for θ
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equals θ = 1.0878. For comparison the Newton optimisation is also done for one degree of freedom. There
the value for the parameter equals θ = 1.0811 with a standard deviation of 0.8189. The result of these two
methods is give in figure 5.17a and 5.17b. Interesting is that the found uncertainty for the MCMC is much
smaller than that of the corresponding calibration.
The MCMC method has also been applied to the B-splines with 8 degrees of freedom. For this parametrisa-
tion retrieving the parameters is much harder than the 1 degree of freedom case described before. One of the
problems that can arise in this case is if one of the parameters has little effect on the answer. That parameter
will converge very slowly or not at all. Even though not all parameters have converged, the corresponding
model outcomes may have converged. The resulting Markov Chains from the MCMC method is given in fig-
ure 5.18. Only when the Markov Chain has converged, can the realisations be used to estimate the uncertainty
of the relative permeability curve. Some of the parameters have clearly not yet converged, such as θ8. This
parameter has clearly not converged and still moves in a certain direction. However, the final curve depends
on all the parameters. Since the Markov Chain should spend the most amount of time at sets of parameters
that correspond to high probability in the posteriori distribution, a clearly non-converged Markov Chain is
bad news for estimating uncertainty. Another visual way of assessing if the Markov Chain has converged,
is to asses the error or the objective function of the Markov Chain. If the Markov Chain has converged, the
error should behave rather irregular, and should no longer move in a particular direction for large amounts
of consecutive iterations. This is because the MCMC maps the full uncertainty of the parameters. A plot of
the object function of the Markov Chain is given in figure 5.19. The error for this figure has been calculated
as the value of the object function for the calibration method. The error is calculated every 50th realisation
of the Markov Chain. Note that this chain does seem the have converged after a few hundred iterations of the
MCMC method. The histograms of the realisations of the parameters are given in figure 5.20.
The means of the found parameter values are:

θ =



−41.1569
0.8709
0.4245

245.9597
9.7193

15.1248
0.8054
−1.7222


(5.6)

The estimates from the different methods differ significantly. This can have many causes, such as the estimate
of the B-spline was stuck in a local optimum or the Markov Chain has not yet converged.
It seems that there are now two contradicting signals to whether or not the Markov Chain has converged. But
these two signals should not be taken as equally important. Not all parameters are of equal importance, or
have similar effects on the final model results. It could very well be true that the actual error is only decided
by a subset of those 8 parameters used for this experiment. If one parameter has not converged, it does not
necessary mean that the object function has not converged. The Markov Chain of the object function gives
information on the convergence of the entire full dimensional chain, the individual Markov Chains of the
parameters can only say something on the convergence in the individual directions. The model outcomes
and their uncertanty are given in figure 5.24b,5.24a,5.23b,5.23a,5.22b and 5.22a. These images show again
that the estimate errors can be misleading. The actual error is greater than the one given by the MCMC
method. This is because of the limitations of the chosen parametrisations an its inability of taking the shape
of the actual curve. It can especially be seen for the pressure signal. The curve for saturation equals 0.2, lies
mostly outside of the cloud of measurements. However, if the MCMC estimate of the uncertainty was to be
trusted, it would be a very good estimated with small uncertainty.

5.3. Capillary pressure estimates
A twin experiment can also be used to estimate parameters of the capillary pressure curve. This is done using
a slightly different experiment than for the relative permeability curves. The cores used for estimation of the
Capillary pressure must be far shorter than the ones used for the estimation of relative permeabilities. This is
because the effect of the capillary pressure are mostly visible and the outflow end of the core, so decreasing
the size of the core makes the effects at the edge better distinguishable. So for this experiment a core of 6
centimetres is used.
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Figure 5.18: Realisation of the MCMC for B-splines with in total 8 degrees of freedom

Figure 5.19: The error of the model result as a function of the Markov Chain
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Figure 5.20: Histograms of the parameters for the MCMC method estimates for the B-spline with 8 degrees of freedom in total

(a) Oil relative permeability curves (b) Zoomed oil relative permeability curves

Figure 5.21: The relative permeability curves for the B-spline with 8 degrees of freedom with a hundred realisations from the MCMC
method
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(a) Produced oil signal (b) Zoomed produced oil signal

Figure 5.22: The model outcome for the relative permeability curves for the B-spline with 8 degrees of freedom with a hundred realisa-
tions from the MCMC method

(a) saturation profile (b) Zoomed saturation profile

Figure 5.23: The model outcome for the relative permeability curves for the B-spline with 8 degrees of freedom with a hundred realisa-
tions from the MCMC method

(a) Pressure model outcome (b) Zoomed pressure model outcome

Figure 5.24: The model outcome for relative permeability curves for the B-spline with 8 degrees of freedom with a hundred realisations
from the MCMC method
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Figure 5.25: Capillary pressure curves

For this experiment the capillary pressure is modeld as

Pc (So) =
(

1−Sor

So −Sor

)θ
. (5.7)

Again the core is flooded with different saturations, 0.2,0.3,0.4,0.5,0.6,0.7,0.8. And the measured data is, the
pressure drop, the saturation profile when the steady state is reached and the amount of produced oil.
The resulting caplillary pressure curves are given in figure 5.25. This estimate is of very low quality since the
true value was θ = 1

3 . Which is of no surprise when taking a look at the object function given in figure 5.26.

The object function has no minimum at the real value θ = 1
3 .

The next question is, why is there no minimum at θ = 1
3 ? It is possible that there is to much noise, so the

true minimum is drowned out by the measurement errors. To see whether this could be the reason for the
bad estimate, the twin experiment is done, only without adding measurement errors to the true data. Indeed
adapted the experiment returns θ = 0.3333. The object function that was returned was of the order of 10−10.
going back to the original experiment, the situation is not very unlikely. The model outcome of the experi-
ment is given in figures 5.27 and 5.28. Note that indeed the the model outcomes seem to go through the data
clouds quite nicely. So there is indeed no reason for the optimisation to expect this result to be incorrect. So
for this exact experiment, the calibration is unable to find the parameter value.
Another interesting artefact about the object function having no minimum had at the true parameter value
is that the object function goes below what should be its minimal value. Since the parametrisation used is
the one used in the model, the true value should give the minimum for the object function. That the object
function hits values below this true minimum is a numerical artefact.
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Figure 5.26: Object function capillary pressure curves

Figure 5.27: Capillary pressure curves



48 5. Experiments

Figure 5.28: Object function capillary pressure curves



6
Conclusions

The different assessed parametrisations gave a wide variety of results. As mentioned before, it is not straight
forward to quantify the quality of a parametrisation for the relative permeability curve. Even when the curve
itself is very close to the true curve, the resulting model outcome may be way off the data. Even so the B-
spline parametrisation is the most flexible of the parametrisations reviewed for this project. Therefore it
is more suitable than the other parametrisations mentioned in this report. There are however many other
parametrisations that allow for the same flexibility and have the correct characteristics to be suitable as rela-
tive permeability curves. Through the first experiment, it has become clear that the error made by choosing
a certain parametrisation is far greater than the error made because the exact state cannot be measured.
Even for the 1 dimensional case in figure 5.17b, the uncertainty retrieved from the MCMC was far smaller
than the actual error made. So for the relative permeability curves the error made by choosing a unqualified
parametrisation is easily greater than the error made in the estimate due to measurement errors. The exper-
iments in chapter 5 show that is very possible to model the relative permeability curve with a relative small
amount of degrees of freedom. What matters far more than the amount of free parameters, is the choice in
parametrisation.
Modelling the uncertainty can be done for, a variety of parametrisations. The MCMC method will give an
estimate of the full distribution, but it may take very long to get there. Especially when the initial estimate is
not very good, the convergence may take thousands and thousands of model realisations. And even when the
Markov Chain has converged, it takes a lot of iterations of the Markov Chain to map out a high dimensional
distribution.
The experiment done in section 5.3, gives to little information to estimate the capillary pressure curve. Since
the simplest parametrisation is used with only one degree of freedom, it means that this experiment really
gives no information that helps retrieve the parameter.

6.1. Discussion
In this section some comments are made on the experiments done in chapter 5. Each parametrisation has
a trade off between number of degrees of freedom and certainty of the estimate. The Corey curves allow
for very little freedom but the curve always agrees with the prior knowledge on the relative permeabilities in
this model. A much more free parametrisation such as the B-splines can take more shapes. This is a valu-
able characteristic of a parametrisation in this case. Because in reality the shape of the relative permeability
curve is unknown and only some characteristics are known, the flexibility of the parametrisation is important.
When the parametrisation is less flexible, the estimated error is more distorted. The lack of freedom in the
parametrisation creates a false idea of certainty. It is important to realise that the choice in parametrisation
will have a great impact on the estimated uncertainties.
When looking at the estimated uncertainties, there is one extra point of consideration to take into account.
There are several methods to estimate the uncertainty of the estimate. The MCMC method maps the full
distribution of the parameters, however, it will take a lot of computational power to do this. For the low di-
mensional cases, it appeared that the full distribution was very similar to a Gaussian. A method such as the
EnKF can give a fit of the uncertainty under the assumption of Gaussian parameters, and is computationally
far cheaper than the MCMC. The amount of extra work that goes into estimating the full distribution may not

49
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outweigh the added precision, of estimating the full distribution. To give an example of how great this dif-
ference can be, the calibration done for 8 degrees of freedom takes 64 iterations of Newton. This means that
the full model is evaluated 675 times. The evaluations can be to determine the gradient of the object function
or to do the line search. For the MCMC for 8 dimensions the model was evaluated 3000 times. And for the
MCMC the initial guess was the result of the calibration. So doing the MCMC on its own would result in many
more iterations than that. Since because of the transformation, it is not very transparent to what initial guess
is suitable, it is hard to find a good initial guess.
Another issue with using the MCMC is convergence. For the high dimensional case it will take a lot of iter-
ations of the Markov Chain to converge. There are creteria to test if the Chain has converged, but in high
dimensional cases these do not always agree[18]. This is problematic, because it is very hard to tell whether
the Markov Chain has converged. There for it is hard to asses the quality of the estimate.

6.2. Future research
There is a multitude of directions for future research. Other parametrisations may be better for the relative
permeability curves. Also, it would be interesting to see whether different data types influences the quality of
the solution.
The amount of data that is used to estimate the parameters influences the certainty that can be obtained on
the curves. It is interesting to seeing how this influence compares to the influence of the parametrisations.
For instance, it is interested to compare the precision when the same set of water saturations is pumped
through the core multiple times. This would give two realisations of every data point used in the standard
experiment. Also, using more variation in water saturation should give an interesting comparison. Testing
this using simulations is far cheaper than actually doing core experiments and see the combined result.
Another interesting experiment would be to estimate the relative permeability and the capillary pressure us-
ing one method. The current practise is often that the relative permeability is estimated first and then using
the best estimate of the relative permeability curves, the capillary pressure is estimated using data from a
shorter core experiment. This makes sense since the capillary pressure has little to no effect in experiments
on longer cores. All of the information on the capillary pressure is situated at the outflow boundary. For a
longer core experiment this is hardly distinguishable. For a short core, 6 centimetres for this project this ef-
fect is visible. However, the uncertainty of the relative permeability is not taken into account in this approach.
This leads to a gross underestimate of the true uncertainty of the capillary pressure curve.
To asses the effect of the lost uncertainty, the capillary pressure curve that is estimated with a set relative per-
meability curves, is compared to the estimate of the capillary pressure curve that is estimated with uncertain
relative permeability curve. So step one is to estimate the capillary pressure for the mean of the estimate of
the capillary pressure curve. Then both curves are estimated simultaneously. These two estimates are then
compared to objectively asses the effect of throwing away the known uncertainty of the relative permeability
curve. The expected result is that both estimates have a greater uncertainty when being estimated simulta-
neously.
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