Abstract—The response of a thin, high-contrast, finely layered structure with dielectric and conductive properties to an incident, pulsed, electromagnetic field is investigated theoretically. The fine layering causes the standard spatial discretization techniques to solve Maxwell’s equations numerically to be practically inapplicable. To overcome this difficulty, an approximate method is proposed that models the interaction of the layer with an incident electromagnetic field via a boundary condition that expresses the in-plane conduction and contrast electric polarization currents in terms of the exciting incident field by relating the jump in the tangential component of the magnetic field strength across the layer in terms of the (continuous) tangential component of the electric field strength in the layer. In the pertaining layer admittance coefficient, the integrated values of the conductance and the contrast permittivity profiles across the layer occur. The model is applied to the scattering of an incident plane wave with pulsed time signature by a layer of infinite extent. Expressions for pulse shapes of the scattered field are obtained. In them, the layer properties and the direction of incidence and polarization of the incident wave occur as parameters. Numerical results are presented for reflected and transmitted wave pulse shapes for some parameter values.

Index Terms—High-contrast thin layers, pulsed EM fields.

I. INTRODUCTION

Thin layered structures with electromagnetic (EM) properties that appreciably differ from those of their surroundings are encountered in diverse areas of electronics engineering. Examples are: aircraft antenna radomes, micro- and nano-electronic devices and integrated optical devices. In the analysis, design and optimizations stages of all these technical applications, as well as their associated electromagnetic interference analyses, the computational modeling of the governing electromagnetic field is a subject of considerable importance and concern. Standard approaches to the discretization of Maxwell’s equations in such structures are faced with serious difficulties as to the meshing or gridding of the configuration [1]. To overcome this difficulty, several approximate procedures have been proposed. They are all of a physically heuristic nature and their degree of accuracy and usefulness requires testing against the results of certain benchmark configurations.

As to the heuristic approaches one can, broadly speaking, distinguish three different kinds of reasoning. In [2], the contrast volume source type electromagnetic field representations with the Green’s functions (propagators) of the homogeneous, isotropic embedding (usually free space) serve as the point of departure. By a judicious reasoning, the pertaining thin layers of contrast volume electric and magnetic current are replaced with their corresponding equivalent surface currents. In [3], the frequency-domain counterpart of the Lorentz reciprocity relation of the time-convolution type [4, Sec. 28.2] is alternatively applied to the interior of the layer and the exterior of the layer, under the use of field reaction concept introduced by Rumsey [5] and the field equivalence theorem [6, Ch. 30]. These two approaches are of the global type in that they employ field representations or theorems that apply to the configuration space as a whole to arrive at more or less local interface jump conditions across the layer. Such local conditions can, however, also be constructed directly from local arguments applied to Maxwell’s equations. This third kind of approach is followed by Collin [7, p. 693] and by Senior [8]. A fourth kind of approach goes via the use of surface integral equations [1]. An overview of the different approaches, as well as their application to a number of canonical problems, can be found in [9].

In the present paper we employ a kind of local approach that was introduced by Schoenberg and Muir [10] in the context of elastodynamic wave propagation in finely layered rock formations and that has also been applied to acoustic wave propagation [11]. The procedure leads to local jump conditions on the tangential components of the electric and/or magnetic field strengths across the layer, the coefficients in which can be interpreted as local Kirchhoff lumped electric circuit elements (such as conductance and capacitance for a conductive and dielectric layer), whose values are representative for the field transfer in the direction normal to the layer.

Until now, the literature on the subject is concentrated on the frequency-domain analysis of the electromagnetic fields involved. Nowadays, a substantial range of applications employs pulsed EM fields. For this reason, we concentrate on the direct time-domain analysis of the problem and correspondingly use some auxiliary tools from linear, time-invariant, causal system’s theory, amongst which the time Laplace transformation properties of causal signals. The configuration that we consider is a thin, finely layered, high-contrast, planar sheet with electrically conductive and dielectric properties that differ from the ones of the surrounding medium. A local application of Maxwell’s
equations in integral form (circulation and flux integrals) provide the interface jump conditions we are after (Section II). In the conditions, the local equivalent layer conductance and the local equivalent layer capacitance occur. To show what response such a configuration produces on a pulsed incident EM field, we present results for the reflection and transmission of a plane wave incident on a uniform layer of infinite extent with highly contrasting conductive and dielectric properties (Section III). Expressions for the pulse shapes of the reflected and transmitted fields are obtained. In them, the layer properties and the direction of incidence and state of polarization of the incident wave (electric field parallel to the layer or magnetic field parallel to the layer) occur as parameters. Numerical results for some parameter values are shown in Section IV. To arrive at the results, Matlab7.1 routines have been composed that, after properly editing the input data, generate a variety of field time snaps at a specified location, Matlab “images” (2D color density plots) of the field distribution in space at successive time instants (animation) and Matlab “quivers” (2D vector plots) of the Poynting vector distribution in space at successive time instants (animation).3 Section V contains conclusions.

In Lomakin, V., Steinberg, B. Z. and Heyman, E. [12] the multiresolution homogenization method is used to arrive at an effective-medium theory for the interaction of incident pulsed EM fields with a finely layered laminate. The method is based upon subdividing the inhomogeneity across the layer into a successively finer distribution of sublayers (via a kind of wavelet decomposition) and solving the resulting spectral-domain one-dimensional time-domain field equations for the relevant E- and H-polarized field constituents. Nowhere in the analysis is it necessary to assume that the contrast in the layer with respect to its embedding is large (although that case is included in the analysis). The multiresolution homogenization method allows one to judge, at each scale of fineness, whether this scale suffices to handle the interaction with a pulsed incident field, given the latter’s pulse time width. Our method is far more elementary: it is based on (the integral-form of) Maxwell’s field equations, yields a simple approximate interface boundary condition for large contrasts based on an asymptotic order concept, but it lacks the possibility for refinement if the degree of approximation turns out to be insufficient. In this respect, the method of Lomakin, V., Steinberg, B.Z. and Heyman, E. makes more basically and more generally handles the problem of pulsed field interaction with finely layered laminates, but at the cost of a substantially more elaborate and extensive mathematical apparatus.

The impetus for the research arose in the context of the computational investigation into the signal integrity of electromagnetic fields in thin layered microelectronic structures. In the near future, the pulse time widths of operation in such devices attain values where a description of the behavior in terms of Kirchhoff lumped electric circuit elements is beyond its range of applicability and a full Maxwell field analysis is a necessity. The applicability of the approximation lies in the range where the parameter: (thickness of the layer) / (electromagnetic wavespeed × incident wave pulse time width) is small.

II. FORMULATION OF THE PROBLEM AND DERIVATION OF THE THIN-LAYER, HIGH-CONTRAST, BOUNDARY CONDITION

Position in the configuration is specified through the Cartesian coordinates \(\{x, y, z\}\) with respect to an orthogonal Cartesian reference frame with the origin \(O\) and the three mutually perpendicular base vectors \(\{\hat{e}_x, \hat{e}_y, \hat{e}_z\}\) of unit length each. In the indicated order, the base vectors form a right-handed system. The vectorial position is denoted by \(\mathbf{r} = x\hat{e}_x + y\hat{e}_y + z\hat{e}_z\). The time coordinate is \(t\). The high-contrast, layered specimen occupies the domain

\[
D = \left\{(x, y) \in \Sigma \subset \mathbb{R}^2, -\frac{d}{2} < z < \frac{d}{2}\right\}
\]

where \(d > 0\) is the thickness of the layer and \(\Sigma\) is its spatial support in the \((x, y)\)-plane. The background medium occupies the entire \(\mathbb{R}^3\). Somewhere in this medium, sources generate an incident electromagnetic field. This field is scattered by the contrasting specimen (Fig. 1). The background medium is taken to be lossless, homogeneous and isotropic with electric permittivity \(\varepsilon_0\) and magnetic permeability \(\mu_0\). The electromagnetic properties of the layer are characterized by its electric conductivity \(\sigma(\mathbf{r})\) and its electric permittivity \(\varepsilon(\mathbf{r})\); its magnetic permeability \(\mu_0\) is taken to be the same as the one of the background medium. We assume the travel time of the incident wave across the layer to be negligible with respect to the time width of the incident pulse. Furthermore, the electric properties of the layered material, i.e., its electric conductivity and/or its electric permittivity are assumed to be so high that the quantities

\[
G_L = \int_{z=-d/2}^{d/2} \sigma(\mathbf{r})dz
\]

and

\[
C_L = \int_{z=-d/2}^{d/2} \varepsilon(\mathbf{r})dz
\]

are of order \(O(1)\) as \(d \downarrow 0\). (Note that \(G_L\) has the dimension of a conductance and \(C_L\) has the dimension of a capacitance.) Let \(\mathbf{E}(\mathbf{r}, t)\) denote the electric field strength and \(\mathbf{H}(\mathbf{r}, t)\) the magnetic field strength. Then, for any source-free bounded subdomain of the configuration \(\Omega \subset \mathbb{R}^3\), with closed boundary surface \(\partial\Omega\) with piecewise continuous unit vector \(\mathbf{v}\) along its outward normal, the field quantities satisfy the volume integrated Maxwell equations

\[
\int_{\partial\Omega} \mathbf{v} \times \mathbf{H} dA = \int_{\Omega} (\varepsilon_0 \mathbf{E} + \sigma \mathbf{E}) dV
\]

\[
\int_{\partial\Omega} \mathbf{v} \times \mathbf{E} dA = -\int_{\Omega} \mu_0 \partial_t \mathbf{H} dV.
\]

Then, since all field components are bounded inside and outside the layer, the application of (5) to a “pillbox” perpendicularly crossing the layer, leads to

\[
\hat{z} \times \mathbf{E}(x, y, z, t) - \hat{z} \times \mathbf{E}(x, y, -z, t) = O(d)\text{ for } (x, y) \in \Sigma \text{ as } d \downarrow 0.
\]
Similarly, the application of (4) to a “pillbox” perpendicularly
crossing the layer, leads, taking into account (2), (3) and (6), to
\[
\mathbf{i}_z \times \mathbf{H} \left( x, y, \frac{d}{2}, t \right) - \mathbf{i}_z \times \mathbf{H} \left( x, y, -\frac{d}{2}, t \right)
\]
\[
= (G_L + C_L \partial_t) \mathbf{E}(x, y, 0, t) + O(d) \text{ for } (x, y) \in \Sigma \text{ as } d \downarrow 0. \tag{7}
\]

With \( \{ \mathbf{E}^i, \mathbf{H}^i \}(\mathbf{r}, t) \) as the incident field (i.e., the field in the absence
of the scattering process), the field \( \{ \mathbf{E}^s, \mathbf{H}^s \}(\mathbf{r}, t) \) scattered
by the structure is
\[
\mathbf{E}^s(\mathbf{r}, t) = \mathbf{E}(\mathbf{r}, t) - \mathbf{E}^i(\mathbf{r}, t),
\]
\[
\mathbf{H}^s(\mathbf{r}, t) = \mathbf{H}(\mathbf{r}, t) - \mathbf{H}^i(\mathbf{r}, t)
\]
for \( \mathbf{r} \in \mathbb{R}^3. \tag{8} \]

The scattered field is causally related to the action of the volume
source density of electric contrast current \( \mathbf{J}^s \) via the volume
integrated Maxwell equations [cf. (4) – (5)]
\[
\int_{\Sigma} \mathbf{v}^{\text{int}} \times \mathbf{H} \, dA = \int_{\Omega} \epsilon_0 \partial_t \mathbf{E}^s \, dV + \int_{\mathcal{D}} \mathbf{J}^s \, dV \tag{9}
\]
\[
\int_{\Omega} \mathbf{v}^{\text{int}} \times \mathbf{E}^s \, dA = - \int_{\partial \mathcal{S}} \mu_0 \partial_\mathbf{\tau} \mathbf{H}^s \, d\mathbf{\alpha} \tag{10}
\]
in which
\[
\mathbf{J}^s = (\epsilon - \epsilon_0) \partial_t \mathbf{E} + \sigma \mathbf{E} \text{ with supp } (\mathbf{J}^s) = \mathcal{D}. \tag{11}
\]

Carrying out the integration with respect to \( z \) in the integral
containing \( \mathbf{J}^s \) in the right-hand side of (9) and using (2) and
(3), we obtain the contrast sheet electric current density
\[
\mathbf{J}^s_{\text{sheet}} = (G_L + C_L \partial_t) \mathbf{E}(x, y, 0, t) \text{ for } (x, y) \in \Sigma. \tag{12}
\]

Proceeding with (9) and (10) as with (4) and (5), we obtain the boundary
conditions for the scattered field as
\[
\mathbf{i}_z \times \mathbf{E}^s \left( x, y, \frac{d}{2}, t \right) - \mathbf{i}_z \times \mathbf{E}^s \left( x, y, -\frac{d}{2}, t \right) = O(d) \text{ for } (x, y) \in \Sigma \text{ as } d \downarrow 0 \tag{13}
\]
and
\[
\mathbf{i}_z \times \mathbf{H}^s \left( x, y, \frac{d}{2}, t \right) - \mathbf{i}_z \times \mathbf{H}^s \left( x, y, -\frac{d}{2}, t \right) = \mathbf{J}^s_{\text{sheet}} + O(d) \text{ for } (x, y) \in \Sigma \text{ as } d \downarrow 0. \tag{14}
\]

Equations (13) and (14) are compatible with (6) and (7), respec-
tively, since the incident field is continuous across the layer.

From (14) it is evident that \( \mathbf{i}_z \cdot \mathbf{J}^s_{\text{sheet}} = 0 \), i.e., \( \mathbf{J}^s_{\text{sheet}} \) has
only non-zero components in the plane of the layer. This has
the consequence that the scattered field has class “even” symmetry
with respect to the plane \( \{ z = 0 \} \), i.e., \( \{ z = 0 \} \) (4, Sec. 18.5)]

\[
\begin{align*}
\{ E^s_x, E^s_y, H^s_z \}(x, y, z, t) &= \{ E^s_x, E^s_y, H^s_z \}(x, y, z, t) \\
&= \frac{\mathcal{F}^{\text{int}} \cdot \mathbf{v}^{\text{int}} \, dA}{\mathcal{S} \text{ for all } \mathbf{r} \in \mathbb{R}^3} & \text{(15)} \\
\{ E^s_z, H^s_x, H^s_y \}(x, y, z, t) &= - \{ E^s_z, H^s_x, H^s_y \}(x, y, z, t) \\
&= \frac{\mathcal{F}^{\text{int}} \cdot \mathbf{v}^{\text{int}} \, dA}{\mathcal{S} \text{ for all } \mathbf{r} \in \mathbb{R}^3}. & \text{(16)}
\end{align*}
\]

In any computational procedure, this feature reduces the overall
computation time. Although our procedure employing
the volume integrated Maxwell equations to arrive at the saltus-type
field boundary conditions across the layer is straightforward,
the conditions could also have been obtained via the standard
(circulation and flux) integral form of the source free field

\[
\begin{align*}
\oint_{\mathcal{C}} \mathbf{H}^s \cdot \mathbf{\tau} \, d\mathbf{\alpha} &= \int_{\mathcal{S}} (\epsilon_0 \partial_t \mathbf{E}^s + \mathbf{J}^s) \cdot \mathbf{\nu} \, dA \tag{17} \\
\oint_{\mathcal{C}} \mathbf{E}^s \cdot \mathbf{\tau} \, d\mathbf{\alpha} &= - \int_{\partial \mathcal{S}} \mu_0 \partial_\mathbf{\tau} \mathbf{H}^s \cdot \mathbf{\nu} \, d\mathbf{\alpha} \tag{18}
\end{align*}
\]

where \( \mathcal{S} \) is any bounded, two-sided surface, with unit vector \( \mathbf{v} \)
along its normal, \( \mathcal{C} \) is the oriented boundary curve of \( \mathcal{S} \), with
unit vector \( \mathbf{\tau} \) along its tangent (with the condition that \( \mathbf{v} \)
and \( \mathbf{\tau} \) form a right-handed system). These latter equations entail the
EM compatibility relations
\[
\begin{align*}
\int_{\mathcal{C}} \epsilon_0 \partial_t \mathbf{E}^s + \mathbf{J}^s \cdot \mathbf{v}^{\text{int}} \, dA &= 0 \tag{19} \\
\int_{\mathcal{C}} \mu_0 \partial_\mathbf{\tau} \mathbf{H}^s \cdot \mathbf{v}^{\text{int}} \, d\mathbf{\alpha} &= 0 \tag{20}
\end{align*}
\]
for any closed surface with sourcefree interior and outward unit
vector along its normal \( \mathbf{v}^{\text{int}} \). Of these, (19) leads, upon
application to a “pillbox” perpendicularly crossing the side surface
of the layer, taking into account that \( \mathbf{J}^s \) vanishes outside \( \mathcal{D} \)
and integrating the result with respect to \( z \) to
\[
\mathbf{v}_z \cdot \mathbf{J}^s_{\text{sheet}} = 0 \text{ for } (x, y) \in \partial \Sigma \tag{21}
\]
i.e., along the rim \( \partial \Sigma \) of \( \Sigma \) the contrast sheet electric current runs
parallel to the rim. The incorporation of this “edge condition”
into any computational procedure is of paramount importance,
since the violation of it leads to field quantities with a too high
singularity at the rim, as a consequence of which the uniqueness
of field as specified by field equations + boundary conditions +
initial conditions can no longer be guaranteed [13]–[16].

To illustrate a number of properties of the field scattered by
the structure, we consider in Section III the case of a plane
pulsed, incident wave propagating in the \((x, z)\)-plane, by a thin,
high-contrast layer of infinite extent.
III. PLANE-WAVE REFLECTION AGAINST AND TRANSMISSION ACROSS A THIN, HIGH-CONTRAST LAYER OF INFINITE EXTENT

The thin, high-contrast layer of infinite extent occupies the plane \( z = 0 \). In the domain

\[
\mathcal{D}^- = \{(x, y) \in \mathbb{R}^2, -\infty < z < 0\} \tag{22}
\]

an incident plane wave is generated; in this domain reflection against the layer takes place. In the domain

\[
\mathcal{D}^+ = \{(x, y) \in \mathbb{R}^2, 0 < z < \infty\} \tag{23}
\]

transmission across the layer takes place (Fig. 2). The incident wave is taken to propagate in the \((x, z)\)-plane which makes all field components independent of \( y \). In view of this property, the electromagnetic field in the configuration decomposes into an \( E \)-polarized field with the electric field parallel to the layer and an \( H \)-polarized field with the magnetic field parallel to the layer.

Then, using the scattering description discussed in Section II, taking into account the symmetry properties (15) and (16) and denoting by \( \alpha = \alpha_x \mathbf{e}_x + \alpha_z \mathbf{e}_z \), with \( \alpha_x^2 + \alpha_z^2 = 1 \), the unit vector in the direction of propagation of the incident wave, the representations for the field components can be written as:

\[ \{ H_{x}^0, E_{y}^0, H_{z}^0 \} = \{ -\alpha_x Y_0, 1, \alpha_z Y_0 \} \times \mathcal{E}_0^t \left[ \frac{t - (\alpha_x x + \alpha_z z)}{c_0} \right] \text{ for } r \in \mathbb{R}^3 \tag{24} \]
\[ \{ H_{x}^0, E_{y}^0, H_{z}^0 \} = \{ \mp \alpha_x Y_0, 1, \alpha_z Y_0 \} \times \mathcal{E}_0^t \left[ \frac{t - (\alpha_x x \pm \alpha_z z)}{c_0} \right] \text{ for } r \in \mathcal{D}^\pm \tag{25} \]

where \( c_0 = (\varepsilon_0 / \mu_0)^{1/2} \) is the electromagnetic wave speed in the background medium, \( Y_0 = (\varepsilon_0 / \mu_0)^{1/2} \) is the plane-wave admittance of the medium, \( E_0^t(t) \) is the signature of the incident \( E \)-polarized pulse, \( E_0^s(t) \) is the signature of the scattered \( E \)-polarized pulse, and

**B. H-Polarized Field**

\[
\{ E_{x}^3, H_{y}^3, E_{z}^3 \} = \{ \alpha_x Z_0, 1, -\alpha_z Z_0 \} \times \mathcal{H}_0^t \left[ t - (\alpha_x x + \alpha_z z) \right] \text{ for } r \in \mathbb{R}^3 \tag{26}
\]
\[
\{ E_{x}^3, H_{y}^3, E_{z}^3 \} = \{ \pm \alpha_x Z_0, 1, -\alpha_z Z_0 \} \times \mathcal{H}_0^t \left[ t - (\alpha_x x \pm \alpha_z z) \right] \text{ for } r \in \mathcal{D}^\pm \tag{27}
\]

where \( Z_0 = (\mu_0 / \varepsilon_0)^{1/2} \) is the plane-wave impedance of the medium, \( H_0^t(t) \) is the signature of the incident \( H \)-polarized pulse and is \( H_0^s(t) \) the signature of the scattered \( H \)-polarized pulse.

In view of the linearity and the time invariance of the configuration, we can write

\[
E_0^s(t) = S^E(t) * E_0^t(t) \tag{28}
\]

with \( S^E(t) \) as the time-domain scattering coefficient of \( E \)-polarized waves, and

\[
H_0^s(t) = S^H(t) * H_0^t(t) \tag{29}
\]

with \( S^H(t) \) as the time-domain scattering coefficient of \( H \)-polarized waves and where \( (t) \) denotes time convolution.

Substitution of the field representations (24)–(29) in the boundary conditions (13) and (14) leads to expressions from which \( S^E(t) \) and \( S^H(t) \) can be determined. (Note that the continuity condition (13) is already satisfied by (24)–(29).) The most versatile way to carry out this procedure is via the use of the time Laplace transformation. To show the notation, we give the definition applied to the pulse signatures of the incident waves

\[
\{ \mathcal{E}_0^s, \mathcal{H}_0^s \}(s) = \int_{-\infty}^{\infty} \exp(-st) \{ E_0^s, H_0^s \}(t) dt \text{ for } s \in \mathbb{C}, \text{ Re}(s) > 0. \tag{30}
\]

Under this transformation, the operator \( * \) acting on two time functions transforms into the product of their time Laplace transforms and time differentiation transforms into a multiplication by the factor of \( s \).

Substitution of the time Laplace transforms of the field representations (24)–(29) into the time Laplace transforms of the boundary conditions (13) and (14) leads to the following.

**C. E-Polarized Field**

\[
\hat{S}^E(s) = -1 + \frac{2\alpha_x Y_0}{2\alpha_x Y_0 + G_L + sC_L} \tag{31}
\]

and

**D. H-Polarized Field**

\[
\hat{S}^H(s) = -1 + \frac{2}{2 + \alpha_z Z_0(G_L + sC_L)}. \tag{32}
\]

The corresponding time-domain expressions are:
E. E-Polarized Field

\[
S^E(t) = -\delta(t) + T^E \exp(-\beta^E t) H(t)
\]

(33)

with

\[
T^E = 2\alpha_x \frac{Y_0}{C_L}
\]

(34)

\[
\beta^E = T^E + \frac{G_L}{C_L}
\]

(35)

and

F. H-Polarized Field

\[
S^H(t) = -\delta(t) + T^H \exp(-\beta^H t) H(t)
\]

(36)

with

\[
T^H = \frac{2}{\alpha_x Z_0 G_L}
\]

(37)

\[
\beta^H = T^H + \frac{G_L}{C_L}
\]

(38)

in which \(\delta(t)\) is the Dirac delta distribution and \(H(t)\) is the Heaviside unit step function. (Note that \(\beta^E > T^E\) and \(\beta^H > T^H\).

For no contrast in the layer \((G_L = 0\) and \(C_L = 0\)), both \(S^E(t) = 0\) and \(S^H(t) = 0\), as should (no scattering). In the special case of conductive contrast only \((G_L \neq 0, C_L = 0)\), \(S^E(t) = -[G_L/(2\alpha_x Y_0 + G_L)]\delta(t)\) and \(S^H(t) = -[\alpha_x Z_0 G_L/(2 + \alpha_x Z_0 G_L)]\delta(t)\).

IV. NUMERICAL RESULTS

In this section we present some numerical results for two types of pulse shape of the incident wave: the rectangular pulse and the trapezoidal pulse. The rectangular pulse, with its infinitely steep flanges can serve as a truly critical benchmark in the analysis of pulsed wave propagation problems with the aid of all sorts of time-domain computational electromagnetics software (either commercially available or at an experimental stage of development). The trapezoidal pulse is the standard pulse in the analysis of electromagnetic field and waves behavior in digital communications, electromagnetic compatibility (EMC) and the performance of nano-electronic semiconductor devices. The governing electromagnetic parameters in the reflection/transmission structure are: the layer conductance ratio

\[
\eta_L = \frac{G_L}{Y_0} = G_L Z_0
\]

(39)

the layer admittance time constant

\[
\tau_L = \frac{C_L}{G_L}
\]

(40)

The incident wave is characterized by its direction of incidence \(\alpha_x\) (projection of the unit vector along the direction of propagation on the plane of the scattering layer), its pulse time width \(t_w\) for the rectangular pulse and its pulse rise time \(t_r\), pulse time width \(t_w\) and pulse fall time \(t_f\) of the trapezoidal pulse.

To arrive at the results, Matlab7.1 routines have been composed that, after properly editing the input data, generate a variety of field time snaps at a specified location, Matlab “images” (2D color density plots) of the field distribution in space at successive time instants (animation) and Matlab “quivers” (2D vector plots) of the Poynting vector distribution in space at successive time instants (animation).\(^2\) Since the layered structure only influences the electric behavior of the configuration, the results for \(E\)-polarized waves differ essentially from the ones for \(H\)-polarized waves. Also, the field behavior in front of the layer is considerably different from the one behind it. This difference is most pronounced in the region of width \(c_0 t_w\) in front of the layer. For the case of the incident wave with rectangular pulse shape, we take, for the two types of polarization

\[
\{E_0^E, H_0^E\} = A_0[H(t) - H(t - t_w)]
\]

(41)

where \(A_0\) is the pulse amplitude and \(H(t)\) is the unit step function \((H(t) = \{0, 1\} \text{ for } t < 0, t \geq 0\)) (Fig. 3). Here, the fundamental constituent to the pulse shape of the scattered wave is its unit step response, which we denote, for the two types of polarization, by \([e^{\text{step}}, H^{\text{step}}]\{t\}\). Obviously, in terms of this response

\[
\{E_0^H, H_0^H\} = A_0[\{e^{\text{step}}, H^{\text{step}}\}\{t\} - \{e^{\text{step}}, H^{\text{step}}\}\{t - t_w\}]
\]

(42)

For the case of the incident wave with trapezoidal pulse shape, we take, for the two types of polarization

\[
\{E_0^T, H_0^T\} = A_0\{t_r^{-1}\text{ramp}(t) - t_f^{-1}\text{ramp}(t - t_r) - t_f^{-1}\text{ramp}(t - \frac{t_r}{2} - t_w + \frac{t_f}{2}) + t_f^{-1}\text{ramp}(t - \frac{t_r}{2} - t_w - \frac{t_f}{2})
\]

(43)

\(^2\) A copy of the routines is available upon request from the first author at: a.t.dehoop@tudelft.nl
where $A_0$ is the pulse amplitude and ramp$(t)$ is the unit ramp function (ramp$(t) = \{0, t\}$ for $t < 0, t \geq 0$) (Fig. 4). Here, the fundamental constituent to the pulse shape of the scattered wave is its unit ramp response, which we denote, for the two types of polarization, by $\{e^E_{\text{ramp}}, h^H_{\text{ramp}}\}(t)$. Obviously, in terms of this response,

$$
\{E_0^E, H_0^H\}(t) = A_0 \left[ t_r^{-1} \{e^E_{\text{ramp}}, h^H_{\text{ramp}}\}(t) \right. \right.
- t_f^{-1} \{e^E_{\text{ramp}}, h^H_{\text{ramp}}\} \left. \left(t - t_r + \frac{t_f}{2} \right) \right]
- t_f^{-1} \{e^E_{\text{ramp}}, h^H_{\text{ramp}}\} \left(t - t_r - t_w + \frac{t_f}{2} \right)
+ t_f^{-1} \{e^E_{\text{ramp}}, h^H_{\text{ramp}}\} \left(t - t_r - 2t_w - \frac{t_f}{2} \right),
$$

A. Unit Step Response (E-Polarization)

On account of the results of Section III, the time Laplace transform of $h^E_{\text{step}}(t)$ is

$$
\hat{h}^E_{\text{step}}(s) = \hat{S}E(s) \frac{1}{s^2} = \left(1 + \frac{T^E}{s + \beta^E} \right) \frac{1}{s^2}
$$

where

$$
\frac{T^E}{\beta^E} = \frac{2 \alpha}{2 \alpha + \eta_L},
$$

\[ \beta^E = \frac{2 \alpha + 1}{\tau_L}. \] (48)

B. Unit Step Response (H-Polarization)

On account of the results of Section III, the time Laplace transform of $h^H_{\text{step}}(t)$ is

$$
\hat{h}^H_{\text{step}}(s) = \hat{S}H(s) \frac{1}{s} = \left(1 + \frac{T^H}{s + \beta^H} \right) \frac{1}{s}
$$

from which the time-domain pulse shape follows as

$$
h^H_{\text{step}}(t) = -H(t) + \frac{T^H}{\beta^H} \left[1 - \exp(-\beta^H t) \right] H(t)
$$

C. Unit Ramp Response (E-Polarization)

On account of the results of Section III, the time Laplace transform of $e^E_{\text{ramp}}(t)$ follows, together with $s^{-2}$ as the time Laplace transform of ramp$(t)$, as

$$
e^E_{\text{ramp}}(s) = \hat{S}E(s) \frac{1}{s^2} = \left(1 + \frac{T^E}{s + \beta^E} \right) \frac{1}{s^2}
$$

where

$$
\frac{T^E}{\beta^E} = \frac{2 \alpha}{2 \alpha + \eta_L},
$$

\[ \beta^E = \frac{2 \alpha + 1}{\tau_L}. \] (48)

D. Unit Ramp Response (H-Polarization)

On account of the results of Section III, the time Laplace transform of $h^H_{\text{ramp}}(t)$ follows, together with $s^{-2}$ as the time Laplace transform of ramp$(t)$, as

$$
h^H_{\text{ramp}}(s) = \hat{S}H(s) \frac{1}{s^2} = - \sum \left[ H(t) + \frac{T^H}{\beta^H} \left[1 - \exp(-\beta^H t) \right] H(t) \right]
$$

in which [cf. (37) and (38)]

$$
\frac{T^H}{\beta^H} = \frac{2 \alpha}{2 \alpha + \eta_L},
$$

\[ \beta^H = \frac{2 \alpha + 1}{\tau_L}. \] (48)

From these results, the pulse shapes $\{E^E_0, H^E_0\}(t) = \{E^E_0, H^E_0\}(t)$ of the reflected wave in $D^-$ and the pulse shapes $\{E^H_0, H^H_0\}(t) = \{E^H_0, H^H_0\}(t) + \{E^H_0, H^H_0\}(t)$ of the transmitted wave in $D^+$ can be constructed. Figs. 5–10 show some results for an incident wave with rectangular pulse shape.
Figs. 11–16 show results for an incident wave with trapezoidal pulse shape. The figures indicate how drastically the pulse shapes can deviate from the one of the incident wave, as well as how different \( E \)-polarized field behave from \( H \)-polarized fields. The results clearly indicate the differences in response of \( E \)-versus \( H \)-polarized fields. This could be expected since the contrast properties of the thin sheet involve only electrical material parameters (conductivity and permittivity) and no magnetic material parameters. The differences in response imply, in particular, that the pulse shapes of arbitrarily polarized and obliquely incident waves undergo rather complicated changes upon their interaction with the thin-sheet configuration. In any communication system based on pulse operation this is a factor of importance. The results for the pulse of rectangular shape, with its infinitely steep flanges and zero pulse rise and fall times, illustrate to what non-zero pulse rise and fall times the reflection against and transmission across the thin sheet give rise, any non-zero pulse rise or fall time, in this case, being attributable to the presence of the configuration. The results for the pulse with trapezoidal shape have been included as this pulse shape is the standard pulse for analyzing the signal and field transfer in digital microelectronic devices and systems.

V. THE THIN-SHEET, HIGH-CONTRAST BOUNDARY CONDITION IN MORE COMPLEX CONFIGURATIONS

In highly complex configurations, the thin-sheet, high-contrast boundary condition (12) can be implemented in any type of mesh-conforming spatial discretization as used in finite-difference and finite-element methods for solving Maxwell’s equations in the time domain. Configurations containing one or more
thin-sheet, high-contrast disks of finite planar supports and embedded in a homogeneous, isotropic embedding, can advantageously be handled via an integral-equation formulation. We illustrate the relevant procedure by considering the scattering of an arbitrary incident field \( \{ \mathbf{E}_i, \mathbf{H}_i \} (\mathbf{r}, t) \) by the disk specified by (1). The contrast sheet electric current density \( \mathbf{J}_{\text{sheet}} \) generates the scattered field \( \{ \mathbf{E}_o, \mathbf{H}_o \} (\mathbf{r}, t) \). The electric field of the latter is related to \( \mathbf{J}_{\text{sheet}} \) via \[\mathbf{E}_o(\mathbf{r}, t) = \int_{(x',y')\in\Sigma} \left[ G^{E,F} \right](\mathbf{r}; x', y', 0; t) * \left[ \mathbf{J}_{\text{sheet}}(x', y', t) \right] dx'dy' \text{ for } \mathbf{r} \in \mathbb{R}^3 \text{ and } t \in \mathbb{R} \] in which \( \mathbf{E}_o \) is the 1 \times 3 matrix of the Cartesian components of the scattered electric field, \( [G^{E,F}] \) is the 3 \times 3 matrix of the Cartesian components of the electric-field/electric-current Green’s tensor of rank two \( [4, \text{pp. 732–733}] \) and \( \mathbf{J}_{\text{sheet}} \) is the 1 \times 3 matrix of the Cartesian components of the contrast sheet electric current density (with zero \( z \)-component). Taking (57) for \( z = 0 \) and \( (x, y) \in \Sigma \) and substituting the result in the right-hand side of \( [\text{cf. (12)}] \)

\[
\mathbf{J}_{\text{sheet}x,y}(x, y, t) = (G_{L} + C_{L}\hat{k})(\mathbf{F}_{x}^{\omega}(x, y, 0, t) + \mathbf{F}_{y}^{\omega}(x, y, 0, t))
\]

for \( (x, y) \in \Sigma \) and all \( t \in \mathbb{R} \) we end up with integral equations for \( J_{\text{sheet}x}^{\omega} \) and \( J_{\text{sheet}y}^{\omega} \) that can be solved with standard numerical methods such as can be found in [17].
VI. CONCLUSION

An approximate method is proposed that models the interaction of an incident, pulsed, electromagnetic field with a thin, high-contrast, finely layered structure via a thin-sheet boundary condition that expresses the in-plane conduction and contrast electric polarization currents in the structure in terms of the exciting incident field. The boundary condition relates the jump in the tangential component of the scattered magnetic field strength across the layer in terms of the (continuous) tangential component of the electric field strength in the layer. In the pertaining layer admittance coefficient, the integrated values of the conductance and the contrast permittivity profiles across the layer occur. The model is applied to the scattering of an incident plane wave with pulsed time signature by a layer of infinite extent. Expressions for the pulse shapes of the reflected and transmitted fields are obtained. In them, the layer properties and the direction of incidence and state of polarization of the incident wave occur as parameters. Numerical results for incident waves with rectangular and trapezoidal pulse shapes illustrate how the thin-layer structure change the pulse shapes of the total field in front of and behind the scattering layer.

The use of the thin-sheet, high-contrast boundary condition in the computational analysis in more complex configurations is briefly indicated.
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