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Summary

This thesis focusses on two aspects of tunable optics: Fabry-Pérot interferometers with a variable distance between their mirrors and electrowetting liquid lenses. The need for a device to detect child abuse has motivated us to design and build a camera that can detect the chemical composition of the upper skin layers of a bruise using a self-made Fabry-Pérot interferometer. The research described in the first part of this thesis has shown that wide-angle spectral imaging can be achieved with compact and cost-effective cameras using Fabry-Pérot interferometers. Designs with a full field of 90° in which the Fabry-Pérot interferometer is mounted either in front of an imaging system or behind a telecentric lens system are presented and analysed. The dependency of the spectral resolution on the numerical aperture of the lens system is derived and its value as a design criterion is shown. It is shown that the telecentric camera design is preferable over the collimated design for bruise imaging with a Fabry-Pérot interferometer.

The idea to use a liquid lens for spectral imaging has directed the research towards a new concept of controlling surface waves on the surface of a liquid lens. We investigate and model surface waves because they decrease the imaging quality during fast focal switching. We propose a model that describes the surface modes appearing on a liquid lens and that predicts the resonance frequencies. The effects of those surface modes on a laser beam are simulated using geometrical optics and Fresnel propagation, and the model is verified experimentally. The model of the surface oscillations is used to develop a technique to create aspheric surface shapes on commercially available electrowetting liquid lenses. The surface waves on the liquid lens are described by Bessel functions of which a linear combination can be used to create any circularly symmetrical aspheric lens shape at an instant of time. With these surface profiles, one can realise a large set of circularly symmetrical wavefronts and hence intensity distributions of beams transmitted by the lens. The necessary liquid lens actuation to achieve a desired shape is calculated via a Hankel transform and confirmed experimentally. The voltage signal can be repeated at video rate. Measurements taken with a Mach-Zehnder interferometer confirm the model of the surface waves. The capabilities and limitations of the proposed method are demonstrated using the examples of a Bessel surface, spherical aberration, an axicon, and a top hat structure.
Samenvatting

Dit proefschrift is gericht op twee aspecten van afstembare optica: Fabry-Pérot interferometers met een variabele afstand tussen de spiegels en op vloeistoflenzen, gebaseerd op elektrobevochtiging.

De behoefte aan een apparaat om kindermishandeling te detecteren motiveert ons om een camera te ontwerpen en te bouwen, die met behulp van een zelfgemaakte Fabry-Pérot interferometer de chemische samenstelling van de bovenste huidlagen van een blauwe plek kan detecteren. Het in het eerste deel van dit proefschrift beschreven onderzoek heeft aangetoond dat spectrale groothoekbeeldvorming kan worden gerealiseerd met compacte en goedkope camera’s, samen met Fabry-Pérot interferometers. Ontwerpen met een beeldhoek van 90°, waarin de Fabry-Pérot interferometer vóór een beeldvormend systeem of achter een telecentrisch lenssysteem is gemonteerd, worden gepresenteerd en geanalyseerd. De relatie tussen de spectrale resolutie en de numerieke apertuur van het lenssysteem wordt afgeleid en de waarde ervan als ontwerpcriterium wordt getoond. Er is aangetoond dat het ontwerp van de telecentrische camera de voorkeur verdient boven het gecollimeerde ontwerp voor beeldvorming door middel van een Fabry-Pérot interferometer.

Het idee om een vloeistoflens te gebruiken voor spectrale beeldvorming heeft het onderzoek gericht op een nieuw concept om oppervlaktegolven op het oppervlak van een vloeistoflens te besturen. We onderzoeken en modelleren oppervlaktegolven omdat deze de kwaliteit van het beeld verminderen tijdens snelle brandpuntveranderingen. We stellen een model voor, dat de oppervlaktemodi beschrijft, die op een vloeistoflens verschijnen en dat de resonantiefrequenties voorspelt. De effecten van deze oppervlaktemodi op een laserstraal worden gesimuleerd met behulp van geometrische optica en Fresnel propagatie, en het model wordt experimenteel geverifieerd. Het model van de oppervlakketrillingen wordt gebruikt voor de ontwikkeling van een techniek om asferische oppervlaktevormen op in de handel verkrijgbare elektrobevochtigingvloeistoflenzen te creëren. De oppervlaktegolven op de vloeistoflens worden beschreven door Bessel functies, waarvan een lineaire combinatie kan worden gevormd, om iedere cirkelsymmetrische asferische lensvorm op enig moment in de tijd te creëren. Met deze oppervlakteprofielen kan men een grote set cirkelsymmetrische golfronten en dus intensiteitsverdelingen van door de lens vallend licht realiseren. De noodzakelijke vloeistoflensaandrijving om een gewenste vorm te bereiken wordt met een Hankel transformatie berekend en experimenteel bevestigd. Het spanningssignaal kan met videosnelheid worden herhaald. Metingen met een Mach-Zehnder interferometer bevestigen het model van de oppervlaktegolven. De mogelijkheden en beperkingen van de voorgestelde methode worden gedemonstreerd aan de hand van enkele voorbeelden: een Bessel oppervlak, sferische aberratie, een axicon en een hoge hoedstructuur.
Part I.

Spectral imaging
1. Spectral imaging of bruises

Spectral imaging has a very popular topic in research and engineering in recent years in optics. Almost 2000 scientific publications are published every year [1]. The number has doubled since 2010 and spectral imaging has entered many fields of science and industry today. The applications range from astronomy to agriculture and from arts to medicine and forensics.

![Figure 1.1.: Annual number of publications on spectral imaging during the life of the author [1].](image)

In this context, it is not surprising that the Academisch Medisch Centrum (AMC)\(^1\), the largest hospital of Amsterdam with a connection to the Universiteit van Amsterdam, decided to start a research project on spectral imaging in 2012. Together with the Technische Universiteit Delft (TU Delft), the Saxion Hogeschool

---

\(^1\)Since 2018: Amsterdam Universitair Medisch Centrum (Amsterdam UMC)
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and the support of Dutch industry partners Avantes BV, Anteryon BV, Forensic Technical Solutions (FTS)\(^2\), and later DEMCON Focal, they created “The Spectr@phone” project. The aim was to develop a hand-held spectrometry and multispectral imaging tool for forensic and medical applications, more specific the development focussed on the age determination of bruises.

1.1. Bruises as an indicator for child abuse

Since the beginning of the 90s child abuse has been put into the focus of scientific research after denying the problem for decades \([2]\). There are numerous forms of child abuse all having long-term effects on the physical and mental health of the affected children \([3, 4]\). One example is physical abuse, indicated by the presence of multiple bruises, which can be detected during regular check-ups by a doctor. Legal actions however have a serious impact on the life of a family and should therefore be taken with great caution. Unusual locations as well as a uniform shape of bruises indicate child abuse. One factor that can help detecting child abuse is the age of a bruise which had been impossible to detect for a long amount of time.

1.1.1. Bruise formation

A bruise is created when an external force breaks a skin layer and blood accumulates in the subcutaneous tissue. The blood diffuses into the upper skin layers of the dermis and forms a visible discoloration. The colouring is mainly caused by the chromophores: haemoglobin (red/blue) and bilirubin (yellow). Their visibility depends on their location in terms of depth and diffusion, their amount, the skin pigmentation, and the oxygenation of the haemoglobin \([4]\).

The colour of a bruise changes over time and depends on a series of biological processes, which in turn depend on the age and gender of the child. The red haemoglobin diffuses in the dermis and is enzymatically converted to bilirubin during the healing process of the wound \([6]\). Bilirubin however diffuses faster than haemoglobin creating yellowish rings around the red/blue haemoglobin areas (Fig. 1.2) of a bruise. The knowledge about these colour changes has been summarised in look-up tables, but the variations in the colours and their descriptions makes their legal use impossible \([7]\).

To objectively determine the colour of a bruise, scientists have tried to use reflectance spectroscopy to determine the concentration of each chromophore inside the skin (Fig. 1.3). But the complex nature of bruises makes estimating the age difficult when analysing the spectrum of the skin in only one position. The chromophores move in the skin and make determining the optimal reference point challenging. Many important factors influence the colour composition of a bruise including the size and depth of the bruise and different tissue types and thus effect the spectroscopic measurement. Separating their influences to determine the age cannot easily be done with point spectroscopy.

\(^2\)Now: fortechs
Figure 1.2.: Healing of a black eye over a 9-day period caused by a wisdom tooth extraction [5].
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Figure 1.3.: Molar extinction coefficient of oxygenated (HbO$_2$) and deoxygenated haemoglobin (Hb), methaemoglobin (metHb), and bilirubin [8].

1.1.2. Hyperspectral investigation of bruises

The appearance of spectral cameras on the market enabled new analysis techniques that wouldn’t be possible with reflectance spectroscopy in only one point of the bruise. In spectral imaging the colour spectrum is measured in each image point and in consequence gives information about the bruise in each point at the same time. Most spectral imaging methods are based on a scan over time, since 2D camera sensors cannot obtain 3D information in a single shot. Therefore, the 3D datacube is either scanned spatially, or spectrally. The additional information obtained by spectral imaging can then be used to localise the haemoglobin and bilirubin in the bruise.

1.2. Age determination

Determining the age of a bruise however is non-trivial. The mechanism of blood diffusion and the healing process differs depending on the position and depth of the bruise. The following model is based on the work of Randeberg and Stam [4,6,9] and has been further developed by Richelle Hoveling during the course of the Spectr@phone project. A simulation of the time- and space-dependent behaviour of bruises enables accurate age determination of bruises. The simulation is based on a finite element method (FEM) model of the bruise that uses the different dynamics of haemoglobin and bilirubin to describe the healing behaviour.

This skin model consists of three layers resembling the dermis (top and middle layer) and the subcutaneous layer (bottom layer). The starting point of the simulation is a haemoglobin pool of arbitrary shape and size in the subcutaneous layer that resembles the initial injury causing the bruise. In consequence the model does not describe bruises containing open wounds. The chromophore concentration in
1.2. Age determination

Figure 1.4.: FEM skin model. (a) The skin is divided three layers $z$. A schematic blood pool spreading from the subcutaneous layer into the dermis is indicated in red. (b) Element indexing of adjacent compartments $k$ and $l$ as used in the formulas.

Each finite element is influenced by three processes: First the convection from the subcutaneous layer into the dermis. Second the vertical diffusion between the layers and horizontal diffusion within the layers. Third the enzymatic conversion of bilirubin to haemoglobin. The fluid transport of haemoglobin in vertical direction is given by Darcy’s law [10]. The diffusion is described by Fick’s first law [11, 12]. The conversion of haemoglobin to bilirubin is described by Michaelis-Menten kinetics [13]. In the second layer ($z = 2$), the mass rate of haemoglobin is

$$\frac{\Delta [Hb]_{i,j,z}}{\Delta t} = \left( \frac{[Hb]_{i,j,z+1} K \Delta p_{z+1; z} A_{z+1; z}}{V_{z+1}} \right) +$$

$$+ D_{Hb} \left( \frac{1}{6} \sum_k \left( \frac{\Delta N_{Hb} A}{\Delta x} \right)_{i,j,z;k} + \frac{1}{4} \sum_l \left( \frac{\Delta N_{Hb} A}{\sqrt{2} \Delta x} \right)_{i,j,z;l} \right) -$$

$$- \frac{V_{max}[Hb]_{i,j,z}^a [HO] M(Hb)}{K + [Hb]_{i,j,z}^a}.$$ (1.1)

The first term on the right-hand side describes the flow out of the subcutaneous layer into the lower dermis. Therefore, this term is zero in the upper dermis ($z = 1$) and its sign is inverted in the subcutaneous layer ($z = 3$). The second term describes the diffusion between neighbouring elements and the third term the conversion of haemoglobin to bilirubin. All variables are listed in Table 1.1. The meaning of the indices is depicted in Figure 1.4. $i$ and $j$ are the coordinate indices of an element within a layer $z \in \{1; 2; 3\}$. $k$ resembles all nearest neighbour elements and $l$ the four nearest diagonal elements within the same layer $z$. Haemoglobin, bilirubin, and heme oxygenase are abbreviated with Hb, B, and HO, respectively. The molar masses of haemoglobin and bilirubin are $M(Hb) = 65 \frac{kg}{mol}$ and $M(B) = 0.584 \frac{kg}{mol}$, respectively.
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<table>
<thead>
<tr>
<th>Quantity</th>
<th>Abbreviation</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time step</td>
<td>$\Delta t$</td>
<td>s</td>
</tr>
<tr>
<td>Mass of Hb, HO, B</td>
<td>[Hb], [HO], [B]</td>
<td>kg</td>
</tr>
<tr>
<td>Volume of the element</td>
<td>$V$</td>
<td>m$^3$</td>
</tr>
<tr>
<td>Hydraulic conductivity</td>
<td>$K$</td>
<td>m$^4$Ns</td>
</tr>
<tr>
<td>Pressure difference between layer $z + 1$ &amp; $z$</td>
<td>$\Delta p_{z+1,z}$</td>
<td>N/m$^2$</td>
</tr>
<tr>
<td>Contact surface of two elements</td>
<td>$A$</td>
<td>m$^2$</td>
</tr>
<tr>
<td>Distance between the centres of two nearest neighbour elements</td>
<td>$\Delta x$</td>
<td>m</td>
</tr>
<tr>
<td>Diffusivity of Hb, B</td>
<td>$D_{\text{Hb}}, D_B$</td>
<td>m$^2$/s</td>
</tr>
<tr>
<td>Hb density difference between the elements</td>
<td>$\Delta N_{\text{Hb}}$</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>Maximum conversion rate per mg of HO</td>
<td>$V_{\text{max}}$</td>
<td>mol/kg·s</td>
</tr>
<tr>
<td>Molar concentration of Hb</td>
<td>$[\text{Hb}]^*$ = $\frac{[\text{Hb}]}{M(\text{Hb})V}$</td>
<td>mol/m$^3$</td>
</tr>
<tr>
<td>Michaelis-Menten constant</td>
<td>$K_m$</td>
<td>mol/m$^3$</td>
</tr>
<tr>
<td>(affinity of an enzyme for a reaction)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Molar mass of Hb, B</td>
<td>$M(\text{Hb}), M(B)$</td>
<td>kg/mol</td>
</tr>
<tr>
<td>Clearance time of B from the lymphatic system</td>
<td>$\tau_B$</td>
<td>s</td>
</tr>
</tbody>
</table>

Table 1.1.: Quantities used in Equations (1.1) and (1.2).
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The bilirubin mass rate is given in all layers $z$ by

$$\frac{\Delta[B]_{i,j,z}}{\Delta t} = D_B \left( \frac{1}{6} \sum_k \left( \frac{\Delta N_B A}{\Delta x} \right)_{i,j,z;k} + \frac{1}{4} \sum_l \left( \frac{\Delta N_B A}{\sqrt{2} \Delta x} \right)_{i,j,z;l} \right) +$$

$$+ 4 \frac{V_{max}[Hb]_{i,j,z}^*}{K_m + [Hb]_{i,j,z}^*} [HO] M(B) -$$

$$- \frac{[B]_{i,j,z}}{\tau_B} \tag{1.2}$$

The first term on the right-hand side describes the diffusion between neighbouring elements. The second term describes the creation of bilirubin from haemoglobin. The additional factor 4 represents the enzymatic reaction creating 4 mol of bilirubin from 1 mol of haemoglobin. The third term describes the clearance of bilirubin into the lymphatic system.

Figure 1.5.: Development of measured haemoglobin (Hb) and bilirubin (B) areas of a bruise compared to the FEM simulation [14].

The FEM model gives insights into the characteristic spreading behaviour of both haemoglobin and bilirubin. This spatial inhomogeneity during the healing process of the bruise can be used to determine the age of a bruise [15]. The different development of the red/blue haemoglobin and the yellow bilirubin area allows retrieving information about the exact age by simply looking at the ratio of both areas. For a known suspect, the age of a bruise has been determined with an accuracy of $\pm 0.5$ h after 26 h and an accuracy of $\pm 2.5$ h after 100 h (Fig. 1.5).

The chromophore areas have to be determined using spectral imaging. Unlike other spectral imaging techniques, it is not necessary to perform hyperspectral imaging on the full visible spectrum. It is possible to measure as little as 9 wavelengths to accurately determine the chromophore concentrations in each pixel. Figure 1.6 depicts, how only two wavelengths can already give an indication, where the two chromophores are located in the bruise.
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Figure 1.6.: Reflectance images of a bruise for white light (left), at 450nm (middle), and at 580nm (right), showing the areas of increased bilirubin (yellow) and haemoglobin (red).

1.3. Development of a new spectral camera

At the AMC this technique had been applied using a liquid crystal tunable filter (LCTF) hyperspectral camera, being the best option available at the time. LCTF filter uses wavelength-dependent birefringence to filter light spectrally. Its working principle is explained in Section 1.3.3. The disadvantage of such a LCTF camera is its low light efficiency and therefore long integration times and gigabyte image files. In consequence, measuring bruises on living people turned out to be impractical. Creating an application-specific spectral imaging device measuring only the necessary wavelengths in a sufficient quality for a decent price has been the main motivation for the Sprectr@phone project.

1.3.1. Requirements

To decide on the best camera design, account has to be taken of the requirements imposed by the medical analysis. A list of essential parameters is shown in Table 1.2. They are based on the requirements of the presented FEM model in Section 1.2, taking account of typical bruise sizes, and ensuring comfortable measurement conditions in the hospital. The short acquisition time is especially important to prevent that the patient can move during the measurement. The main challenge is therefore finding a light efficient spectral imaging device with a sufficient spectral resolution and a large free spectral range to make short integration times possible without having to use an impractical light source. The requirements imposed on the image quality, e.g. working distance, depth of field, and resolution are much less strict than the spectral requirements. Therefore, the choice and development of a spectral filter quickly became the focus of the project.

1.3.2. Spectral imaging basics

Spectral imaging aims to collect all spectral information in each pixel of the image [16]. Hence, the irradiance is measured in a three-dimensional (3D) dataset with the standard space coordinates \((x, y)\) and an additional wavelength coordinate \(\lambda\). This dataset is called a datacube (Fig. 1.7). The data points of the
1.3. Development of a new spectral camera

<table>
<thead>
<tr>
<th>Specification</th>
<th>Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength range</td>
<td>450-650 nm</td>
</tr>
<tr>
<td>Spectral resolution</td>
<td>6-15 nm</td>
</tr>
<tr>
<td># of wavelengths</td>
<td>9-12</td>
</tr>
<tr>
<td>Spatial resolution</td>
<td>&lt;1 mm</td>
</tr>
<tr>
<td>Working distance</td>
<td>20 cm</td>
</tr>
<tr>
<td>Object size</td>
<td>$10 \times 10$ cm</td>
</tr>
<tr>
<td>Acquisition time</td>
<td>&lt;1 s</td>
</tr>
</tbody>
</table>

Table 1.2.: Specification goals for the Spectr@phone camera

Figure 1.7.: Spectral datacube (left) and spectral scanning strategies (right)
spectral datacube are called voxels (volume pixel = volume picture element). A spectral camera measures the 3D datacube with a two-dimensional (2D) sensor, in consequence most techniques scan the datacube in 2D slices over time. There is a variety of different terms referring to spectral imaging, that became popular during different decades, wavelength regimes, and fields of application, that can be used interchangeably: Spectral imaging, imaging spectroscopy, imaging spectrometry, hyperspectral imaging, and multispectral imaging [17]. Some authors differentiate between those terms, but there is no consistent standard. Multispectral imaging is in general seen as a technique for which more than three but less than 10–25 spectral bands are measured, which separates it from standard RGB cameras and hyperspectral approaches. However, the boundaries are fluent and often depend on the market they are aiming for. The known spectral imaging techniques can be subdivided into four categories:

- **Point-scanning (whisk broom scanners):** All classic spectrometers can be used for spectral imaging by simply scanning the whole field of view point by point with one or two mirror galvanometers. This approach mainly finds its application in techniques where point scans are common by default like in optical coherence tomography, confocal microscopy, space telescopes, or satellites.

- **Line-scanning (push broom scanners):** Line scanning techniques can be applied for most spectrometry techniques and are standard in many airborne/spaceborne systems, that move with a constant speed above their objects, or in industry applications where the product passes the camera on a conveyor belt.

- **Wavelength-scanning:** Wavelength filters are applied, whenever there is no need to measure all wavelength bands at a time, or the spatial scanning causes unwanted artefacts.

- **Snapshot techniques:** Non-scanning or snapshot systems obtain the spectral data cube with a single exposure of the detector. Most snapshot techniques are based on either a wavelength or spatial scanning technique but project the information obtained usually obtained during the scan on a different or larger detector unit. Snapshot techniques are the most trending development in the field, but in general come with huge post-processing efforts or drastic trade-offs between spectral and spatial resolution. Therefore they are still barely represented outside of lab environments.

### 1.3.3. Spectral imaging techniques

The following section gives an overview over some popular techniques and provides background information about the historic availability of spectral imaging techniques.

---

3 A fast tool for determining the age of bruises is therefore a multispectral camera.

4 This does not necessarily mean that they are faster than scanning techniques.
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Spatial-scanning techniques

Spatial scanning techniques rely on dispersion created by either a grating or a prism. Grating and prisms spread the wavelength information along a spatial axis on the detector. Therefore, only one line of the image can be measured simultaneously and the image has to be line scanned. This is advantageous, if the object and the camera are moving with constant speed with respect to each other.

The prism spectrometer is the oldest spectral imaging technique, first developed by P. Jules C. Janssen in the middle of the 19th century. A spinning double-slit monochromator creates a narrowband spectrum. The spectral image is measured by looking through the exit slit and changing the viewing angle with respect to a prism to observe the scene in different wavelengths [17]. Prisms (especially Amici prisms) have ever since been used for spectral imaging and can nowadays be found in many line-scanning spectral cameras.

Figure 1.8.: Typical techniques used for line scanning: (a) Prism, (b) grating, (c) Amici prism, (d) Prism grating prism [18].

Grating spectrometers however can be easier customised and are therefore the more popular technique today. Both prism and grating can be combined into a prism grating prism (Fig. 1.8) to amplify each other’s effect and to create large separation of wavelengths [18, 19].

Spatial-scanning spectrometers are applied in all kind of applications ranging from satellites [20], fluorescence microscopy [21], measuring retinal oxygen saturation [22] to X-ray applications [23].

Wavelength-scanning techniques

One of the easiest techniques to measure an image wavelength by wavelength is the use of colour filters [16,24]. Each colour filter transmits only a narrow wavelength band and has to be exchanged between each wavelength measurement with for example a filter wheel (Fig. 1.9). Dichroic colour filters are very light efficient and
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Figure 1.9.: Typical techniques used for wavelength scanning: (a) Filter wheel, (b) Linear variable filter, (c) Fabry-Pérot filter.

useful when only very few wavelengths are required. For more wavelengths the use of linear variable filters is more convenient.

At the end of the 19th century Charles Fabry and Alfred Pérot developed their famous interferometer, the first spectral filter that allowed watching a full scene, while being able to tune the wavelength [25]. A Fabry-Pérot interferometer (FPI) consists of a pair of parallel highly reflecting mirrors. Interference of multiply reflected beams creates very precise fringes and can be used to filter wavelengths. The strength of Fabry-Pérot filters is their ability to scan through wavelengths by changing the distance between the mirrors while maintaining a high spectral resolution. The scan takes a complete image for each mirror configuration.

Due to high manufacturing costs and their difficult alignment FPIs had only been used for high-end spectral imaging in telescope and space applications for many decades [26–30]. With the miniaturisation of electronics and the development of new manufacturing techniques microelectromechanical systems (MEMS)-based FPIs have been manufactured. [31–33]. Alternatively, piezoelectric crystals [34], electro-optics [35], dual tunable Fabry-Pérot devices [35], or liquid crystals [36, 37] can be used to scan through the wavelengths. FPIs achieve the highest spectral resolutions and can achieve the highest light efficiency for a given spectral resolution [38].

Liquid crystal tunable filters (LCTF) are based on a sequence of Lyot filters [39]. A Lyot filter firstly linearly polarises the incoming light, secondly sends it through a birefringent crystal and a liquid crystal to turn the polarisation plane over an angle which depends on the wavelength and third through a second linear polariser to filter the wavelengths. The wavelength-dependent birefringent phase retardation can be controlled electrically via the liquid crystal. Figure 1.10 displays how more Lyot filters in series are used to create narrower spectral transmission lines and a larger free spectral range, but this causes additional transmission losses with each additional polariser. LCTFs are very stable, especially in environments with difficult temperature conditions [15, 36, 40–44].

Acousto-optic tunable filters (AOTF) use piezos to create standing waves within a crystal (Fig. 1.11). The acoustic wave induces a density grating that works as an optical grating. The wavelength can be tuned by changing the acoustic frequency by which the grating constant is changed. AOTFs are light-weight spectral filters that can have very large spectral operating ranges (200 nm – 5 µm) [16, 36, 43–49].
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Figure 1.10.: Working principle of a LCTF. The birefringent crystals (BC) are shown in red. Their crystal axes are oriented along the optical axis. The liquid crystals (LC) are shown in green. The polarisers are marked with an arrow or x to indicate their polarising axis. Each unit of polariser(s), birefringent crystal, and liquid crystal is called a Lyot filter. Changing the orientation of the liquid crystal changes the frequency $f$ of maximum transmission $T$.

Figure 1.11.: Working principle of an AOTF. A piezo induces an acoustic wave into a crystal. Tuning the frequency $f$ changes the grating constant and the transmission wavelength.
Snapshot techniques

Unlike other scanning techniques, spectral images can also be obtained with a single exposure of the detector. This is often achieved by projecting several wavelengths to different parts of a large detector simultaneously.

The first snapshot approach was proposed by Bowen in 1938 [50]. His proposed image slicer is a mirror that reflects each line of the image into a different direction (Fig. 1.12(a)). Each line of the image can then simultaneously be evaluated by an individual spectrometer.

In a similar way, an image can be measured with a fibre array, where each fibre can be analysed individually, or an array of lenslets [26, 51–53]. Multispectral beamsplitting is depicted in Figure 1.12(b). It separates the wavelengths with dichroic mirrors/prisms that each send a different wavelength to an individual detector [54]. A multiaperture filtered camera is a camera array each with an individual colour filter, which are often implemented using microlens arrays [55, 56].

The same colour filtering can also be applied at the pixel level in a single camera by increasing the number of filters of the standard RGB Bayer filter [57, 58]. Even though those spectrally resolving detector arrays are very compact and stable, multispectral Bayer filters have been under development for more than 40 years and the technique has not been commonly implemented due to resolution limits and manufacturability problems.

Figure 1.12(d) shows how a Fabry-Pérot interferometer can be combined with a grating to separate multiple transmission wavelengths spatially (tunable echelle
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The principle of a liquid crystal tunable filter (LCTF) can be turned into a snapshot technique by dropping the liquid crystals and splitting up the polarisation after each waveplate (image-replicating imaging spectrometer) with Wollaston polariser prisms (Fig. 1.12(e)). In consequence each band gets spatially spread and subdivided after each Lyot filter [52].

Similar to computed tomography, spectral images can be calculated by making several projections of the spectral datacube (Computed Tomography Imaging Spectrometry) [60–63]. This can be done by designing for example a kinoform grating that, similar to a slit spectrometer, creates multiple projections of the datacube on a single detector chip (Fig. 1.12(c)). Sufficient datacube resolutions therefore require large high resolution detectors. Kinoform dispersers are difficult to fabricate.

A nowadays very popular approach is compressive spectral imaging (CSI/CASSI). The CSI approach uses compressive sensing to reduce the necessary amount of data that has to be collected to represent the datacube. A spectral image of sufficient quality is calculated afterwards on the computer. Compressive sensing is a signal processing technique that can be used to reconstruct a sparse signal. The signal has to be measured in a sparse basis which can in general be done using far fewer samples. The basis is then transformed back into the usual (cartesian) basis numerically to obtain the full information. Solving the undetermined system of linear equations relies on finding a sparse basis by minimizing the $l_1$ norm [64–66]. In spectral imaging this technique is usually applied by placing a coded aperture mask in the imaging system (Fig. 1.13). The mask can be both encoded spatially as well as spectrally to get high quality spectral images. The encoded light is then sent through a disperser and measured by a detector [67–78].
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Other approaches

Spectral filtering does not have to be done after the light interacts with the object. In some applications it can also be achieved by tuning the light source. This is useful whenever the background noise in the frequency band of interest is negligible. Outside the visible spectrum many techniques tune the wavelength of the light source for spectral imaging. The standard examples are gemstone spectral imaging with X-ray [79, 80] and Raman spectroscopy [81]. The general approach has also been tested in the visible regime by using a set of different LEDs [82].

Next to the discussed main approaches there are numerous niche techniques for spectral imaging used in very specific situations. Chromatic aberrations can be used to separate different wavelengths with movable pinhole arrays or Alvarez-Lohmann lenses [83–85]. Photons can also be sorted spectrally using plasmonic nanostructures [86]. Tilting one or more colour filters scans small wavelength regions accurately [87, 88] and imaging Fourier transform spectroscopy uses classic interferometers like the Michelson, or Sagnac interferometer to generate a spectral datacube [89–96]. Extended lists of more spectral imaging techniques can be found in the review articles of Garini et al. [16] and Hagen and Kudinov [17].

1.3.4. Comparison of different spectral imaging techniques

All spectral imaging techniques aim for a different trade-off between spectral and spatial resolution, size, applicability in the specific work environment, speed, reliability, post-processing, and margin of error. For the age determination of bruises it is most important that certain wavelengths in the visible range are measured very reliably.5 When measuring bruises on living bodies it is crucial to optimise the speed of the spectral measurement to avoid errors due to breathing or movements of the patient. These two most important goals are accompanied by the wish for quick post-processing and a cheap and hand-held measurement device.

Developing the best spectral imaging camera within the manufacturing capabilities of the involved companies, all available spectral imaging approaches were evaluated in terms of measurement speed and their spectral and spatial resolutions.

Light efficiency

Spectroscopy techniques can be compared in terms of luminosity, i.e. the total amount of energy transmitted/detected per unit time of a source with unit intensity and their resolving power. The resolving power $\Re$ is the ratio of the wavelength $\lambda$ and the smallest distinguishable wavelength difference (spectral resolution) $\delta \lambda$: $\Re = \lambda / \delta \lambda$. For the three main spectroscopy techniques the prism, the grating, and the FPI, the luminosity for a given resolving power can be expressed analytically. For lossless transmission, the flux passing through a prism or grating spectrometer is [38]:

$$\Phi = \frac{BS\beta\lambda D}{\Re},$$  \hspace{1cm} (1.3)
where $B$ is the luminance of the source, $S$ is the area of the output beam, $\beta$ is the (identical) angular height of the entrance and exit slits and $D = \partial \alpha / \partial \lambda$ is the angular dispersion. The product $SD$ is different for prisms and gratings. The advantage of a grating over a prism is typically a factor of more than 8, with a minimum of 3, because of the small angular dispersion of common glass or crystalline prisms. Hence, a prism is always inferior to a grating spectrometer in terms of luminosity. The flux passing through an ideal Fabry-Pérot spectrometer is:

$$\Phi = \frac{\pi^2 BA}{2R}, \quad (1.4)$$

where $A$ is the area of the Fabry-Pérot spectrometer. The ratio of the flux passing through a Fabry-Pérot and the grating spectrometer can be reduced to $\pi^3/(4\beta)$ [38]. Since the angular height $\beta$ of the entrance slit has to be chosen <1/10, measuring with a Fabry-Pérot spectrometer typically allows a luminosity gain of 30 to 400 compared to a grating spectrometer. The higher light throughput of the Fabry-Pérot spectrometer allows shorter acquisition times per wavelength and therefore speeds up the entire measurement. Other interference-based techniques like the Michelson interferometer can be described in the same way as the Fabry-Pérot spectrometer and have no advantage in terms of luminescence for a given resolving power $R$. The difference is that Fabry-Pérot cavities reach higher spectral resolutions than single-pass interferometers.

Most spectral imaging techniques can be associated by their working principle with one of the three described techniques. AOTFs for example use an acoustic grating while LCTFs use a set of Lyot filters, which work like a series of Michelson interferometers but each with significant losses due to the polarisers.

### 1.3.5. Development of a demonstrator camera

![Figure 1.14.: Fabry-Pérot interferometer by Rikola](image)
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**Figure 1.15.** Transmission through the Rikola Fabry-Pérot interferometer.

**Figure 1.16.** Schematic demonstrator using a set of LEDs to distinguish between multiple orders of the Fabry-Pérot transmission.
Applying the best performing spectroscopy technique, the Fabry-Pérot spectrometer, has been difficult in the past due to manufacturability problems. While it has been applied for spectral imaging in space applications for many decades, low-cost mass-producible FPIs have only been available recently. To test the feasibility of the technique, a MEMS-based Fabry-Pérot interferometer has been bought from the only supplier on the market, the Finnish startup Rikola\(^6\). The FPI has been developed by the VTT Technical Research Center of Finland. The module is shown in Figure 1.14 and Figure 1.15. A scheme of the demonstrator built at Avantes is displayed in Figure 1.16.

![Figure 1.17: First spectral image of a green apple captured with the spectral camera demonstrator by Albert Borreman at Avantes](image)

The first trials were successful and motivated to put further effort into developing an own Fabry-Pérot interferometer at Anteryon. The first spectral images taken with the demonstrator camera are displayed in Figure 1.17. The original idea of developing a spectral camera for determining the age of bruises using a Rikola FPI failed at a very early stage of the project and purchasing the component was decided to be too expensive for our final application purpose. The VTT had decided to use the Rikola FPI in a different project for a similar market and therefore decided to withdraw their support and participation from the Spectr@phone project. A different solution had to be found, both profiting from the manufacturing strengths of Anteryon and circumventing the patents of VTT. Therefore our own Fabry-Pérot interferometer was developed and designed in detail for the project, shifting the focus from the design of a spectral camera entirely towards the design of the spectral filter.

\(^6\)Rikola was acquired by Senop in 2016.
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1.4. Design of the Fabry-Pérot interferometer

The design challenges and resulting decisions on how to manufacture a FPI and the necessary theoretical background is explained in this section. The theoretical results are followed by brief examples to explain the major design decisions.

1.4.1. Basic concept

The principle of a Fabry-Pérot interferometer has been understood since the 19th century and not changed much since then. A Fabry-Pérot interferometer consists of two highly reflecting mirrors facing each other. The spacing in between the two glass plates is typically in the range of micrometres to centimetres. The spacing defines the transmission wavelengths of the spectrometer. The rear surfaces of the glass plates are often tilted and/or coated with an anti-reflective dielectric layer to avoid unwanted reflections. A Fabry-Pérot etalon instead is a single glass plate with two reflecting surfaces.

Figure 1.18.: A basic Fabry-Pérot interferometer: An incident beam with angle \( \theta \) is reflected between two mirrors separated by a material of thickness \( d \) and with refractive index \( n \). The mirror gap is shown in blue and the glass mirrors \( n_0 \) in white. The medium surrounding the mirrors is not visible at this scale.

\[
i = E_0 \exp(i(k(x \cos \theta_0 + z \sin \theta_0) - \omega t + \varphi)),
\]

(1.5)

where \( x \) and \( z \) are the coordinates perpendicular and parallel to the mirrors of the FPI, respectively, \( E_0 \) is the amplitude of the incident electric field, \( k \) is the wave
number in the glass mirrors, $t$ is the time, $\omega$ is the angular frequency, and $\phi$ is the phase of the incident field at $x = 0$, $z = 0$ and $t = 0$. The field transmitted by the FPI without any internal reflections is $t_0$:

$$t_0 = T \exp \left( i \frac{2\pi n}{\lambda_0} \frac{d}{\cos \theta} \right) i, \quad (1.6)$$

where $T$ is the transmittance of the mirrors (which are assumed to be identical), $n$ is the refractive index of the material in between the mirrors, $\lambda_0$ is the vacuum wavelength of the incident light, $d$ is the distance between the mirrors, and $\theta$ is the angle between the wave vector and the normal on the mirrors of the FPI. The angles $\theta$ and $\theta_0$ are linked by Snell's law $n \sin \theta = n_0 \sin \theta_0$ with $n_0$ being the index of refraction of the glass plates. For each transmission a factor of $\sqrt{T}$ and for each reflection a factor $\sqrt{R}$, where $R$ is the reflectance of the mirrors, is multiplied to the amplitude. For each reflection at the glass mirrors the phase changes by $\pi$. The second factor of the exponent describes the travelled distance of the light and the first factor converts it into a phase. The field exiting the FPI after two reflections passes the gap three times and hence has amplitude:

$$t_1 = TR \exp \left( i \frac{2\pi n}{\lambda_0} \frac{3d}{\cos \theta} \right) i. \quad (1.7)$$

To calculate the interference between two succeeding fields one must not forget, that the field $t_0$ has to travel an additional distance $l_0$ outside of the gap to interfere with $t_1$

$$l_0 = 2d \tan \theta \sin \theta_0. \quad (1.8)$$

The phase difference between two succeeding beams is therefore:

$$\phi = 2n \frac{2\pi}{\lambda_0} \frac{d}{\cos \theta} - 2\frac{2\pi}{\lambda_0} n_0 d \tan \theta \sin \theta_0 \quad (1.9)$$

$$= \frac{2\pi}{\lambda_0} 2n d \left( \frac{1}{\cos \theta} - \tan \theta \sin \theta \right) \quad (1.10)$$

$$= \frac{2\pi}{\lambda_0} 2n d \cos \theta. \quad (1.11)$$

In consequence all succeeding transmitted fields can be described as

$$t_m = TR^m e^{im\phi} i, \quad (1.12)$$

for all integers $m \in \mathbb{N}_0$. The amplitude of the the total transmitted field is:

$$t = \sum_{m=0}^{\infty} t_m = T \sum_{m=0}^{\infty} R^m e^{im\phi} i = \frac{T}{1 - Re^{i\phi}} i. \quad (1.13)$$
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The transmitted intensity is the modulus squared of the field:

\[ T = t t^* = \frac{T^2}{1 + R^2 - 2 R \cos \phi} E_0^2. \]  

(1.14)

This result is known as the Airy function\(^7\)

\[ A(\phi, R) = \frac{1}{1 + F(R) \sin^2 \frac{\phi}{2}} E_0^2. \]  

(1.15)

with the coefficient of finesse:

\[ F = \frac{4R}{(1-R)^2}. \]  

(1.16)

Figure 1.19.: The spectral transmittance of a absorption free FPI under normal incidence \(\theta = 0\) (mirror distance \(d = 1500\, \text{nm}, n_{\text{Air}} = 1, E_0^2 = 1\))

The Airy function is shown in Figure 1.19. The absorptance \(A\) of the mirrors can be included with a simple additional factor:

\[ T' = \left(1 - \frac{A}{1 - R}\right)^2 A(\phi, R). \]  

(1.17)

Most other important characteristic parameters of a FPI can be derived easily using this equation. The transmittance is maximal, whenever \(\sin^2(\phi/2) = 0\). Transmission peaks can therefore be observed for \(\phi = 2\pi m\) for \(m \in \mathbb{N}\). The minimum of the transmittance function \(T\) defines the maximum reflectance of the FPI \(R_{\text{max}}\), i.e. the maximum suppression of all wavelengths outside the transmission

\(^7\) Using the trigonometric identity: \(\cos(x) = 1 - 2 \sin^2\left(\frac{x}{2}\right)\).
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peaks

\[ R_{\text{max}} = \frac{4R}{(1 + R)^2} E_0^2. \]  

(1.18)

The free spectral range (FSR) \( \Delta \lambda \) of a FPI is the wavelength difference between two neighbouring transmission peaks at \( \lambda_1 - \Delta \lambda \) and \( \lambda_1 \).

\[ \Delta \lambda = \frac{\lambda_1^2}{2n_g d \cos \theta + \lambda_1}, \]  

(1.19)

where \( n_g = n - \lambda_0 \times dn/d\lambda_0 \) is the group refractive index. Detecting the age of bruises requires a FSR of \( \Delta \lambda = 200 - 250 \text{ nm} \) (Tab. 1.2). To achieve the required spectral resolution of \( \delta \lambda = 6 - 15 \text{ nm} \) for normal incidence for wavelengths in the range of \( \lambda = 650 - 700 \text{ nm} \) without extra filtering, the mirror gap \( d \) has to be smaller than the FSR \( \Delta \lambda = 731 \text{ nm} \) to transmit at \( \lambda_1 = 650 \text{ nm} \) and \( \Delta \lambda = 630 \text{ nm} \) at \( \lambda = 700 \text{ nm} \). In consequence the mirror gap can only be operated in two configurations while avoiding multiple transmission peaks within the region of interest: The zeroth transmission requires gaps of \( d = 225 - 350 \text{ nm} \) to scan the full wavelength range \( \lambda = 450 - 700 \text{ nm} \). Such small mirror distances are very hard to achieve and control and therefore the second option has been chosen: Tuning the mirror gap in the range of \( d = 450 - 650 \text{ nm} \) covering a slightly smaller wavelength range \( \lambda = 450 - 650 \text{ nm} \). The mirror distance is identical to the transmission wavelength. A mirror reflectivity of \( >94\% \) is required to achieve the necessary spectral resolution of \( \delta \lambda = 6 - 15 \text{ nm} \) if the thickness of the FPI gap is one wavelength. The finesse of the resonator is given by

\[ \mathcal{F} = \frac{\Delta \lambda}{\delta \lambda} = \frac{\pi}{2 \arcsin (\frac{1}{\sqrt{F}})}, \]  

(1.20)

with \( \delta \lambda \) being the full width at half maximum (FWHM) of a transmission peak. The resolving power is

\[ \mathfrak{R} = n \mathcal{F}. \]  

(1.21)

The finesse/resolving power of an FPI for spectral imaging of bruises has to be larger than 48 (Tab. 1.2).

The spectral behaviour of high finesse FPIs can also be described as a superposition of Lorentzian\(^8\) functions \( L(x; x_0, \gamma) \):

\[ \mathcal{T} = 2\pi \frac{1 - R}{1 + R} \text{III} \left( \frac{\phi}{2\pi} \right) L(\phi; 0, -\ln(R)) E_0^2, \]  

(1.22)

with the Dirac comb \( \text{III}(\phi/2\pi) = \sum_{n=-\infty}^{\infty} \delta(\phi/(2\pi) - n) \) [97–100].

\(^8\)Very useful for convolutions.
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1.4.2. Mirror Coatings

The derived model describes a FPI using metal mirrors (typically Ag) with a single coating layer accurately. The disadvantage of a metal coating is its high absorption. A FPI using two Ag-coated mirrors (45 nm) with a reflectivity of 90% absorbs already 88% of the intensity. The only way to avoid high absorptions is the use of dielectric coatings. Dielectric mirror coatings reflect the light at an interface by using a stack of multiple layers. Each layer can consist of a different material with its own refractive index and thickness.

Multilayer Mirrors

The basic model is based on the assumption that the problem can be treated purely geometrically. It is sufficient to describe highly reflecting thin metal mirrors with a high reflectance. However, such mirrors also slightly absorb light with each reflection in the FPI. In contrast, multilayer mirrors show hardly any absorption losses. If the transmission is calculated with a multilayer model, the physical effects at a sub wavelength range have to be taken into account.

The basis of calculating the transmittance and reflectance is identical to the standard model for a FPI. A plane wave is incident on a planar interface between two media. Maxwell’s equations determine the behaviour of the fields at the boundary and yield the well-known Fresnel equations. In a multilayer stack however, the boundary conditions are applied at each interface and the fields are propagated in between over short distances. This leads to a set of equations that can be written using a matrix model. Every layer of the stack corresponds to the multiplication by a transmission matrix to describe the behaviour of the whole stack. A thorough derivation can be found in H. Angus Macleod’s book "Thin-Film Optical Filters" in chapter 2 [102]. A quick summary of the results will be provided here, because we use this model later to calculate the transmission spectra.

Each layer \( r \) in a multilayer stack can be described by a matrix \( M \):

\[
M_r = \begin{pmatrix} \cos \phi_r & i \sin \phi_r \\ i \eta_r \sin \phi_r / \eta_r & \cos \phi_r \end{pmatrix}.
\]

The phase difference within a layer \( r \)

\[
\phi_r = \frac{2 \pi n_r d_r}{\lambda} \cos \theta_r,
\]

is given by the layer thickness \( d_r \), the complex index of refraction of the layer \( n_r \) and the angle of incidence within the layer \( \theta_r \). The optical admittance describes the ratio of H and E fields in the layer and is different for both s- (⊥) and p-

---

\( \lambda = 500 \text{ nm}, \theta = 0^\circ, n = 0.060, \) extinction coefficient \( \kappa = 3.6 \) [101]
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polarisation (||):

\[ \eta_{||} = n_r \cos \theta_r \]

\[ \eta_{\perp} = \frac{n_r}{\cos \theta_r} \]

The angle of incidence in a layer is given by Snell’s law:

\[ \theta_r = \sin^{-1} \left( \frac{n_0}{n_r} \sin(\theta_0) \right) \]

where \( n_0 \) is the index of refraction of the medium in front of the stack. A stack of layers can again be expressed as a single matrix by multiplying the matrices of each layer\(^{10}\):

\[ M = M_1 M_2 \ldots M_N \]

The final \( E \) and \( H \)-fields then follow directly from the initial fields:

\[ \begin{pmatrix} E_{N+1} \\ H_{N+1} \end{pmatrix} = M \begin{pmatrix} E_0 \\ H_0 \end{pmatrix} \]

\[ \begin{pmatrix} B \\ C \end{pmatrix} = \begin{pmatrix} E_{N+1}/E_0 \\ H_{N+1}/E_0 \end{pmatrix} = M \begin{pmatrix} 1 \\ \eta_{N+1} \end{pmatrix} \]

Dividing the resulting fields by the initial electric field \( E_0 \) simplifies the calculation and introduces the ratios \( B \) and \( C \). The transmittance \( T \) and reflectance \( R \) of the multilayer stack are:

\[ T = \frac{4 \eta_0 \text{Re}(\eta_{N+1})}{(\eta_0 B + C)(\eta_0 B + C)^*} \]

\[ R = \left( \frac{\eta_0 B - C}{\eta_0 B + C} \right) \left( \frac{\eta_0 B - C}{\eta_0 B + C} \right)^* \]

The matrix formalism reduces the problem of calculating the multilayer transmittance layer by layer to a simple straightforward matrix multiplication, in which nothing more than the complex index of refraction \( n_r \) and the thickness of each layer \( d_r \) have to be known. The formalism can be used to calculate the transmittance, absorptance, and reflectance for both polarisation states and all angles of incidence \( \theta \).

1.4.3. Comparison of a single and a multilayer example

The advantage of a dielectric multilayer mirror coating is the absence of absorption, which is typically higher than 85% for silver mirrors as mentioned before. But mirrors made of multilayer coatings are more difficult to fabricate and their design is non-trivial. Creating a Fabry-Pérot cavity with multilayer-coated mirrors for

\(^{10}\) The index 0 indicates the medium in front of the stack, while \( N + 1 \) indicates the medium behind it.
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Figure 1.20.: The first sketch shows a Fabry-Pérot interferometer using a single layer silver coating. The thickness of the Ag layer is $\ll \lambda$. The second sketch shows a multilayer coating. The layers have an optical thickness of a quarter wavelength. The refractive indices at $\lambda = 550\,\text{nm}$ are $H_N = 2.543$ and $L_N = 1.460$ [101].

Single wavelength however is well understood. A quarter wavelength stack of alternating layers of high ($H_N$) and low refractive index ($L_N$) materials creates a good mirror that is optimised for a single wavelength and can be used to further analyse the FPI properties. To create a mirror coating that is optimal for the full spectral range of the FPI, further optimisation of the layer thicknesses is needed. An example of a multilayer coating consisting of a Substrate,$(\text{SiO}_2\mid\text{TiO}_2)_3$ quarter wavelength stack\textsuperscript{11} (Fig. 1.20) shows a mirror reflectivity of $\approx 91\%$ for $550\,\text{nm}$ with hardly any light absorbed.

As found in Section 1.4.1, the mirror gap necessary for the Spectr@phone is equal to the wavelength under normal incidence measured in the material in between the FPI mirrors and therefore thinner than a typical mirror coating. Hence, one cannot just calculate the reflectance of a dielectric mirror and put it into the geometric FPI model (1.15). The geometric model assumes infinitesimal mirror coating thicknesses and only takes account of the interference within the cavity. All phase information from within the coatings is omitted. It can however be extended to describe multilayer coatings [103]. The standard approach is treating the mirror gap as an additional layer in the multilayer stack to correctly determine the transmittance of a dielectric FPI. Both mirrors and the air gap are calculated as a single multilayer stack.

The different transmittances for a dielectric mirror and a silver mirror FPI with

\textsuperscript{11}Notation of multilayer stacks: $\mid$: Surface between two adjacent materials.

$(\ )_x$: The layer or combination of layers within the brackets is repeated $x$ times.
1.4. Design of the Fabry-Pérot interferometer

Figure 1.21.: The transmission through a Ag Fabry-Pérot etalon is plotted in blue and the transmission through a multilayer Fabry-Pérot is shown in red. The used parameters are: $d = 550 \text{ nm}, \theta = 0^\circ$. The thickness of the Ag layer is 45 nm. The multilayer is quarter wavelength stack of Substrate|(TiO$_2$|SiO$_2$)$_3$.

similar mirror reflectance ($R_{\text{Ag}} = 0.90, R_{\text{Substrate}}|(\text{TiO}_2|\text{SiO}_2)_3 = 0.91$) are displayed in Figure 1.21. Both FPIs achieve the same spectral resolution, but the maximum transmittance of the Ag mirrors is much lower than for the multilayer mirrors. The dielectric coatings are optimised for 550 nm and therefore the reflectivity drops for far away wavelengths. In consequence, the FPI performance decreases around 450 nm. This can be avoided by optimising the layer thickness and materials of the dielectric mirrors. Also the shifting behaviour of the transmission peak changes when tuning the mirror gap with dielectric mirrors and becomes less intuitive. Dielectric coatings are strongly wavelength dependent, while silver coatings barely are, so to create a dielectric FPI with the same shifting behaviour as a silver FPI one would require the thickness of the coating layers to scale with the mirror gap, which is impossible with known manufacturing techniques.

1.4.4. Surface roughness

The principle of a FPI is known for more than a century. Ways to overcome its flaws are known. So why is there only one manufacturer of usable FPIs for spectral imaging on the market? The answer is: tight tolerances. The performance of an FPI is highly sensitive to mirror imperfections, that destroy the perfect parallelism of the mirrors. To achieve a decent performance the sum of the root mean square (RMS) surface roughness of both mirrors has to be below the desired 6 nm linewidth otherwise the transmission peak is broadened and shrinks. In comparison the thickness of a quarter wavelength layer of TiO$_2$ and SiO$_2$ are 55 nm and 94 nm, respectively. The total coating thickness is therefore 149 times larger than the tolerable surface roughness. In other words the layer deposition has to
be done perfectly on very flat mirrors. Next to the 'natural' mirror roughness the mirrors have to be moved with great care. Since the mirrors have to be larger than 1 cm² to be used for spectral imaging, the aspect ratio between mirror gap and mirror width is 1:20000. Smallest mistakes during the movement of the mirrors can bend the mirrors, glue them together eternally, or break the required parallelism. Therefore it was crucial to investigate the exact implications of different kinds of surface inhomogeneities.

The gap separation of a FPI depends on different parameters like the mirror alignment, curvature, waviness, steps and Gaussian surface roughness. They introduce a shrinkage and broadening of the transmittance peak, which can be expressed by a convolution of a surface distribution function $D(d)$ with the ideal FPI transmittance $A(\phi(d))$ (See Eq. (1.15)): $A(d) * D(d)$. Each surface deviation changes the thickness $d$ of the FPI locally. The surface distribution function $D(d)$ measures how often each thickness deviation occurs on a circular mirror. Depending on the surface inhomogeneity the surface deviations are distributed differently. Figure 1.22 illustrates six common inhomogeneities [99].

<table>
<thead>
<tr>
<th>Type</th>
<th>$D(d)$</th>
<th>$\sigma_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tilted</td>
<td>$\sqrt{d_{\text{max}}^2 - d^2}$</td>
<td>$\frac{d_{\text{max}}}{2}$</td>
</tr>
<tr>
<td>Spherical</td>
<td>$\text{rect}\left(\frac{d}{2d_{\text{max}}}\right)$</td>
<td>$\frac{d_{\text{max}}}{\sqrt{3}}$</td>
</tr>
<tr>
<td>Sine</td>
<td>$-\sqrt{d_{\text{max}}^2 - d^2} + d_{\text{max}}$</td>
<td>$\frac{d_{\text{max}}}{\sqrt{2}}$</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$\frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{d^2}{2\sigma^2}}$</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>Step</td>
<td>$\delta(d + d_{\text{max}}) + \delta(d - d_{\text{max}})$</td>
<td>$d_{\text{max}}$</td>
</tr>
</tbody>
</table>

Table 1.3.: Surface distribution functions $D(d)$ and the standard deviation $\sigma_D$ of the surface function for given maximum phase errors $d_{\text{max}}$. The different surface profiles are shown in Figure 1.22.

Table 1.3 lists the effective surface roughness given by the standard deviation $\sigma_D$ relative to the maximal thickness deviation $d_{\text{max}}$. Comparing the standard deviations of the distribution functions $\sigma_D$ for a given maximum thickness deviation $d_{\text{max}}$ allows ranking the surface inhomogeneities by their severity. The worst effect on the spectral resolution has a step in the mirror. This is however a very uncommon defect. Sine shapes as a result of machine polishing rank second and a spherical shape as possibly created by polishing or bending ranks third. The least dramatic effect is caused by a lack of parallelism of the mirrors. Gaussian surface roughness is difficult to put into the ranking because there is no maximum surface deviation $d_{\text{max}}$ but only a standard deviation $\sigma$.

The first mirror measurements\textsuperscript{12} by Anteryon showed heavily distorted mirror surfaces as displayed in Figure 1.23. The surface deformation is mainly parabolic\textsuperscript{13},

---

\textsuperscript{12}The material of the mirrors was N-BK7.

\textsuperscript{13}Not to be confused with paraboloid.
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Figure 1.22.: Fabry-Pérot thickness changes $d$ due to surface inhomogeneities plotted along the diagonal $x$ of a circular mirror and the corresponding surface distribution functions for: (a) Tilted mirrors, (b) spherical curved surface, (c) sine surface, (d) Gaussian surface error with standard deviation $\sigma$, (e) step, and (f) parabolic surface.
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Figure 1.23.: Surface measurement of an early stage mirror measured at Anteryon. The mirror shows a strong parabolic surface deformation, which was observed with two different measurement techniques.

Figure 1.24.: Comparison of an ideal FPI with perfect mirrors to one with the real rough mirror as measured by Anteryon (see Fig. 1.23).
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the least problematic surface inhomogeneity investigated. After a subtracting a polynomial fit to the surface profile the remaining RMS surface roughness reduces to 1.3 nm. The effect of the rough mirror on the spectral performance of a FPI is displayed in Figure 1.24. Due to the asymmetry of the surface distribution function, the peak is not only broadened but is also red-shifted. In conclusion, the investigated mirror cannot be used for the spectral camera.

Other factors have less influence on the peak width of the transmittance peaks than the surface roughness. The refractive index of air depends on the pressure and the temperature. The peak wavelength therefore shifts with the refractive index of the medium in between the mirrors (see Eq. (1.11)). The temperature drift is smaller than a nanometre per 10°C and therefore negligible [104]. The cavity can be sealed to avoid other environment influences such as changes in the chemical composition of the air, dust contamination, and pressure changes. The transmission peaks are more broadened for large angles of incidence than for small angles. Such angles however are not necessary to measure bruises as intended (Tab. 1.2).

During further analysis, Anteryon discovered that another one of their machines was able to create much flatter surfaces in-house, than the surface of the D263T glass they intended to buy initially. Based on these mirrors the first prototype was built. Figure 1.25 displays one of the prototypes as shown on the website of Anteryon. The mirror area is 11 mm × 11 mm. The black packaging prevents dust from entering and blocking the FPI. The interface is realised via USB and an internal micro chip controls the mirror position. Later versions have been made even smaller and the final one displayed in Figure 1.26 fits into 30 mm optical cage systems.
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Figure 1.26.: Final FPI prototype made by Anteryon [105]. The prototype has an aperture diameter of 10 mm and fits into a 30 mm optical cage system.

1.5. Optical design

Designing an optical imaging system for the Spectr@phone project was initially thought to be the main focus of the TU Delft contribution. However the requirements on speed and spectral resolution were much tighter than the actual imaging task. The development of a custom optical design for the spectral camera was therefore abandoned. Still, to develop a spectral camera using off-the-shelf objectives, the exact implications of the FPI position in an optical imaging system had to be investigated.

The desired field of view (FOV) of the camera is given by the typical size of bruises and therefore did not need to be optimised for image regions larger than $10 \times 10$ cm. In combination with a working distance suited for handheld devices of $\approx 20$ cm this requires a full FOV of less than $39^\circ$ in the corners of the image. In consequence most field angles can still be represented by the paraxial approximation. Also the spatial resolution is not very demanding: 0.5 mm spatial resolution were believed to be sufficient which equals an image size of at least $200 \times 200$ px. The size of the optical system was intended to be small enough to fulfil the handheld requirement of the spectral camera. Though desirable, it was not crucial since the main goal was building a camera which is not larger than the already existing LCTF spectral camera with a length of 40 cm.

The optical design can be built by using off-the-shelf components and possibly even by using an entire off-the-shelf camera in combination with the developed Fabry-Pérot filter. However, it is crucial to understand how and where to place the FPI in the optical system. There are two extreme choices to position the FPI in optical systems that both have different advantages regarding spectral resolution and mirror tolerances. The advantages and disadvantages of both extreme choices are studied in the following sections.
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1.5.1. Collimated design

The most obvious way to place a Fabry-Pérot filter in an optical system is in a position where all rays coming from an object point are parallel when they enter the FPI. The Airy function (1.15) defines the transmitted spectrum of the ideal FPI as a function of the angle of incidence\(^{14}\). Such a configuration can be best achieved by putting a collimating lens system in front of the FPI and an additional one behind it to focus the light on a camera sensor\(^{15}\).

The collimated configuration has two disadvantages. First each object point corresponds to a different angle of incidence at the FPI. The transmission wavelength therefore changes for each field angle. In the context of imaging bruises it is important to get the same wavelength information for each point of the bruised area. If the wavelength drift is too large the FPI mirror gap has to be scanned in the vicinity of the desired wavelength to reconstruct the spectral response from a set of images. Even though the post-processing is easy for paraxial imaging, measuring more wavelengths results in a longer acquisition time and therefore not desirable. The transmittance wavelength shift is 40 nm between marginal and chief ray, which is far more than the tolerable 6 nm spectral resolution (see Eq. (1.11)). Reconstructing the spectral image during post-processing therefore requires a hyperspectral image instead of just nine wavelengths and the measurement takes \(\times3.7\) longer.

It is greatly preferred to use cross-polarisation of the light source and the camera in spectral skin imaging to suppress light that is reflected directly from the surface of the skin without penetrating the bruise. Since the transmission properties of a multilayer coating are different for s- and p-polarisation as described in Section 1.4.2 the difference in field angles changes the transmission properties even more for each object point and the circular symmetry is broken\(^{16}\). Second the collimated rays originating from an object point pass through a large area of the Fabry-Pérot mirrors and therefore suffer from all mirror imperfections. Large-range mirror inhomogeneities like a lack of parallelism or bent mirrors have maximum impact on the spectral resolution.

1.5.2. Telecentric design

The other extreme alternative to the collimated configuration is placing the FPI in the image space of an imaging system that is telecentric on the image side. Telecentric lenses have a constant non-angular field of view. Their magnification does not change in terms of object/image distance. Telecentricity can be achieved on both object and image side of an optical design. For telecentricity on the

\(^{14}\)The FPI is ideal in the sense that the mirrors are assumed to be perfectly smooth and parallel to each other.

\(^{15}\)If the object is sufficiently far away from the camera, the lens system in the front can even be omitted as for the design shown in Section 2.4.

\(^{16}\)Note that it is not possible to choose the polarisation passing through the FPI. While light on the horizontal axis of the FPI might be s-polarised, it will be p-polarised on the vertical axis. On the diagonals and everywhere else in between, it is a superposition of both polarisation states. The transmittance of a single polarisation state results in a single transmittance peak, the superposition of two polarisation states results in a double-peak.
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object side however the first lens of the system needs to have at least the size of the object, which makes it very unattractive for handheld applications. On the image-side, it is easy to implement and allows placing the FPI anywhere in between the last lens and the detector. Rays coming from different object positions pass the FPI in different confined areas and therefore the influence of large scale surface is less than in the collimated system. Additionally the rays coming from all object points pass the FPI under close to normal angle of incidence, preventing transmission wavelength shifts over the FOV. The influence of polarisation on the transmittance properties is also minimal for close to normal incidence.

The disadvantage of the telecentric configuration is that the rays from a given object point are not parallel when passing through the FPI. The angular difference between normal incidence and the angle of incidence of the marginal rays broadens the transmission wavelength in all image points equally. The impacts on the design of a spectral camera and the derivation of a design criterion will be discussed in Chapter 2 using a surveillance camera example.

Figure 1.27.: Final Spectr@phone camera. A Optical system of the final demonstrator. B Camera components. C Full camera including housing, main controller board, and laptop

The best solution for the Spectr@phone camera was therefore decided to be the telecentric design. However due to time and money considerations the final spectral camera was built using the collimated design. Off-the-shelf components are used to create a working but not necessarily very compact camera system. The resulting design is displayed in Figure 1.27. The spectral camera meets all spectral and optical requirements as defined during setup of the project (Tab. 1.2). The only disadvantage of the system is that the camera can be barely called handheld but it is at least not larger than the initially used LCTF camera at the AMC.

The spectral transmittance characteristics of the spectral camera imaging a uniformly illuminated white target are displayed in Figure 1.28. The losses in the peak intensities can be explained by the effects of large scale surface imperfec-
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Figure 1.28.: Transmittance measurement of the final camera system axis for various mirror configurations. The colours are reused for multiple mirror gap sizes/transmission wavelengths.

tions, misalignment, and polarisation broadening in the collimated configuration. A telecentric system would suffer significantly less from mirror bending and lack of parallelism of the mirrors and therefore produce more confined and higher transmittance peaks for lower-wavelength transmissions.

The newly developed camera has been tested successfully on bruises at the AMC in Amsterdam and will be further developed and adjusted to their needs in the future. The Fabry-Pérot module is made available commercially and can be bought from Anteryon [105].
2. Wide-angle spectral imaging using a Fabry-Pérot interferometer

Spectral imaging of bruises requires a fast spectral imaging system with a low spectral and spatial resolution compared to e.g. agricultural or microscopy applications. Nonetheless the described Fabry-Pérot interferometer (FPI) can be applied in much more demanding camera systems. To investigate how to design an optical system using an FPI we started a project with Prof. Irina Livshits from the Research Laboratory Computer-Aided Design Optical-Information and Energy Saving Systems at ITMO University in Saint Petersburg, Russia. The idea of the cooperation was to investigate the performance of the FPI in one of her high performance surveillance camera systems. The results of this collaboration as summarised in this chapter are published in the Journal of the European Optical Society - Rapid Publications [106].

This chapter shows that wide-angle spectral imaging can be achieved with compact and cost-effective devices using Fabry-Pérot interferometers. Designs with a full field of view of $90^\circ$, in which the Fabry-Pérot interferometer is mounted either in front of an imaging lens system or behind a telecentric lens system are presented and analysed. We show the dependency of the spectral resolution on the numerical aperture of the lens system and demonstrate its value as a design criterion.

2.1. Importance of spectral imaging in surveillance cameras

As already described using the example of bruise imaging in Section 1.1, with spectral imaging, spectral information is obtained in every image point, thereby gaining more information that is useful in diverse applications. It is nowadays widely used and many new spectral imaging techniques were developed over the last few years [17, 107]. While most research focussed on the development of spectral imaging components or on the applications of spectral imaging, there is still potential to improve the lens design of complete spectral imaging systems, especially for applications that require a large field of view (FOV). An increased FOV spectral imaging system is presented by Xu et al. [108], who designed an acousto-optical tunable filter system for a full FOV of more than $30^\circ$. At the same time more and more applications are found, which can benefit from spectral imaging with a large FOV, for example in security and surveillance applications such as face recognition techniques, which require information in the visible and near-infrared range [109,110]. Tracing a moving object or person based on spectral imaging [111] was studied and the effects of shadow [112] and darkness [113] and
their correction were studied. The ExoMars 2020 rover for example uses several wide-angle spectral cameras to create 3D spectral images [114].

The usage of a tunable Fabry-Pérot interferometer is becoming increasingly popular [33] due to its high light efficiency for a given spectral resolution [38]. But so far it has mainly been used in remote sensing applications that require high optical resolution, like the Aalto-1 satellite [115] or in drone systems for agricultural observation [116,117] and in telescopes like the vacuum tower telescope on Tenerife [29]. Many new applications do not require such high resolutions, but it is in general desirable to develop small and cost-effective systems. Following the trend of mass-producing small cameras, tunable FPIs can be produced with the same machines and techniques and be offered low-priced and in large quantities.

2.2. Design criterion

Taking account of the requirements for the FPI in the design of the optical system of which the FPI will be part, can improve the performance of the overall spectral imaging system. A design criterion can be derived based on the geometric model of a FPI as obtained in Section 1.4.1.

The transmittance of an ideal Fabry-Pérot interferometer (i.e. an FPI illuminated by plane waves with perfectly flat and parallel mirrors and without absorption losses) is given by the Airy function (1.15)

\[
\mathcal{A}(\phi, R) = \frac{1}{1 + F(R) \sin^2 \frac{\phi}{2}},
\]

where the phase \( \phi \) depends on the wavelength \( \lambda \), the angle of incidence \( \theta \) of the incoming rays, the mirror separation \( d \) and the refractive index \( n \) of the medium in between the mirrors as (see Eq. (1.11)) [118]:

\[
\phi = \frac{2\pi}{\lambda} 2nd \cos \theta,
\]

and \( F = 4R/(1 - R)^2 \) is the coefficient of finesse (1.16), which depends on the reflectance \( R \) of the used mirrors. Maxima are obtained for \( \phi = 2\pi m \) for all orders \( m \in \mathbb{Z} \). The transmittance function \( T \), which takes account of the absorptions of a part of the light by the mirrors can be written as (see Eq. (1.17)) [99]

\[
T(\phi, R, A) = \left(1 - \frac{A}{1-R}\right)^2 \mathcal{A}(\phi, R),
\]

where \( A \) is the absopance of the mirrors. In the ideal limit of 100% reflecting mirrors, i.e. \( R = 1 \), the transmittance becomes a Dirac comb denoted by the Cyrillic letter Sha: \( \Pi(\phi/2\pi) = \sum_{n=-\infty}^{\infty} \delta(\phi/(2\pi) - n) \).

For high finesse FPIs in practical instruments, the transmittance is not a Dirac comb, but shows finite order intensities, which are broadened by convolution with
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a Lorentzian profile (Cauchy distribution)

\[
L(x; x_0, \gamma) = \frac{1}{\pi \gamma \left[ 1 + \left( \frac{x - x_0}{\gamma} \right)^2 \right]},
\]

(2.4)

with the location parameter \(x_0\) and the half width at half maximum \(\gamma\). In this case Equation (2.3) can be approximated by (see Eq. (1.22)) \[98\]

\[
T(\phi) = \left( \frac{\phi}{2\pi} \ast 2\pi L(\phi; 0, -\ln(R)) \right) \left( 1 - \frac{A}{1 - R} \right)^2 .
\]

(2.5)

With multilayer mirrors using the Bragg effect nearly absorption-free FPIs can be made. To calculate the reflectance and transmittance of these mirrors and the air space between them, the standard matrix formalism based on the electromagnetic boundary conditions \[102\] as summarised in Section 1.4.2 can be employed. Alternatively a model by Gawhary et al. \[103\] that adds up all internal reflections of the coating can be used, too.

We will investigate two special cases of a spectral imaging device with objects at infinity that contain a Fabry-Pérot interferometer. The first case is a collimated configuration, where the FPI is mounted in front of the lens system at a position of collimated incidence and the second case is a telecentric configuration, where the FPI is mounted behind the lens system that is telecentric on the image side. Equation (2.2) is used in both cases to evaluate the situation for plane waves arriving from the object, i.e. the object is at infinity.

For collimated incidence the transmittance peak wavelengths depend on the incidence angle and the gap size. The wavefronts coming from an object point are planes at the FPI. For plane waves we call the full width at half maximum of a transmittance peak produced by the FPI the intrinsic full width at half maximum \(\text{FWHM}_i\). In the following we distinguish between the intrinsic plane-wave \(\text{FWHM}_i\), which is fully described by the Equations (2.1)-(2.5) and the simulated spherical-wave \(\text{FWHM}_s\), which will be evaluated numerically in the telecentric case.

For the telecentric configuration, the rays coming from a single object point are not parallel at the FPI, i.e. for every object point we observe (for a well corrected lens system) a spherical wavefront at the FPI. An estimation of the angular behaviour can be made by considering the plane waves travelling along the directions of the marginal and the chief rays. The difference in the angle of incidence at the FPI of the chief ray \(\theta_{\text{chief}} \approx 0\) and the marginal rays \(\theta_{\text{marg}}\) broadens the intrinsic transmittance peak of a given order and leads to a decrease in transmittance. To study the design limitation resulting from this effect, we compare the transmittance peak wavelength \(\lambda_0\) for incidence parallel to the optical axis and the transmittance peak wavelength \(\lambda_1 = \lambda_0 - \delta\lambda\) for marginal incidence. Like for spectral imaging of bruises, we focus on only one FPI order. A rough estimate of the wavelength interval \(\delta\lambda\), within which light can be maximally transmitted, can be derived from Equation (2.2) by requiring that the phases for \(\lambda_0\) and \(\lambda_1\) are
equal

\[
\frac{2\pi}{\lambda_0} 2nd = \frac{2\pi}{\lambda_0 - \delta\lambda} 2nd \cos \theta_{\text{marg}}, \quad (2.6)
\]

which leads to

\[
\delta\lambda = (1 - \cos \theta_{\text{marg}}) \lambda_0. \quad (2.7)
\]

The wavelength interval can be rewritten in terms of the numerical aperture on the image side \( NA_i = n \sin(\theta_{\text{marg}}) \) of the corresponding optics:

\[
\delta\lambda = \left(1 - \sqrt{1 - \left(\frac{NA_i}{n}\right)^2}\right) \lambda_0. \quad (2.8)
\]

In air \((n = 1)\) this reduces to a simple design criterion

\[
\delta\lambda = \left(1 - \sqrt{1 - NA_i^2}\right) \lambda_0. \quad (2.9)
\]

Because according to Equation (2.7), different peak wavelengths are associated with the angles between \(0^\circ\) and \(\theta_{\text{marg}}\), the FPI transmission peaks must be broad enough in order to transmit all these angles and to avoid a significant decrease in transmittance. This design criterion based on Equation (2.7) will be used in the analysis of the model system shown below. As will be shown in Section 2.4, except when the NA is very small, the FWHMs for spherical waves is proportional to \(\delta\lambda\).

### 2.3. The collimated and the telecentric design

The used lens model is a modified version of a wide-angle pinhole lens with a full FOV of \(90^\circ\) designed by Prof. Irina Livshits [119]. The parameters of this and the following lens designs can be found in Appendix A. The starting system by her is displayed in Figure 2.1. The system is smaller than 15 mm in length and the pinhole has a diameter of 1 mm. This makes the surveillance camera basically invisible to the human eye. The model is analysed with CODE V\(^{17}\). With a FPI mounted at two different positions, the two designs were reoptimised to correct the aberrations introduced by the FPI using the default CODE V merit function, which is optimising for transverse ray aberrations, i.e. the RMS spot size. The design is optimised for three wavelengths 450 nm, 548 nm, and 700 nm and three object half field angles 0°, 31.8°, and 45°. While the collimated configuration is just optimised for the RMS spot size, the telecentric configuration is also optimised for the angle of incidence of the chief rays for each field angle at the FPI \(\theta_{\text{chief}} \rightarrow 0\).

The Fabry-Pérot interferometer is modelled as two plane-parallel glass plates having each 0.5 mm in thickness. Unlike in the actual FPI the two glass plates are

\(^{17}\)More details about the analysis with CODE V can be found in Appendix A.
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Figure 2.1.: Starting configuration of a spectral imaging system with FOV of 90° with a Fabry-Pérot interferometer behind the lens system designed by Prof. Irina Livshits.

Figure 2.2.: The coating of the FPI is a quarter wavelength optical thickness stack of (SiO$_2$TiO$_2$)$_3$ with a variable air layer. The used glass is Schott N-BK 7 [120]. The reference wavelength is 548 nm. The refractive indices are: $n_{\text{SiO}_2} = 1.4599$, $n_{\text{TiO}_2} = 2.53598$, $n_{\text{Air}} = 1.00027784$, $n_{\text{NBK7}} = 1.51680$. 
modelled in direct contact with each other. Since the thickness of the mirror gap is negligible compared to the thickness of the glass plates, the imaging quality is not impacted by this simplification. The mirror coatings and the air gap are modelled as a single coating in between the glass plates (Fig. 2.2). The transmittance of the FPI can be tuned by varying the thickness of the air layer in the coating model (Fig. 2.3). In CODE V all calculations for the transmission analysis are made relative to unit energy across the entrance pupil [121].

The dimensions of the Fabry-Pérot interferometer (thickness of the FPI mirrors and FPI aperture) are taken from the first FPI demonstrator by Anteryon and similar to those of commercially available FPIs [33, 122, 123]. The thickness of the Fabry-Pérot mirrors was increased during the development of the final FPI to minimize the effects of bending during the mirror movement. For the available FPIs, aperture diameters are available up to 20 mm and the air gap can be tuned with sub-nanometre accuracy in just a few milliseconds. To simulate such an FPI, we choose the coating of the mirrors to be a quarter wavelength optical thickness stack, at reference wavelength 548 nm, of a high and a low refractive index material, made of well-understood FPI coating layers (SiO$_2$TiO$_2$)$_3$ [124]. The system is reoptimised and evaluated both using the FPI at a position of collimated (Fig. 2.4) and telecentric (Fig. 2.5) incidence.

### 2.4. Comparison of the spectral performance

Figure 2.6 shows the image quality of the two designs simulated with CODE V. Note that, despite of the large field, the small size and the simplicity of the design, the imaging quality of the system is sufficient for applications such as e.g. surveillance\(^{18}\). For the CODE V image simulation the input file must be a RGB bitmap,

---

\(^{18}\)The primary aberrations characterising the designs are listed in Appendix A
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Figure 2.4.: Wide-angle security lens design with a FOV of 90° with and a FPI in collimated configuration. The effective focal length is 5.43 mm and the numerical aperture on the image side is $NA_i = 0.0927$. In comparison to the initial design in Fig. 2.1, the FPI was moved directly behind the aperture and the system reoptimised for a minimal RMS spot size.

Figure 2.5.: Wide-angle security lens design a with FOV of 90° with and a FPI in telecentric configuration. The effective focal length is 4.33 mm and the numerical aperture on the image side is $NA_i = 0.108$. In comparison to the initial design in Fig. 2.1, the system was reoptimised for telecentricity on the image side and a minimal RMS spot size.
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Figure 2.6.: CODE V image simulation that shows the spectral behaviour of the collimated (left) and the telecentric configuration (right). CODE V cannot simulate more than three colour channels with its image simulation, so the object has to be a RGB file and we can only extract information for 3 wavelengths. The images b & c show the transmittance image for a FPI air gap of $d = 190\,\text{nm}$, d & e for $d = 274\,\text{nm}$ and f & g for $d = 360\,\text{nm}$. The image of the flower fields at Keukenhof was taken by Luca Cisotto.
so we can extract only three colour channels from the image. The three colour channels of the RGB image can be either assigned to three discrete wavelengths or a weighted set of wavelengths in CODE V\(^{19}\). Despite of the spectral limitation of using only three input channels the simulation provides useful information on the spectral behaviour of the two camera models. The distortion of the images is typical for wide-angle camera systems and can be corrected by software during post-processing [125]. The different spectral behaviour of the two designs can be best explained by analysing the field angle dependency of the spectral transmittance.

![Transmittance spectra](image)

Figure 2.7.: Transmittance spectra of the collimated configuration (Fig. 2.4) for different half field angles using unpolarised light. The angle of incidence at the FPI is identical to the half field angle.

For the collimated design, note that the dominant colours in the centre and at maximal field are different, in accordance with the transmittance\(^{20}\) given in Fig. 2.7. The Airy function (2.1) describes the small angle behaviour, visible as a wavelength shift of the peak for 15° with respect to 0°, without changing the shape of the peak. For large angles, the reflectance of the mirror coatings becomes polarisation dependent and must be described by matrix-based calculations of the thin-film transmittance [102]. For the mirror coating that we use, the transmittance decreases significantly for field angles larger than 20°. The transmittance peak becomes a superposition of the transmittance peaks of s- and p-polarised light, which makes the retrieval of the spectral information more complex. The measured intensity in off-axis image points cannot be assigned to a single wavelength but has to be deconvolved with the exact (double-)peak profile of the FPI.

The field-dependent transmittance of the telecentric design (Fig. 2.5) is shown in

---

\(^{19}\)In Fig. 2.6, the red channel has been assigned to 450–460 nm and 570–700 nm, the green channel to 460–630 nm and the blue channel to 450–520 nm, mimicking the spectral sensitivity of the human eye and the camera with individual weights per wavelength interval of 10 nm.

\(^{20}\)The technique to produce such a plot using CODE V as well as a more detailed plot featuring more field angles can be found in Appendix A.
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Figure 2.8.: Transmittance spectra of the telecentric configuration (Fig. 2.5) for different half field angles. The angle of incidence at the FPI varies over the full numerical aperture on the image side $NA_1 = 0.108$ and is independent of the half field angle.

Figure 2.9.: Transmittance as function of wavelength of the telecentric configuration at $0^\circ$ half field angle for different numbers of pairs of $(SiO_2TiO_2)$ as coatings. The wavelength interval $\delta \lambda$ is indicated in the graph, with the first vertical line being the wavelength $\lambda_1$ of maximum transmission for the marginal rays and the second vertical line being the wavelength $\lambda_0$ at which the chief ray has maximum transmission. It is required for a properly designed system, that the spectral linewidth of the FPI is larger than the wavelength interval $\delta \lambda$ (see Eq. (2.9)).
2.4. Comparison of the spectral performance

Figure 2.8. The transmittance\(^{21}\) and the simulated spectral resolution (FWHM\(_s\)) remain essentially the same over the entire FOV. Therefore in Figure 2.6c,e,g we see only a single colour (i.e. wavelength peak) for a given value of the FPI air gap. For both collimated and telecentric incidence, changing the coating is mainly influencing the FWHM\(_s\) of the transmittance peaks. By increasing the number of coating layers (Fig. 2.9), the mirror reflectance increases and the resulting FWHM\(_s\) decreases. However in the telecentric configuration, when the peaks become too narrow to transmit all angles according to Equation (2.7), the transmittance starts to decrease significantly. The transmittance lines for chief and marginal rays become so narrow that they stop overlapping and start interfering destructively. For NA\(_i\) = 0.108 as used in the telecentric system (Fig. 2.5) and \(\lambda = 548\) nm, \(\delta\lambda\) is 3.2 nm. If the FWHM of the transmittance peaks is reduced to \(\leq \delta\lambda\) the peak intensity decreases. This is in good agreement with the CODE V transmission analysis for different coatings that is displayed in Figure 2.9.

![Figure 2.10: Simulated FWHM\(_s\) of transmittance peaks in the telecentric configuration using a FPI with a pair of \((\text{SiO}_2\text{TiO}_2)_6\) coatings for different numerical apertures. The first point for NA\(_i\) = 0 is the intrinsic FWHM\(_i\). For larger numerical apertures the simulated FWHM\(_s\) of the peaks is proportional to the wavelength interval \(\delta\lambda\) as indicated by the dotted asymptote.](image)

By changing the numerical aperture the dependency of the FWHM\(_s\) on the numerical aperture can be observed directly. The results are shown in Figure 2.10. For low numerical apertures, i.e. small wavelength intervals \(\delta\lambda\) the simulated FWHM\(_s\) barely differs from the intrinsic FWHM\(_i\) and is almost completely determined by the coating, while for larger numerical apertures the FWHM\(_s\) of the peak becomes proportional to the calculated wavelength interval \(\delta\lambda\) as described in \(\). This proportionality comes from the fact that when NA\(_i\) increases, the FWHM\(_s\) that is required to transmit larger angles also increases. Due to this proportion-

\(^{21}\)A plot featuring more field angles can be found in Appendix A.
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Equation 2.9 can be used as a criterion to choose a coating or design for a certain spectral resolution as well as to predict the FWHMs of a system with a given FPI when the numerical aperture is changed. We can distinguish two cases. For small values of the NAi, a higher FPI finesse yields a higher spectral resolution without influencing the peak transmittance. For large NAi, a higher FPI finesse does not influence the FWHMs but the transmittance decreases. This also implies a reduction of the spectral resolution.

The comparison of the two designs shows their advantages and disadvantages. For the collimated design, the spectral resolution is not limited by the NA of the camera design, but digital imaging processing is required. If a hyperspectral image is desired (i.e. many wavelengths are required), the small-angle dependency of the peak transmittance can be corrected by computationally associating all field angles to their corresponding wavelengths. Multispectral imaging, i.e. the case when only a few wavelengths must be determined, also requires a full wavelength scan to obtain the necessary information over the full field of view and is therefore as time-consuming as hyperspectral imaging. For large field angles the transmittance peaks are formed by superposition of s- and p-polarised light. Due to the polarisation dependency of the mirror reflectance the peaks are broadened, deformed and even split up into two peaks. The polarisation-deformed transmittance for large field angles can only be used if the measured data is deconvolved afterwards on the computer.

In the telecentric configuration, the spectrum transmitted by the FPI is almost the same for all field angles and independent of polarisation over the full field of view. For multispectral imaging no continuous wavelength scan is required, because full FOV information for individual wavelengths can be collected separately. As follows from Equation 2.9, the width in terms of wavelength of the transmittance peaks in the telecentric configuration is limited by the numerical aperture on the image side of the imaging optics. A certain required spectral resolution limits the NA and therefore the amount of light that can be collected in a given time. Unless high spectral resolution is required, the telecentric design is preferable because of its simplicity. For many applications e.g. for security purposes the spectral resolution that can be obtained with the telecentric design should be sufficient.

Tighter manufacturing tolerances of the mirrors in collimated configurations also motivated e.g. Kentischer et al. [29] to use a FPI in a telecentric configuration. They describe how misalignment and large-scale variations of the FPI mirror shape cause only a small wavelength shift in telecentric designs, while the resolution drops significantly in the collimated configuration. The less restrictive tolerances on the manufacturing of the mirrors and the alignment of the system makes the telecentric configuration the preferred system for cost-effective and compact multispectral imaging.

---

22Large-scale variations are deviations from a perfectly flat mirror that occur on a macroscopic scale across the surface (e.g. bending). The roughness of a mirror is an example for a small-scale variation.
2.5. Concluding remarks

A large field of view for a multispectral imaging system can be achieved with a simple and compact design. While the common approach of inserting the FPI in front of the lens system is not able to produce a large field of view, the telecentric design shown in Figure 2.5 can achieve this. As shown in Equation 2.9 and numerically confirmed with CODE V, the spectral resolution can be increased by decreasing the aperture size at the expense of the amount of collected light at the detector. This property can be used as a design criterion for telecentric multispectral imaging systems. Depending on the size of the numerical aperture $\text{NA}_i$, we find two cases. In the first case for a small $\text{NA}_i$, increasing the FPI finesse has the desirable effect of increasing the spectral resolution. In the second case for a large $\text{NA}_i$, increasing the FPI finesse has the negative effect of decreasing the transmittance. Because of the simplicity and the reasonable image quality that can be obtained, except if a very high spectral resolution is required, the telecentric system is preferred in many applications, in particular for surveillance systems.

Next to the findings for large FOV multispectral imaging systems, the development of the Spectr@phone camera has been finished successfully. With the help of the new spectral camera system, medical research can progress, help children in need and give further insights into the ageing of bruises.
Part II.

Electrowetting liquid lenses
3. Focusing light using liquid optics

During the development of the spectral camera, it became clear that it would be difficult to publish more scientific articles based on its manufacturing and design. Both the well-known working principle of a Fabry-Pérot interferometer (FPI) and the business interests of the involved companies hindered publishing more design details and findings. Starting from Florian Bociort’s initial idea to use a zoom lens to scan through different angles of incidence on a standard FPI with fixed distances between mirrors, the use of a liquid lens was discussed. Angular scanning of a FPI however has two drawbacks. First only marginal rays change their angle of incidence when changing the focal length of an objective. The on-axis chief ray does not change direction during a zoom-based angular scan therefore, huge parts of the aperture would have to be blocked to achieve a reasonable scanning effect. Second the scanned wavelength range would be small similar to approaches where a dichroic filter is turned \cite{87, 88}. Large angle of incidence polarisation effects of the FPI/filter can limit the performance as well.

With these properties in mind, during the first year of the project I came up with a different method to use a liquid lens for spectral imaging. The idea was to create a grating on a liquid (lens) to scan different wavelengths for spectral imaging. If it is possible to create a standing sine wave on a liquid pool, changing the actuation frequency will tune the grating constant of the liquid surface grating\textsuperscript{23}. This optical grating could be used to diffract different wavelengths of the incident light into different directions. The standing wave on the surface depends sinusoidal on time and hence, there are two times during one period of the oscillation, when the surface is flat and there is no grating present on the surface of the liquid. Although the deflection of the surface wave changes with time, the grating constant does not change during the oscillation. In consequence, we would expect the intensity to shift from the 0th order to higher diffraction orders during times when the aspect ratio of the grating increases. The diffraction angle would be time-independent for any wavelength, so a detector placed at the correct position can easily be used to determine the wavelength composition of the spectral image. The only requirement would be a sufficiently long integration time of the detector to ensure that the surface is not flat during the measurement.

Unfortunately, manufacturing a new liquid optics device from scratch has been beyond our capabilities. We therefore decided to buy an existing liquid optics system and study the principle of stimulating liquid surface waves to create useful optical surfaces. The system of choice turned out to be a liquid lens (LL). A liquid lens however is round and is therefore not suited for creating a linear grating, because it favours circular or radial symmetry. These symmetries are however

\textsuperscript{23}The terms surface and interface will be used interchangeably, because any surface that is not in contact with vacuum is in fact an interface between two media.
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useful and interesting for other applications namely beam shaping and aberration correction of imaging systems in which the aberrations are rotationally symmetric.

3.1. Liquid lens techniques

There are four major tunable liquid lens techniques on the market making use of four different fundamental physical principles: pressure, surface tension, crystal structures, and acoustic waves.

3.1.1. Tunable acoustic gradient index of refraction lenses

![Figure 3.1.: Tunable acoustic gradient index of refraction (TAG) lens. Piezos (yellow) create an acoustic wave that changes the refractive index of the liquid.](image)

The most uncommon and most recent technique is the tunable acoustic gradient index of refraction (TAG) lens also known as an ultrasound lens [126]. TAG lenses use a piezoelectric transducer driven at 70 kHz – 1 MHz to create sound waves in a liquid as shown in Figure 3.1 [127]. Sound waves create a pressure grating that results in a periodic change of the refractive index inside the liquid. Light passing through the liquid lens is delayed depending on the momentary local refractive index of the lens, creating different phase profiles for different driving frequencies. The resulting phase front created by a TAG lens actuated with a single sine frequency has the shape of a Bessel function

\[ J_\nu(r) \]

24 is the Bessel function of first kind, \( \nu \) is the order of the Bessel function, and \( r \) the radial coordinate.

An aperture is used to cut out all light passing through the non-parabolic region to locally create a close to spherical surface25. Just like a liquid surface, the standing wave is not at rest but continuously oscillating. The focal length of the lens is continuously changing therefore, to take a snapshot the camera or

---

24 \( J_\nu \) is the Bessel function of first kind, \( \nu \) is the order of the Bessel function, and \( r \) the radial coordinate.

25 A spherical surface can also be approximated by a parabola as shown in Section 3.1.3.
light source needs to be triggered and the image needs to be taken very quickly. The extreme speed is the main strength of the technique allowing 3D volumetric scanning of e.g. biological processes faster than any other technique available but the lateral and axial resolution is rather low due to the reduced numerical aperture (NA). TAG lenses as resonant axial scanners have been successfully tested in e.g. confocal microscopy or 2-photon excitation (2PE) microscopy where femtosecond laser pulses provide the necessary power to allow imaging during the extremely short integration time [128–131]. TAG lenses can also be used to create phase profiles in the shape of Bessel functions for e.g. beam shaping [132].

TAG lenses can be purchased from TAG Optics Inc.26 and are a promising technique for high speed applications [133]. The aperture diameter of a TAG lens is in the range of 11 mm while the whole lens has a length and diameter of around 35 mm and requires driving voltages of up to 50 V. The lenses can be used for wavelengths from 355 nm to 1064 nm, with a NA of up to 0.02 depending on the focal length. The predominant aberration is astigmatism followed by spherical aberration and coma.

### 3.1.2. Liquid crystal lenses

Liquid crystal (LC) lenses were first described by Susumu Sato in 1979 [134]. They consist of a rigid transparent container containing liquid crystals. LCs flow like liquids but their molecules can be arranged in a crystal-like structure. They are typically polar organic rod-shaped molecules that show different refractive indices along and perpendicular to their axis. One way to control the orientation of LCs is placing them in an electric field. In liquid-crystal displays (LCD) this effect is used to reorient the molecules in a chiral phase to turn the polarisation of the light between two cross-polarisers. In LC lenses typically ring-patterned indium tin oxide (ITO) electrodes are used to turn the molecules as a function of the radius. The radially changing refractive index forms the lens [135–138].

The technique has been applied in many fields of imaging, e.g. for zoom objectives [139], for autofocus lenses [140], augmented reality [141] or holographic displays [142]. Like LCD screens LC lenses can be used for the whole visible wavelength range and the switching speed ranges between 1 and 20 kHz [143]. The NA ranges up to 0.01 while the optical power typically stays below 2 mW.

### 3.1.3. Membrane liquid lenses

The simplest and oldest technique to create a liquid lens is filling a flexible transparent container with a liquid and pressing on it at some part to increase the pressure and deform the surface at a different part. The first mentioning of a liquid lens known to the author is a patent filed in 1893 by Arnold A. Ingram [144]. There are many more LL patents from the following decades especially in Germany [145, 146] until Robert Graham published the first scientific article in 1940. Two extremely thin hemispherical glass plates are connected with a rubber ring and filled with a transparent liquid. Squeezing the lens changes its focal length [147].
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The original technique of bending glass plates has been reinvented very recently by Dynamic Optics SrI a spin-off from the group of Stefano Bonora [148, 149]. However, nowadays mainly transparent polymer membranes are used to contain the liquid [150]. This is usually done by using a glass container with a membrane on top. Pressure is applied to the liquid at the outer part of the lens by e.g. piezoelectric actuators to change the shape of the membrane in the middle of the lens as shown in Figure 3.2. The surface shape of a membrane liquid lens is by default a paraboloid in the middle of the lens and flat at the outer rim. In the centre, the surface can be approximated by a hemisphere\(^{27} \sqrt{R^2 - r^2} = R - r^2/(2R) + O(r^4)\). The resulting aberrations can be controlled by using a membrane with a variable thickness [151–154].

The main manufacturer of membrane liquid lenses is Optotune [155], selling lenses with comparatively large apertures of up to 20 mm. Membrane liquid lenses are a popular tool for many applications ranging from augmented reality [156] to machine vision. They have the advantage of large diameters but suffer from aberrations due to gravity if oriented vertically. Membrane lenses can be used from 420-1600 nm and reach a NA of up to 0.02.

### 3.1.4. Electrowetting liquid lenses

Electrowetting (EW) liquid lenses are based on the manipulation of surface tensions. The earliest occurrence of an EW lens known to the author is a publication by Werner B. Schneider in the German language from 1988 [157,158]. He refers to it as if it has been already known for a longer time as a "little known method to create a lens". The development of reliable electrowetting liquid lenses started with the work of Bruno Berge and Jerome Peseux in 1997 (patent in French) [159,160] and Stein Kuiper and Benno H. W. Hendriks in 2004 [161].

A liquid droplet is deformed when placed in an electric field. Depending on the voltage the droplet focusses light at different distances. In a commercially available EW liquid lens the liquid forms an interface with a second liquid enclosed in a transparent container. The exact working principle of a liquid lens is described below in Section 3.2. Liquid lenses create spherical surfaces, which places them

\(^{27}R\) is the radius of curvature of the lens.
ahead of the other techniques in terms of optical quality for imaging systems. There have been approaches to correct for the resulting spherical aberrations by combining their working principle with the principles of the other techniques to create aberration-free imaging systems [162, 163]. Unlike mechanical (e.g. MEMS) zoom systems electrowetting lenses are not affected by external vibrations and can be used in various work environments where other small autofocussing systems fail. They are invariant to effects of gravity and provide a large focal range.

Electrowetting liquid lenses are produced by Corning and have been sold more than a million times as of 2018 [164]. They have been applied in barcode readers [165], ophthalmology equipment, machine vision and autofocus systems in vibrating environments. They are produced with aperture sizes <4 mm and use a voltage input of up to ±70 V. The lenses can be used efficiently in the wavelength range from 410-850 nm with a transmission of typically 97% but also in the near IR where the transmission drops to only 70% at 1100 nm.

The choice for a suited liquid lens was made based on two requirements: First surface waves can only be studied if there is a flexible liquid surface in the LL; second the lens had to be cheap since there was limited funding to support this research. A single EW lens costs only 100 € and is therefore chosen to be subject of this research. To understand the surface behaviour of a liquid lens it is necessary to understand the underlying physical mechanism.

3.2. Electrowetting

Electrowetting describes the modification of the wetting properties of a surface in an electric field. Electrocapillarity has been first described in 1875 by Gabriel Lippmann in his PhD thesis (in French) [166, 167]. He observed electrowetting at a mercury-electrolyte (H₂SO₄) interface. Over the decades, physicists, electrical engineers and chemists have investigated the topic from various perspectives. An extended overview including a translation of Lippmann’s thesis can be found in [167]. We will neglect all gravity influences due to the high surface to volume ratio of small droplets and consider two approaches to derive the central principle of electrowetting.

3.2.1. Wetting

Wetting describes the contact of a liquid with a solid surface. Usually wetting deals with three phases: a solid surface, a liquid drop, and the surrounding air. The wettability is a result of intermolecular forces between all of the involved materials. The molecules in a perfectly non-wetting situation (e.g. water on Teflon) show weak solid-liquid interactions but strong liquid-liquid interactions. A spherical drop is formed. For weak intra-liquid interactions and strong solid-liquid interactions instead perfect wetting is achieved and the drop smears out to a thin sometimes even single molecular layer.

28 Formerly: Varioptic, which is kept as a brand name.
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Electrowetting typically deals with partially wetting liquids, which are often chosen to be salt-water droplets of millimetre dimension or smaller. The droplet is lying on a planar insulating surface on top of a metal plate (Fig. 3.3). With an electrode contacting the water a voltage can be applied between the metal plate and the liquid droplet. The surrounding medium is often air or an immiscible oil. On this scale gravity can be neglected compared to surface tension. In the absence of an electric field, the shape of the droplet is determined by the interfacial free energy or surface tension $\sigma$. The interfacial free energy $F_i$ of the droplet is given by the sum of contact areas between the three phases\(^{29}\) and volume $V$ conservation

$$F_i = A_{sl}\sigma_{sl} + A_{sg}\sigma_{sg} + A_{lg}\sigma_{lg} - \lambda V,$$

where $A_{sl}$, $A_{sg}$, and $A_{lg}$ are the areas of the solid-liquid, the solid-gas, and the liquid-gas interface, respectively and $\sigma_{sl}$, $\sigma_{sg}$, and $\sigma_{lg}$ are the surface tensions of the solid-liquid, the solid-gas, and the liquid-gas interface, respectively, and $\lambda$ is a Lagrangian variable present to enforce a constant volume $V$. $\lambda$ is equal to the pressure difference $\Delta p$ over the liquid-gas interface [167]. Minimising the free energy yields two equations:

- Young-Laplace equation:

$$\Delta p = \sigma_{lg} \left( \frac{1}{R_1} + \frac{1}{R_2} \right),$$

with $R_1$ and $R_2$ being the principal radii of curvature\(^{30}\).

---

\(^{29}\)We denote the solid substrate with $s$, the liquid phase with $l$, and the surrounding gas or oil with $g$.

\(^{30}\)The principal radii of curvature are the radii of curvature along two perpendicular meridians originating from the point of interest and in general position-dependent.
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- Young’s equation:

\[ \cos \vartheta_Y = \frac{\sigma_{sg} - \sigma_{sl}}{\sigma_{lg}}, \tag{3.3} \]

with Young’s equilibrium\(^{31}\) contact angle \(\vartheta_Y\) being the solid-liquid contact angle on a mesoscopic scale.

If no external forces act on the surface and the surrounding media, the pressure difference between two media is constant along the surface. Then the Young-Laplace equation implies that the sum of curvatures of the droplet is constant everywhere on the liquid surface. For homogeneous surfaces the principal radii of curvature are identical and the droplet is therefore spherical. Young’s equation determines the contact angle of a liquid with a surface in the absence of external forces, e.g. an applied electric field.

3.2.2. Electrowetting

The electrowetting on dielectric (EWOD) equation as the central result describing electrowetting can be derived in a few different ways. We present the derivation based on investigating the charge accumulation at the liquid-surface interface layer and on minimising the free energy [167].

**Thermodynamic approach**

Lippmann’s derivation is based on Gibbsian interfacial thermodynamics [166]. Lippmann described electrowetting on metal, we in contrast will derive the electrowetting equation on a dielectric to be able to predict the behaviour of a droplet in a capacitor structure as shown in Figure 3.3. When applying a voltage \(dU\) the intermolecular forces change at the liquid-solid interface. Ions in the liquid are pulled to the interface by the electric field causing a change of the effective surface tension

\[ d\sigma_{sl}^{\text{eff}} = -\rho_{sl} dU, \tag{3.4} \]

where \(\rho_{sl} = c_1 U\) is the surface charge density of the relocated ions with \(c_1 = \varepsilon_0 \varepsilon_d / d\) the capacitance per unit area where \(\varepsilon_0\) is the permittivity of vacuum and \(\varepsilon_d\) is the relative permittivity of the dielectric and \(d\) is the thickness of the dielectric. The voltage-dependency of the effective surface tension follows by integration:

\[ \sigma_{sl}^{\text{eff}} = \sigma_{sl} - \int_0^U \rho_{sl} dU = \sigma_{sl} - \frac{\varepsilon_0 \varepsilon_d}{2d} U^2. \tag{3.5} \]

Substituting the result into Young’s Equation (3.3) yields the electrowetting on dielectric (EWOD) equation that defines the mesoscopic solid-liquid contact angle \(\vartheta\):

\[ \cos \vartheta = \cos \vartheta_Y + \frac{\varepsilon_0 \varepsilon_d}{2d \sigma_{lg}} U^2. \tag{3.6} \]

\(^{31}\)Young’s equilibrium contact angle is the contact angle in absence of external potentials, e.g. an applied electrical field.
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The second term is known as the electrowetting number. It measures the strength of the electrostatic energy compared to the surface tension.

Energy minimisation approach

The free energy of a droplet $F = F_i - F_{el}$ consists of two parts: The interfacial energy $F_i$ as given by Equation (3.1) and the energy of the electric field [168]:

$$F_{el} = \frac{1}{2} \int \mathbf{E}(r) \cdot \mathbf{D}(r) dV,$$

(3.7)

with the electric field $\mathbf{E}(r)$ and the dielectric displacement $\mathbf{D}(r) = \varepsilon_0 \varepsilon(r) \mathbf{E}(r)$ at point $r$. The electric field energy can be calculated by simplifying the problem to a plate capacitor between the droplet and the metal plate. The stray fields at the contact line of the droplet can be neglected for larger droplets. Thus, the electric field energy is equal to the energy of a capacitor $F_{el} \approx CU^2/2 = \varepsilon_0 \varepsilon_d A_{sl} U^2/(2d)$. The free energy for EWOD then becomes:

$$F = A_{sl} \left( \sigma_{sl} - \frac{\varepsilon_0 \varepsilon_d U^2}{2d} \right) + A_{sg} \sigma_{sg} + A_{lg} \sigma_{lg} - \lambda V.$$  

(3.8)

The free energy of a droplet in presence of an electric field has the same structure as the free energy in absence of an electric field (see Eq. (3.1)). By comparing the coefficients we discover that Young’s Equation (3.3) obtained by minimising the free energy turns into the EWOD Equation (3.6).

On a microscopic scale the contact angle deviates from the prediction of the EWOD equation [169]. There is also an electromechanical approach to derive the electrowetting equation [170, 171].

3.3. Electrowetting liquid lens

The electrowetting effect can be used to make a liquid lens. The capacitor structure in its presented form (Fig. 3.3) cannot be used for imaging because it is typically not transparent. Since the contact angle is only determined at the contact line, it is not necessary to use a large metal electrode that covers the whole aperture area. The electrode can be reduced to a ring electrode and completely be integrated into the outer walls of the liquid lens.

To ensure that the lens is working in all environments it is enclosed in a cylindrical container with two glass windows. The conductive droplet is typically immersed in a non-conductive oil that does not mix with it and works as an additional thin insulating layer that prevents breakthroughs and the thereby resulting electrolysis of the droplet. The composition of the oil is typically chosen such that its density is equal to the density of the conducting droplet. Density matching allows using the lens in all orientations without a gravity-related change of the optical surface and prevents effects on the liquid surface caused by shocks or vibrations of the imaging system. A typical choice of the oil is a mixture of 2-chloronaphthalene and dodecane with a weight ratio of 8:2. A typical choice for the conducting
droplet is an 47 wt% aqueous solution of glycerol and 1 wt% of sodium lauryl sulphate [172]. A selection of material properties can be found in Table 3.1. The mixtures both have a density of 1.107 g/cm$^3$ but different refractive indices of $n_l = 1.38$ and $n_o = 1.49$. The indices l and o stand for liquid and oil, respectively.

<table>
<thead>
<tr>
<th>Material</th>
<th>Density (g/cm$^3$)</th>
<th>Viscosity (mPa s)</th>
<th>Refractive index at 589nm</th>
<th>Surface tension (mN/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>1</td>
<td>0.89</td>
<td>1.333</td>
<td>72.8</td>
</tr>
<tr>
<td>Dodecane</td>
<td>0.7495</td>
<td>1.383</td>
<td>1.421</td>
<td>25</td>
</tr>
<tr>
<td>2-chloronaphthalene</td>
<td>1.2656</td>
<td>1.60787</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glycerol</td>
<td>1.25</td>
<td>934</td>
<td>1.474</td>
<td>64.8</td>
</tr>
<tr>
<td>Glycerol (47 wt%)</td>
<td>1.107</td>
<td>5</td>
<td></td>
<td>65</td>
</tr>
<tr>
<td>Sodium lauryl sulphate</td>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1.: Material properties of typical substances in a liquid lens [172–175].

Figure 3.4.: Working principle of a liquid lens. Applying a voltage changes the contact angle of the aqueous droplet (cyan), the remaining space is filled with an immiscible oil (light green). A transparent insulating layer (dark green) separates both parts of the metallic and conducting package that serve as electrodes (red). The glass windows are shown in white.

Figure 3.4 shows the profile of a liquid lens. The bottom electrode is in contact with the conducting droplet, while the top electrode is typically coated with a hydrophobic and insulating layer of parylene-C and/or Teflon AF 1600 and serves as the second capacitor plate. The walls of the liquid lens are tilted in a 45° angle to ensure that the drop stays centred in the LL.

The optical power $P$ can be expressed in the applied voltage $U$ using the EWOD
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\[ R_{\text{curv}} = \frac{R}{\cos \vartheta} = \frac{R}{\cos \vartheta} + \frac{\cos \vartheta}{2 \sigma_{\text{tg}}} U^2 \]  
\[ P = \frac{n_o - n_l}{R_{\text{curv}}} = P_0 + \frac{\epsilon_0 \epsilon_d (n_o - n_l)}{2 \sigma_{\text{tg}} d R} U^2, \]

with \( R_{\text{curv}} \) being the radius of curvature of the liquid-oil interface, \( R \) the radius of the liquid lens cylinder, and \( P_0 = (n_o - n_l) \cos \vartheta_Y / R \) the optical power\(^{32} \) for \( U = 0 \). Note that the EWOD Equation (3.6) and Equation (3.10) contain a simplification that often results in a threshold voltage. For some materials the equilibrium contact angle predicted by Young’s Equation (3.3) is larger than \( 180^\circ \), i.e. \( |\sigma_{o} - \sigma_{l}| / \sigma_{lo} > 1 \neq \cos \vartheta_Y \). Thus, low voltages compensate for the large predicted contact angle and the surface only starts to change if the predicted contact angle drops below \( 180^\circ \)\(^{176} \). Figure 3.5 shows the focusing behaviour of the purchased liquid lens as function of the applied voltage.

![Graph showing optical power and focal length as a function of applied voltage.](image)

**Figure 3.5.:** Voltage dependency of the optical power (blue) and the effective focal length (red) for a Varioptic Arctic 39N0 liquid lens [177].

There are three ways to operate a liquid lens. AC operation, DC operation, and quasi-DC operation\(^{33} \). All modes have their individual advantages and disadvantages. We focus on AC operation, i.e. all voltages are modulated with a 1136 Hz square wave. AC operation prevents charging and polarisation of the non-conducting oil and produces highly reproducible surface shapes with a negligible hysteresis. The main disadvantages are a higher electric fatigue of the insulating layer and higher power consumptions.

\(^{32}\)We denote the oil with \( o \) which replaces the index \( g \) for gas in a liquid lens.

\(^{33}\)DC with an occasional switch in polarity every 1 – 10 s.
3.3. Electrowetting liquid lens

3.3.1. Arctic 39N0

Figure 3.6.: Two Varioptic Arctic39N0 liquid lenses. The two parts on the left are the bottom and the top part of a lens showing the inside. The top half of the lens (middle) is coated entirely with a thin hydrophobic and insulating coating. The bottom half of the lens (left) contains a plastic ring that both seals the lens when pressed together with the bottom part and separates the top from the bottom electrodes similar to a button cell. A complete liquid lens is shown on the right.

The purchased lens that is used throughout all experiments in this thesis is a Varioptic Arctic 39N0\textsuperscript{34} with a useful optical diameter of 3.5 mm. Figure 3.6 shows the two lenses of the first generation\textsuperscript{35}. Over the course of the measurements presented in Chapters 4 and 5, two different generations of liquid lenses have been used. Table 3.2 summarises the properties of the second generation as given by the LL manual [177]. The slightly different specifications of the first generation as used for the experiments presented in Chapter 4 can be found in the old manual [178].

Since our focus is on studying the LL surface, Equation (3.10) has to be analysed in detail to predict the exact behaviour for the real LL. The actual geometry of the liquid lens as shown in Figure 4.1 is not cylindrical. In fact the shape is conical in the vicinity of the liquid surface and this causes the radius of the liquid surface $R$ to be voltage dependent.

\textsuperscript{34}The exact product name and its specifications have been changed during recent years. The current name is A-39N0. The additional symbol 0 indicates that the lens is covered with an anti-reflective coating optimised for the visible range.

\textsuperscript{35}Both LLs cannot be used anymore. The first one exploded due to a too high voltage and the resulting electrochemical processes and the second one was violated by the fingerprints of a Chinese astronomer, who was unfortunately granted a lab tour.
### 3. Focusing light using liquid optics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Typical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Useful aperture</td>
<td>3.5 mm</td>
</tr>
<tr>
<td>Front aperture</td>
<td>4.09 mm</td>
</tr>
<tr>
<td>Back aperture</td>
<td>6.5 mm</td>
</tr>
<tr>
<td>Optical power $P$</td>
<td>$-5 &lt; P &lt; 15$ m$^{-1}$</td>
</tr>
<tr>
<td>AC Input voltage</td>
<td>24 – 70 V</td>
</tr>
<tr>
<td>Voltage @ 0 optical power</td>
<td>45 V</td>
</tr>
<tr>
<td>Wavefront error</td>
<td>50 nm</td>
</tr>
<tr>
<td>Optical axis stability</td>
<td>0.8 mrad</td>
</tr>
<tr>
<td>Transmittance @ 587 nm</td>
<td>97 %</td>
</tr>
<tr>
<td>Response time</td>
<td>35 – 70 ms</td>
</tr>
<tr>
<td>Capacitance @ 1 kHz</td>
<td>500 pF</td>
</tr>
<tr>
<td>Operating temperature $T_{OP}$</td>
<td>$-20 &lt; T_{OP} &lt; +60$ °C</td>
</tr>
<tr>
<td>Refractive index oil @ 589.3 nm</td>
<td>1.495</td>
</tr>
<tr>
<td>Abbe number oil</td>
<td>34.63</td>
</tr>
<tr>
<td>Refractive index water @ 589.3 nm</td>
<td>1.386</td>
</tr>
<tr>
<td>Abbe number water</td>
<td>58.13</td>
</tr>
</tbody>
</table>

Table 3.2.: Specifications of the second generation of Arctic 39N0 lenses [177]
4. Study of surface modes on a vibrating electrowetting liquid lens

Creating a tunable linear grating on a circular liquid lens (LL) is difficult especially because the purchased liquid lens only allows circular symmetric actuation with its two electrodes. The surface modes are not simple sine waves, so their behaviour has to be studied carefully to be able to make use of them. The main results of this study as presented in this chapter have been published in Applied Physics Letters [179]\(^{36}\). The necessary optical components to perform the experiments were provided by Silvania F. Pereira. Roland Horsten built and designed the electrical signal amplifier and programmed an initial LabView program to drive the LL. Bianca Harrewijn built the basic optical setup during her internship and helped integrating live camera analysis tools into the software.

The increased usage of LLs motivates us to investigate surface waves on a liquid lens surface. During fast focal switching the surface waves decrease the imaging quality. In this chapter, we propose a model that describes the surface modes appearing on a liquid lens and predicts the resonance frequencies. The effects of those surface modes on a laser beam are simulated using Fresnel propagation\(^ {37}\) and the model is verified experimentally.

4.1. Known performance impacts of surface vibrations

Liquid lenses are tools to create small tunable optics without any moving parts. As described in Section 3.1 the first mass-producible commercial electrowetting lenses were developed by Bruno Berge and Jérôme Peseux in 1997 [159–161, 180]. Since then many other techniques have been tested to create a focus-tunable lens i.e. using membranes and acoustic waves [132, 147, 157, 181, 182]. While some techniques never left the lab environment, electrowetting, tunable acoustic gradient index of refraction (TAG) and membrane lenses are available commercially [133, 155, 164]. The most popular type of liquid lenses uses the electrowetting effect to manipulate a liquid-liquid interface with an external voltage. These lenses use two liquids with similar density to avoid any gravity influences. A major drawback next to the energy consumption is that the speed of operation of the lens is limited by the liquid inertia of the liquid. When switching between two focal positions too fast, surface waves are created and in consequence the image suffers from aberrations.


\(^{37}\)The simulation code was provided by Yifeng Shao.
While LLs can avoid astigmatism by using several electrodes, in particular spherical aberration is challenging for example in dual beam auto focusing systems [183], even without switching the focal length. In membrane-based LLs the thickness of the membrane can be varied to minimise aberrations [149,151,152,184,185]. There are promising developments for electrowetting liquid lenses with multiple liquid interfaces [186] and it has been shown that spherical aberration can be corrected in micro-lenses by controlling the hydrostatic pressure [162,163], but there has been no technique for a single electrowetting-only macroscopic LL to tackle the spherical aberration, yet. The hope to make use of surface waves caused by fast switching to control, introduce, and correct for aberrations motivates us to study their nature in detail.

4.2. Liquid surface model

Oscillations on liquid droplets have been studied intensively [187], including a complete solution for the eigenfrequencies of a viscous droplet in another viscous fluid [188,189], nonlinear oscillations [190], and constrained liquid droplets [191]. For simplicity, the liquid is assumed to be incompressible and inviscid [192]. Due to the small size of the droplet we limit our investigation of surface vibrations to capillary waves following the approach of Landau and Lifshitz [193].

Suppose that a curved surface in a thermodynamic equilibrium is caused by a small pressure difference $\Delta p$ between the two adjacent media. This equilibrium is described by the Young-Laplace Equation (3.2) as given in Section 3.2.1. For small surface deviations the Young-Laplace equation can be written as:

$$\Delta p = -\sigma_{lo} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right), \quad (4.1)$$

where $\sigma_{lo}$ is the surface tension of the liquid-oil interface and $u(x, y)$ is the shape of the surface. In the case of a non-stationary situation the linear Bernoulli equation is

$$p = -\rho \frac{\partial \phi}{\partial t} - \Phi, \quad (4.2)$$

with $\Delta p$ the difference in mass density between the adjacent media, $t$ the time, $\phi$ the velocity potential defined by $\partial u / \partial t = \nabla \phi$, and $\Phi = \rho_A \partial^2 u / \partial t^2$ the potential of the inertial force, with $\rho_A$ the displaced areal mass density. Applying the Bernoulli equation on the Young-Laplace equation yields

$$\Delta \rho \frac{\partial \phi}{\partial t} + \Phi = \sigma_{lo} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right). \quad (4.3)$$

In a liquid lens the densities of the adjacent fluids are identical, i.e. $\Delta \rho = 0$, hence Equation (4.3) simplifies to a linear wave equation of $u(x, y, t)$

$$\frac{\partial^2 u}{\partial t^2} = \frac{\sigma_{lo}}{\rho_A} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right). \quad (4.4)$$
4.2. Liquid surface model

The obtained differential equation is a standard wave equation with the speed of the waves given by \( c = \sqrt{\sigma_{\text{lo}}/\rho_A} \). Thus, the waves on the LL surface are modelled as transverse vibrations of a circular membrane, of which the surface tension dominates the stiffness. With respect to the polar coordinates \( r \) and \( \phi \), Equation (4.4) becomes \([194]\):

\[
\frac{\partial^2 u}{\partial t^2} = c^2 \left( \frac{\partial^2 u}{\partial r^2} + \frac{1}{r} \frac{\partial u}{\partial r} + \frac{1}{r^2} \frac{\partial^2 u}{\partial \phi^2} \right). \tag{4.5}
\]

with the boundary condition following from the EWOD equation (3.6)

\[
\frac{\partial u(r, t)}{\partial r} \bigg|_{r=R, t=0} = -\tan \theta, \tag{4.6}
\]

where \( \theta \) is the surface deflection angle compared to the surface at rest for the membrane with radius \( R \).

The speed of the waves \( c \) is unknown if the properties of the liquid are not known, as it is the case for the Arctic 39N0 series. It is equal to the speed of waves within the approximation of a classical membrane, but the actual speed of the waves differs from \( \sqrt{\sigma_{\text{lo}}/\rho_A} \) in a more thorough model of a liquid, in which the Bernoulli equation has not been linearised by neglecting the displacement-dependent second-order term \(-\partial/\partial t(u^2/2)\). The value of \( c \) will have to be determined later on to make the linear model sufficiently accurate.

The LL has only two electrodes, which are placed moreover all around the LL, therefore the electrodes can only provide a circularly symmetric actuation voltage. Hence the third term at the right-hand side of Equation (4.5) vanishes. Radially symmetric solutions of Equation (4.5) can be obtained by the method of separation of variables: \( u(r, t) = R(r)T(t) \), for some functions \( R \) and \( T \). Substitution into Equation (4.5) yields:

\[
\frac{1}{c^2 T} \frac{\partial^2 T}{\partial t^2} = \frac{1}{R} \left( \frac{\partial^2 R}{\partial r^2} + \frac{1}{r} \frac{\partial R}{\partial r} \right) \equiv K, \tag{4.7}
\]

where \( K \) is a constant independent of \( r \) and \( t \). The two resulting differential equations can be easily solved. The time-dependent equation is the standard harmonic oscillator equation with solution

\[
T = T_1 e^{\sqrt{K}ct} + T_2 e^{-\sqrt{K}ct}. \tag{4.8}
\]

The solution is growing exponentially for \( K > 0 \) and is constant for \( K = 0 \). It is periodic for \( K < 0 \), with frequency \( f = -i\sqrt{K}/(2\pi) \).

\[
T = T_1 e^{i2\pi ft} + T_2 e^{-i2\pi ft} = C_1 \cos(2\pi ft) + C_2 \sin(2\pi ft), \tag{4.9}
\]

with the proportionality constants \( T_1, T_2, C_1, \) and \( C_2 \). The radius-dependent equation

\[
\frac{\partial^2 R}{\partial r^2} + \frac{1}{r} \frac{\partial R}{\partial r} - K R = 0, \tag{4.10}
\]

where
is a special case of Bessel’s differential Equation (5.2) with solutions: the Bessel functions of first \( J_0 \) and second kind \( Y_0 \) and 0th order.

\[
\mathcal{R} = C_3 J_0\left(\frac{2\pi f}{c} r\right) + C_4 Y_0\left(\frac{2\pi f}{c} r\right), \tag{4.11}
\]

with the proportionality constants \( C_3 \) and \( C_4 \). The second term leads to unphysical results \( Y_0(r \to 0) = -\infty \), therefore \( C_4 = 0 \). If we assume that at \( t = 0 \) the displacement is maximum, the general time-harmonic solution is:

\[
u = A \cos \left(2\pi f t\right) J_0\left(\frac{2\pi f}{c} r\right), \tag{4.12}\]

where \( A \) is the amplitude.

The step from an undamped vibrating membrane to an undamped liquid surface is a change in boundary conditions. While in the case of a drum the membrane is fixed at the outer boundary \( r = R \), in the electrowetting case the boundary condition 4.6 prescribes the slope at the boundary \[167\]

\[
\frac{\partial u(r, t)}{\partial r} \bigg|_{r=R, t=0} = -\tan \theta, \tag{4.13}
\]

where \( \theta \) is the surface deflection angle compared to the surface at rest for the membrane with radius \( R \). By applying the boundary condition we get for the amplitude\[^{38}\]

\[
A = \frac{c \tan \theta}{2\pi f J_1\left(\frac{2\pi f}{c} R\right)}. \tag{4.14}
\]

By setting the denominator in this expression to zero\[^{39}\] we obtain the resonance frequencies of the undamped oscillator:

\[
f_n = \frac{c}{2\pi R j_{1,n}}, \tag{4.15}
\]

where \( j_{1,n} \) is the \( n \)th root of the Bessel function of first kind and 1st order.

The orthogonality properties of the Bessel function are explained in detail in Section 5.2.1. The Bessel functions \( J_0(j_{1,n}r/R) \) form an orthogonal basis function, when the argument is scaled, so any radially symmetric surface shape can be described by linear combination. Controlling these surface vibrations may give us the possibility to temporarily design different surface shapes by superposition, like it is done for example in laser pulse shaping \[195\]. By measuring the mode frequencies and the corresponding surface shapes experimentally, the nature of the surface vibrations and the shape of the surface can be determined \[196\]. In this way the accuracy of the presented linear theory can be verified.

\[^{38}\]d\( J_0(r) / dr = -J_1(r)\)

\[^{39}\]In practice however, the amplitude does not diverge because of damping.
4.3. Approximations and limitations

Since the theory of an undamped vibrating surface can only be an approximation of the experimental situation, we have to point out a few differences between theory and experiment and to check afterwards, whether the simple undamped model is sufficiently accurate to describe the behaviour of the real liquid surface. The used liquid lens is a first-generation Arctic 39N0 LL from Varioptic as displayed in Figure 3.6 [178]. As indicated in Section 3.3.1, the shape of the liquid container is not cylindrical as assumed by the model, but conical in the vicinity of the liquid interface (Fig. 4.1). Hence, the size of the membrane slightly changes during vibration. In the static case, the radius of the interface depends on the LL interface curvature and therefore on the applied voltage $U$. It can be fitted to the data given by the manual [178]:

$$R(U) = R_0 + R_1 U,$$  \hspace{1cm} \text{(4.16)}

with the fit parameters $R_0 = (3.193 \pm 0.006) \text{ mm}$ and $R_1 = -(12.5 \pm 0.1) \mu\text{m/V}$. Because the mode frequencies depend on the radius (see Eq. (4.15)), they also depend on the applied voltage amplitudes when the lens is continuously driven. For small oscillations as investigated in this Chapter the introduced frequency shift compared to the resonance frequencies of an undisturbed surface is $\approx 1.5\%$, but it can go up to more than 20\% for larger fluctuations. In consequence, the conical shape of the LL limits the applicability of the model to the first 64 modes for the applied small oscillations, where the resonance frequencies of disturbed and undisturbed surfaces start overlapping. In the case of a flat undisturbed surface the surface radius is $R = (2.65 \pm 0.01) \text{ mm}$.

The vibration of a real liquid is damped by the viscosity and the friction at the walls. Therefore the oscillator has to be driven with an external driving voltage to keep the lens oscillating. The dependence of the deflection angle $\theta$ (in radians) on the voltage can be fitted to the data given by the manual [178]. The optical power depends quadratically on the applied voltage (see Eq. (3.10) & Fig. 3.5). For small contact angles, the contact angle is proportional to the optical power, which can be linearised in the vicinity of a flat surface. Please note that the angle of deflection $\theta$ is not the contact angle $\vartheta$ as used in the EWOD Equation (3.6). They are linked via the geometry by $\theta = 3\pi/4 - \vartheta$, i.e. the side wall angle is $45^\circ$ (Fig. 4.1):

$$\theta = \theta_0 + \theta_1 U,$$ \hspace{1cm} \text{(4.17)}

with the fit parameters $\theta_0 = -0.949 \pm 0.007$ and $\theta_1 = (2.27 \pm 0.01) \times 10^{-2} \text{ V}^{-1}$.

When the control voltage amplitude is small and oscillates at or close to a resonance, the liquid surface is a standing wave at the resonance frequency. Since the system is damped, a continuous driving force is required to create a steady oscillation. As follows from Equation (4.14) and Equation (4.17), the amplitude $A$ of the standing wave depends non-linearly on the voltage $U$. To be able to use the linear model, it is necessary to stay within the regime of small deflection angles. A simulated comparison of the non-linear model and the linearised model is shown in

---

\text{40} Today: Corning [164]
4. Study of surface modes on a vibrating electrowetting liquid lens

Figure 4.1.: Schematic static profiles of the Arctic 39N0 liquid lens. The dashed lines show possible static interface curvatures to scale for different voltages $U$ as given by the Arctic39N0 manual [178] and the provided Zemax model of the lens. $\theta$ indicates the deflection angle. $\vartheta$ is the contact angle.

Figure 4.2 for a small voltage oscillation, as used in this chapter and an extremely large one. While the amplitude deviation due to linearisation is below 1% for the applied small oscillations, it can become more than 25% for larger oscillations. The deviation from the cosine behaviour introduces additional frequency components which stimulate multiple modes at the same time during the experiments.

4.4. Measurement setup

For experimental verification we use the first-generation Arctic 39N0 LL model by Varioptic [178]. A summary of its properties can be found in Table 3.2. Some details however differ from the second generation of liquid lenses and are therefore listed here. The optical power is $-5 \text{ m}^{-1}$ to $15 \text{ m}^{-1}$ for applied voltages ranging from 36 V to 58 V. The focal switching speed is limited to 25 Hz (i.e. 20 ms between the two extreme foci\(^{41}\)). The refractive indices of the two used liquids are $n_1 = 1.3846$ and $n_2 = 1.4921$ at $\lambda = 632.8 \text{ nm}$. A flat interface is obtained for a voltage of $U = 43.12 \text{ V}$. The environment temperature is $21 \degree \text{C}$. The optical power of the lens depends on the temperature and has had the largest impact on the reproducibility of the measurements. The actuation voltage to obtain a flat surface shifts $\approx 0.7 \text{ V/°C}$ at $21 \degree \text{C}$. The diameter of the lens aperture is $d = 3.95 \text{ mm}$.

A collimated HeNe laser beam with a Gaussian beam profile and a FWHM of 8 mm illuminates the LL surface. The intensity distribution of the modified beam is measured with a camera at a distance of 50 cm behind the LL, i.e. in the Fresnel

\(^{41}\)Depending on the required switching and imaging quality the manufacturer advises to use a three times slower switching speed of 60 ms [178].
4.4. Measurement setup

Figure 4.2.: Comparison of the linear approximation of $\tan(\theta(t))$ and the exact solution for a small and a large amplitude. The dashed lines show the tangent exactly. The solid lines show $\tan \theta = \cos(2\pi t/T)$ with the period of the surface wave $T = 1/f$. To increase readability $\tan(U = 1.6V)$ is multiplied by 10.

Figure 4.3.: The HeNe laser light is coupled out of a fibre, the beam is collimated, passes the liquid lens and is detected by a camera connected to a computer. Both the camera and the liquid lens are controlled by the computer.
region (Fig. 4.3). The experiment was carried out both with an SVS-VISTEK eco424MVGE industrial camera and a Photron SA3 high-speed camera. The first one was provided by Silvania F. Pereira from Katsiaryna Ushakova’s lab and the second one by Nandini Bhattacharya\textsuperscript{42}. The high-speed camera was used to sample the motion of the lens surface within a single oscillation, while the industrial camera is able to sample it over several oscillation cycles. The specifications of all used cameras are summarised in Table 4.1. The image acquisition is synchronized to the voltage supply of the liquid lens. Appendix B gives a detailed overview, how triggering the camera and the voltage supply are realised experimentally using LabVIEW.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Photron SA3</th>
<th>eco424MVGE</th>
<th>eco655MVGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. frame rate</td>
<td>120000 fps</td>
<td>124 fps</td>
<td>10 fps</td>
</tr>
<tr>
<td>Min. exposure</td>
<td>2(\mu)s</td>
<td>3(\mu)s</td>
<td>7(\mu)s</td>
</tr>
<tr>
<td>Bit depth</td>
<td>12 bit</td>
<td>8 bit</td>
<td>8 bit</td>
</tr>
</tbody>
</table>

Table 4.1.: Specifications of the used cameras

The simplicity of the setup facilitates the simulation and prediction of the intensity measurements for several parameter values using the linear model. By fitting the simulated to the measured intensity patterns, the speed of the waves \(c\) can be determined.

### 4.5. Simulation of a liquid lens using Fresnel propagation

The simulation was carried out both using a geometrical optics and a physical optics model. In LightTools the setup was simulated by means of geometrical optics, but the simulation has not been able to predict the diffraction effects introduced by the lens aperture\textsuperscript{43}. The deviation of the simulation from the experimentally observed light pattern increases with the actuation frequency \(f\), because LightTools does not include any diffraction effects. Figure 4.4 shows the prediction for the ground mode \(f_1\) at \(t = T/2\) with the period of the surface wave \(T = 1/f\). The LightTools algorithm is also much slower than the physical optics simulation.

A wave optics model instead delivered accurate results. The delay of the incident plane wave is proportional to the optical path length inside the two liquids. The wavefront is propagated to the detector using Fresnel propagation and converted

\textsuperscript{42}The Photron SA3 high-speed camera was only available for two weeks, therefore the cheap low quality alternatives were necessary.

\textsuperscript{43}LightTools can be best controlled externally via the Microsoft Excel-based macro Visual Basic programming environment. Since the attempts to carry out these simulations have not reached the required accuracy, an exact description of how to do this will be omitted.
4.5. Simulation of a liquid lens using Fresnel propagation

Figure 4.4.: Simulation of the light pattern for the ground mode $f_1$ with LightTools. The intensity distribution at the detector plane at $z = 50\text{ cm}$ is shown on the left and an intensity profile along the $x$-axis is shown on the right. The LightTools simulations do not include any diffraction effects and are therefore only able to describe the ground mode behaviour $f_1$ with the required accuracy.

into a intensity pattern $EE^*$. The initial field immediately behind the lens

$$E(x', y', z = 0, t) = \exp \left[\frac{2\pi(n_2 - n_1)}{\lambda} u \left(\sqrt{x'^2 + y'^2}, t\right)\right], \quad (4.18)$$

is propagated to the detector plane $z = 50\text{ cm}$ using [197, 198]

$$E(x, y, z, t) = \exp \left[\frac{i2\pi}{\lambda z}\right] \times$$

$$\times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(x', y', 0, t) \exp \left[i \frac{\pi}{\lambda z} \left((x - x')^2 + (y - y')^2\right)\right] dx' dy'. \quad (4.19)$$

The Fresnel approximation is valid for the given aperture diameter and wavelength for distances longer than $\sqrt{r^4/(4\lambda)} = 1.8\text{ cm}$ behind the liquid lens, which includes our measurement distance clearly. For smaller apertures or distances larger than $2d^2/\lambda = 50\text{ m}$ the simpler Fraunhofer model is sufficiently accurate. The MATLAB code calculating the Fourier transform using a chirp Z-transform has been provided by Yifeng Shao. The first row of Figure 4.6(a) shows the results of the simulated fundamental mode for both extreme surface deflections at $t = 0$ and $t = T/2$. While the resonance frequencies are predicted by the model, the amplitude can be chosen freely. In the displayed cases it was chosen to be small, i.e. in the range of 3 $\mu$m to 14 $\mu$m. The maximum of the introduced optical path length difference is then approximately 0.5–2 wavelengths. The other rows show the higher resonance modes. It can be observed, that the number of dominant
rings with maxima equals the resonance mode number.

4.6. Confirmation of the membrane model

Figure 4.5.: Typical voltage input \( U = 43.12 \, \text{V} + 1.6 \, \text{V} \sin(2\pi \times 205 \, \text{Hz}) \). All voltage inputs are modulated with a 1136 Hz square wave.

The liquid lens is tuned to a flat surface by applying 43.12 V. A small alternating current (AC) cosine signal with amplitude 1.6 V is added on top to excite surface modes (Fig. 4.5). The voltage variation is chosen to be small to assure that the lens surface can be described linearly. The frequency is varied between 10 Hz and 250 Hz. The liquid lens is always operated in AC mode as explained in Section 3.3, therefore all actuation voltages are modulated with a 1136 Hz square wave\(^{44}\). The exposure time of the high-speed camera is 50 \( \mu \)s. Since the speed of the surface waves \( c \) is yet unknown, the resonance frequencies have to be determined experimentally. The fundamental mode can be identified by comparing the simulated intensity patterns and the experimental data. It occurs at \( f_1 = 59 \, \text{Hz} \). The next three higher modes can be found in the same way: \( f_2 = 108 \, \text{Hz} \); \( f_3 = 157 \, \text{Hz} \); \( f_4 = 205 \, \text{Hz} \). Figure 4.6 shows simulated and measured intensity snapshots of the deflections of the first four modes at two instances of time \( t = 0 \) and \( t = T/2 \) at which the deflection is maximum. A video of the first LL modes is available online \cite{179}. The comparison of the measurements and the simulated intensities shows only minor deviations in the general shape of the light patterns. The measurement of the ground mode at 59 Hz is slightly overexposed and therefore appears to be sharper than the simulation. Also note that the result of the Light-Tools simulation in Figure 4.4 fails to predict any of the minor fringes. The small vertical fringe patterns observed in all measurements appear due to Fabry-Pérot interference in the camera.

\(^{44}\)More details on the signal generation using LabVIEW are given in Appendix B.
Figure 4.6.: Intensity patterns of the first four modes at $z = 50$ cm behind the lens as obtained from Fresnel simulations (a) and from measurements with the high speed camera (b). The times $t = 0$ and $t = T/2$ correspond to instances that the deflection of the surface wave is maximum. The exposure time is $50 \mu s$. 

4.6. Confirmation of the membrane model
Using the experimentally determined frequency of the first resonance mode and Equation (4.15), the speed of the waves on the LL surface can be calculated: $c = 2\pi R f_1 / f_{1,1} = (26 \pm 6) \text{ cm/s}$. The value is in the expected range for aqueous solutions. This quantity can now be used in simulations of the behaviour of the liquid lens for different voltages and frequencies to create different surface shapes.

The experimentally determined mode frequencies $f_{1,2,3,4}$ are in agreement with Equation (4.15). This additionally validates the proposed undamped model. The mode frequencies are much smaller compared to those of the tunable acoustic gradient index of refraction (TAG) lenses discussed in Section 3.1.1 [132] (> 100 kHz) and do not require costly high speed cameras or high precision flash light sources. For higher modes though, the measured resonance frequencies are higher than as predicted by our linear Bessel-based surface resonance model. This deviation is probably caused by the larger influence of friction at the walls for higher frequencies, which changes the Neumann boundary condition to a Robin\textsuperscript{45} boundary condition [199].

![Figure 4.7.: Measured intensity on the optical axis versus the modulation frequency at $t = 0$. The intensity shows a maximum at the fundamental mode $f_1 = 59 \text{ Hz}$. Higher modes are not visible in the graph since the intensity is split up between the central peak and the surrounding rings.](image)

The influence of damping can be made visible by analysing the frequency response of the system. A way to show the sharpness of the fundamental mode is measuring the intensity on the optical axis at $t = 0$ (Fig. 4.7). Independent of the mode number, the intensity is expected to be maximum on the optical axis. However, the higher modes are not visible in the graph, because the intensity is distributed between the on-axis peak and the surrounding rings. The influence of damping is not unexpected since the LL manufacturer artificially increases the

\textsuperscript{45}Robin boundary conditions are a linear combination of Dirichlet (no-slip) and Neumann (slip) wall boundary conditions.
damping to optimize the response time and to suppress oscillations [160].

For high resonance amplitudes, the frequencies also shift and multiple modes are stimulated at the same time. This happens due to the non-linearity of the model in both the radius dependency of the resonance frequencies (4.15) and the tangent-dependency the boundary condition at the edge of the amplitude (4.14). Ultimately the amplitude of the surface waves is limited by the distance between the glass windows of the LL (Fig. 4.1).

4.7. Applicability

Surface modes on a liquid lens can be described with a membrane model that is based on the assumption of an inviscid incompressible liquid droplet. The simulated intensity patterns based on a vibrating surface match the experimentally observed behaviour. The experimentally dominating low frequency modes can be fully described and predicted with the developed model. High amplitudes and frequencies though, do not fulfil the assumptions of the membrane model because the behaviour becomes non-linear and the resonances are strongly damped. They therefore only play a minor role during fast focal switching and do not cause relevant aberrations. Whether the obtained knowledge about the surface waves can be used to improve the switching speed of a LL, or shape the LL surface, such that the phase front can be designed to create a Bessel beam [200,201], avoid aberrations (also in 2D imaging), or to create a phase object for digital holography is the subject of Chapter 5.
5. Creation of a tunable asphere with an electrowetting liquid lens

This chapter demonstrates a technique to create aspheric surface shapes on commercially available electrowetting on dielectric (EWOD) liquid lenses. By proving the validity of the simple linear description of surface waves on a liquid lens (LL) in Chapter 4, we have found an answer on the question: How does the surface of a LL behave when the focal length is changed faster than the reaction time of the lens? The linear model of surface oscillations on the LL as such however, has not been proven to be useful for the standard liquid lens user, yet. During common operation of a liquid lens fast focal switching causes aberrations, due to surface waves, so a new question arises: Is it possible to make use of the surface waves to design useful surface shapes, now that we can model them? If a technique exist, that enables us to design new surface shapes with surface on the LL, the technique will have one general advantage: surface modes can be produced by any user of an EWOD LL without making changes to the LL hardware. Next to electrowetting (EW), the model of surface waves can be applied to membrane LLs, too, especially because here it is an actual membrane that has to be modelled. Only the boundary conditions would have to be adjusted, since the membrane is fixed at its outer rim. The Bessel shape of the surface waves creates Bessel phase profiles, but also more general phase profiles can be obtained by making more diverse surface shapes by superposition.

There are two starting points to derive a method to design useful surface shapes on a liquid lens: either creating a desired surface periodically by linear combination of resonant modes or pulsed by linear combination of all actuation frequencies except for the resonant modes. The second approach has been published in AIP Advances [202] and will be the main focus of this chapter. Observing and measuring the exact created surface functions was only possible with the additional support of Peter A. A. M. Somers, who helped choosing, designing and evaluating an interferometric setup.

Based on the model of surface oscillations in Chapter 4, we will propose a technique using a Hankel transform and test it experimentally. An alternating current (AC) actuation voltage is applied to the liquid lens to stimulate surface oscillations, that add up to the desired surface shape at discrete moments in time. The voltage signal can be repeated at video rate. The measurements are taken with a Mach-Zehnder interferometer and confirm the observations of Chapter 4. The capabilities and limitations of the proposed method are demonstrated using the examples of a Bessel surface, spherical aberration, an axicon, and a top hat structure.
5.1. Aberration correction with liquid lenses

The switching performance of electrowetting liquid lenses is limited by surface oscillations. Already when the first liquid lenses were developed, it became clear, when the focal distance is switched too fast, the inertia of the liquid prevents the liquid surface from following the change instantaneously [160, 161]. Then surface waves are created. These uncontrolled deviations from a spherical interface were identified as the cause of dynamic aberrations and have limited the operational speed of liquid lenses. All liquid lenses therefore have a response time\(^\text{46}\), which depends on the chosen materials and the lens size, that limits their high-speed application.

Recent works minimised the response time of a LL by optimizing the choice of liquids and surface roughness as well as surface coatings of the LL package [172, 176]. But also static aberrations, especially spherical aberration, limit the performance in some applications [183] and in consequence, many new lenses have been developed to create aspheric liquid lenses, e.g., an ultrasonic liquid crystal lens [203] and a LL making use of thermal Marangoni forces [204] to shape the surface. Also, the combination of hydrostatic pressure and electrowetting or the use of multiple liquid interfaces promises to extend the functionality of a liquid lens [162, 163, 186, 205]. However, only the simple electrowetting LL has been commercialised.

Our alternative approach is to study the nature of the exited surface waves on a commercially available liquid lens and its resonance modes in order to avoid, or even to make use of them (Chap. 4). By exciting the liquid interface faster than the response time of the LL, waves can be created on purpose to create new optical surface shapes. The resonant modes have the shape of Bessel functions and can be excited individually. A similar approach, published just a month after our original paper, focusing on the application of surface waves on a liquid lens for optical encryption came to the same conclusion [206, 207]. Surface oscillations of liquid droplets have been studied thoroughly elsewhere [187, 191], providing a good overview of liquid immersion and viscosity effects [188, 189], that need to be considered to understand the non-linearity of the liquid oscillations [190]. However, a linear dispersion relation based on an inviscid and incompressible model of the liquid (Sec. 4.2) [192, 193] was confirmed experimentally for small surface excitations up to a few optical path lengths (OPL).

5.2. Construction of a desired surface shape using \(J_0\) Bessel functions

Surface vibrations on a liquid droplet and more specifically a LL can be described by Bessel functions of first type and 0th order \(J_0\) for sinusoidal actuation (Sec. 4.2)

\(^{46}\) The response time as such is a term that is not commonly defined for liquid lenses. It often refers to the time between the actuation voltage change and the point in time, when the optical power reaches 90% of its final value. See also Table 3.2.
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[193,208]. The properties of the Bessel-function are advantageous for creating new surface shapes by superposition and are summarised in this section.

5.2.1. Orthogonality of the Bessel function

As previously indicated the scaled Bessel functions are orthogonal. However, it has not been explained, yet, why this is the case. Two functions \( f_i, f_j \) are orthogonal if their inner product is \( \langle f_i, f_j \rangle_w = 0 \) for every \( i \neq j \), where the inner product is defined over an interval \([a,b]\) as

\[
\langle f_i, f_j \rangle_w = \int_a^b f_i(x) f_j(x) w(x) \, dx,
\]

for a non-negative weight function \( w(x) \) [209].

The Bessel function \( J_\nu(kr) \) is the solution to Bessel’s differential equation\(^{47}\)

\[
r^2 \frac{d^2 J_\nu(kr)}{dr^2} + r \frac{d J_\nu(kr)}{dr} + (k^2 r^2 - \nu^2) J_\nu(kr) = 0,
\]

with the order of the Bessel function \( \nu \geq -1 \), and a scaling factor \( k \) along the radial coordinate axis \( r \). By rearranging, the Bessel equation transforms into an eigenvalue equation:

\[
- \left( \frac{d^2}{dr^2} + \frac{1}{r} \frac{d}{dr} - \frac{\nu^2}{r^2} \right) J_\nu(kr) = k^2 J_\nu(kr).
\]

Eigenfunctions of self-adjoint operators are orthogonal \((\lambda_j - \lambda_i) \langle f_i, f_j \rangle = 0\). The weight function is given by Sturm-Liouville theory \( w(r) = r \) [209,210]. With the definition of the inner product (5.1) over the interval \([0,R]\) we get the orthogonality for the Bessel function

\[
\int_0^R J_\nu(kR) J_\nu(k'R) r \, dr = 0 \quad \text{(5.4)}
\]

\[
R \left[ k' \frac{\partial}{\partial r} J_\nu(kR) \frac{\partial}{\partial r} J_\nu(k'R) - k \frac{\partial}{\partial r} J_\nu(kR) J_\nu(k'R) \right] \frac{1}{k^2 - k'^2} = 0 \quad \text{(5.5)}
\]

The Bessel function is orthogonal, if \( kR \) and \( k'R \) are roots of the Bessel function \( J_\nu \) or zeros of its first derivative \( \frac{\partial}{\partial r} J_\nu \). Here we limit our focus to \( \nu = 0 \) such that \( \frac{\partial}{\partial r} J_0(r) = -J_1(r) \).

We conclude that the set of functions \( J_0(kr) \) with \( k \) given by either the zeros of \( k \to J_0(kR) \) or the zeros of \( k \to J_1(kR) \) is an orthogonal set of functions. It can be shown, that the set of Bessel functions \( \sqrt{r} J_0(j_{1,n} r/R) \) is complete in the

\(^{47}\)By comparing the Bessel equation to the radial differential equation solved in Section 4.2, we see that the radial differential Equation (4.10) is indeed the Bessel equation by choosing \( \nu = 0 \) and substituting \( k = \sqrt{K} \).
space of all radial functions \( u(r) \) with \( \int_0^R u(r)^2 r \, dr < \infty \) in the interval \([0, R]\). The Fourier-Bessel series

\[
f(r) = \sum_{n=1}^{\infty} c_n J_0 \left( \frac{j_{1,n}}{R} r \right),
\]

converges uniformly for all piecewise-smooth functions \( f(x) \), with \( \partial f(R)/\partial r = 0 \), except near discontinuities where it converges to the average of the left- and right-hand limits \([211, 212]\).

For sufficiently large times after switching on the actuator basically any type of surface shape can be created by simple superposition of sinusoidal voltage inputs. The surface \( u \) created by a voltage actuation \( U(t) = U_0 \cos(2\pi f_0 t) \) with oscillation frequency \( f_0 \) and amplitude \( U_0 \) is at time \( t \) given by Equation (4.12):

\[
u = A(f_0) \cos (2\pi f_0 t) J_0 \left( \frac{2\pi f_0}{c} r \right),
\]

where \( c \) is the capillary speed of the waves\(^{48} \) and \( A \) is the amplitude. A desired surface function for \( t = 0 \) can be expressed as a superposition of such surface functions for different amplitudes \( A(f) \) and frequencies \( f \).

\[
u(r \leq R, t = 0) = \int_0^\infty A(f) J_0 \left( \frac{2\pi f}{c} r \right) \, df.
\]

Figure 5.1.: Example for the choice of a desired surface. Here: Bessel ground mode \( u(r \leq R) = J_0(j_{1,1} r/R) \). The zero level is chosen such that the integral over the full surface is zero.

The surface shape (Fig. 5.1) is chosen to be zero for all values outside the lens radius \( R \): \( u(r > R, t = 0) = 0 \). To get a specific surface shape \( u(r, t = 0) \) for

\(^{48}\)More accurately: the speed of waves in the proposed linear membrane model.
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\[ 0 \leq r \leq R \] the exact time dependent actuation signal can be calculated using two basis transforms. First a Hankel transform is applied to \( r \to u(r, t = 0) \) to calculate the amplitude spectrum of the surface function and second an inverse Fourier transform to obtain the time dependent actuation signal for the LL.

5.2.2. Hankel transform

The Hankel transform is an integral transform with the integration kernel \( J_\nu(kr)r \) and its properties follow from those of the Fourier transform. We recall the definition of the 2D-Fourier transform

\[ \mathcal{F}(\mathbf{k}) = \frac{1}{2\pi} \int \int f(\mathbf{r}) e^{-i\mathbf{k} \cdot \mathbf{r}} \, d\mathbf{r}, \quad (5.9) \]

where \( \mathbf{k} = k_x \hat{x} + k_y \hat{y} \). We change the variable \( \mathbf{k} \) and the integration variables to polar coordinates and evaluate the Fourier transform on the \( x \)-axis: \( \mathbf{k} = k_x \hat{x} = k \hat{x} \). Then [213]

\[ \mathcal{F}(k) = \frac{1}{2\pi} \int_0^\infty \int_0^{2\pi} f(r, \varphi) e^{-ikr \cos \varphi} \, dr \, d\varphi. \quad (5.10) \]

For circular symmetric functions \( f(r) \) and using the integral representation of the Bessel function \( J_0(x) = 1/(2\pi) \int_0^{2\pi} \exp(ix \cos \varphi) \, d\varphi \) the Fourier transform simplifies to the Hankel transform \( \mathcal{H}_0 \) of order 0 [214]:

\[ \mathcal{F}(k) = \int_0^\infty f(r) J_0(kr) r \, dr \equiv \mathcal{H}_0[f(r)](k). \quad (5.11) \]

The domain of definition is also inherited from the Fourier transform \( (\iint |f(x, y)|^2 \, dx \, dy < \infty) \):

\[ \int_0^\infty |f(r)|^2 r \, dr < \infty. \quad (5.12) \]

All surface functions without singularities and with \( u(r > R) = 0 \) fulfil this condition.

Let \( u_0(r) \) be the desired rotational symmetric shape of the LL surface that we want to realise at time \( t = 0 \) by applying some small actuation voltage \( U(t) \). The problem then is to find a small voltage actuation \( U(t) \) such that \( u(r, t) \) satisfies

\[ \frac{\partial^2 u(r, t)}{\partial t^2} = c^2 \left( \frac{\partial^2 u(r, t)}{\partial r^2} + \frac{1}{r} \frac{\partial u(r, t)}{\partial r} \right), \quad (5.13) \]

\[ \frac{\partial u(R, t)}{\partial r} = -U(t), \quad (5.14) \]
then at time \( t = 0 \):

\[
u(r, t = 0) = \begin{cases} u_0(r) & \forall 0 \leq r \leq R \\ 0 & \forall r > R \end{cases}
\]  

(5.15)

The surface modes of the liquid lens are Bessel functions (see Eq. (5.7)). If we want to construct a desired surface (5.8) by superposition, we need to express it in Bessel functions and find their coefficients. This can be solved by applying the Hankel transform (5.11) on Equation (5.8):

\[
\mathcal{H}_0[u(r, t = 0)](k) = \int_0^\infty \int_0^\infty A(f) J_0\left(\frac{2\pi f}{c} r\right) J_0(kr) r \, df \, dr.
\]

(5.16)

The Bessel function closure relation \([209, 215]\) \( \int_0^\infty J_n(k'r) J_n(kr) r \, dr = \delta(k' - k)/k \), where \( \delta(x) \) is the Dirac delta function, can be applied to replace the radial integral

\[
\mathcal{H}_0[u(r, t = 0)](k) = \int_0^\infty A(f) \frac{c}{2\pi f} \delta\left(\frac{2\pi f}{c} - k\right) \, df,
\]

(5.17)

where \( k = 2\pi f/c \) is the linear dispersion relation of the membrane model. Because the linear model is only sufficiently accurate for small amplitude waves and relatively low frequencies, the linear dispersion relation is only correct for these amplitudes and frequencies and it must be replaced by a more complicated one in more exact fluid models \([208]\). Integrating the delta function gives

\[
\mathcal{H}_0[u(r, t = 0)](k) = \frac{1}{k} A\left(\frac{k}{2\pi}\right).
\]

(5.18)

We are now able to determine the amplitude coefficient function \( A(f) \) such that \( u(r, t) \) satisfies Equations (5.13) and (5.15)

\[
u(r, t) = \int_0^\infty \frac{2\pi f}{c} \mathcal{H}_0[u(r, t = 0)] \left(\frac{2\pi f}{c}\right) \cos(2\pi ft) J_0\left(\frac{2\pi f}{c} r\right) \, df.
\]

(5.19)

The electrowetting \([167]\) boundary condition (4.6) determines the contact angle deviation \( \theta \) of the liquid surface at the lens radius \( R \)

\[
\left. \frac{\partial u(r, t)}{\partial r} \right|_{r=R} = -\tan \theta(t).
\]

(5.20)

The voltage actuation signal \( U(t) \) is proportional to \( U(t) \sim \tan \theta(t) \) for small surface waves. Applying the boundary condition to Equation (5.19) and evaluating it for the derived amplitude spectrum \( A(f) \) (see Eq. (5.18)) for a desired surface...
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\[ u(t = 0) \text{ yields the voltage spectrum} \]

\[ -U(t) \sim - \int_0^\infty \frac{2\pi f}{c} A(f) e^{-2i\pi ft} J_1 \left( \frac{2\pi f}{c} R \right) \, df. \quad (5.21) \]

Hence, with \( U(t) = \int_0^\infty \hat{U}(f) \exp(-2i\pi ft) \, df \) we identify

\[ \hat{U}(f) \sim \frac{2\pi f}{c} A(f) J_1 \left( \frac{2\pi f}{c} R \right) \]

\[ \sim \left( \frac{2\pi f}{c} \right)^2 J_1 \left( \frac{2\pi f}{c} R \right) \mathcal{H}_0[u(r, t = 0)] \left( \frac{2\pi f}{c} \right). \quad (5.22) \]

The time-dependent actuation signal is given by the inverse Fourier transform:

\[ U(t) = \int_{-\infty}^{\infty} \hat{U}(f) e^{2i\pi ft} \, df. \quad (5.24) \]

The hereby obtained actuation signal \( U(t) \) can now be used to stimulate oscillations on the liquid lens that add up to the desired surface function \( u \) at \( t = 0 \). The obtained signal is in general infinitely long but in fact for finite lens sizes only a short pulse holding non-zero information. Because the surface of the liquid lens is \( u(r > R, t = 0) = 0 \) outside of the LL, the inverse Fourier transform of the Hankel transformed surface shape is also \( U(|t| > 2R/c) = 0 \) outside of a time interval centred around \( t = 0 \). The pulse can be repeated continuously to recreate the desired surface function at video rate.

5.3. Implementation

The presented transforms were implemented in Matlab using its discrete fast Fourier transform (FFT) and the quasi-discrete Hankel transform [216–218]. The Hankel transform is applied on an array containing the desired surface coordinates \( u \) at \( t = 0 \) to obtain the spatial spectrum \( \mathcal{H}[u(r, t = 0)](k) \). The spatial spectrum is transformed into the temporal voltage spectrum \( \hat{U}(f) \) using Equation (5.23). The resulting voltage signal \( U(t) \) is obtained by the inverse FFT. The calculation time to obtain the voltage signal is 24 – 30 ms on a standard desktop machine (Intel Core i5-3470) independent of the complexity of the desired surface input. An exact explanation including a minimal code example to perform the Hankel transform and the proposed algorithm is presented in Appendix D.

The example of the first resonant Bessel mode \( u(r \leq R, t = 0) = J_0(j_{1,1}r/R) \) is used to illustrate the intermediate steps of the algorithm (Fig. 5.1–5.3). The Hankel transform converts a Bessel function into a sharp peak at the resonance frequency. The peak is however broadened and is accompanied by strong side modes due to the introduced cut-off of the surface function at the radius \( R \) and the discrete transform. It enforces resulting signals to be of limited duration and
resolution. In other words, the finite radius $R$ of the lens determines the length of the computed actuation signal. The computed signal is therefore always a pulse, even if a continuous signal could be used to achieve the same result. The positive side effect is that a predefined pulse length is predictable and avoids situations, where the periodicity of the continuous signal approaches infinity and makes the technique unusable.

Figure 5.2.: (a) The Hankel transform of the Bessel ground mode with cut-off at $r = R$ as presented in Fig. 5.1 in blue and the Hankel transform of the infinitely extended Bessel ground mode in red. (b) The frequency spectrum of the actuation voltage (see Eq. (5.23)).

To check the validity of the Hankel-transform method, its result is compared to the analytic actuation signal for the second resonant Bessel mode $u(r \leq R, t = 0) = J_0(j_{1,2}r/R)$ in Figure 5.4. Within the first half of the pulse, both methods yield identical actuation signals. The second half of the pulse is symmetric and destroys the surface shape to restore a flat surface. At $t = \pm 2R/c = \pm 20.4$ ms the pulse ends. The pulse length resembles the travelling time of a wave on the lens from one side to the opposite side and is given by the ratio of the radius $R$ of the lens and the speed of waves on the LL surface $c$.

The applicability of the method will be demonstrated experimentally with four different examples: The trivial case of creating a Bessel shape on the LL surface, a Zernike polynomial to address spherical aberrations, a conical surface to create an axicon and a top hat structure to show the limitations of the model.

### 5.4. Interferometric surface measurements

A picture of the whole setup is displayed in Figure 5.5. The used LL is again a Varioptic Arctic 39N0 [164,177], but this time taken from the second generation of liquid lenses as described in detail in Table 3.2. In contrast to the previously used liquid lens, the optical power ranges from $-5$ m$^{-1}$ to $15$ m$^{-1}$ for voltages from
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Figure 5.3.: The voltage actuation signal $U(t)$ required to create a Bessel shaped liquid lens surface $J_0(j_1 r/R)$ as displayed in Fig. 5.1.

Figure 5.4.: Comparison of the actuation signal for the second resonant Bessel mode on the LL for an infinitely extended lens using the analytic model (red) and for a finite lens radius using the proposed Hankel transform method (blue).
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Figure 5.5.: Photo of the liquid lens in a Mach-Zehnder interferometer

39 V to 58 V during standard operation. A flat surface is obtained by applying ±45 V. The lens makes use of AC electrowetting, therefore all input voltages are modulated with a square wave at 1136 Hz as displayed in Figure 4.5. At the wavelength 632.8 nm, the refractive indices of the two used liquids are $n_1 = 1.3846$ and $n_2 = 1.4921$. The root-mean-squared (RMS) wavefront error$^{49}$ is $WFE_{RMS} = 50 \text{ nm}$ (i.e. $WFE_{RMS}/(n_2 - n_1) = 0.5 \mu\text{m}$ RMS surface error). In Section 4.6 we determined the speed of capillary waves on the LL: $c = 26 \text{ cm/s}$. Even though the focal length as function of the applied voltage of the newer LL differs from the previous one, the resonance properties were by testing found to be identical. The measurement temperature for the shown experiments is $T = 25^\circ\text{C}$. The radius of a flat LL interface is $R = 2.65 \text{ mm}$.

A HeNe laser beam is collimated and sent through a Mach-Zehnder interferometer (Fig. 5.6). The light passing through the liquid lens interferes with the reference and is measured with a camera. A lens is used behind the Mach-Zehnder interferometer to image the optical phase shift introduced by the LL surface onto the camera. The Mach-Zehnder interferometer was built and analysed with the help of Peter A. A. M. Somers.

The camera is a SVS-VISTEK eco424MVGE with an adjustable frame rate (1-124 Hz) and integration time (3 $\mu\text{s}$-1 s) as listed in Table 4.1. All images and videos$^{50}$ are made using an external trigger to synchronise the camera to the LL surface movement. The videos are in consequence not showing a high-speed image of a single lens surface oscillation but are recorded over many oscillation periods. The calculated voltage signal is sent via a NI-9263 D/A converter from the computer to a voltage amplifier (8×) and then applied to the LL electrodes. More information about the amplifier and the generation of the voltage actuation

$^{49}$The root-mean-squared error is the common term for describing the quality of optical surfaces and used interchangeably with the standard deviation throughout this thesis.

$^{50}$The videos are part of the publication in AIP Advances and available online [202].
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Figure 5.6.: The liquid lens surface is measured in a Mach-Zehnder interferometer. The phase change due to the liquid lens is imaged onto the camera with an additional lens.

and trigger signals can be found in Appendix B.

For the analysis of the interferogram, it is not relevant to know the exact initial phase or amplitude profile of the incident laser. When the test and the reference waves interfere, the phase difference $\Delta \phi$ can be obtained from the intensity pattern

$$I_{\text{tot}}(x) = I_1(x) + I_2(x) + 2 \sqrt{I_1(x)I_2(x)} \cos \Delta \phi(x).$$

(5.25)

Figure 5.7.: Interference pattern of a Bessel phase shift in the test wavefront with an almost parallel (left) and a tilted (right) reference wavefront.

For two identical waves interfering the resulting intensity is constant over the full interferogram. If one of the waves is deformed, the intensity will vary locally and allows determining the phase. However the inverse of the cosine is limited to phases between 0 and $\pi$ and therefore not represent significant phase changes.
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The resulting phase is also continuous, so it cannot be unwrapped using the fact that the surface is a continuous function of position. Additionally the analysis is disturbed by stray light caught by the detector and the detector noise. These problems can be circumvented by intentionally tilting the reference with respect to the wavefront that is tested [219]. Figure 5.7 displays two interferograms for a parallel and a tilted reference wavefront interfering with the same phase shift in the test beam.

The interference of two tilted identical wavefronts creates a linear fringe pattern, that can be expressed by introducing a carrier frequency vector \( \mathbf{f}_c \) pointing in the direction of the tilt to Equation (5.25)

\[
I_{\text{tot}}(x) = I_1(x) + I_2(x) + 2 \sqrt{I_1(x)I_2(x)} \cos(2\pi \mathbf{f}_c \cdot x + \Delta \phi(x))
\]

\[
= I_1(x) + I_2(x) + I_{\text{mix}}(x)e^{i2\pi \mathbf{f}_c \cdot x} + I_{\text{mix}}^*(x)e^{-i2\pi \mathbf{f}_c \cdot x}.
\]

with \( I_{\text{mix}}(x) = \sqrt{I_1(x)I_2(x)} \exp(i\Delta \phi(x)) \). If the spatial phase variation \( \Delta \phi \) is slow compared to the introduced phase tilt, the Fourier transform of both components separate in Fourier space by the carrier frequency

\[
\hat{I}_{\text{tot}}(f) = \hat{I}_1(f) + \hat{I}_2(f) + \hat{I}_{\text{mix}}(f + \mathbf{f}_c) + \hat{I}_{\text{mix}}^*(f - \mathbf{f}_c).
\]

Figure 5.8.: Plot of the logarithm of the modulus of the Fourier transform: \( \ln(|\hat{I}_{\text{tot}}|) \) of the right interferogram in Fig. 5.7. The first plot shows the separated components of \( \hat{I}_{\text{tot}} \) and the second plot the shifted result \( \hat{I}_{\text{mix}}^* \) after removing the background.

The separation in frequency space offers the possibility to filter out the unwanted background noise \( \hat{I}_1 + \hat{I}_2 \) around the origin and to retrieve the phase information around \( \mathbf{f}_c \). Either of the two phase profiles \( \hat{I}_{\text{mix}} \) is translated to the origin, while the other one is set to 0 to obtain the phase information \( \hat{I}_{\text{mix}}' \). Figure 5.8 shows the separation in Fourier space, how to remove the background, and how to
shift the relevant information to the origin. An inverse Fourier transform yields $I'_{\text{mix}}(x)$ and taking the logarithm isolates the phase information completely from the amplitude in the imaginary part:

$$\ln(I'_{\text{mix}}(x)) = \ln\left(\sqrt{I_1(x)I_2(x)}\right) + i\Delta\phi(x).$$ (5.29)

The resulting phase information is wrapped onto the interval $[-\pi, \pi]$. Although this information is sufficient for most calculations, the wrapped phase does not represent the real phase object or in our case the continuous LL surface. There are several techniques to unwrap the phase available that are all based on the assumption that the phase varies slowly between neighbouring pixels [220]. The difference of nearest neighbour pixels is then compared to a threshold value, i.e. $1.8\pi$. If the phase difference is larger than the threshold, a phase jump is detected and a phase offset of $\phi_o = \pm 2\pi$ is added to the phase difference to obtain a continuous phase profile

$$\phi_c(x) = \Delta\phi(x) + \phi_o(x).$$ (5.30)

![Phase shift of the right interferogram in Fig. 5.7 before (left) and after phase unwrapping (right).](image)

Figure 5.9: Phase shift of the right interferogram in Fig. 5.7 before (left) and after phase unwrapping (right).

A comparison between a wrapped and an unwrapped phase profile is shown in Figure 5.9. The interferograms are analysed in Matlab. The exact procedure is explained in Appendix C.

### 5.5. Construction of arbitrary aspheres

The presence of Bessel-shaped modes as predicted by the analytical model in Section 4.2 can be additionally confirmed with the interferometric surface measurement. As in the experiment in Section 4.6, a cosine voltage with an amplitude of 1.6 V and a frequency of $f_1 = 59$ Hz is applied to the liquid lens to reproduce the first resonant Bessel mode $u = \cos(2\pi f_1 t)J_0(j_{1,1}r/R)$. Figure 5.10 (a) shows the measured surface profile along the $y$-axis of the camera sensor in an instant of time.
where the deflection is maximum. The measured surface shape agrees with the model (see Eq. (5.7)) and thereby confirms the results of the previous chapter with another type of measurement. The RMS wavefront error $WFE_{RMS} = 0.02 \mu m$ is smaller than the one given by the LL manufacturer. The RMS wavefront error of $0.01 - 0.02 \mu m$ can be observed in all measurements, even without the LL, and is therefore associated with the Mach-Zehnder interferometer.

The movement of the liquid lens surface is not entirely symmetric, when applying a cosine voltage as can be observed in Figure 5.11. The behaviour of the surface changes slightly with the polarity. This asymmetry has been described recently [221] and can be explained by the theory of charge restraint. Negative ions are restrained, i.e. held back, more easily by the dielectric during the oscillation and therefore prevent the formation of a flat surface when the voltage is decreasing. This behaviour can best be observed in a video that has been published online [202]. The video of the surface oscillation is taken with time steps of 292 µs/frame and the exposure time is 80 µs.

The same surface shape can be created using the proposed algorithm (Sec. 5.3) as shown in Figure 5.10 (b). A pulse is calculated for the first Bessel mode on the liquid lens as shown in Figure 5.3. The pulse is repeated with a frequency of 10 Hz. The Bessel function is created with the same quality ($WFE_{RMS} = 14 \text{ nm}$) as with the continuous sinusoidal actuation voltage. However, the surface profile looks very different at all other times than $t = 0$. There is a video available online, too [202]. It shows the pulse in time steps of 62.5 µs/frame and the exposure time is 20 µs.

Creating a Zernike function as surface deformation that can be added to the spherical surface of the LL is a possible application of the technique. Zernike polynomials are an orthogonal basis on the unit circle and describe optical aber-
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Figure 5.11.: A continuously driven liquid lens surface by which a Bessel function shape as in Fig. 5.10 (a) is created at four instances of time during one period $T$. The movement of the lens surface is not entirely symmetric due to charge trapping in the electrical insulator as can be seen by comparing the shape at $t = T/4$ and $t = 3T/4$. While the surface becomes almost flat moving upwards, it stays curved during the downwards movement.

- Introducing phase delays with the shape of Zernike polynomials and their superposition is therefore commonly used in adaptive optics and optical design to achieve a better imaging performance. Figure 5.12 displays an overview of Zernike functions. Hankel transforms of Zernike functions are (related to) Bessel functions:

$$\mathcal{H}_m[R^m_n(r)](k) = (-1)^{n-m}J_{n+1}(k), \quad (5.31)$$

with $R^m_n(r)$ being the radial Zernike polynomials and $\mathcal{H}_m(k)$ the Hankel transform of order $m$ and for even $n - m \geq 0$ [222].

Electrowetting liquid lenses are built to create defocus $Z^0_0$ by shaping the surface in the form of the Zernike polynomial. Some of the more recent lenses use multiple electrodes oriented radially around the lens to create tilt $Z^1_1$, $Z^{-1}_1$, astigmatism $Z^2_2$, $Z^{-2}_2$, or trefoil $Z^3_3$, $Z^{-3}_3$. All modes on the left and right edges of the displayed triangle can be created with multiple electrodes and DC voltages. The used Arctic 39N0 LL however can only create defocus statically. With the proposed algorithm it should be possible to create all circularly symmetric Zernike modes like spherical aberration $Z^0_4$ temporarily (vertical symmetry axis of the triangle in Figure 5.12). All other aberrations that are not on the edge or the symmetry axis can be realised by combining both techniques. An actuation voltage pulse has to be calculated for each electrode in a multi-electrode LL.

The actuation signal to create the primary spherical aberration $Z^0_4$ at a given instant of time on the LL can be calculated in the same way as in the case of the Bessel surface shape. Figure 5.13 shows the result of the algorithm and shows a
Figure 5.12.: Zernike functions on the unit circle. The surfaces on the left and right edge of the triangle can be created by liquid lenses with multiple electrodes. The ones on the vertical symmetry axis can be realised with the proposed technique. All others can be created by combing the proposed technique with multiple electrodes.
Figure 5.13.: (a) The primary spherical aberration is transformed into a voltage actuation signal (b). The surface measurement is displayed in (c) and the measured and computed surface profiles at the time $t = 0$ are shown in (d).
5. Creation of a tunable asphere with an electrowetting liquid lens

Comparison of the measured and the computed surface at time \( t = 0 \). The peak to valley deflection of the surface is \( 3 \mu m \), which resembles an optical phase difference of \( \pi \). The change in phase can be chosen to be smaller than \( 2\pi \) as well as larger than the wavelength by changing the amplitude of the actuation voltage. The smallest phase change tested successfully is \( 0.16\pi \). The absolute deviation from the desired surface is similar to the previous examples \( \text{WFE}_{\text{RMS}} = 0.02 \mu m \).

The applicability of the technique however is limited to simple shapes. Surface shapes with higher spatial frequency content are more difficult to create. Creating an axicon is for example still possible with good accuracy using the linear dispersion model, but a top hat structure cannot be created. Figure 5.14 (a) shows the measured surface shape of an axicon. While the slopes of the axicon are nicely mimicked (\( \text{WFE}_{\text{RMS}} = 0.02 \mu m \)), the tip of the axicon appears slightly rounded and loses its sharpness for higher amplitude signals. The quality of the conical shape is surprisingly good since the formation of a sharp tip requires high spatial frequency information as can be seen by the actuation pulse and its Fourier transform in Figure 5.15.

The top hat structure is displayed in Figure 5.14 (b). Figure 5.15 shows, that the high frequency content of the top hat actuation signal is obviously much higher than for the axicon. The slopes of the top hat are too steep to be fully described by the simple membrane-based model. The measured surface slope is \( 6 \mu m/mm \) which equals an optical path length difference of one optical wavelength per millimetre for a HeNe laser. The slope limitation is not constant over the lens diameter. It is proportional to the envelope of the Bessel functions \( \partial u/\partial r \sim \sqrt{2/(\pi r)} \) for large radii [212]). Large slopes close to the centre of the lens need high actuation frequencies, because the first derivative of the Bessel function \( J_1(r = 0) \) is 0 at the centre of the lens. The slope increases only slowly with increasing fre-
5.6. Summary

A new way to create instantaneous aspheric surfaces on a liquid lens has been demonstrated. With the proposed Hankel transform method voltage actuation signals can be computed with which basically any surface shape on the LL can be realised at a given time. However, friction and the viscosity of the liquid limit the applicability of the undamped model to surface deviations in the range of a few optical path lengths. The underlying simplification of a linear surface wave

\[ \Delta t = \frac{4R}{c} \]

only very low sub-Hz frequencies that change the polarity of the insulating liquid have to be avoided.

Figure 5.15.: Comparison of the actuation pulses (a) and their Fourier spectra (b) for creating the axicon (magenta) and the top hat (blue) of Fig. 5.14. The thick blue lines origin from very high frequency oscillations in the voltage actuation signal.
dispersion further limits the shapes to low spatial frequencies. The duration of the actuation voltage pulse depends on the speed of the waves on the surface and scales with the radius of the lens. The creation of a Bessel function, the primary spherical aberration Zernike polynomial, and an axicon have been demonstrated successfully. Creating a top hat structure however failed due to the simplicity of the underlying liquid model but could be improved by considering a more thorough liquid dispersion model.
6. Conclusion

Designing and building a multispectral camera for the age determination of bruises has been a success. Although the focus of designing a camera system shifted to designing a spectral Fabry-Pérot filter at early stage of the project all main goals have been achieved. The detailed investigation of the Fabry-Pérot interferometer led to new insights into the interaction between plane or spherical waves with a Fabry-Pérot filter. The results can be used to find the best design for placing a Fabry-Pérot interferometer in a lens system, balancing spectral resolution, numerical aperture, and manufacturing tolerances. The spectral resolution of an optical system, that is telecentric on the image side where the Fabry-Pérot interferometer is placed in the image space, is limited by the numerical aperture $\delta \lambda \leq (1 - \sqrt{1 - (\text{NA}_i/n)^2}) \lambda_0$. The developed Fabry-Pérot interferometer itself has a unique design that can scan the wavelength by changing the distance between two high-quality large-surface mirrors. The device, available for purchase, contains a Fabry-Pérot filter only a few centimetres in size and is now applied at the Amsterdam Universitair Medische Centra to measure the ageing behaviour of bruises. The camera thereby contributes to the development of a cost-efficient device for residents to detect child abuse at an early stage.

The search for alternative spectral filters to create a new type of spectral camera uncovered a new technique to create tunable optic surfaces with a liquid lens. While studying electrowetting liquid lenses, we found that surface waves on the liquid produced by fast focal switching follow a reproducible pattern. The further study of the surface waves uncovered that for small surface waves the liquid surface can be described as a vibrating membrane with slip wall boundary conditions. The surface waves take the shape of Bessel functions and are resonant at distinct frequencies, that can be calculated if the speed of capillary waves on the surface of the liquid lens is known. The Bessel surface functions form a complete orthogonal basis function for circular symmetric surfaces. In consequence, we investigated how to design new surface shapes on the liquid lens at a given instant of time by linear combination of Bessel surface waves. Using a Hankel transform, it is possible to calculate the actuation signal of a liquid lens to create a variety of new surface shapes. Within the limits of small surface waves, it is possible to create Bessel surfaces, the Zernike polynomial corresponding to spherical aberration, and for the first time a tunable axicon with a liquid lens. The new technique to create aspheres on a liquid lens can be implemented immediately by liquid lens users worldwide, since there is no additional hardware required to apply the technique.

The scientific discoveries of this thesis have been published in three scientific journals and in an interview in the faculty newspaper and have been presented on 14 scientific conferences.
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Appendix
A. Optical design specifications

This appendix gives an overview over the used lens designs in chapter 2. Additionally the (not so trivial) way of creating useful spectral transmittance plots with CODE V is explained using macro code samples.

A.1. Lens designs

The initial design is shown in Figure A.1 together with all relevant dimensions. The aperture stop diameter is 1 mm. The full field of view is 90°. The displayed model already shows the FPI as a double glass plate with an intermediate FPI coating representing the spectral physics and zero distance. This was not part of the initial model by Irina Livshits but does not change the spatial optical performance. The coating contains the used Fabry-Pérot mirror coatings and an air layer in between that is varied in size (450 nm–700 nm).

The telecentric design is displayed in Figure A.2 and the collimated design in Fig. A.3. The aberration coefficients of all designs are small except of the distortion, which is very common for wide-angle objectives.

<table>
<thead>
<tr>
<th>Aberration</th>
<th>Initial</th>
<th>Telecentric</th>
<th>Collimated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical aberration</td>
<td>-0.003</td>
<td>-0.001</td>
<td>-0.006</td>
</tr>
<tr>
<td>Tangential coma</td>
<td>-0.020</td>
<td>-0.035</td>
<td>-0.004</td>
</tr>
<tr>
<td>Tangential astigmatic blur</td>
<td>0.029</td>
<td>-0.008</td>
<td>0.022</td>
</tr>
<tr>
<td>Sagittal astigmatic blur</td>
<td>-0.021</td>
<td>-0.029</td>
<td>-0.025</td>
</tr>
<tr>
<td>Petzval blur</td>
<td>-0.047</td>
<td>-0.040</td>
<td>-0.048</td>
</tr>
<tr>
<td>Distortion</td>
<td>-1.961</td>
<td>-2.241</td>
<td>-2.400</td>
</tr>
<tr>
<td>Axial colour</td>
<td>-0.006</td>
<td>-0.008</td>
<td>-0.003</td>
</tr>
<tr>
<td>Lateral colour</td>
<td>-0.031</td>
<td>-0.050</td>
<td>-0.029</td>
</tr>
<tr>
<td>Petzval surface curvature</td>
<td>-0.058</td>
<td>-0.040</td>
<td>-0.035</td>
</tr>
</tbody>
</table>
### A. Optical design specifications

#### Pinhole camera with back Fabry-Perot

**Scale:** 17.00 MS   03-Jul-14

<table>
<thead>
<tr>
<th>Surface</th>
<th>Radius</th>
<th>Thickness</th>
<th>Glass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object</td>
<td>∞</td>
<td>∞</td>
<td></td>
</tr>
<tr>
<td>Stop</td>
<td>∞</td>
<td>0.40618</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-2.0541</td>
<td>1.74076</td>
<td>N-LAF35</td>
</tr>
<tr>
<td>3</td>
<td>-3.0814</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>10.20085</td>
<td>2.14691</td>
<td>P-SK60</td>
</tr>
<tr>
<td>5</td>
<td>-6.34797</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5.50428</td>
<td>2.55311</td>
<td>N-LAF35</td>
</tr>
<tr>
<td>7</td>
<td>-5.50428</td>
<td>0.58025</td>
<td>N-SF6</td>
</tr>
<tr>
<td>8</td>
<td>10.48634</td>
<td>1.63419</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>∞</td>
<td>0.5</td>
<td>N-BK7</td>
</tr>
<tr>
<td>10</td>
<td>∞</td>
<td>0.5</td>
<td>N-BK7</td>
</tr>
<tr>
<td>11</td>
<td>∞</td>
<td>0.03508</td>
<td></td>
</tr>
<tr>
<td>Image</td>
<td>∞</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

**Figure A.1.:** Irina Livshits’ original lens design
### Telecentric Fabry-Perot

#### Surface Properties

<table>
<thead>
<tr>
<th>Surface</th>
<th>Radius</th>
<th>Thickness</th>
<th>Glass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object</td>
<td>∞</td>
<td>∞</td>
<td></td>
</tr>
<tr>
<td>Stop</td>
<td>∞</td>
<td>1.00487</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-1.9453</td>
<td>1.74076</td>
<td>N-LAF35</td>
</tr>
<tr>
<td>3</td>
<td>-2.9936</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>12.9295</td>
<td>2.14691</td>
<td>P-SK60</td>
</tr>
<tr>
<td>5</td>
<td>-7.6334</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>7.9412</td>
<td>2.55311</td>
<td>N-LAF35</td>
</tr>
<tr>
<td>7</td>
<td>-4.9615</td>
<td>0.58025</td>
<td>N-SF6</td>
</tr>
<tr>
<td>8</td>
<td>38.1777</td>
<td>1.63419</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>∞</td>
<td>0.5</td>
<td>N-BK7</td>
</tr>
<tr>
<td>10</td>
<td>∞</td>
<td>0.5</td>
<td>N-BK7</td>
</tr>
<tr>
<td>11</td>
<td>∞</td>
<td>1.53073</td>
<td></td>
</tr>
<tr>
<td>Image</td>
<td>∞</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Figure A.2.: Telecentric configuration
### A. Optical design specifications

#### Front Fabry-Perot

![Collimated configuration](image)

<table>
<thead>
<tr>
<th>Surface</th>
<th>Radius</th>
<th>Thickness</th>
<th>Glass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td></td>
</tr>
<tr>
<td>Stop</td>
<td>$\infty$</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$\infty$</td>
<td>0.5</td>
<td>N-BK7</td>
</tr>
<tr>
<td>3</td>
<td>$\infty$</td>
<td>0.5</td>
<td>N-BK7</td>
</tr>
<tr>
<td>4</td>
<td>$\infty$</td>
<td>0.20143</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-3.3008</td>
<td>2.54000</td>
<td>N-LAF35</td>
</tr>
<tr>
<td>6</td>
<td>-4.1950</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>17.3129</td>
<td>1.11206</td>
<td>P-SK60</td>
</tr>
<tr>
<td>8</td>
<td>-8.6899</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>8.5384</td>
<td>1.70222</td>
<td>N-LAF35</td>
</tr>
<tr>
<td>10</td>
<td>-8.1595</td>
<td>1.88081</td>
<td>N-SF6</td>
</tr>
<tr>
<td>11</td>
<td>9.0360</td>
<td>4.12234</td>
<td></td>
</tr>
<tr>
<td>Image</td>
<td>$\infty$</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Figure A.3.: Collimated configuration
A.2. Transmittance spectrum analysis in CODE V

The analysis of the spectral transmittance is done with CODE V *.seq macros. In general a design can be evaluated by calling a functions that calls two functions and a command. The following code gives a brief explanation how such a plot can be created and evaluated using the Fortran style macro language of CODE V. At the basic level the TRA command calls the transmission functionality of CODE V. Usually a plot is created for all wavelengths and fields of the optical design. The amount of wavelengths is however limited to 21 and the amount of fields is limited to 10. To get a plot of sufficient spectral resolution the function TRA has to be called multiple times to create useful data or plots. The following function 10fieldsTRAtob1.seq copies the calculated datapoints from the buffer B0 to a second buffer B1 for a set of 10 fields and a desired wavelength range \( \text{maxlambda} - \text{minlambda} \).

The function input variables are defined like this:

<table>
<thead>
<tr>
<th>Input</th>
<th>Minimum wavelength</th>
<th>Maximum wavelength</th>
<th>Reference wavelength</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFD</td>
<td>450</td>
<td>700</td>
<td>548</td>
</tr>
<tr>
<td>NUM</td>
<td>\lambda(21)</td>
<td>\text{minlambda}</td>
<td>#1</td>
</tr>
<tr>
<td></td>
<td>\text{maxlambda}</td>
<td>#2</td>
<td>\text{reflambd}</td>
</tr>
</tbody>
</table>

Create 20 wavelengths from the min and max values and add the reference wavelength as a 21st value to assure the coating thickness properties are calculated correctly.

```
FOR \^lamb 1 20
  \^lambda(\^lamb) == \text{maxlambda} - (\text{maxlambda}-\text{minlambda})/20*\^lamb
END FOR
WL \^lambda(1) \^lambda(2) \^lambda(3) \^lambda(4) \^lambda(5) \^lambda(6)
    \^lambda(7) \^lambda(8) \^lambda(9) \^lambda(10) \^lambda(11)
    \^lambda(12) \^lambda(13) \^lambda(14) \^lambda(15) \^lambda(16)
    \^lambda(17) \^lambda(18) \^lambda(19) \^lambda(20) \^lambda(21)
FOR \^i 1 21
  IF (WL=W\^i) = \text{reflambd}
    REF \^i
END IF
END FOR
```

Delete the existing buffers B0 and B1, start writing the buffer, call the transmission analysis tool TRA, stop writing the buffer, and find the entry “Ave Transmittance:” to set the cursor to the correct position in buffer B0 with coordinates IC and JC.

```
BUF DEL B0
BUF Y
TRA
GO
BUF N
BUF FND "Ave Transmittance:"
BUF DEL B1
! Buffer format B1:
!Wavelength1 TRAField1 TRAField2 ... TRAField10
!Wavelength2 TRAField1 TRAField2 ... TRAField10
```
A. Optical design specifications

TRA creates three lines of output values of each 7 values. The values have to be copied value by value to buffer B1 to be saved from being overwritten, when the next CODE V function is called. The wavelength is written to position J1 in buffer B1 and the first transmission value is written to J2.

```
FOR w 1 7
   BUF PUT B1 I w (WL W w) (BUF.NUM B0 IC J˜w+1)
END FOR
FOR w 8 14
   BUF PUT B1 I w (WL W w) (BUF.NUM B0 IC+1 J˜w−7)
END FOR
FOR w 15 (NUM W)
   BUF PUT B1 I w (WL W w) (BUF.NUM B0 IC+2 J˜w−14)
END FOR
```

This has to be repeated for all 10 fields always preceded by a BUF FND command to reset the position of the cursor to the first value of the next field. The last step is deleting the row in buffer B1 that contains the reference wavelength to avoid creating data for the reference wavelength every time the function is called.

```
FOR w 1 (BUF.LST B1)
   IF (WL W w) = #3
      deleteThatRow == w
   END IF
END FOR
BUF DEL B1 I deleteThatRow
```

To create plots containing more than 21 wavelengths the TRA function has to be called again. This is done by a second macro: AccurateTRApplot10fields.seq It saves the buffer containing all buffers into a file. The chosen spectral resolution is 1 nm. The output is suppressed to increase speed.

```
! Input: file path
RFD "C: \ example.dat"
path == #1
OUT N
```

The minimum and maximum wavelength values as well as the reference wavelength are taken over from the general lens design. They are stored in an extra variable such that it is possible to restore them in the end. Buffer B2 is used to store the output for all wavelengths collected from all buffers B1. The format is identical to B1. Initially it is emptied.

```
~lambdamax == (WL W1)
~numw == (NUM W)
~lambdamin == (WL W numw)
~ref == (REF)
   wavelength
~lambdaref == (WL W ref)
BUF DEL B2
~B2currentline == 0
   results
```
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The wavelength interval is scanned with 1 nm precision. Since CODE V cannot handle more than 21 wavelengths at a time the task is split into 20 nm intervals starting from the maximal wavelength. The 21st wavelength has to be the reference wavelength to keep the correct coating thickness. 10fieldsTRAtoB1.seq writes creates a buffer B1 containing 21 wavelengths. It is copied into buffer B2.

```
! current min = = \text{lambdamax}
\text{WHI}\ \text{lambdamin} < \text{current min} - 20
! max lambda is now previous min lambda
\text{current max} == \text{current min} - 20
! min lambda is reduced by 20nm
RUN 'C:\10fieldsTRAtoB1.seq' \text{current min} \text{current max} \text{lambdaref}
FOR \text{i} 1 20
\text{BUF PUT} B2 \text{i} \text{B2current line} \text{BUF NUM} B1 \text{i}\text{J1} (\text{BUF NUM} B1 \text{i}\text{J2}) (\text{BUF NUM} B1 \text{i}\text{J3}) (\text{BUF NUM} B1 \text{i}\text{J4}) (\text{BUF NUM} B1 \text{i}\text{J5}) (\text{BUF NUM} B1 \text{i}\text{J6}) (\text{BUF NUM} B1 \text{i}\text{J7}) (\text{BUF NUM} B1 \text{i}\text{J8}) (\text{BUF NUM} B1 \text{i}\text{J9}) (\text{BUF NUM} B1 \text{i}\text{J10}) (\text{BUF NUM} B1 \text{i}\text{J11})
END FOR
END WHI
```

Ultimately the original wavelength values can be restored, the buffer is saved to a tab-separated file and the text output can be switched back to normal.

```
\text{WL} \ \text{lambdamax} \ \text{lambdaref} \ \text{lambdamin}
\text{REF 2}
\text{BUF EXP} B2 \text{path}
\text{OUT Y}
```

To simulate the transmittance for different mirror distances of the FPI a third macro needs to be called, that changes the multilayer coating for every mirror position. This is done by AccurateTRAplot10fields9wavelengths.seq. It creates plots for a specified set of mirror distances. 10 input fields need to be defined to run it

```
! Input: None
XAN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
YAN 0.0 5.0 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0
```

The multilayer coating is loaded from a .mul file and applied on the FPI surface (here: S10). Then the previous macro is called to calculate the complete transmittance dataset and save it.

```
MLT S10 'C:\6xSiO2TiO2FPI450nm.mul'
RUN 'C:\AccurateTRAplot10fields.seq' 'C:\example450nm.dat'
```

Plot buffer B2.

```
UGR
TIT 'Transmission for 10 fields Fabry–Perot gap: 450nm'
XLA 'Wavelength (nm)'
YLA 'Transmittance'
DTB B2 IA JA '0deg' '5deg' '10deg' '15deg' '20deg' '25deg'
 '30deg' '35deg' '40deg' '45deg'
```
Applying a new multilayer coating, creating the buffer and plotting it has to be repeated for each mirror distance. To calculate the effects on the spectral transmittance for linearly polarised light polarisation ray tracing has to be turned on globally in the CODE V lens model.

![Transmittance of the telecentric configuration](image)

Figure A.4.: Transmittance of the telecentric configuration (see Fig. A.2) for a mirror gap of 548 nm and unpolarised light.

The results of running AccurateTRAplot10fields.seq for both the collimated and telecentric configuration are displayed in Fig. A.5 and Fig. A.4, respectively.
A.2. Transmittance spectrum analysis in CODE V

Figure A.5.: Transmittance of the collimated configuration (see Fig. A.3) for a mirror gap of 548 nm and unpolarised light. For higher field angles the peaks shift, broaden, and even split up. These double peaks occur due to different peak wavelengths for s- and p-polarisation.
B. Voltage signal generation

B.1. Amplification

The voltage output of the PC is transferred via USB to a NI-9263 D/A converter. The voltage is amplified 8 times with a self-built amplifier (Fig. B.1 & B.2) and applied to the liquid lens (LL). The capacitance of the LL is 500 pF at 1 Hz sinusoidal driving frequency. The DC voltage supply of the amplifier is generated by two output channels of a Keithley 2230-30-1 Triple Channel DC Power Supply of each 30 V. In consequence, the voltage applied to the LL cannot exceed 60 V.

![Circuit diagram of the 8x voltage amplifier. The signal is applied via the D/A converter, amplified 8 times and applied to the LL.](image)

B.2. LabView software

The LL is fed through a D/A converter controlled by a LABVIEW software that serves as an arbitrary waveform generator. There are two versions of the program serving two different purposes that were necessary to investigate the surface wave phenomena for sine waves with constant frequency and arbitrary waveforms, respectively. The more basic version of the software is called Control program v2_3.vi.
B. Voltage signal generation

Figure B.2.: Photo of the 8x voltage amplifier as designed and built by Roland Horsten

B.2.1. Creation of cosine waveforms

The program serves two main functions, modulating the liquid lens and reading out the camera. The upper part as shown in figure B.3 controls the actuation voltage and the lower part shows the light pattern measured by the camera.

B.2.2. Liquid lens signal generation

A square wave with constant amplitude (23–70 V) has to be applied to create a static liquid lens surface. The frequency of the square wave can be chosen freely but usually ranges between 0.5–2 kHz. Please be aware that low frequencies <50 Hz can excite asymmetric oscillations of the liquid lens surface and might make the LL unusable due to mixing of the liquids. This process is reversible and usually requires waiting a few minutes. Throughout all experiments presented in this thesis the frequency of the square wave has been chosen to be 1136 Hz. On top of this signal there is an amplitude modulation added, that is actually modulating the LL surface. This cosine voltage can be chosen arbitrarily but is of course limited by the maximum voltage range of the LL ±70 V. The frequency can be chosen freely. The signal is generated in the following way:

\[ [SW_{ampl} + Cos_{ampl} \cos(2\pi \times Cos_{freq} \times t)] \text{rect}(2\pi \times SW_{freq} \times t). \]  

(B.1)

One buffer (1000 samples) of the resulting signal is displayed in the waveform graph next to the controls. The duty cycle of the square wave is usually chosen to be 50%. The exact block diagram realisation including comments on how to use the D/A converter card is shown in figure B.4. As a second feature, a TTL signal is generated to trigger the camera.
B.2. LabView software

B.2.3. Camera driver

The lower part of the Labview interface allows controlling the camera by its frame rate or using the generated trigger. The used camera has to be selected before the code starts running. The measured light pattern is displayed as an Image. The line height control moves a line through the image, along which line profiles are extracted and displayed on the right. Image and line statistics can be used to evaluate the noise in the image and avoid overexposure during measurements. The exposure time can be used to control the integration time of the camera sensor as long as it does not exceed the frame rate. In trigger mode, the camera will integrate over the full exposure time and wait for the next trigger after it finished. The code (Fig. B.5) was written for two different cameras with different resolutions and frame rates. The relevant parameters can be downloaded from the camera as .xml files. All pictures and videos can be saved uncompressed and a reference matrix can be taken (and integrated over several frames) to calibrate the interferometer.

B.2.4. Arbitrary liquid lens surface generation

An arbitrary liquid lens surface shape can only be created by creating a specific time dependent actuation signal. The corresponding program is Control program v2_3Audio.vi. Within the limitations of the D/A converter the wavefront can be calculated with the Hankel transform in Matlab as explained in appendix D. For convenience the calculated modulation was saved as a .wav audio file to be easily exported and imported with different kinds of software (Matlab, Labview, Audacity). The first channel contains the LL modulation and
Figure B.4.: Block diagram of the generation of a cosine actuation voltage
Figure B.5.: Block diagram of the camera control
the second channel the trigger signal.

The actuation signal consists of the same square wave as explained above, but replaces the cosine signal with the calculated voltage modulation

$$(SWampl + Amplification \times Audiofile)\text{rect}(2\pi \times SWfreq \times t). \quad (B.2)$$

For edutainment purposes the audio files can be replaced with real audio files to visualise music using the liquid lens. To do this, the sampling rate has to be changed from 80 kSamples to 47 kSamples to match common audio standards. Figure B.6 depicts how this can be implemented in Labview.

When watching music triggering the camera is unnecessary, since there is no trigger signal on the stereo channels.
Figure B.6.: Block diagram of the generation of an arbitrary actuation signal
C. Interferogram analysis

The surface of the liquid lens (LL) can be computed from the fringe patterns measured with the Mach-Zehnder interferometer. The fundamental concept of the computation is explained in Section 5.4. This appendix will give a short explanation how to compute the surface of the LL in Matlab. Starting point is the measured interference fringe pattern obtained by the LabVIEW program described in Appendix B.

First, LabVIEW has to read in the interferogram of interest. That can be either a single image via `importdata('Fringe.dat','	')` or a video of the fringe pattern with the `VideoReader` function.

```matlab
videoObject = VideoReader('FringeVideo.avi');
numberOfFrames = get(videoObject,'NumberOfFrames');
fringeVideo = read(videoObject,[1 numberOfFrames]);
```

`fringeVideo` is a 4D matrix containing the frame height, width, colour channel, frame number. The number of colour channels is 1 for gray scale images. Typical maximal dimensions are `fringeVideo(492,656,1,173)` for the SVS Vistek eco424MVGE camera as specified in Table 4.1. The position of the fringe pattern as shown in Figure 5.7 on a single frame `fringeFrame = fringeVideo(1:491,1:655,1,frameNumber)` is entered manually using the centre coordinates `xCentre`, `yCentre`, and its radius `r`. The area of interest can be cut out by applying a circular mask, moving the pattern to the middle of the image and setting all values around the fringe pattern to zero. The mask can be reused for all frames.

```matlab
[x, y] = meshgrid(1:655,1:491);
mask = sqrt((x-xCentre).^2+(y-yCentre).^2) <= r;
fringeFrame(~mask) = 0;
fringeFrame = fringeFrame((yCentre-r):(yCentre+r),
(xCentre-r):(xCentre+r));
```

Next the fringes are Fourier transformed. All spatial frequencies centred around the origin of the Fourier transform are cut out as shown in Figure 5.8 with a manually configured mask `maskFFT` that can be created similar to `mask`. It is important, that `maskFFT` cuts out the low spatial frequencies such that the absolute maximum of the remaining Fourier transform is in one of the fringe peaks and not at the outer rim of the cut out area.

```matlab
fringeFFT = fftshift(fft2(fringeFrame));
fringeFFT(maskFFT) = 0;
```
The position of the maximum is determined and the half space opposite to the
centre is set to zero with another mask. The \texttt{maskFTT} and \texttt{maskHalfspace} can be
reused for all frames and does not need to be redetermined by finding the maxima
at \(x_{\text{Max}}, y_{\text{Max}}\) for all frames.

\[
\text{maxValue} = \max(\max(\text{fringeFFT}(:)));
\]

\[
[x_{\text{Max}}, y_{\text{Max}}] = \text{find}(\text{fringeFFT} == \text{maxValue});
\]

\[
m = (x_{\text{Max}} - r) / (y_{\text{Max}} - r);
\]

\[
t = x_{\text{Max}} - m \cdot y_{\text{Max}};
\]

\[
\text{maskHalfspace} = y(1:2\cdot r + 1, 1:2\cdot r + 1) - \\
m \cdot x(1:2\cdot r + 1, 1:2\cdot r + 1) - t \leq 0;
\]

\[
\text{fringeFFT}(\text{maskHalfspace}) = 0;
\]

Last the maximum of the remaining fringe peak is shifted to the origin. An
inverse Fourier transform gives the phase shift introduced between the reference
and the test wave of the Mach-Zehnder interferometer.

\[
\text{fringeFFT} = \text{circshift}(\text{fringeFFT}, [\text{-xMax+1}, \text{-yMax+1}]));
\]

\[
\text{phase} = \text{ifft2}(\text{fringeFFT});
\]

The \texttt{mask} is applied once more to the obtained \texttt{phase} to avoid problems with
phase unwrapping at the outer boundaries. Then the phase is unwrapped. This
can be done via 2D phase unwrapping as described in Section 5.4. The \texttt{unwrap}
function of Matlab should be avoided, since it only unwraps 1D arrays, leading
to confusing results if applied on a 2D array. There are algorithms and
Matlab codes available online that work accurately as shown in Figure 5.9, e.g.
\texttt{unwrapping_qg_trim.m} by Qian Kemao [220, 223].

\[
\text{phase}(-\text{mask}((\text{yCentre}-r):(\text{yCentre}+r), \\
(\text{xCentre}-r):(\text{xCentre}+r))) = \text{NaN};
\]

\[
[\text{phaseUnwrapped}, -] = \text{unwrapping_qg_trim}((\text{phase}, \\
\text{mask}((\text{yCentre}-r):(\text{yCentre}+r), \\
(\text{xCentre}-r):(\text{xCentre}+r))));
\]

The phase shift between the reference and the test wave of the Mach-Zehnder
interferometer contains the information about the phase delay introduced by all
surfaces of the LL, not only those of the moving surface of the liquid. To extract
the deformation of the liquid surface a reference interferogram has to be measured
for a flat LL surface at rest. By repeating all steps for the reference, i.e. masking,
Fourier transforming, and unwrapping, the phase shift introduced by all surfaces
except the oscillating LL surface can be calculated and subtracted.

\[
\text{phaseSurface} = \text{phaseUnwrapped} - \text{phaseUnwrappedReference};
\]

To create comparable phase information for multiple measurements it can be
useful to subtract the mean of \texttt{phaseSurface} and to calculate the introduced
optical path length \texttt{OPL} and the surface deflection \texttt{surface} with the \texttt{wavelength}
of the laser and the refractive indices of the liquid \texttt{nLiquid} and the oil \texttt{nOil}.
phaseSurface = phaseSurface - nanmean(nanmean(phaseSurface));
OPL = phaseSurface*wavelength/2/pi;
surface = OPL/(nOil-nLiquid);

This can be done for single images as well as for whole videos.
D. Implementation of the Hankel transform

This appendix shows how to calculate the time-dependent actuation voltage $U(t)$ to create a desired surface profile $u(t = 0, r)$ at time $t = 0$ in Matlab. The theoretical background is explained in Section 5.2.2.

D.1. Calculation of the actuation voltage signal

The actuation voltage is calculated from the desired surface profile using the Hankel transform. The necessary parameters for the computation are the radius of the lens for the liquid lens (LL) surface at rest $R$ and the speed of the waves $c$. The actuation voltage is applied via a NI D/A converter that can write 80 kSamples. The duration of the actuation voltage signal has to be chosen sufficiently larger than the expected pulse length $4R/c$:

```matlab
% LL parameters
R = .00265;  \%Radius in m
c = .26; \%speed of waves in m/s
% Acquisition parameters
dt = 1/80000; \% in s (80kSample DA card)
% Free coordinate parameters
tmax = .5; \% Voltage signal length in s
rmx = R; \% Radius of the surface input in m
% Roots of the Bessel function J_1
j11 = 3.831705970;
j12 = 7.015586670;
```

The coordinates time $t$, radius $r$, and radial spatial frequencies $k$ space are then:

```matlab
t = -tmax/2 : dt : tmax/2;
k = 0 : pi/(c*tmax) : pi/(c*dt);
r = 0 : c*dt : rmx;
```

The desired surface of the liquid lens $u$ is put in as a function of the radius. The following is a list of the used surface functions $u$ for the measurements shown in Chapter 5.

```matlab
% Zernike spherical aberration
u = (6*(r/R).^4 - 6*(r/R).^2 + 1);
% Axicon
```
D. Implementation of the Hankel transform

\[
\begin{align*}
\text{u} &= \frac{2}{3} - \text{abs}(r/R); \\
\% \text{LL ground mode} \\
\text{u} &= \text{besselj}(0, j11 \times r/R); \\
\% \text{LL 2nd Bessel mode} \\
\text{u} &= \text{besselj}(0, j12 \times r/R); \\
\% \text{Top hat} \\
\text{u} &= r \times 0 - 0.25; \text{u}(r < R) = 0.75;
\end{align*}
\]

All surface functions are set to zero outside of the lens.

\[
\text{u}(r > R) = 0;
\]

The Hankel transform can be computed in different ways: Direct integration using a matrix product, by integrating the Bessel kernel a priori, the quasi-discrete Hankel transform [217], and the quasi fast Hankel transform [216]. There is a Matlab toolbox available by Marcel Leutenegger [218] including functions for all techniques. The easiest way to compute the Hankel transform is by direct integration.

```matlab
function \text{H} = \text{hankel0}(\text{u}, r, \text{k})
    [r, w] = \text{sort}(r(:).');
    u = u(w);
    r = [(r(2:end) + r(1:end-1))/2 r(end)];
    I = 2*pi./k(:)*r.*besselj(1, k(:)*r);
    I(k==0,:) = pi*r.*r;
    I = I - [zeros(numel(k), 1) I(:,1:end-1)];
    \text{H} = \text{reshape}(I*u(:,size(k)));
end
```

with the integration kernel \(I\) and the spatial spectrum \(H\).

The voltage spectrum \(\text{Volt}\) according to Equation 5.23 can be computed after applying the Hankel transform:

\[
\begin{align*}
\text{H} &= \text{hankel0}(\text{u}, r, \text{k}); \\
\text{Volt} &= \text{k} \times 2 \times \text{besselj}(1, k \times R) \times \text{H};
\end{align*}
\]

The time dependent voltage actuation signal is obtained with an inverse Fourier transform. Since we defined our radial spatial frequency \(k\) over the interval \([0, \pi/(c d t)]\) we need to mirror the voltage spectrum to be able to apply the inverse Fourier transform.

\[
\text{Spectrum} = [\text{Volt flip(Volt}(2: \text{end}))];
\text{U} = 2\times\text{pi} / c \times \text{fftsift}(\text{real} (\text{ifft(Spectrum))))
\]

D.2. Export to LabVIEW

The voltage actuation signal is exported to LabVIEW using a .wav audio file with the voltage actuation signal in its first channel and the camera trigger in the second
channel. The DA converter can write 80 kSamples. The choice of \( t_{\text{max}} \) produces voltage signals \( U \) with a length of 80001 samples and a duration of 1 s. The voltage pulse has a length of \( 4R/c = 41 \text{ ms} \), which is a length of 3262 samples.

The actuation voltage typically contains singularities, therefore it is useful to truncate and to rescale the remaining signal.

```matlab
% cutoff is chosen depending on the size of U between the singularities
for i = 1:80001
    if U(i) > cutoff
        U(i) = cutoff;
    elseif U(i) < -cutoff
        U(i) = -cutoff;
    end
end
U = U ./ max(U);
```

To measure the liquid lens surface at video rate, it is desirable to increase the pulse frequency by truncating the length of the voltage signal. For a frame rate of 10 Hz the actuation voltage is cut to 8000 Samples.

```matlab
U = U(36001:44000);
```

The camera acquisition can be triggered externally when the desired surface is present. The exact length of the trigger pulse is irrelevant.

```matlab
TriggerSignal = zeros(1,8000);
TriggerSignal(4000:4005) = 1;
```

The signals can then be repeated multiple times to create the desired LL surface with a frequency of 10 Hz.

```matlab
for i = 1:12 \( 2^{(i)} \times 10 \) s
    U = [U U];
    TriggerSignal = [TriggerSignal TriggerSignal];
end
```

Last the actuation and trigger signal are written into the two stereo channels of a .wav file. The audio file can be opened in LabVIEW as described in Appendix B.

```matlab
Stereo(:,1) = U(:);
Stereo(:,2) = TriggerSignal(:);
audiowrite('LabVIEW.wav',Stereo,80000)
```
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