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Abstract

This thesis presents an incremental ∆Σ capacitance-to-digital converter (CDC) that serves
as an interface circuit for a MEMS-based pressure sensor. The thesis presents a systematic
analysis of the CDC and compares different CDC architectures. A novel non-linear CDC is
also proposed and analysed. Energy-efficiency of the CDC is improved by implementation of
various design techniques like double sampling, system-level chopping and a novel inverter-
based OTA. The CDC has been designed in such a way that it can operate with either an
on-chip or external pressure sensor. The CDC can be tuned to compensate for a wide range
of baseline capacitance. The CDC operates over a pressure range of 0-1.3bar and achieves a
pressure resolution of 10−5 bar (equivalent to a resolution of 16 bits).

The CDC is implemented in NXP 0.16µm 1P6M technology. The circuit design and layout
of the CDC are presented. The CDC consumes 2.33µA from a 1.2V supply resulting in an
energy consumption of only 2.01nJ, a significant improvement over the state-of-the-art.

Keywords: pressure-sensor interface, energy-efficiency, double sampling, incremental ∆Σ
ADC, inverter-based OTA.
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Chapter 1

Introduction

The instrumentation applications of capacitive-based pressure sensors are numerous in the
field of various scientific applications and day to day life. Some of these application areas are:
biomedical applications like monitoring of inter-ocular eye pressure and inter-cranial pres-
sure, measurement of altitude (Altimeter), and scientific applications where precise pressure
monitoring is required.

In this research work, we will address the implementation of the interface circuitry that
is required to obtain a digital output from a pressure sensor. There are various standard
commercial products that are available for interfacing with a pressure sensor. In this work,
our main focus is to design an energy-efficient interface circuit for the sensor. This is achieved
by various design techniques that are discussed in detail throughout the thesis.

In the following sections of this chapter we will introduce the physical structure and character-
istics of the pressure sensor used in this work, followed by specifications and the organization
of the thesis.

1-1 Pressure Sensor Characteristics

The general principle of an capacitance sensor can be explained by the following formula
(strictly speaking, a parallel plate capacitor). The capacitance, C (in Farads) is given by:

C =
ǫ × A

d
(1-1)

where ǫ is the permittivity of the dielectric, A is the area of the plates and d is the distance
between the plates. As we can see from Eq. (1-1), we have three parameters that influence
the value of the capacitance. The physical quantity that has to be sensed influences one
of these parameters and we get a change in the capacitance which is then measured by the
interface circuit. In the case of a typical pressure sensor, the parameter d is varied and we
get a corresponding change in the capacitance. Clearly as it could be seen from Eq. (1-1),
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2 Introduction

the relation between d and Capacitance, C is not a linear one. Thus the pressure versus
capacitance characteristic will also be a non-linear curve, which will present constraints during
the measurement of the capacitance. This is because the sensitivity of the pressure versus
capacitance curve varies widely over the measurement range and it depends on the pressure
that is to be measured. In fact, the pressure versus capacitance curve of the sensor (used in
this project) is roughly a fourth order function.

Csub,BE

guard electrode : GE Bond pad

shield electrode

Cx

Cs1Cs2

Cg1

top electrode : TE

Cg2

shield electrode: SE

Csub,GE Csub,TE
Csub,SE

Cs1

bo!om electrode : BE

BE TEGE

SE and/or GE can be floa#ng/connected to ground/substrate)

GE to ground

SE

SE

Figure 1-1: Physical construction of the sensor [1]

Now let’s us have a look at the physical construction of the MEMS-based capacitive pressure
sensor, given in Figure 1-1. This sensor was internally developed by NXP Semiconductors,
Eindhoven. The sensor is square shaped and measures 400µm × 400µm. It is fabricated
over the wafer (upon the passivation layer) in a special post processing step after the CMOS
fabrication of the die. The top and bottom plates are made of Aluminium. The top plate is a
flexible electrode and the bottom plate is a fixed electrode. The pressure acts on the top plate
and causes a deflection of the plate which causes a change in the capacitance. The distance
between the two plates is an air gap (no oxide exists between them). The shield electrode is
implemented during the layout phase of the chip in METAL 5 and is connected to ground.
The shield layer helps in preventing any interference from the circuit (present below the shield
electrode) from reaching the sensor (present above the shield electrode). The top plate of the
sensor will be the driving side (which ensures the electrical interference from external world
will not affect the potential on the plate) and bottom plate will be the sensing side. The
electrical equivalent of the sensor is shown in Figure 1-2. The Cx is the actual value of the
sensor capacitance that has to be measured and Cp1, Cp2 are the parasitic capacitances, whose
value can be as high as 4 × Cx.

The measured pressure versus capacitance curve for the pressure sensor is given in Figure 1-3.
The left side of the curve indicates the region in which the slope of the characteristic (dC

dP )
is low. In other words, the sensitivity is low and a high resolution from the interface circuit
is required to sense the change in pressure. The right side of the curve indicates the region
in which (dC

dP ) is high. In other words,the sensitivity is high and a lower resolution from the
interface circuit is sufficient to sense the change in pressure. Table 1-1 gives the specification
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1-1 Pressure Sensor Characteristics 3

Cx, Sensor Capacitance

Substrate

Cp1

Cp2

Top Plate

Bottom Plate

*Cp1, Cp2 - Parasitic capacitance

Figure 1-2: Electrical equivalent circuit of the sensor

Parameter Value

Baseline Capacitance (0bar) 0.95 pF

Capacitance range (0.5 - 1.3bar) 0.45 pF

Sensor Cap variation (Variation in slope - 1σ) ± 5%

Sensor Cap variation (Variation in baseline capacitance - 1σ) ± 2.5%

Table 1-1: Specifications of the sensor
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Figure 1-3: Pressure versus Capacitance characteristic [1]
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4 Introduction

of the sensor.

1-2 Target Specification

Table 1-2 tabulates the specification of the interface circuit. The prototype circuit will be
designed in NXP 0.16µm CMOS process with 1 poly, 6 metal layers and 1.8V devices. The
current state-of-the-art CDC achieves a FOM of about 1.4pJ/step [2]. The FOM is defined
in Eq. (1-2) [3].

FOM =
Emeas

2ENOB
(1-2)

where Emeas is the energy consumption per measurement and ENOB is the effective number
of bits. In our research work, we try to achieve a better performance than [2]. We attempt
this by implementing several design techniques like double sampling, system-level chopping
and a novel inverter-based OTA.

The circuit must be designed in such a way that the loading of the parasitic capacitance (Cp1,
Cp2) should not affect the performance of the prototype. The prototype circuit should be
designed in such a way that the performance has to be met regardless of whether the sensor
is present off-chip or fabricated on the top of the die.

Target Parameter Requirement

Pressure range 0 - 1.3 bar

Pressure resolution( at 1bar) < 0.01 mbar

Conversion time < 30 ms

Supply Voltage 1.2 - 1.8 V

FOM ≤ 1.4pJ/step

Table 1-2: Target specifications of the prototype circuit

1-3 Organization of the Thesis

Chapter 2 deals with the system-level architecture of the prototype. The existing architecture
called linear CDC [3] is shown and the operation of the CDC is explained. A novel architecture
called non-linear CDC is proposed and analysed. The chapter then deals with a thorough
noise and energy analysis of the existing CDC architecture and the proposed architecture.

Chapter 3 deals with the circuit implementation of the prototype. The design of various
circuit blocks of the CDC are explained in detail. Several circuit techniques that are used to
improve the energy-efficiency of the CDC are discussed.

Chapter 4 will discuss the simulation results of the prototype.

Chapter 5 concludes the thesis and summarizes the contributions of this research work.
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Chapter 2

Architecture and Systematic Analysis
of CDC

In this chapter we will introduce various technical terms that will be used throughout the
thesis. Next, the existing CDC architecture is discussed in detail showing its pros and cons.
Then we will propose a novel CDC architecture. The chapter presents various MATLAB
algorithms wherever necessary and the corresponding results are shown.

2-1 CDC-Capacitance to Digital Converter

The prototype that we are implementing is used for measuring pressure as a digital output.
The pressure sensor in which the transduction from mechanical domain (pressure) to electrical
domain (capacitance) occurs is called the ’input transducer’. The digital output we get out
of the prototype is a measure of the sensor capacitance (which in turn is influenced by the
pressure), hence the prototype is aptly called as CDC or Capacitance to digital converter.
The CDC is similar to the ∆Σ ADC. The comparison between the two is as follows [4]:

• The primary difference between ∆Σ ADC and the CDC are: In the case of a CDC,
Capacitance is not known and a known voltage is applied to measure it. A reference
quantity Cref (reference capacitor) is used to measure the unknown capacitor. On
the other hand, in a switched-capacitor ∆Σ ADC, the input voltage is not known and
a known value of capacitance is applied. A reference quantity called Vref is used to
measure the unknown voltage.

• The similarity between the CDC and ∆Σ ADC is that they both work based on the
principle of ’charge balancing’. In the context of CDC, it is explained as follows: the
unknown capacitor Cx dumps an unknown charge Qx in the negative feedback loop
of the modulator. The reference capacitor Cref dumps a known charge Qref in the
feeback loop. Over time, the charge Qx and Qref is made equal by the action of the

Master of Science Thesis Lokesh Rajendran



6 Architecture and Systematic Analysis of CDC

negative feedback loop. Hence the name Charge balancing. This concept is pictorially
represented in Figure 2-1.

Sensor Charge
balancing
front end

Cref

Loop
filter

bs
Cx

Reference
capacitor

Pressure
error signal

Capacitance to Digital converter

Figure 2-1: Conceptual Diagram of a CDC - illustrating the principle of charge balancing

The pressure versus sensor capacitance characteristics were discussed in Chapter 1. It shows
that the capacitance corresponding to 0 bar is not 0 Farad but around 0.95pF. This value
exists by default in the sensor and provides no useful information about the pressure. This
capacitance is called as the ’baseline capacitance’. Thus any energy that is spent in transform-
ing this capacitance into the digital output is futile and this capacitance has to be effectively
cancelled. This is implemented in circuit level (in CDC) by another capacitor called as the
Offset Capacitor referred to as Coff . The Offset capacitor is driven in anti-phase with respect
to the sensor capacitor. Figure 2-2 shows a simple diagram of the implementation [5]. The
equivalent capacitance present at the input of the OTA will then be (Cx-Coff ).

−

+

Cx

Coff

+Vref

-Vref

Figure 2-2: Electrical cancellation of Baseline Capacitance [5]

The use of Coff also helps us to effectively use the full output range of the CDC. This is shown
using the MATLAB result that is shown in Figure 2-3. As we can see from the figure, the
CDC without Coff doesn’t use almost three-quarters of the dynamic range that is available.
While the use of Coff has enabled the CDC to cover its entire output range.

2-2 Linear CDC - Existing Architecture

So far, we have seen the various terminologies that will be used throughout the thesis. We now
come to the existing CDC architecture, which is called as linear CDC [3]. The conceptual
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2-2 Linear CDC - Existing Architecture 7
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Figure 2-3: CDC output characteristics - with and without the use of Offset capacitance

block diagram of the linear CDC is shown in Figure 2-4. The expression that relates the
bitstream density µ to the sensor capacitance Cx is given by (2-1). The principle of charge
balancing implies that,

Cx − Coff − µ.Cref + (1 − µ).Cref = 0

µ =
Cx − Coff + Cref

2Cref
(2-1)

Cx

Coff

Cref

bs

Loop filter
bs

Figure 2-4: Conceptual diagram of a linear CDC

where the terms Coff and Cref are the offset capacitor and reference capacitor respectively.
Since the bitstream density and sensor capacitance are linearly related through (2-1), we will
refer to this CDC as a linear CDC, in contrast with its non-linear counterpart that will be
introduced in section 1-3. Depending on the range of µ, the CDC can be unipolar [µ =0 to
1] or bipolar CDC [µ = -1 to +1]. The output characteristic of the linear CDC as a function
of pressure is shown in Figure 2-3 (the blue curve). A noticeable point is that the output
characteristic is non-linear due to the non-linearity of the sensor. Thus to obtain a linear
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8 Architecture and Systematic Analysis of CDC

one to one correspondence between pressure and digital output, a non-linear correction of the
output of the CDC has to be done in the digital backend. Finally, the choice of Coff and
Cref in a linear CDC can be understood by the following example. Suppose the capacitance
range that has to be measured ranges from 1pF to 2pF. Then, we choose Coff to be at the
midpoint of measurement range, that is 1.5pF (to cancel the baseline capacitance). The Cref

is chosen to be 0.5pF. Thus the whole measurement range from 1pF to 2pF is represented by
Coff ± Cref .

The derivation shown in (2-1) is for a unipolar CDC. In case of a bipolar CDC, the (1-µ)
term has to be neglected. The final equation will then be:

µ =
Cx − Coff

Cref

2-3 Non-Linear CDC - A Novel Architecture

In this section we propose a novel CDC topology whose conceptual diagram is given in Fig-
ure 2-5. The corresponding expression for the non-linear CDC is given in (2-2). The derivation
for this equation can be directly obtained from the charge balancing equation (similar to the
derivation in Eq. (2-1)). This equation will also be derived while doing noise analysis (in later
sections of the chapter), hence it is not mentioned here.

µ =
(α + β)Cx + Cref (γ + δ)

2(βCx + δCref )
(2-2)

The output characteristics of the non-linear CDC is given in Figure 2-6. As seen in Figure 2-6,
the output characteristics is an almost linear function of pressure. We can also clearly see
from the graph that the sensitivity of the characteristics ( dµ

dP ) is almost uniform throughout
the entire measurement range of pressure for the non-linear CDC. Whereas for the linear
CDC, ( dµ

dP ) varies across pressure.

The qualitative discussion for the non-linear CDC is as follows:

• The expression for µ of linear CDC, has Cx in the numerator alone, hence the non-
linearity of the Cx versus Pressure characteristics directly gets translated into non-
linearity in the output characteristics of the CDC. Whereas in the non-linear CDC the
Cx term is introduced in both numerator and denominator thus partially cancelling the
non-linearity.

• Another way to look at the expression is that, the reference capacitor of the linear
CDC given in the denominator of Eq. (2-1) is constant. In our non-linear CDC, the
denominator term of Eq. (2-2) is dynamically changing as a function of pressure.

• The final difference can be clearly seen from the conceptual circuit diagram. The Cx of
non-linear CDC is controlled by bitstream output whereas in the case of linear CDC, it
is not true.

Lokesh Rajendran Master of Science Thesis



2-3 Non-Linear CDC - A Novel Architecture 9
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Figure 2-5: Conceptual diagram of non-linear CDC (along with linear CDC for comparison)

0 0.2 0.4 0.6 0.8 1 1.2 1.4
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Pressure (bar)

B
itS

tr
ea

m
 d

en
si

ty

 

 

Non−Linear CDC
Linear CDC

Figure 2-6: Comparison of output of linear CDC and non-linear CDC

Master of Science Thesis Lokesh Rajendran



10 Architecture and Systematic Analysis of CDC

• It can be clearly seen that the linear CDC is a special case of the non-linear CDC, when
appropriate values are chosen for the co-efficients α, β, δ, γ.

• In the linear CDC, to obtain a linear relation between Pressure and digital output a non-
linear correction has to be applied in the digital backend. Whereas, in the non-linear
CDC, we do the non-linear correction in the analog frontend.

2-4 Non-Linear CDC - Determination of the Co-efficients

In this section we will try to determine the values of the co-efficient α, β, δ, γ. An algorithm
to find out the coefficients was implemented in MATLAB. The algorithm is given as follows:

• The first step is to limit the search in the design space while choosing the value of a
coefficient. There are some constraints that can be placed on the value of coefficients.
The coefficients α, β (which are the coefficient of the sensor capacitance) should be
integer numbers. This is because the value of sensor capacitance is a given design spec
for the designer and cannot be sized like the capacitors available in the CMOS process.
The physical meaning of the coefficient is as follows: Suppose the value of α = 2, then
the sensor capacitance should be integrated twice in a clock period.

• The rest of the coefficients δ, γ can be any decimal value, since they are on-chip capac-
itors in CMOS process. Their value is swept in the program between [−5 ≤ δ, γ ≤ 5] in
steps of 0.1.

• Since this is a unipolar CDC, the value of µ should lie in the range of [0 ≤ µ ≤ 1]. This
constraint helps in validating the output of the CDC.

• The coefficients α, β, δ, γ are varied in nested FOR loops. Thus for every iteration we
get a value for µ and a set of four coefficients (α, β, δ, γ) that were given as the input.

• Now to find out the optimal coefficients we define a Figure of Merit (FOM), which is
given by Eq. (2-3). The terms that are present in the formula is clearly indicated in the
Figure 2-7, which shows the expected pressure versus bitstream density(µ) curve. The
black line shows a typical measurement curve and the red line indicates a first order
fit line done in MATLAB for the curve. The FOM is similar to that of a typical INL
measurement done in ADC’s.

FOM =
peak INL

bit-stream density range
(2-3)

• The smallest FOM corresponds to the best or optimal set of coefficients. The minimum
FOM we obtained was 0.0625. For additional details refer to Appendix A.

The value of the coefficient obtained from MATLAB based on the algorithm above are as
follows: α = -2, β =-1, δ = 0.6, γ =2.2. The output characteristics of the non-linear CDC
for the corresponding coefficients is shown in Figure 2-6.
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2-5 Motivation for Noise and Energy-Efficiency Analysis

Until now, we have introduced the linear and non-linear CDC architectures. In this section,
let’s take a detour and perform the noise analysis of the linear CDC and the non-linear CDC.
The motivation is as follows:

• In the following sections of the chapter, we will do noise analysis and compare the per-
formance of the two CDCs. The reason is that noise (thermal noise - to be more specific)
is the fundamental limiting factor in the performance of a CDC (or any physical system
for that matter). We will then relate the noise parameters to the pressure resolution of
the CDC and compare the performance of the two CDC. Another motivation for doing
the noise analysis is that it lays the foundation for the systematic design of CDC. It
is worth mentioning here that, this type of systematic noise analysis of a CDC is not
found in the open literature.

• We will then compare the two CDC architectures in terms of their quantization noise.
This will help us in choosing the Order of the modulator for the corresponding CDC
architecture.

• Then we will derive equations that relate energy consumption of the CDC to the physical
parameters of the CDC. The energy-efficient CDC architecture will then be chosen
and then the CDC will be implemented in the further chapters. The main goal of
this research is energy efficiency, hence we perform these analysis that are essential to
understand pros, cons and fundamental limitations of the CDC.
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12 Architecture and Systematic Analysis of CDC

In the following analyses, our approach is as follows:

• We will first make quantitative discussion about the topic, in form of mathematical
derivations that link the physical parameters of the CDC to its performance.

• We will illustrate the important equation using graphs and make a qualitative reasoning
of the equation. In other words, we will attempt to make the physical sense of the
equation.

• Finally, we will compare the performance of the two CDCs and make the conclusion
regarding which CDC is better in terms of energy-efficiency.

2-6 Comparison of Noise Performance of Linear and Non-Linear
CDC

2-6-1 Linear CDC - Noise Analysis

Now let us perform the thermal noise analysis for the linear CDC architecture. The derivation
follows similar noise analysis procedure given in Chapter 5 of [6] and uses the results from [7].
We assume that the charge balancing is implemented using a switched-capacitor integrator
built using an OTA and that all the capacitors are charged using a reference voltage Vref .
Hence the charge is of the form ’C.Vref ’.

The principle of charge balancing implies that the total charge accumulated (qaccumulated) at
the input of the loop filter should be 0.

qaccumulated = 0

= qS0 + qS1 + qnoise + qsig (2-4)

where qS0 is the signal charge dumped by the capacitor Cref when the bit stream is 0, qS1 is
the signal charge dumped by the capacitor Cref when the bit stream is 1, qnoise is the noise
charge that is dumped into the input node of the loop filter due to thermal noise, qsig is the
signal charge dumped by the capacitor Cx.

Now let’s calculate qnoise (from Eq. (2-4)), which is given as follows:

q2
noise = q2

n1 + q2
n0 + q2

n,sig (2-5)

where qn1 is the (thermal) noise charge dumped by the capacitor Cref when the bit stream
is 1, qn0 is the noise charge dumped by the capacitor Cref when the bit stream is 0, qn,sig is
the noise charge dumped by the capacitor Cx. After ’N’ clock cycles,

q2
n1 = k.T (µ.Cref )N.ξ (2-6)

where T is the temperature, k is the Boltzmann constant, µ is the bit stream density and ξ

is the design parameter that relates the gm - the transconductance of the OTA and Ron - the
switch resistance [7]. ξ is given by, ξ = 7/3+2x

1+x , where x = 2gm.Ron.

q2
n0 = k.T ((1 − µ).Cref )N.ξ (2-7)

q2
n,sig = k.T (Cx)N.ξ (2-8)
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Combining equations Eq. (2-6), Eq. (2-7) and Eq. (2-8), we get,

q2
noise = k.T.N.ξ(µ.Cref + (1 − µ)Cref + Cx)

q2
noise = k.T.N.ξ(Cref + Cx) (2-9)

From Eq. (2-4), we get

qS0 + qS1 + qsig = −qnoise

Vref .((−N.µ.Cref + N.(1 − µ)Cref + N.Cx)) = −qnoise

Vref .(−2.µ.Cref + Cref + Cx) =
−qnoise

N

Vref .(Cref + Cx) +
qnoise

N
= µ.(2Cref ).Vref

µ =
Cref + Cx

2Cref
+

qnoise

N.(2Cref ).Vref
(2-10)

The first term in the RHS of Eq. (2-10) is the expression which gives the relation between
the mean value of µ and Cx. The second term is the uncertainty in µ that is denoted as σµ.
The uncertainty σµ for a linear CDC is obtained by substituting Eq. (2-9) in Eq. (2-10).

σµ =

√

k.T.ξ(Cref + Cx)
√

N.2Cref .Vref

(2-11)

Eq. (2-11) makes qualitative sense. The more the value of capacitance the more is the value of
noise charge (in the form ’kTC’) that is dumped into the loop filter, hence more uncertainty
(It is to be noted that Cx >> Cref due to the baseline capacitance). And the term σµ is
inversely proportional to N which also makes sense, the more the number of clock cycles N,
the more is the number of samples, the lesser the thermal noise (better averaging). The
uncertainty in µ (σµ) can be translated into uncertainty in Pressure(σP ressure) using

σP ressure = σµ(
∂Pressure

∂µ
) (2-12)

This is done simply because we are dealing with a Pressure sensor application and it makes
more sense to tell the uncertainty (caused due to thermal noise in the circuit) in terms of
Pressure - which is the only concern for the end user of the prototype. The term (∂P ressure

∂µ )
represents the slope of ’µ versus pressure’ characteristic of the linear CDC.

2-6-2 Non-Linear CDC - Noise Analysis

The thermal noise analysis derivation of non-linear CDC follows exactly the same procedure
that was done for linear CDC. The notations are the same, hence it is not repeated here.
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14 Architecture and Systematic Analysis of CDC

The only difference is the presence of the Coefficients α, β, δ, γ which are present only for the
non-linear CDC.

qaccumulated = 0

= qS0 + qS1 + qnoise + qsig (2-13)

Now let’s calculate qnoise (from Eq. (2-13)), which is given as follows:

q2
noise = q2

n1 + q2
n0 + q2

n,Cx
+ q2

n,Cref
(2-14)

q2
n1 = k.T (µ.βCx + µ.δ.Cref )N.ξ (2-15)

q2
n0 = k.T ((1 − µ).βCx + (1 − µ).δCref )N.ξ (2-16)

q2
n,Cx = k.T (α.Cx)N.ξ (2-17)

q2
n,Cref

= k.T (γ.Cref )N.ξ (2-18)

Substituting Eq. (2-15), Eq. (2-16), Eq. (2-17), Eq. (2-18) in Eq. (2-14), we get

q2
noise = k.T.N.ξ(α.Cx + δ.Cref + µ.(β.Cx + δ.Cref )

+ (β.Cx + δ.Cref ) − (µ.β.Cx + µ.δ.Cref ))

q2
noise = k.T.N.ξ(α.Cx + γ.Cref + β.Cx + δ.Cref ) (2-19)

From Eq. (2-13), we get

qS0 + qS1 + qsig = −qnoise

−qnoise = Vref .(N((1 − µ)β.Cx + (1 − µ).δ.Cref + (−µ.β.Cx) − µ.δ.Cref + α.Cx + γ.Cref ))

−qnoise

N
= Vref .((β.Cx + δ.Cref + α.Cx + γ.Cref ) − 2.µ.β.Cx − 2.µ.δ.Cref )

µ =
(α + β)Cx + Cref (γ + δ)

2.(β.Cx + δ.Cref )
+

qnoise

N.Vref .(2.β.Cx + 2.δ.Cref )

(2-20)

The first term in the RHS of Eq. (2-20) is the actual expression which gives the relation
between µ and Cx. The second term is the uncertainty in µ, that is denoted as σµ. The
uncertainty σµ for a non-linear CDC is obtained by substituting Eq. (2-19) in Eq. (2-20), as
shown in Eq. (2-21). The uncertainty in µ can be referred back to the input as uncertainty
in Pressure(σP ressure) using Eq. (2-12).

σµ =

√

k.T.ξ.[(α + β)Cx + (γ + δ)Cref ]

|
√

N.Vref (2βCx + 2δCref )|
(2-21)

Figure 2-8 compares the σµ of both the linear and non-linear CDC. The graph is obtained
from Eq. (2-11) and Eq. (2-21). In the MATLAB simulation, we assumed the following. For
both linear and non-linear CDC, we set Vref = 1V and N = 400. The value of Cref for linear
CDC was chosen such that the value ±Cref can cover the measurement range of Cx. The
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Figure 2-8: Uncertainty in µ
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16 Architecture and Systematic Analysis of CDC

value of Cref for non-linear CDC was chosen to be 1pF. Figure 2-9 shows the variation of
(∂P ressure

∂µ ) versus Pressure. Since the non-linear CDC has a linear digital output we get an
almost constant slope. Whereas the linear CDC has a non-linear digital output, hence its
slope changes throughout the graph. For comparison, we calculate the fundamental limit of
a given sensor capacitance Cx due to thermal noise assuming the capacitor is read out by an
ideal, noise-free circuit :

σC =

√
kT.Cx

Vref .
√

N
(2-22)

This uncertainty in capacitance (σC) can be referred back to the input as uncertainty in
pressure (σP ressure,fundamental) using Eq. (2-23).

σP ressure,fundamental = σC(
∂Pressure

∂C
) (2-23)

where the term (∂P ressure
∂C ) can be obtained from the pressure versus capacitance character-

istic. The results of the pressure uncertainty of linear, non-linear CDC and the pressure
uncertainty due to a sensor capacitance Cx are shown in Figure 2-10. An interesting point to
be noted in Figure 2-10, is that the performance of non-linear CDC exceeds the performance
imposed by the fundamental limit (the area is highlighted using the circle). The reason for
this behaviour is due to the fact that the coefficients α, β together add and contribute a factor
of 3 to the value of sensor capacitance Cx. Thus the sensor capacitance of the non-linear CDC
manifests itself as a bigger capacitance (3.Cx) and leads to the better performance.
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Figure 2-10: Uncertainty in pressure
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2-7 Monte-Carlo Analysis 17

2-7 Monte-Carlo Analysis

The results obtained from noise analysis will be used in the rest of the sections of this chapter.
The first analysis that we do is the Monte-Carlo analysis. The motivation is as follows. The
natural question that one asks after having a look at the values of the coefficients (α, β, δ, γ) of
the non-linear CDC is, "What happens to the output of the CDC if the coefficients change their
values due to process variations ?". Similar concerns arise for the value of the capacitors Coff

and Cref present in Eq. (2-1) of the linear CDC. Hence we have done Monte-Carlo simulations
in MATLAB to understand the effect of process variations. The following parameters shown
in Table 2-1 are set for the Monte-Carlo simulation:

Parameter Variation

Reference capacitor Variation ± 10%

Sensor cap - Slope variation ± 5%

Sensor cap - Baseline capacitance variation ± 2.5%

No. of Monte-Carlo runs 1000 runs

Table 2-1: Input parameters for the Monte-Carlo sim [1]

It is to be noted in all the following analysis the number of clock cycles was kept as 100,
for both linear and non-linear CDC. In the Monte-Carlo simulation, we assumed a normal
distribution with zero mean for the process parameters and the values provided in Table 2-1
represent the value of σ. The impact of process variation on the sensor capacitance is shown
in Figure 2-11 and Figure 2-12.
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Figure 2-11: Process variation impact on sensor capacitance (only ± 5% slope variation)
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Figure 2-12: Process variation impact on sensor capacitance (both ± 5% slope & ± 2.5%baseline
capacitance variation)

2-7-1 Monte-Carlo Analysis of Linear CDC

The bit stream density versus pressure characteristic for the linear CDC is shown in Fig-
ure 2-13. As it can be seen from the figure, the CDC output (µ) crosses the upper and lower
bounds ’1’ and ’0’ respectively. Hence we introduce a calibration scheme to bring the CDC
output in the allowed range (0 ≤ µ ≤ 1).
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Figure 2-13: Output Characteristics of linear CDC (due to process variations - without calibra-
tion)

We apply the following 2-point calibration algorithm in MATLAB:

• Step 1: Let us take two pressure points ’P1’ and ’P2’ as our data points where we do
the calibration. They are 0 bar and 1.3 bar respectively.
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• Step 2: The formula for the calculation of the bitstream density µ for a linear CDC is
given by:

µ =
Cx − Coff + Cref

2Cref
(2-24)

In the above formula, we will introduce two coefficient [θ, η] whose purpose is to com-
pensate for the process variations. The Coefficient θ is for compensating the gain error.
The Coefficient η is for compensating the offset error. The formula for µ including the
tuning coefficients is given below.

µ =
Cx − η.Coff + θ.Cref

2.θ.Cref
(2-25)

• Step 3: The range of η is chosen to be [0.85 ≤ η ≤ 1.2] (in steps of 0.05, with a total of
12 steps) and the range of θ is from [0.85 ≤ θ ≤ 1.4] (in steps of 0.05 with a total of 8
steps). For every tuning step in the MATLAB program, we get two value for bitstream
density, µ1 and µ2 corresponding to the pressure points P1 and P2. Since, these two
pressure points are the extreme pressure points for our application, we know that the
value of µ1 should be greater than 0 and the value of µ2 should be less than 1(which is
the maximum value of µ). The values of coefficients η , θ that satisfy the above condition
are chosen for a particular monte-carlo(process variation) run. The bit-stream versus
pressure characteristic for the linear CDC after the application of 2-point calibration is
shown in Figure 2-14. Thus as seen from the figure we get an yield of almost 100%.
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Figure 2-14: Output Characteristics of linear CDC (due to process variations - with calibration)

2-7-2 Summary of Monte-Carlo Simulation Results for Linear CDC

The process variations give rise to variation in the uncertainty in the measured pressure. The
calibration helps to reduce this uncertainty in measured pressure. The summary of the Monte-
Carlo simulation is as follows. From bitstream density(µ) versus pressure characteristics:
(Figure 2-13 & Figure 2-14) the valid linear CDC output without tuning is 9 out of 1000
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runs. The valid linear CDC output with tuning is 1000 out of 1000 runs.The histogram
plot results in Figure 2-15, shows that the mean of pressure uncertainty(σP ressure) at 1bar is
1.6267e-005 (The spec is to have a pressure resolution of 1e-5 at 1bar. We can achieve this
by increasing number of cycles, which is currently set to 100. The main goal here was to
demonstrate the effectiveness of the calibration, which was clearly achieved by making sure
that the CDC output didn’t saturate throughout the required pressure measurement range).
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Figure 2-15: Histogram plot of the Uncertainty in Pressure (@ 1bar) - linear CDC

2-7-3 Monte-Carlo Analysis of Non-Linear CDC

The bit-stream denisty versus pressure characteristic for the non-linear CDC is shown in
Figure 2-16 due to process variation. The values of α, β, δ, γ were kept constant, while their
capacitive coefficients are subjected to the process variation.
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Figure 2-16: Output Characteristics of non-linear CDC (due to process variations - without
calibration)

Lokesh Rajendran Master of Science Thesis
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The algorithm of the 2-point calibration procedure for the non-linear CDC (to compensate
for the process variation) is explained below:

• Step 1: Let us take two pressure points ’P1’ and ’P2’ as our data points where we do
the calibration. They are 0 bar and 1.3 bar respectively.

• Step 2: The formula for the calculation of the bitstream density µ for a non-linear
CDC is given by:

µ =
(α + β)Cx + Cref(γ + δ)

2(βCx + δCref)
(2-26)

In the above formula, we will tune the coefficient [δ, γ] whose purpose is to compensate
for the process variations. The Coefficient γ is for compensating the gain error. The
Coefficient δ is for compensating the offset error.

• Step 3:The range of δ is [0.5 ≤ δ ≤ 0.7] (in steps of 0.05, with a total of 5 steps) and
the range of γ is [1.7 ≤ δ ≤ 2.8](in steps of 0.1, with a total of 12 steps). For every
tuning step in the MATLAB program, we get two value for µ1 and µ2 corresponding
to the pressure points P1 and P2. Since, these two pressure points are the extreme
pressure points for our application, we know that the value of µ1 should be greater
than 0 and the value of µ2 should be less than 1(which is the maximum value of µ).
The value of co-efficient δ,γ that satisfy the above condition is chosen for a particular
monte-carlo(process variation) run. In addition to the above criterion we have chosen
another parameter for filtering, which is (µ1 - µ2), which gives the range covered by the
CDC output. This is to ensure that the CDC output uses the maximum dynamic range
that is available. This is the only difference between co-efficient tuning of the linear and
Non- linear CDC.
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Figure 2-17: Output Characteristics of non-linear CDC (due to process variations - with calibra-
tion)
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The bit-stream versus pressure characteristic for the non-linear CDC after the application of
2-point calibration is shown in Figure 2-17. Thus as seen from the figure we get an yield of
almost 100% after tuning.

2-7-4 Summary of Monte-Carlo Simulation Results for Non-Linear CDC

From Bitstream density versus Pressure Characteristics: (Figure 2-16 & Figure 2-17) The
valid non-linear CDC output without tuning is 477 out of 1000 runs. The valid non-linear
CDC output with tuning is 1000 out of 1000 runs. The Histogram plot in result in Figure 2-18,
shows that the mean of pressure uncertainty at 1bar is 1.94872e-005.
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Figure 2-18: Histogram plot of the uncertainty in pressure (@ 1bar) - non-linear CDC

2-8 Energy Efficiency Calculations

2-8-1 Energy Consumption of Linear CDC

In this section, we will derive the theoretical predictions for the energy consumption of the
two CDCs. The CDC that results in low energy consumption clearly will be the winner
in terms of energy-efficiency. The derivation follows similar analysis procedure given in [8].
Consider the Figure 2-19, which shows a simplified capacitive sensor interface. This circuit is
a simple representation of any switched-capacitor (capacitive) sensor interface circuit. During
the clock phase Φ1, the capacitor ’Cx’ is charged to Vref . Then during the clock phase Φ2,
the charge ’Cx.Vref ’ is transferred to the integration capacitor ’Cint’. The transconductance
of the OTA is denoted as ’gm’.

Assuming exponential settling, the minimum required ’gm’, to achieve the required accuracy
(which is usually 0.5LSB), is calculated as follows.

gm =
Cx + Cref

τ
=

(Cx + Cref )K

T2
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−

+
+
−Vref

Cx

Φ1 Φ2

ΟΤΑ

Cint

gm

Figure 2-19: Simplified capacitive interface circuit [8]

Where τ = Cx

gm
, K = ln(2ENOB+1) and T2 is the duration of the clock phase Φ2. The energy

consumption during Φ2 is :

E2 = T2.Vsupply.IOT A

E2 = T2.Vsupply.
IOT A

gm
.gm

E2 = (Cx + Cref ).K.Vsupply.
IOT A

gm

The energy consumption during Φ1 is

E1 = (Cx + Cref ).V 2
ref

The total energy consumption during a single clock phase is

E = E1 + E2

Assuming Vsupply = Vref , we get

E = (Cx + Cref ).V 2
supply + (Cx + Cref ).K.

IOT A

gm
.

1

Vsupply
(2-27)

Eq. (2-27) gives the total energy consumption of the linear CDC.

2-8-2 Energy Consumption of Non-Linear CDC

The same notation and terms that were used for linear CDC are valid here also. Hence they
are not repeated here. The additional terms α, β, δ, γ are the coefficients of the non-linear
CDC.

gm =
α.Cx + β.Cx + δ.Cref + γ.Cref

τ
=

((α + β)Cx + (δ + γ)Cref ).K

T2
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The energy consumption during Φ1 is

E1 = ((α + β)Cx + (γ + δ)Cref )V 2
ref

The energy consumption during Φ2 is

E2 = T2.Vsupply.IOT A

E2 = T2.Vsupply.
IOT A

gm
.gm

E2 = ((α + β)Cx + (γ + δ)Cref).K.
IOT A

gm
.Vsupply

The total energy consumption during a single clock phase is

E = E1 + E2

E = ((α + β)Cx + (γ + δ)Cref )V 2
ref + ((α + β)Cx + (γ + δ)Cref ).K.

IOT A

gm
.Vsupply

E = ((α + β)Cx + (γ + δ)Cref )V 2
supply(1 + K.

IOT A

gm

1

Vsupply
) (2-28)

0 0.2 0.4 0.6 0.8 1 1.2 1.4
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
x 10

−8

Pressure (in bar)

E
ne

rg
y 

(in
 J

ou
le

s)

 

 

Linear CDC
Non−Linear CDC

Figure 2-20: Energy Consumption of linear and non-linear CDC

Figure 2-20 compares the energy consumption of linear and non-linear CDC given by Eq. (2-27)
and Eq. (2-28) respectively. As clearly seen from Figure 2-20, the energy consumption of the
non-linear CDC is higher than the linear CDC.

We define a new FOM to compare different CDC architectures. Instead of just comparing
the Energy of a given CDC, the FOM given in Eq. (2-29) takes into account of both Energy
and the effect of thermal noise (by the term σP ressure). The FOM is given as follows.

FOMCDC = energy.σ2
P ressure (2-29)
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The energy consumption of linear and non-linear CDC were given by Eq. (2-27) and Eq. (2-28)
respectively. The uncertainty in Pressure (σP ressure) for both linear and non-linear CDC were
given in Eq. (2-12). Thus from the equations above, the individual FOM of the CDC can
be calculated. A given capacitor C will dissipate an energy of (E = C.V 2.N) over N clock
cycles. We had defined the fundamental pressure uncertainty due to the effect of thermal
noise on a capacitor C in Eq. (2-23). Then using Eq. (2-29), we can find the fundamental
limit on FOM of a CDC. Figure 2-21 compares the FOM of linear, non-linear CDC and the
fundamental limit for a CDC. It also concludes that the linear CDC is the most energy-efficient
architecture. The fundamental limit is very low because it considers the energy consumption
of a single capacitor alone, whereas for both the CDCs we have taken into account of the
power consumption of the OTA also. This is the reason for the difference between the FOM
of CDC and the fundamental limit. The following parameters were assumed in the MATLAB
simulation. The supply voltage = 1.8V and the parameter gm

Id
was assumed to be around 20

(a reasonable assumption for transistor operation in weak-inversion).
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Figure 2-21: FOM for CDC

2-9 Choosing the Order of the Modulator - Quantization Noise

The analysis done until now illustrates the story of thermal noise and its impact on the CDC
performance (energy consumption, pressure resolution etc.,). Now let’s see the impact of
quantization noise on the CDC performance. The motivation of the analysis is that, in case
the non-linear CDC results in a lower order for the modulator compared to the linear CDC,
then it will be a winner in terms of energy consumption (the modulator of the non-linear
CDC will then require fewer OTAs).

2-9-1 Incremental ADC

The loop filter that we will implement will be representing an incremental ∆Σ ADC. The
incremental ADC has a separate reset period to flush out the memory of the loop filter
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between two measurements. The number of clock cycles that a ADC takes to achieve a
particular resolution is denoted as N (Equivalent to OSR - Over Sampling Ratio in ∆Σ
ADC). The Figure 2-22 shows the associated terminology of an incremental ADC. Detailed
discussion of the incremental ADC can be found in [9], [6].

One measurement cycle

No. of cycles, N

Reset period

Figure 2-22: Basic terminology of an incremental ADC

From [9], the ENOB of an Lth order modulator can be given as follows

ENOB1storderModulator = log2(N)

ENOB2ndorderModulator = 2 ∗ log2(N) − 1.415

ENOB3rdorderModulator = 3 ∗ log2(N) − 6.601

ENOB4thorderModulator = 4 ∗ log2(N) − 14.102

The LSB of Lth order modulator can be written as

∆µ =
1

2ENOB
LthorderModulator

(2-30)

The quantization noise is then given as

∆P = ∆µ(
∂P

∂µ
) (2-31)

The term ∆P represents the input referred noise quantity. There are several degrees of free-
dom in ∆P like the number of Cycles ’N’, order of the modulator etc., In the following com-
parison we will restrict ourselves to the pressure value of 1 bar and compare the performance
of the linear and non-linear CDC across various order of the modulator. Thus in Eq. (2-31),
the term ∆µ is a function of the number of cycles. The slope value (∂P

∂µ ) corresponds to a
pressure value of 1 bar.

In the Figure 2-23, we see the comparison of the noise performance of the two CDC as a
function of the number of cycles ’N’. As we saw in the noise analysis in previous sections, the
non-linear CDC has more thermal noise compared to that of the linear CDC. Usually, these
kinds of curve are plotted as a function of N versus ENOB. In our case, since it is a pressure
sensing application we plot the graph of Pressure resolution versus N. The optimum order for
the modulator is chosen by the following method. The thermal noise should be lower than
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the required pressure resolution and for the system to be energy-efficient the thermal noise of
the system should be dominant compared to the quantization noise. Using these guidelines,
we refer to Figure 2-24 and Figure 2-25, for choosing the order of the modulator. And we
infer from these figures that the optimum order of the modulator for both linear CDC and
non-linear CDC is 3. Thus in terms of both the thermal noise and quantization noise analysis,
we can conclude that the CDC that is most energy-efficient is the linear CDC. Hence we will
proceed on to implement the linear CDC in this research work.

10
0

10
1

10
2

10
3

10
4

10
5

10
−7

10
−6

10
−5

10
−4

10
−3

No. of cycles

P
re

ss
ur

e 
re

so
lu

tio
n 

(in
 b

ar
)

 

 

Thermal Noise Linear CDC
Thermal Noise Non Linear CDC
Target resolution

Figure 2-23: Thermal noise comparison of the two CDC
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Figure 2-24: Performance of linear CDC
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Figure 2-25: Performance of non-linear CDC
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2-10 System Level Implementation

The system level implementation of the Loop filter is shown in Figure 2-26. The 3rd order
structure was chosen based on noise and energy-efficiency analysis. The CIFF (Cascade of
Integrators with Feed-forward structure) architecture is chosen to reduce the swing at the
output of the integrators [10]. The direct feed-forward path from input to the summing node
is not present in our design because it would involve replicating the sensor capacitance for
implementation of that feed-forward path [3]. The coefficients B, C1 and C2 represent the gain
of the integrator and the coefficients A1, A2 and A3 represent the feed-forward coefficients.

Input
1-Z-1

Z-1

0.05

0.05

BS [-1,1]0.5 0.25

0.4

0.4

0.2

B

B

C1

A1

A2

C2 A3

Cx-Coff

Cref

1-Z-1

Z-1

1-Z-1

Z-1

Figure 2-26: System level implementation of the Loop Filter

Figure 2-27 shows the quantization error plot in relation to a resolution 16 bits (The range of
pressure that we require to measure is 0 - 1.3 bar and the pressure resolution is 1e-5 bar, from
these input we obtain a resolution of around 16 bits). The maximum full-scale range for a
3rd order modulator is ±0.67× input [9]. For the chosen coefficients, the CDC achieves 16 bit
accuracy in 130 clock cycles (N = 130). The Figure 2-27 shows clearly the quantization error
to be limited between ± 0.5 LSB for the chosen value of ’N ’. The CoI (Cascade of Integrators)
structure was used as the decimation filter to obtain the digital output. The different type of
decimation filter and their impact on performance of the ADC is discussed in detail in [6, 9].
The swing at the output of the integrators is shown in Figure 2-28. The output swing of the
integrators is less than 200mV for the entire input range.

A simplified (single-ended) system-level implementation of the CDC is shown in Figure 2-29.
The coefficients of the modulator along with their relation to the capacitor ratios is also given
in the figure.
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Figure 2-29: Simplified circuit implementation of the Loop Filter
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Chapter 3

Implementation of the Linear CDC

In this chapter, we propose design techniques that are used improve the performance of the
current design over the existing state-of-the-art CDC [3]. Then we will discuss the implemen-
tation of various circuit blocks.

3-1 Design Technique I - Inverter-Based OTA

The first design technique that is implemented is the novel inverter-based OTA. Before directly
showing the structure, we briefly introduce inverter-based circuits and show their evolution
over the years. Then we will discuss various inverter-based circuits from the open literature.

3-1-1 Motivation

The merits of inverter-based circuits are as follows:

• Figure 3-1 compares the different commonly used OTA structures versus an inverter-
based OTA. The telescopic OTA, has two branches (2 × I) to provide Gm,eff (the trans-
conductance of the entire OTA) = gm. The folded-cascode OTA, has four branches (4
× I) to provide the trans-conductance Gm,eff = gm. The inverter-based OTA, has
two branches (2 × I

2
) to provide the transconductance Gm,eff = gm,N + gm,P = 2 ×

gm (assuming the transconductance of PMOS and NMOS are equal) [3]. Thus we can
clearly see that the inverter-based OTA achieves the highest possible transconductance
for a given supply current. In other words, the gm

Id
of an inverter-based OTA is very

high (gm

Id
is also a commonly used design metric to characterize a single transistor in a

technology).

• The slew rate of an OTA structure is proportional to its GBW [11], hence the inverter-
based OTA has better slew rate compared to other OTA structures.
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Vdd
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I I

Vdd
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(c)
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Figure 3-1: (a) Folded-Cascode OTA, (b) Telescopic OTA and (c) Inverter-based OTA
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Based on the above discussion, we can say with confidence that inverter-based OTA structures
are vital building blocks for an energy-efficient system. The earlier OTA designs concentrated
mainly on normal cascoding or active-cascoding [12] of transistors to achieve the required DC
gain. The inverter-based circuits have been investigated right from 1980’s [13], but they have
received great attention in recent years because of the very low supply voltage (≤ 1.8V )
in today’s technology. One of the first and most prominent work that used inverter-based
structures to implement a system (analog filters) was [14]. In recent years, high resolution
ADCs were implemented using inverter-based structures and achieved the state-of-the-art
performance in terms of their FOM [15]. A brief discussion on different flavours of inverter-
based OTA available in open literature is given below. The article [16] demonstrates an
inverter-based self-biased OTA structure. This structure is relatively simple but is suited
only for application in which single ended output is required. A nice OTA structure that
retains the inverter-based circuit but provides a differential output was proposed in [17]. The
highlight of this circuit is that it has Class AB biasing. Class A biasing of an inverter-based
OTA structure with a switched-capacitor CMFB circuit and continous time CMFB circuit
were demonstrated in recent publications [18, 19] respectively.

3-1-2 Evolution of Inverter-Based OTA Structure

Vin+ Vout- Vin+ Vout-

Vdd

Vdd Vdd

Vin-Vout+Vin-Vout+ Vin-Vout+ Vin+ Vout-

I I

I

(a) (b)
(c)

Figure 3-2: Evolution of inverter-based OTA (a) Simple Inverter-Based OTA, (b) Current-Starved
Inverter-Based OTA and (c) Floating Inverter-Based OTA

The inverter-based OTAs have evolved over the time as illustrated in Figure 3-2. The simple
inverter-based OTA [15] is shown in Figure 3-2 (a). The Transconductance of the OTA is
highly influenced by the Process, Supply voltage and Temperature (PVT) variations. The
OTA structure has also a very poor AC PSRR compared to other conventional OTA struc-
tures. The OTA structure shown in Figure 3-2 (b) is referred to as the ’current-starved
inverter-based’ OTA. The current source of the OTA helps in improving the AC PSRR and
the DC operating point is more well-defined in this OTA compared to the OTA in Figure 3-2
(a). The OTA structure shown in Figure 3-2 (c) is the simplified OTA structure that is im-
plemented in this research work. Since the two current sources are present at the top and
bottom of the OTA, the OTA is isolated from the supply rails. The OTA is referred to as
’floating inverter-based’ OTA structure. This OTA structure has better AC PSRR from both
the supply rails and it doesn’t require a capacitive level-shift (CC in Figure 3-3) at its input,
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which is typically used in the other inverter-based OTAs (in combination with auto-zeroing)
to be able to freely define the input voltage.

Cx

Cint

CC
Vref Vout

VG

φ1

φ1

φ1

φ2

φ2

φ1

φ2

= Auto-zero phase

= Integration phase

Figure 3-3: Schematic of the current-starved inverter-based OTA [3]

The floating inverter-based OTA is a significant design step. In case of the current-starved
inverter-based OTA, the input signal is processed only during one half of the clock cycle
the other half has to be dedicated for auto-zeroing. The schematic of the current-starved
inverter-based switched-capacitor integrator is shown in Figure 3-3. The current-starved
inverter-based OTA based architecture has more thermal noise voltage introduced due to the
presence of the auto-zeroing capacitor CC . Since this capacitor is removed in our architecture,
it can be expected to be less noisy compared to the previous architecture [3]. The complete
schematic of the ’floating inverter-based’ OTA is shown in Figure 3-4. The cascoding devices
are present to improve the DC gain of the OTA. The CMFB transistors operate in linear
region and help in defining the DC potential at the output nodes of the OTA [20]. The rest
of the transistors in the schematic operate in weak inversion. This OTA structure is similar
to the OTA structure published independently in [19].

3-2 Design Technique II - Double Sampling

The second design technique that we have used in this work is double sampling. Figure 3-5
shows the comparison between a single sampling SC (Switched-Capacitor) integrator and a
double sampling SC integrator. Let us briefly look at the operation of the single sampled
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Figure 3-4: Floating inverter-based OTA
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structure and understand its pros and cons. During the clock phase (φ1) the input capacitor
Cs stores the charge Cs.Vin across it. During the clock phase (φ2) Cs dumps the stored charge
on the integration capacitor Cint. We can clearly observe that during the clock phase (φ1),
the integrator remains idle and burns static power. In case of a double sampling scheme,
we introduce another SC branch as shown in Figure 3-5 (b). Thus when the capacitor Cs1

samples the input signal during φ1, the capacitor Cs2 dumps the charge (that was stored
from the previous half-cycle) upon the integration capacitor and vice-versa. By using double
sampling, we have effectively doubled the sampling rate (in turn increasing the resolution
of the ADC). This is an extremely useful property that can be exploited in energy-efficient
circuits.

The beauty of the circuit is that it doesn’t place any extra loading requirements on the OTA,
thus the power and driving capability of the OTA in case of single-sampling and double-
sampling remains the same.

CS2

φ1

φ2

φ2

φ1

CSφ1

φ2

φ2

φ1

−

+

Cint

Vout

Vin CS1φ1

φ2

φ2

φ1

−

+

Vout

Vin

Cint

(a)
(b)

Figure 3-5: Comparison of (a) Single sampling integrator and (b) Double sampling integrator

The double sampling technique has a disadvantage. It is quite crucial for understanding this
issue. The method used to alleviate the problem is explained later. The input-output relation
of the double sampled OTA shown in Figure 3-5, is given by Eq. (3-1) [21].

Vout[n] = Vout[n − 1] +
CS

Cint
.Vin[n − 1] +

−1n.∆CS

2.Cint
.Vin[n − 1] (3-1)

Where CS = CS1+CS2

2
and ∆CS = CS1 − CS2 is the term that arises due to the mismatch

between CS1 and CS2 (ideally CS1 = CS2). The problem is due to the −1n term which can
be represented mathematically as −1n = Cos(2π(fs

2
)nT ). This is a sampled cosine waveform

with a frequency of fs

2
. Pictorially, −1n is just a waveform that has positive peak (for even

value of n) and negative peak (for odd value of n). This mismatch term is fed as an input
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to the input of the loop filter along with the actual input. Now, the input to the loop filter
also comes from the quantizer whose quantization noise peaks at fs

2
. The input from the

quantizer and the mismatch term gets mixed and the resultant DC term gets aliased back
into the baseband and it increases the noise floor. The SNR starts dropping down and the
severity of the SNR loss depends on matching of the capacitors(∆CS

CS
).

There are several design techniques to avoid this aliasing back of the noise to the baseband
[21, 22]. We have implemented the following technique [23]. In the frontend of the CDC
instead of explicitly using two branches for every differential input arm, we run the SC circuit
at twice the clock frequency. This is achieved by applying the input to the OTA using a single
SC branch that is ON during both phase φ1 and φ2. The advantage of doing this is that we
have only one capacitor instead of two and there is no matching requirement. For proper
operation of the circuit, an additional clock pulse called φre is required [23]. The memory
(state) of the input capacitor is cleared during the non-overlapping period called as φre, so
that there is no correlation between the input during phase φ1 and φ2. The implementation
of double sampling in the CDC is shown in Figure 3-6 and the corresponding timing diagram
is shown in Figure 3-7.

Another advantage of running the SC branch at twice the clock frequency is saving significant
chip area. In case the double sampling is implemented as shown in Figure 3-5, then there
will be two SC branches per differential arm. Hence there will be a total of 4 capacitors
that are required in the front-end of the CDC. The 4 capacitors are the sensor capacitors
and unlike the CMOS capacitors, these MEMS structures occupy very huge area. Thus by
running the front-end of the CDC at twice the clock frequency we manage to achieve the
same functionality with just 2 sensor capacitors (which results in huge savings in the chip
area). Apart from the SC branches in the front-end of the CDC, the rest of the SC branches
can be implemented using the regular double-sampling structure, which is also illustrated in
Figure 3-6. This is because: (1) in rest of the SC branches there will be no mixing of quantizer
signal and (2) the rest of the capacitors in the CDC are ordinary fringe capacitors and do not
occupy much area.

The reference voltage Vref is equal to the supply voltage. In the previous designs, the voltage
that was given to the node Vref was less than the supply voltage [3]. We have connected
it to the supply voltage to increase the signal charge that gets dumped into the loop filter.
This will help in improving the FOM of our system. In Figure 3-6, the voltage Vmid sits
in the middle of the supply voltage. If the Vcm (common-mode signal = 0.6V) is given
over here, then it will result in injection of a common-mode signal when the supply is varied.
Figure 3-8 shows the schematic of the Mid-supply voltage generator. It is basically a switched-
capacitor attenuator/divider. The capacitors C1, C2 (both 100fF) is used for generating V dd

2
.

The capacitors C3, C4 (both 1pF) act as charge reservoirs which supplies the transient load
current.
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Figure 3-7: Timing diagram for double sampling
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Figure 3-8: Mid-supply voltage generator
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There are some interesting points to be noted due to the implementation of double-sampling.

• The floating inverter-based OTA structure is excellently suited for the implementation
of double sampling. The other inverter-based OTA structures require auto-zeroing and
it is less suitable to implement double-sampling using them.

• Due to the implementation of the double-sampling, we can obtain the required resolution
in half the measurement time compared to [2]. Thus we have effectively increased the
performance of our CDC 2X times better (in terms of the FOM) compared to the
existing state-of-the-art CDC [2].

3-3 Design Technique III - System - Level Chopping

In the previous implementation of the CDC [2], the bottleneck for the performance was the
phenomenon of charge-injection. The charge balancing architecture (through the presence of
negative feedback), can eliminate multiplicative errors (like 1

f noise). However the charge-
injection is an additive error and cannot be eliminated. The issue is represented in the
input-output relation of CDC as shown in Eq. (3-2).

µ =
Cx − Coff + Cref ± Qinj

Vref

2Cref
(3-2)

where Qinj represents the charge-injection. To eliminate the charge-injection error, system-
level auto-zeroing was previously implemented [2]. This involves taking two measurements
(one with the sensor capacitance connected and the other without the sensor capacitance).
The two measurements will have approximately the same error due to charge-injection and
subtracting the two measurements will eliminate the error. The disadvantage is that for
obtaining a single reading the conversion time is doubled. This is overcome in our CDC by
implementing system-level chopping [6]. The implementation of the system-level chopping in
the CDC is shown in Figure 3-6. To obtain the digital output, the decimation filter has to be
a SINC filter to eliminate the chopper ripple.

The advantage of the system-level chopping in our system is as follows:

• Using system-level chopping we can obtain the digital output of the CDC in half the
measurement time (when compared to system-level auto-zeroing). Thus, we have effec-
tively increased the performance of our CDC 2X times better (in terms of the FOM)
compared to the existing state-of-the-art CDC [2].

• In summary, by use of the proposed design techniques in our CDC, we can achieve 4X
times (2X - due to double sampling, 2X- due to system-level chopping) better perfor-
mance compared to the state-of-the-art [2].

3-4 Circuit Implementation

In this section, we will briefly discuss the implementation of various circuits blocks.
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3-4-1 Bias Generator

Figure 3-9 shows the biasing circuit block. A constant- gm bias circuit [24] was designed which
provides the master bias, from which the required biasing currents are derived. Voltages
VBIASP , VBIASN and Vcm represent the biasing voltages of PMOS, NMOS and the common-
mode voltage respectively. Since our design has to work from 1.2V - 1.8V, all the bias voltages
are referenced to ground (so that they remain constant irrespective of the supply voltage).

Vdd

R
B

IA
S

VBIAS

1:1

K:1

Bias current
for various circuit blocks

Vdd

VBIASN

VBIASP

Vcm

CONSTANT-gm BIAS

Figure 3-9: Schematic of Bias Generator

3-4-2 Clock Booster

The minimum supply voltage is around 1.2V and the common-mode voltage is 600mV (which
is close to the threshold voltage of our technology). Thus the switches will have very high
resistance (due to very low gate overdrive voltage), if the supply voltage is directly given.
To reduce the switch resistance and to properly turn ON all the switches we use a clock
booster. It is to be noted that all the switches in our design are normal NMOS transistors
(no special technology layers are used). Figure 3-10 shows the implementation of the single
ended input/output clock booster [25]. The capacitors C1,C2 are implemented using fringe
capacitors. The two capacitors need not be equal. The sizing of capacitor C2 depends on
the total gate capacitance present at the output node of the clock booster and the layout
parasitic. Hence it is generally advisable to size C2 after an rough estimate of the layout
parasitic. The size of C1 is relatively small because it drives the gate of only one NMOS
transistor. In our design, C1 and C2 were chosen as 30fF and 210fF respectively. Figure 3-11
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shows the double input clock booster. This block is used to boost the non-overlapping clocks
like φ1, φ2. The capacitors C1 and C2 in this design were both chosen to be 100fF.

C1 C2

IN

OUT

Vdd

CPARASITIC

Figure 3-10: Schematic of single input Clock Booster [26]

3-4-3 Offset Capacitor

Figure 3-12 shows the schematic of the offset capacitor bank. It is a binary-weighted capacitor
array whose unit capacitor value is 100fF. And it is tunable from 3.1pF to 100fF. This tunable
property is extremely useful for compensating a wide range of baseline capacitance (that can
vary due to process variation, due to fabrication of external or on-chip sensor capacitor). The
required value of Coff is chosen by the serial in / parallel out shift register. The reference
capacitor in our design is fixed to 200fF. Thus the CDC can measure a full-scale range of
400fF (Since a third order modulator is used the actual measurement range will be around
67% of 400fF).

3-4-4 Serial In / Parallel Out Shift Register

The serial in / parallel out shift register is used to provide the required control signals for
various circuit blocks. The implementation of which is same as that of the standard IC
available in market (example: IC 74AHC594 from NXP). It provides control signals for the
offset capacitor bank, choosing an external or on-chip bias current and monitoring of the
output of integrators.

3-4-5 Clock Generator

The generation of non-overlapping clock phases (φ1, φ2) and their delayed versions (φ1D, φ2D)
for bottom plate sampling is well established [6, 3]. The signal φre is generated by making
minor changes in the non-overlapping clock generator. The major task is to design the delay
block that defines the pulse width of φre. The clock period for our design is 5µs. The width of
the φre is designed to be around 300ns. This delay is generated using a programmable delay
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C1

C2

IN1

IN2

OUT1

OUT2

Vdd

Figure 3-11: Schematic of double input Clock Booster [26]
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COFF (3.1pF - 100fF)

Figure 3-12: Schematic of the Offset capacitor bank
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generator as shown in Figure 3-13. An external bias current is provided to the current starved
inverters. By tuning the current we can control the rise and fall time of the inverter, when
this signal is passed through the Schmitt trigger, we get a well-defined delay. The capacitors
C1, C2 are just load capacitors whose presence helps in increasing the delay of the block (by
loading the inverter). The schematic of the Schmitt trigger is also provided in Figure 3-13
[24].

Bond pad

IEXTERNAL

IN

Vdd

OUT

C1 C2

Vdd

Vdd

Input InputOutput Output

Figure 3-13: Programmable Delay generator

3-4-6 Comparator

Figure 3-14 shows the schematic of the comparator. This is a standard implementation of
a comparator [3, 6]. The first stage of the comparator is the pre-amplifier. It is a low-gain
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(diode-connected load), high-speed stage. It serves to provide sufficient amplification for the
latch stage and it prevents any kick-back noise passing from latch stage to the passive sum-
mation node. The second stage is the track and latch stage. The decision of the comparator
is taken when the signal φEV AL becomes low. The last stage is just a latch stage that is used
for generating a rail-rail output. The delay of the comparator was measured to be around
65ns.

Vdd Vdd Vdd

Vout

Vin - Vin +

φ
EVAL

Ground Ground

I2
I1

Figure 3-14: Schematic of Comparator
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Chapter 4

Simulation Results

The architecture and systematic analysis of the CDC have been introduced in previous chap-
ters, followed by the implementation details of various circuit blocks of the CDC. In this
chapter, we will discuss the simulation results of the CDC in detail.

4-1 OTA Simulation Results

The floating inverter-based OTA was introduced in the previous chapter. Now we will discuss
the simulation results of the OTA. A leaky integrator was modelled in MATLAB. The MAT-
LAB simulation of the incremental ∆Σ ADC showed that to achieve the 16 bit accuracy, the
OTA gain must be higher than 70dB. The output swing of the OTA in MATLAB simulation
was shown to be less than ± 100mV.

Figure 4-1 shows the plot of DC gain of the OTA versus its output swing with VDD = 1.2V.
The DC gain of the OTA was simulated to be around 77dB even when the supply voltage of
the OTA was swept from 1.2V - 1.8V, thanks to the floating inverter-based OTA structure,
which isolates the OTA from the supply rails by the current mirror.

Given a set of loading conditions, settling time etc., the transconductance (gm) of the OTA
can be calculated using the following equation [3], which can be derived from the model shown
in Figure 4-2:

gm = 2.ln(2.
(m + 1)

TCLK
(Cin + CL +

CinCL

Cint
)) (4-1)

where m is the required accuracy in bits, TCLK is the Clock period (m = 16bit, TCLK = 5µs
was given) and Cin, Cint, CL are the input capacitor, integration capacitor and load capacitor
respectively. The designed value of gm of the OTA and their current consumption for VDD
=1.2V is given in Table 4-1.

Master of Science Thesis Lokesh Rajendran



50 Simulation Results

−200 −150 −100 −50 0 50 100 150 200
60

62

64

66

68

70

72

74

76

78

Output Swing (in mV)

D
C

 g
ai

n 
(in

 d
B

)

Figure 4-1: DC gain versus Output swing of the OTA

−
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Figure 4-2: Circuit model of the integrator [3]

Designed value of gm Current consumption

1st integrator 19µS 0.653µA

2nd integrator 5µS 0.186µA

3rd integrator 2.3µS 93nA

Table 4-1: Simulation results of the OTA
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4-2 Layout of the CDC

The layout of the complete CDC is shown in Figure 4-3. The chip occupies an area of
about 892µm by 1196µm (including the bondpad and die-seal ring). The various numbers
in Figure 4-3 indicates the location of a particular block. The whole chip is covered in
Metal 5 (not shown in the figure) which acts as the shielding plate. It prevents the electrical
interference generated by the circuit from reaching the sensor (which sits on top of the chip).

Figure 4-3: Layout of the CDC

4-3 Performance of the CDC

The simulated results of the CDC are summarized in Table 4-2. The state-of-the-art energy
consumption for CDC is 8.3nJ [2]. Based on the simulation results, the current design achieves
2.01nJ which is roughly 4X times better than the state-of-the-art CDC while also achieving a
substantially higher resolution. The use of double sampling, system level chopping techniques
and the use of supply voltage as Vref has resulted in the better performance of our CDC when
compared to the state-of-the-art [2].
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Specification Performance

Technology 0.16µm

Supply 1.2V

Current consumption 2.33µA (Analog blocks)

Measurement time 0.72ms

Input range 0.87pF - 1.13pF

Full scale 0.26pF

ENOB 16 bits

Area 0.34mm2

Energy 2.01nJ

FOM 0.03pJ/step

Table 4-2: Performance summary of the CDC

4-3-1 Bitstream FFT

The FFT of the bitstream of the incremental ∆Σ ADC is shown in Figure 4-4 and Figure 4-5
for the supply voltage, VDD = 1.2V and 1.8V respectively. The simulation was run for 10ms
to obtain sufficient number of samples for the FFT and Hanning window was applied. As
seen in both the figures, the 3rd order noise shaping is clearly seen.
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Figure 4-4: Simulated FFT of 3972 point bitstream with Hanning window (supply voltage =
1.2V)
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Figure 4-5: Simulated FFT of 3972 point bitstream with Hanning window (supply voltage =
1.8V)

4-3-2 Resolution

The performance of the CDC (at a supply voltage of 1.2V) when the input capacitance is
swept is shown in Figure 4-6. The offset capacitance was set to 1pF and the reference capacitor
(which is fixed) is 200fF. CoI (Cascade-of-Integrators) filter was implemented in Verilog-A and
used for obtaining the digital output of the CDC. The simulation result shows that it achieves
the required accuracy across the input range. The performance of the CDC was also checked
with the following conditions: two capacitors were connected from either of the terminals of
the sensor capacitance (Cx) to ground with a value of 4.Cx. This mimics the parasitic loading
effect of the sensor capacitance that is connected off-chip. The CDC achieved the required
ENOB after the clock period was relaxed from 5µs to 10µs. Thus it proves that the CDC is
functional with both on-chip and off-chip sensor capacitance.

4-4 Issues of the CDC at 1.8V Supply

The CDC when operated with 1.8V supply didn’t give the required performance. The ENOB
drops below 10 bits. Although we obtained the expected 3rd order noise shaping (Figure 4-5),
the output swing of the integrators were within desired range of ± 100mV and they showed
proper settling, but still the required ENOB was not achieved. The issue has to be debugged
in the future.
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Figure 4-6: Quantization error plot of the CDC
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Chapter 5

Conclusion

5-1 Thesis Contribution

A 3rd order incremental ∆Σ ADC optimized for interfacing with a MEMS-based pressure
sensor has been presented in this thesis. The system is implemented in NXP 0.16µm CMOS
technology. The layout of the CDC has been completed and the post-layout simulations
indicate proper operation of the circuit with 1.2V supply. The following are the contributions
of this thesis:

• Systematic analysis of CDC. The thesis has clearly outlined a systematic analysis
of thermal and quantization noise and energy-efficiency analysis procedures of a CDC.
Using this analysis different CDC architectures can be compared, which has also been
demonstrated in the thesis by comparing linear and non-linear CDC. The discussions
are quantified with derivations and MATLAB simulations.

• Novel CDC architecture. In the thesis, a novel non-linear CDC architecture has
been proposed and completely analysed at the system level.

• Energy-Efficient CDC. The thesis has demonstrated a CDC that achieves 4X better
performance in terms of energy consumption when compared to the current state-of-
the-art CDC [2] (based on simulation results alone) while also achieving a substantially
higher resolution. This performance was achieved by various design techniques such as
double sampling, system-level chopping and a novel inverter-based OTA which helped
to achieve one of the best performing CDC in terms of energy-efficiency. These design
techniques were for the first time demonstrated in a CDC.

5-2 Future Work

The operation of the CDC at 1.8V supply needs to be debugged and fixed. The Layout of
the CDC has been completed and can be taped out. Some of the potential improvements or
extensions of this work are provided below.
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• The novel non-linear CDC can be implemented and compared with existing CDC ar-
chitectures. The circuit implementation of this CDC would be quite interesting. The
loop filter architecture will almost remain the same with modifications required in the
frontend of the CDC.

• The floating inverter-based OTA can be implemented with Class AB biasing and its
performance in CDC can be investigated.
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Appendix A

Discussion of Linearization Approach

In section 2-4 of the thesis, a linearization routine in MATLAB was done for choosing of
the coefficients (α, β, δ, γ) of the non-linear CDC. Based on the MATLAB routine, we chose
the following coefficients (α = -2, β =-1, δ = 0.6, γ =2.2). The output of the non-linear
CDC and the linear fitting done in MATLAB is shown in Figure A-1. Figure A-2 shows
the residual non-linearity in terms of pressure for the non-linear CDC. The maximum non-
linearity is around 0.05 bar. Depending on the linearity requirements, further linearization in
the back-end may be required.
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Figure A-1: Output of non-linear CDC and linear fitting in MATLAB

To have an appreciation of the linearization done by the non-linear CDC in the front-end,
let’s consider the case of the linear CDC. The output of the linear CDC and the linear fitting
done in MATLAB is shown in Figure A-3. Figure A-4 shows the residual non-linearity in
terms of pressure for the linear CDC. The maximum non-linearity is around 0.426 bar.

Master of Science Thesis Lokesh Rajendran



58 Discussion of Linearization Approach

0 0.2 0.4 0.6 0.8 1 1.2 1.4
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

Pressure (bar)

N
on

−
lin

ea
rit

y 
(b

ar
)

Figure A-2: The absolute non-linearity in CDC’s output µ - non-linear CDC

We can clearly see the power of linearization obtained using the non-linear CDC which
achieved a maximum non-linearity of around 0.05 bar compared to 0.426 bar obtained by
the linear CDC.
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Figure A-3: Output of linear CDC and linear fitting in MATLAB
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Figure A-4: The absolute non-linearity in CDC’s output µ - linear CDC
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