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The actuator disc (AD) model is commonly used to simplify the simulation of horizontal-axis wind-turbine aerodynamics. The limitations of this approach in reproducing the wake losses in wind farm simulations have been proven by a previous research. The present study is aimed at providing an experimental analysis of the near-wake turbulent flow of a wind turbine (WT) and a porous disc, emulating the actuator disc numerical model. The general purpose is to highlight the similarities and to quantify the differences of the two models in the near-wake region, characterised by the largest discrepancies. The velocity fields in the wake of a wind turbine model and a porous disc (emulation of the actuator disc numerical model) have been measured in a wind tunnel using stereo particle image velocimetry. The study has been conducted at low turbulence intensity in order to separate the problems of the flow mixing caused by the external turbulence and the one caused by the turbulence induced directly by the AD or the WT presence. The analysis, as such, showed the intrinsic differences and similarities between the flows in the two wakes, solely due to the wake-induced flow, with no influence of external flow fluctuations. The data analysis provided the time-average three-component velocity and turbulence intensity fields, pressure fields, rotor and disc loading, vorticity fields, stagnation enthalpy distribution, and mean-flow kinetic-energy fluxes in the shear layer at the border of the wake. The properties have been compared in the wakes of the two models. Even in the absence of turbulence, the results show a good match in the thrust and energy coefficient, velocity, pressure, and enthalpy fields between wind turbine and actuator disc. However, the results show a different turbulence intensity and turbulent mixing. The results suggest the possibility to extend the use of the actuator disc model in numerical simulation until the very near wake, provided that the turbulent mixing is correctly represented. © 2016 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4941926]

NOMENCLATURE

\( a \) induction factor
\( A \) area
\( \text{AD} \) actuator disc
\( c \) blade chord
\( C_D \) drag coefficient
\( c_p \) pressure coefficient
\( C_t \) thrust coefficient
\( c_{p^+} \) and \( c_{p^-} \) upwind and downwind pressure coefficients
\( D \) diameter
\( \text{DR} \) digital resolution
\( e \) internal energy per unit mass
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I. INTRODUCTION

Currently in-use, wind farm numerical models often struggle to accurately reproduce the flow within a wind farm, in particular, at the second row of wind turbines (WT) as the incoming flow develops from an atmospheric boundary layer to a wind farm canopy boundary layer. For this reason, the wind energy community is working toward full-wake models, including a better representation of the near-wake flow induced by a more realistic modelling of rotor aerodynamics (Sanz Rodrigo and Moriarty, 2014). The actuator disc (AD) is a thin circular region where body forces extract momentum from the flow: it is commonly used for modelling the rotor of a horizontal axis wind turbine for simplifying the numerical simulation of the flow development in a wind farm. This simplification is obtained at the expenses of accuracy in the near wake, which is strongly affected by the presence of the rotating blades (Lignarolo et al., 2014b), whereas in
the far wake this simplification is generally more acceptable (see the numerical analysis by Wu and Porté-Agel (2011) on the far-wake discrepancies in the flow prediction between a wind turbine and an actuator disc). Schepers (2012) noted that the actuator disc approach, in combination with the $k$-$\varepsilon$ turbulence model, leads to strong velocity gradients at the wake edges, causing unphysical turbulence production peaks, which enhance the near-wake mixing. In his review study, he suggested that the actuator disc approach often fails in reproducing the effects of flow turbulence, due to the absence of the blade tip-vortex development and breakdown and writes about the importance of investigating how to reduce the inaccuracy of the AD model in the wake region within 5 diameters from the rotor. In fact, the incorrect estimation of the near wake turbulence has repercussions on the mixing process across the wake and ultimately on the rate at which the wake recovers flow momentum is incorrectly modelled (Lignarolo et al., 2014b and Schepers, 2012). With the increased utilization of the wind-farm space, this limitation is no longer acceptable for current engineering applications. For example, in the Lillgrud off-shore wind farm, rotors are dislocated in grid with spacing between 3.3 and 4.3 diameters (Gaumond et al., 2012), and in the Horns Rev off-shore wind farm around 7 diameters (Barthelmie et al., 2007).

Recent extensive application of the actuator disc model in the numerical simulation of wind farms can be found in the works of Meyers and Meneveau (2012) and Calaf et al. (2010). El Kasmi and Masson (2008) developed a modified $k$-$\varepsilon$ model for the actuator disc accounting for energy exchange between large and small scale turbulence structures in the region close to the disc. Nishino and Wilden (2012) studied numerically the effect of the near wake mixing on the energy extraction performance of a wind turbine simulated with the actuator disc model. Other examples of actuator disc application in numerical simulations can be found in the thesis of Mikkelsen (2003) and in the reviews from Sanderse et al. (2011), Schepers (2012), and Vermeer et al. (2003). Despite the popularity of this simplified numerical model, too seldom this has been taken into consideration for wind tunnel studies. The actuator disc can be emulated in a wind tunnel by a porous disc. The device, which can be realised with different techniques, does not extract directly energy from the flow, but has the function to dissipate the kinetic energy of the incoming wind into turbulence and, eventually, into heat. Few studies are available, which analyse the flow field in the near wake of a porous disc with the purpose of emulating a wind turbine wake and examples of various techniques for realising the model can be found. For instance, Aubrun et al. (2013) and Aubrun et al. (2007) manufactured a small-scale porous disc using fine metal meshes, while perforated metal plates have been adopted by Medicci (2005) and Sforza et al. (1981). Pierella and Sætran (2010) realised a porous disc with wooden grids. Nevertheless, in a direct experimental comparison of the turbulent flow in the near wake, a porous disc with the one of the rotating turbines of the same dimension and axial force, with high-resolution 2D measurements, is currently not available.

The present study is aimed at providing an experimental analysis of the near-wake turbulent flow of a WT and a porous disc emulating the AD numerical model. The underlying question is how much the near wake of a WT differs from the one of the ADs given similarity of dimension, axial force, and extracted energy. The wake velocity field is measured in the low-speed Open Jet Facility (OJF) wind tunnel of Delft University of Technology (TUDelft) with the stereoscopic particle image velocimetry (SPIV) technique. The porous disc is assembled in order to have the same diameter and drag coefficient of the WT model. The latter is the same two-bladed 60 cm diameter rotor used by Lignarolo et al. (2014a). The comparison of the two wakes is conducted in the presence of an instability of the tip-vortex helical structure, the so-called leapfrogging, which causes the tip vortices to pair and roll around each other to form a single vortex structure. The tip-vortex instability is in fact a critical near-wake feature, whose main effect is to start a more efficient mixing process which anticipates the far wake features. This phenomenon cannot be reproduced with the AD model and as such constitutes a major difference between the two wakes. A comparison between a WT wake and an AD wake in the presence of leapfrogging is for this reason of particular interest. Following the experimental studies of Dobrev et al. (2008), Felli et al. (2011), and Sherry et al. (2010), Lignarolo et al. (2014a) have shown how the instability of the tip-vortex helix has a major effect on the wake
mixing and re-energising mechanism. Lignarolo et al. (2015a) have conducted a detailed analysis of the effect on the turbulence field and wake mixing due to the presence of the leapfrogging instability. Bolnot et al. (2011) simulated numerically the helical wake using an array of axisymmetric vortex-rings for studying the onset of pair-wise instability in helicopter and wind-turbine rotor wakes. Leweke et al. (2013) measured experimentally the growth rate of pair-wise instability in a water channel with different triggering modulations. Ivanell (2009) and Ivanell et al. (2010) reproduced with large eddy simulation the tip-vortex helix development and instability and measured the near wake length as a function of the inflow turbulence. In this study, the wake instability was triggered by an artificial disturbance introduced at the blade tip during the simulation. In experimental studies by Bolnot et al. (2014) and Odemark and Fransson (2013), artificial disturbances were also used for triggering the tip-vortex instability, as asymmetries in the rotor geometry and pulsed air jets. In the present study, the leapfrogging is triggered by an asymmetry of the blade pitch angle, as by Lignarolo et al. (2014a). The use of an adapted formulation of the momentum equation in differential form allowed to compute the pressure field and stagnation enthalpy around the rotor and the porous disc directly from the velocity data in the incompressible regime (Ragni et al., 2011; 2012; and van Oudheusden, 2013). The out-of-plane vorticity field is calculated by differentiation of the time-average velocity field with a central difference scheme. The three-component turbulence intensity is calculated and compared in the wakes of both models. A double decomposition of the flow velocity field is employed to extend the analysis performed by Lignarolo et al. (2015b) and to quantify the mean-flow kinetic-energy transport across the wake shear layer. In this regard, two wake locations are chosen before and after the leapfrogging and results are compared with the ones obtained in the wake of the actuator disc at the same locations.

Most of the studies mentioned in this section have been performed in presence of high wind tunnel turbulence or simulated atmospheric boundary layers (and atmospheric turbulence). The present study has been conducted at a very low turbulence intensity (0.5%) in order to focus the analysis solely on the wake-induced flow, with no influence of external flow fluctuation, minimising the number of parameters affecting the wake mixing. The objective is in fact to study the intrinsic differences and similarities between the flow in the wake of an AD and a WT, separating the problems of the mixing caused by the external turbulence and the one caused by the turbulence induced directly by the AD or the WT. The scope is not to represent a real situation, but to analyse the core nature of an AD and a WT wake in its essence. Additionally, the analysis of the wake meandering (Medici, 2005) is not in the scope of the present study and the measurements are not organised for capturing such low-frequency oscillations.

II. EXPERIMENTAL METHOD

The present section contains information on the wind-tunnel and experimental models used in this project. Section II A contains descriptions of the OJF wind-tunnel. The wind turbine model and the porous disc design are presented in Sections II B and II C, respectively. Sections II D and II E summarise the experimental conditions and the SPIV setup parameters. In Section II F, the Reynolds-average mean-flow kinetic energy transport equation is derived.

A. Wind-tunnel

Experiments have been conducted in the OJF wind tunnel located at TUDelft. The OJF is a low-speed closed-loop open-jet wind tunnel with an octagonal test section, having an equivalent diameter of 3 m and a contraction ratio of 3:1. It delivers a uniform stream with about 0.5% turbulent intensity in the region within 1 m distance from the nozzle and lower than 2% until 6 m from the nozzle exit. At the latter distance, the uniform-flow section reduces to approximately \(2 \times 2 \text{ m}^2\). A detailed characterization of the wind-tunnel flow can be found by Lignarolo et al. (2014a). The flow is driven by a fan with an electrical engine of 500 kW and the temperature is kept constant at 20°C by a heat exchanger which provides up to 350 kW of cooling power.
B. Wind-turbine model

A two-bladed horizontal-axis wind-turbine with a 0.6 m diameter has been designed and the blades have been manufactured in aluminium with a high-precision CNC milling machine. The Eppler E387 airfoil with 9.06% thickness (Selig et al., 1995) has been used, with a twist distribution from 4.4° at the tip to 19.4° at the root. The maximum blade chord is 0.074 m at \( r/R = 0.18 \), with \( r \) being the radial coordinate. The design (optimal) tip-speed ratio was \( \lambda = \frac{\nu}{R/\infty} = 6 \). In the present experiments, the turbine was operated at an above-optimal tip-speed ratio \( \lambda = 6.97 \) at a free-stream wind speed of \( U_\infty = 4.7 \text{ m/s} \). The rotational speed was \( \nu = 109.3 \text{ rad/s} \) (see Table I). The maximum chord-based Reynolds number achieved at these conditions is \( Re_{c,t} = 96 000 \) at the blade tip. The diameter-based Reynolds number is \( Re_D = 188 000 \), which is about one order of magnitude lower than in full-scale operating conditions. The nacelle was designed for minimising its effect on the flow: the ratio rotor-to-nacelle area is less than 6%. The studies of Whale et al. (2000) have demonstrated that the wake exhibits a low dependency on the Reynolds number, comparing experimental measurements in the wake of a small wind-turbine with a chord-based Reynolds number ranging from 6400 to 16 000 with the results from an inviscid vortex code, representative of an infinite Reynolds number. The comparison shows a weak sensitivity to Reynolds number on the fundamental behaviour of the helical vortex wake, because the numerical results are fully comparable with the experimental ones. The study of Chamorro et al. (2012) suggest that main flow statistics become independent of Reynolds number from \( Re = 9.3 \times 10^4 \), lower than the value estimated in the present experiments. The model was installed at 1.17 rotor diameters (0.7 m) from the tunnel exit. The wind-tunnel blockage-ratio is 0.04. As in similar cases in the previous literature, no blockage correction is applied (Chen and Liou, 2011 and Schreck et al., 2007). A six-component balance is used for measuring the drag force on the turbine (and on the disc, see Sec. II C). The device is provided with six Wheatstone bridges which are able to measure three components of force, in the axial, radial, and vertical directions, and three components of moments, in the rolling, pitching, and yawing directions with an accuracy of the balance is ±0.23% of the measured load. The turbine blades and nacelle are coated with a black paint for dimming the reflection of the laser beam. More information on the wind turbine design and the characteristics of the balance are provided in a similar investigation by Lignarolo et al. (2014a). The results of the thrust measurements are reported by Lignarolo et al. (2014b). The thrust coefficient was calculated with the following equation:

\[
C_t = \frac{T}{0.5 \rho A U_\infty^2},
\]

where \( T \) is the thrust force applied by the wind on the disc/turbine, \( \rho \) is the air density, and \( A \) is the rotor/disc area and the value was \( C_t = 0.93 \). For triggering the leapfrogging instability, an asymmetry of the blade pitch angle is introduced. The blades are installed to the nacelle hub and

<table>
<thead>
<tr>
<th>Parameters</th>
<th>WT</th>
<th>AD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free-stream velocity</td>
<td>( U_\infty )</td>
<td>4.7 m/s</td>
</tr>
<tr>
<td>Free-stream turbulence intensity</td>
<td>( TI_\infty )</td>
<td>0.5%</td>
</tr>
<tr>
<td>Rotational frequency</td>
<td>( \nu )</td>
<td>109.3 rad/s (17.4 Hz)</td>
</tr>
<tr>
<td>Reynolds (chord based) blade root, ( r/R = 0.20 )</td>
<td>( Re_{c,r} )</td>
<td>32 000</td>
</tr>
<tr>
<td>Reynolds (chord based) blade tip, ( r/R = 1 )</td>
<td>( Re_{c,t} )</td>
<td>96 000</td>
</tr>
<tr>
<td>Reynolds (diameter based)</td>
<td>( Re_D )</td>
<td>188 000</td>
</tr>
<tr>
<td>Thrust coefficient (balance measurements)</td>
<td>( C_t )</td>
<td>0.93</td>
</tr>
<tr>
<td>Tip speed ratio</td>
<td>( \lambda )</td>
<td>6.97</td>
</tr>
</tbody>
</table>
with a pitch-angle difference of 0.5°; this acts as a constant trigger for the wake instability, similar to the studies of Bolnot et al. (2014).

C. Design of an actuator disc model

Several solutions for reproducing a “physical” actuator disc can be found in the literature, as discussed in Section I. The main design drivers are porosity, structural stiffness, and wake-flow uniformity. The porosity is a measure of the permeable area of the disc and it is defined as the ratio between the open area and the total area of the disc. In Figure 1, the results of five experiments found in wind energy literature are compared, showing a consistent decreasing drag coefficient with increasing porosity. Structural stiffness is important in order to avoid oscillations at the free edge of the disc, which would strongly compromise the quality of the flow in the wake. In Section I, examples have been given about stiff structure obtained by modelling the actuator disc with perforated metal plates or by employing a mesh composed by wooden sticks. However, for the present study, the metal-mesh solution adopted by Aubrun et al. (2013) and Aubrun et al. (2007) was chosen. A 0.6 m diameter porous disc is manufactured by stacking three layers of fine metal mesh with uniform porosity $\xi = 60\%$ and spacing $\delta = 1\,\text{mm}$ with two additional larger meshes for structural stiffness ($\delta = 10\,\text{mm}$ and $\delta = 50\,\text{mm}$, respectively) as shown in Figure 2. Mesh A has the double function of fine-tuning the drag coefficient and of flattening the underlying layers of fine mesh, whereas mesh B has the only function of supporting and stiffening the entire structure. A disc with total porosity $\xi = 32\%$ and drag coefficient $C_D = 0.93$ (equal to the turbine $C_t = 0.93$) is obtained. This is consistent with the results of previous experiments in Figure 1. The total thickness of the disc is 4 mm, which is 0.6% of the disc diameter. A uniform porosity disc has been adopted, disregarding the distribution of loads on the WT blades. The uniform disc of porosity $\xi = 32\%$ matches the thrust coefficient of the WT at tip-speed ratio $\lambda = 6.97$. Also, the disc is coated with a black paint for dimming the reflection of the laser beam. Section III B presents a comparison between two different methods for calculating the thrust coefficient. The disc structure was connected to the same nacelle of the turbine: in this way, both wakes show the same nacelle flow and all differences are only due to the presence or absence of the blades.

D. Experimental conditions

The measurements were performed in the wakes of the two models up to 2.2 diameters downstream, with multiple fields of view (FOV) in a horizontal plane at the hub height. The positions of the fields of view are represented in Figure 3, where each squared window

![Graph showing porosity vs drag coefficient](image)

**FIG. 1.** Porous-disc drag coefficient as a function of porosity for several cases in literature.
represents an FOV in the horizontal plane. The darker shade between the windows shows the overlap between two adjacent FOV, which is 0.05 m in the axial and radial direction. The size of each field of view is 0.297 × 0.227 m² (0.50 × 0.39 diameters). The measurement plane is parallel to the ground and perpendicular to the tower; therefore, the wake measurements do not exhibit any tower effect and the wake can be considered symmetric. For this reason, only one flow in half of the wake is captured. The distance between the turbine and the wind tunnel exit is approximately 1 rotor diameter. Table I summarises all relevant parameters about the experimental conditions. For each FOV, 200 unconditionally sampled three-component SPIV vector fields are averaged in order to obtain the mean velocity fields and second order turbulence statistics. Lignarolo et al. (2014a) have shown that such number of samples in very similar experimental conditions is sufficient for having a well-converged flow statistics. In four particular FOVs (near and far wake of the AD and near and far wake the WT, see Figure 22 in Sec. III F), a much larger number of samples have been taken (1000 for the AD and 5000 for the WT). The velocity fields in each FOV are combined with a simple stitching algorithm, selecting only one field in the overlapping region. No smoothing nor averaging is applied to the data.

FIG. 2. Porous disc structure (not in scale).

FIG. 3. Flow-field measurement configuration.
E. Stereoscopic particle image velocimetry

The three-component velocity fields in the rotor wake are obtained with SPIV experiments; the total vector field is obtained by stitching the results from different fields of view, as detailed in Figure 3. A traversing system, supporting the whole set up, enables to scan the flow field in the wake of the horizontal-axis wind-turbine wake, translating in 2D of about 1.2 m × 0.9 m. A Quantel Evergreen Nd:YAG laser system, with an average output of 200 mJ/pulse, provides the required illumination. The laser light is conveyed to form a 2 mm laser sheet of about 0.4 m width at the field of view. Images with a field of view of 0.297 × 0.227 m² (0.50 × 0.39 diameters) are acquired with two LaVision Imager Pro LX 16 Mpix (4870 × 3246 px², 12 bits) with pixel pitch of 7.4 µm/px. Two Nikon lenses of f = 180 mm and an aperture f# = 2.8–4 have been used. The obtained magnification factor is M = 0.10. The focusing plane has been slightly offset with respect to the laser plane (defocusing), to obtain an image of the particle of about 2–3 px. Therefore, no bias error due to peak-locking is expected (Westerweel, 1997). Seeding was provided in the test section by a SAFEX smoke generator with SAFEX MIX, and able to produce liquid droplets of less than 1 µm. Double-frame recordings have been acquired and processed with LaVision Davis 8.1.4; the final interrogation window size is 24 × 24 px² with 50% overlap, with a resolution of 1.46 mm and a vector spacing of 0.732 mm.

Table II summarises the main parameters of the stereo PIV setup.

F. Theory

The mean-flow kinetic-energy transport in the wake shear layer is evaluated in two selected locations, before and after the leapfrogging phenomenon. Results are compared in the wake of the WT and of the AD. The transport equation of the mean-flow kinetic-energy (2) is obtained as by Hamilton et al. (2012), with a Reynolds double decomposition of the flow where \( \bar{u}_i \) is the time average velocity in the \( i \)-direction and \( \bar{K}_E \) is the mean-flow average kinetic energy, \( p \) is the pressure, and \( \overline{u'u'_j} \) are the Reynolds stresses. The third term of the right-hand-side of Eq. (2) represents the spatial gradient of the mean-flow kinetic-energy fluxes

\[
\bar{u}_j \frac{\partial \bar{K}_E}{\partial x_j} = -\frac{1}{p} \frac{\partial}{\partial x_i} \left( \frac{\overline{u'u'_j}}{\bar{u}_i} \right) \frac{\partial \bar{u}_j}{\partial x_i} - \frac{\partial}{\partial x_i} \left[ \bar{u}_i \left( \overline{u'u'_j} \right) \right]. \tag{2}
\]

When the equation is applied to a control volume including the wake shear layer but not encompassing the AD/WT, as shown by Lignarolo et al. (2015a) for \( i = 1 \) and \( j = 2 \), the term \( \Phi = -\bar{u}_i (u'v') \) represents the flux in the radial direction of the streamwise mean-flow kinetic-energy. In other words, the term represents the entrainment of free-stream kinetic energy across the wake shear layer. It must be noted that a positive flux, meaning positive entrainment of kinetic energy toward the inner part of the wake, can happen only in case of a negative correlation between \( u' \) and \( v' \) (\( u'v' < 0 \)). This condition is satisfied in case of a turbulent bursts of slow speed fluid directed away from the wake centreline (\( u' < 0 \) and \( v' > 0 \)) or in case of turbulent bursts of high speed fluid directed downward toward the inner part of the wake (\( u' > 0 \) and \( v' < 0 \)).

**TABLE II.** System parameters of the SPIV setup (Lignarolo et al., 2014b).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>SPIV setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement field of view</td>
<td>FOV</td>
</tr>
<tr>
<td>Interrogation window size</td>
<td>Iw</td>
</tr>
<tr>
<td>Vector spacing (with 50% overlap)</td>
<td>S</td>
</tr>
<tr>
<td>Digital resolution</td>
<td>DR</td>
</tr>
<tr>
<td>Vectors</td>
<td>N#</td>
</tr>
</tbody>
</table>
III. RESULTS

A. Global velocity field and indirect thrust calculation with momentum deficit

In Figures 4–6, the time-averaged wake normalised velocities fields \((u,v,w)/U_\infty\) are shown up to \(x/D = 2.2\) downstream the rotor/disc location. A mask has been applied to the areas encompassing the disc and the rotor. However, the thickness of this mask is not only representative of the physical thickness of the disc and the rotor themselves but also accounts of the regions affected by laser reflections and shadowing. As noted by Lignarolo et al. (2014a), in Figure 4 a localized increase of the wake shear layer thickness is visible starting from \(x/D = 1.5\) downstream the turbine wake and with maximum at \(x/D = 1.75\), corresponding to the leapfrogging region. For a tip-speed ratio \(\lambda = 6\), Lignarolo et al. (2014a) found the onset of the pairing instability at \(x/D = 1\) and showed that the phenomenon has a strong dependency on the tip-speed ratio and on the vibration introduced by the mounting conditions (with higher tip-speed ratios, or more structural vibration, leading to earlier instability). Figure 5 shows a localised region of strong positive radial velocity in both the AD and the WT wake due to the sudden wake expansion. The contours show that this phenomenon is mainly concentrated at the tip location. The rest of the AD wake (Figure 5, top) is characterised by a generally positive and close to zero radial velocity. On the contrary, the WT wake (Figure 5, bottom) shows also a large region of negative radial velocity at the root region. This could be ascribed to an interaction between the wake rotational motion and the tower’s wake (not present in the measurements) that causes a wake asymmetry. The same phenomenon is also visible by Schümann et al. (2013) and by Medici (2005): although the latter reported negative values of radial velocity only after 2 diameters, the form recorded negative values also in the very near wake and a visible wake asymmetry due to the tower effect. A second region of negative radial velocity appears at about \(x/D = 1.5\) in Figure 5 (bottom) after the tip-vortex instability location, due to the entrainment of the external flow. Figure 6 contains the contours of normalised azimuthal velocity \(\pi/U_\infty\), which as expected is nearly null in the AD wake. In the WT wake, the out-of-plane contribution is instead counter rotating with respect to turbine rotation (negative for \(y/D > 0\) and positive for \(y/D < 0\)). An interesting feature of Figure 6 (top) is the region of positive \(\pi/U_\infty\) at the upper edge of the WT wake, which then develops into a region of negative
$\nabla U/\infty$ with absolute value larger than the surrounding field from $x/D = 1.5$. This is consistent with the findings of Lignarolo et al. (2014a), who showed a clear change of sign in the azimuthal velocity direction close to the vortex core after the leapfrogging location. Figures 7–9 show the normalised velocity profiles $\nabla U/\infty$, $\nabla U/\infty$ and $\nabla U/\infty$ at five different downstream locations. The first location is very close to the rotor/disc (0.1D); the second at an undisturbed location before the instability (0.7D); the third location is right at the beginning of the leapfrogging
region (1.1D); the fourth is in the middle of the leapfrogging region (1.8D); and the last location is at the end of the measurement area (2.2D). The plots confirm the analysis of Figures 4 and 5. At $x/D = 0.1$, the mean axial velocity profile in the AD wake shows dishomogeneity compared to the WT wake velocity profile with $\Delta \pi / U_\infty = \pm 0.1$. Lignarolo et al. (2014b) explained that this is due to the different process of wake generation. The metal mesh of the AD does not extract mechanical energy from the flow as the WT, but it dissipates the kinetic energy of the incoming wind into turbulence, which quickly decays (Batchelor and Townsend, 1947; 1948a; and 1948b). At $x/D = 0.8$ and $x/D = 1.1$ upfront the leapfrogging region, the presence of the tip vortices at the border of the WT wake induces a sharp velocity gradient. On the contrary, the AD wake shows a smoother velocity variation. After the instability location, the WT and the AD wakes become more similar: as a matter of fact, the tip vortices break down and the velocity gradient in the shear layer is less strong. The largest differences between the two velocity profiles are in the region between $y/D = 0.1$ and $y/D = 0.2$, with $\Delta \pi / U_\infty = \pm 0.25$. The expansion of the two wakes is calculated, with the wake border being the locus of the points where the velocity is 99% of $U_\infty$. Matching diameter and thrust coefficient of the two models should ensure the same wake expansion Lignarolo et al. (2014b). As a matter of fact, Figure 10 demonstrates that the wake expansion is very similar in the AD and WT wakes, with the relative difference, calculated as $(\text{expansion}_{AD} - \text{expansion}_{WT})/\text{expansion}_{WT}$, everywhere lower than 4%.

A second method for calculating the thrust coefficient is by indirect calculation from the velocity field, by integrating the momentum deficit in the wake. This is compared to the value
obtained with direct measurement via the 6-component balance. In this case, the thrust coefficient has been calculated using Equation (3) from Burton et al. (2001), with the strong assumption of Bernoulli equation being applicable separately to the upstream and downstream sections of the stream-tube

\[ C_t = 4a(1 - a), \]  

where \( a \) is the induction factor (see Lignarolo et al. (2014b) equations) and it is equal to \( a = 0.388 \) for the WT and \( a = 0.376 \) for the AD. The thrust coefficient is \( C_t = 0.949 \) for the WT and \( C_t = 0.938 \) for the AD, respectively, 2.0% and 0.86% higher than the balance measurement.

**B. Static pressure and indirect thrust calculation with pressure jump**

The static pressure field at the rotor/disc location can be calculated directly from the SPIV data. The derivation of the pressure from SPIV data has been extensively addressed in many fields of research, as by Liu and Katz (2006), Raffel et al. (1998), Ragni et al. (2011), and van Oudheusden (2013). Applications in phase-locked environments for propeller and wind-turbines have allowed reconstructing the 3D periodic pressure fields and subsequently non-intrusively obtaining loads on the rotor blade by Ragni et al. (2011). Lignarolo et al. (2014a) have used this method for calculating the phase-locked average pressure field in the wake of the same
rotor model used in the present work. The method allows reconstruction of the pressure field from its own gradient obtained from the Navier-Stokes momentum equation

$$\frac{\partial p}{\partial x_i} = -\rho \left( \frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} \right) + \mu \frac{\partial^2 u_i}{\partial x_i \partial x_j},$$

where \( \rho \) and \( \mu \) are, respectively, the flow density and the dynamic viscosity assumed constant. However, in the present analysis, due to the high Reynolds number, the viscous terms have been neglected compared to the inertial contribution. The time derivative of the velocity is null, because data are time averaged (axisymmetric wake). Also, gradients along the \( z \)-direction have been neglected, because much smaller than the other quantities. The equation is as such reduced to its two-dimensional steady-state version. The pressure integration is performed by rewriting the Poisson’s equation into a 2D Poisson scheme. The pressure integrator used in the present manuscript is based on the version in use by Ragni et al. (2011). The algorithm solves the Poisson’s equation (5), where the pressure gradient is calculated as in (4), inverting a linear system of equations obtained through a second order finite difference scheme in 2D. Dirichlet (Bernoulli pressure) and Neumann boundary conditions are applied to solve the Poisson’s equation

$$\nabla^2 p = \frac{\partial}{\partial x_i} \frac{\partial p}{\partial x_i}.$$ 

The pressure integration is performed in an area spanning from \( 0.3D \) upstream until \( 0.15D \) downstream the rotor/disc location on the axial direction and from the turbine axis up to \( 0.85D \) distance along the radial direction. The results are shown in Figure 11, where the \( c_p \) is calculated as

$$c_p = \frac{2p}{\rho U_\infty^2}.$$ 

For allowing a smooth calculation of the velocity gradients, the velocity fields have been interpolated in proximity of the rotor/disc using a least squares approach, where data are compromised due to the presence of shadowing and reflection from the model itself (see masks applied in velocity, vorticity, and turbulence fields throughout the whole article). This also explains the much thinner mask applied to the field in Figure 11 compared to the one used in Figures 4–6. Figure 11 (left) compares the streamwise development of pressure at 4 radial locations in the AD and WT wake. A strong pressure jump is evident at \( x/D = 0 \) consistently with the presence of the model. Results from the AD and the WT agree within a difference lower than 8% everywhere, with larger differences up to 20% in the tip and root location at \( y/D = 0.07 \) and \( y/D = 0.29 \). Figure 12 (left) depicts the pressure profiles along the upwind and downwind surfaces.
respectively, \( c_p^+ \) and \( c_p^- \) of the disc and rotor, showing the strong root effect from \( y/D = 0.08 \) and \( y/D = 0.2 \), visible in the \( c_p^+ \) curves. The pressure jump across the disc/rotor is shown in Figure 12 (right). This value can be integrated on the disc/rotor surface as shown in (7) for calculating the thrust coefficient, yielding a thrust coefficient of \( C_t = 0.934 \) for the AD and \( C_t = 0.927 \) for the WT, respectively, 0.43% higher and 0.32% lower than the balance measurement

\[
C_t = 4\pi \frac{1}{A} \int_{R_{rot}}^{R_{tip}} (c_p^+ - c_p^-) rdr.
\] (7)

Table III summarises the AD and WT thrust coefficients calculated with the three methods (with the six-component balance, from velocity field, from pressure field) and shows the relative difference between them.

### C. Stagnation enthalpy

With no net shaft work and heat transfer, the stagnation enthalpy is constant along each streamline for a frictionless non-conducting fluid in motion with a steady pressure distribution (Batchelor, 2000). A wind turbine extracts power from the flow in the form of shaft work; therefore in this case, the flow experiences a drop of enthalpy. For this reason, the variation of stagnation enthalpy is the best indicator of the amount of power \( \dot{W} \) extracted from the flow by the rotor, which can be calculated as \( \dot{W} = -\dot{m}\Delta h \), where \( \dot{m} \) is the mass flow rate across the rotor area \( A \), and \( \Delta h \) is the difference between the stagnation enthalpy in the wake region and the one of the free-stream flow \( H_\infty \). The variation of stagnation enthalpy per unit mass is calculated as

\[
\Delta h = \Delta e + \frac{\Delta p}{\rho} + \Delta q + \Delta \Psi.
\] (8)

<table>
<thead>
<tr>
<th>Method</th>
<th>AD</th>
<th>WT</th>
<th>Relative difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct (balance)</td>
<td>0.930</td>
<td>0.930</td>
<td>0</td>
</tr>
<tr>
<td>From velocity field</td>
<td>0.938</td>
<td>0.949</td>
<td>-1.17</td>
</tr>
<tr>
<td>From pressure field</td>
<td>0.934</td>
<td>0.927</td>
<td>0.75</td>
</tr>
</tbody>
</table>
where $\Delta e$ is the variation of internal energy of the flow per unit mass, $\Delta p$ is the static pressure variation estimated from the SPIV velocity field as in Sec. III B, $\Delta q = 0.5(\Delta u^2 + \Delta v^2 + \Delta w^2)$ is the variation of the flow kinetic energy per unit mass and $\Delta \Psi$ represents the variation of body forces. The latter one can be neglected in absence of substantial variation of potential energy as in this case. Also, in the absence of heat transfer, the flow temperature across the wind turbine can be considered constant and the variation of internal energy null, with an acceptable approximation. Therefore, the power extracted by the wind turbine can be calculated as

$$\dot{W}_{WT} = -\dot{m} \left( \frac{\Delta p}{\rho} + \Delta q \right)_{WT}. \quad (9)$$

The flow across the disc does not experience a power extraction through shaft work nor external heat transfer ($\Delta h = 0$), but rather a degradation of the inflow kinetic and pressure energy into heat through turbulence dissipation. The pressure energy and the kinetic energy variations are therefore balanced by a variation of internal energy, which is calculated as

$$\dot{E}_{AD} = -\dot{m} \left( \frac{\Delta p}{\rho} + \Delta q \right)_{AD}, \quad (10)$$

with $\Delta h = 0$. The contours in Figure 13 (left) show the value of $-\Delta e/H_\infty$ in the AD wake flow. The contours in Figure 13 (centre) show the value of $\Delta h/H_\infty$ in the WT wake flow. Figure 13 (right) shows the profiles of $-\Delta e/H_\infty$ and $\Delta h/H_\infty$ at $x/D = 0.1$. It is evident how the internal energy variation in the AD wake corresponds very well to the stagnation enthalpy variation in the WT wake. The normalised power dissipated by the AD and the one extracted by the WT are calculated, respectively, in Eqs. (11) and (12)

$$C_{p,AD} = \frac{4\pi}{U_\infty A} \int_{R_{rot}}^{R_{tip}} \bar{u}(r, x = 0) \Delta e(r) dr, \quad (11)$$

$$C_{p,WT} = \frac{4\pi}{U_\infty A} \int_{R_{rot}}^{R_{tip}} \bar{u}(r, x = 0) \Delta h(r) dr. \quad (12)$$

The calculation leads to a normalised power $C_{p,AD} = 0.593$ for the disc and $C_{p,WT} = 0.578$ for the wind turbine. The relative difference between them is equal to 2.53%, of the same order of magnitude of the wake expansion relative difference. Knowing $C_t$ from the balance

FIG. 13. Stagnation enthalpy distribution at the disc (left) and rotor (centre) location. On the right: radial profile of stagnation enthalpy at $x/D = 0.1$ for the AD and the WT.
measurements, the expected induction factor $a$ is calculated with (3) and used for calculating the expected power coefficient with Equation (15) of Burton et al. (2001)

$$C_p = 4a(1 - a)^2.$$  \hfill (13)

Table IV summarises the AD and WT power coefficients calculated with the two methods (expected from balance measurements and from enthalpy field) and shows the relative difference between them.

For the actuator disc, the $C_p$ calculated with this method is very close to the Betz limit. As a matter of fact, the disc was designed for having an induction factor close to the optimum value. However, the device does not involve an actual extraction of energy from the flow, but the kinetic energy of the incoming flow is converted into turbulence and eventually heat. In fact, a physical emulation of the actuator disc (the latter is only a theoretical model) does not obey the Betz theory. The $C_p$ of the wind turbine is also very close to the Betz limit because also the WT was designed for quasi-optimal operation. However, the $C_p$ is not calculated with the power available at the shaft, but with the energy extracted from the flow. For this reason, the efficiency is quite high, but a considerable part of it is still wasted in heat for viscous effects and in friction inside the nacelle.

D. Vorticity field

Figure 14 shows the value of the out-of-plane time-average vorticity, calculated as

$$\bar{\omega}_z = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y}.$$  \hfill (14)

The derivatives are estimated with a second-order finite-difference scheme. Results in Figure 14 (top) show that the AD vorticity is organised as a very concentrated sheet of negative vorticity close to the disc at the tip region which diffuses very quickly. As a matter of fact, at $x/D = 0.6$ the vortex sheet has already diffused in a broader region. Figure 14 (bottom) shows that, on the contrary, the WT wake shows a less concentrated vortex sheet that nonetheless diffuses more slowly, preserving its strength for longer distance.

As also shown by Lignarolo et al. (2014a), the WT vortex sheet bifurcates at the location where the vortex leapfrogging occurs, after which it eventually breaks down and diffuses quite rapidly. The vorticity in the AD and WT wake are comparable only after the tip-vortex instability. In the very near wake, the flow vorticity is higher in the AD wake shear layer; in the second and third locations, while the tip-vortices are still stable, the vorticity in the WT shear-layer exceeds the one in the AD wake, while after the tip-vortex breakdown the values of vorticity are comparable in the two wakes. The inner part of the wake also shows some regions of positive vorticity. In the AD wake, these regions constitute the smaller wakes of the wires of mesh B (see Figure 2). In the WT wake, regions of positive vorticity are due to the presence of the root vortex. Figure 15 depicts the development in the axial direction of the maximum value of vorticity in the AD and WT vortex sheet. The AD initial value of vorticity is three times as large as the WT one and decreases exponentially until $\omega_{z,max}D/U_\infty < 10$ within 2D. For the development of the WT vorticity, three regions can be identified. The first region, in the very near wake before $x/D = 0.5$, is characterised by an increase of the maximum vorticity from of

<table>
<thead>
<tr>
<th>Method</th>
<th>AD</th>
<th>WT</th>
<th>Relative difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected (from balance measures)</td>
<td>0.588</td>
<td>0.588</td>
<td>0</td>
</tr>
<tr>
<td>From enthalpy field</td>
<td>0.593</td>
<td>0.578</td>
<td>2.53</td>
</tr>
</tbody>
</table>
about 20%. Since a considerable portion of the flow field is not available in this region, results from the previous experimental campaign (Lignarolo et al., 2014a) for a similar configuration have been included in the graph of Figure 15. It is evident how also in this case the near wake vorticity is subjected to an increase which might be due to the tip-vortex stretching, caused by the fast wake expansion. As a matter of fact, in the region between \( x/D = 0 \) and \( x/D = 0.5 \) 50\% of the wake expansion takes place, as shown in Figure 10. The second region is characterised by a linear decrease of the peak value of vorticity until the location of the tip-vortex breakdown at \( x/D = 1.5 \). From this location, the third region starts, where the peak vorticity decreases at a slower rate, comparable to the one of the AD wake.

E. Wake turbulence

In Figures 16–18, the three components of the time-average wake turbulence intensity is shown until 2.2D downstream: these figures show a general perspective on the whole wake
turbulence field. In Figures 19–21, the same quantities, shown as profiles at selected locations, allow a more precise reading of the values of $TI$. The WT and AD wake turbulence profiles exhibit more evident differences, compared to the velocity profiles in Figures 4–6. The turbulence intensity in the three directions is calculated as in the following equation:

$$TI_{xi} = \frac{u_{i,RMS}}{U_{\infty}},$$

where $u_{i,RMS}$ is equal to $\sqrt{u'u''}$, $\sqrt{v'v''}$, and $\sqrt{w'w''}$ for $i = 1, 2, 3$, respectively. In this regard, it is very important to stress that the fluctuating terms of velocity $u'$, $v'$, and $w'$ include any deviation from the mean value of velocity, either if this is caused by a turbulent fluctuation or by a coherent vortex. At a first general observation, both wakes show evident anisotropic turbulent fluctuations, demonstrated by the visible differences among the turbulence values in the three directions $TI_x$, $TI_y$, and $TI_z$. Both the AD and the WT profiles show a strong peak in turbulence intensity in correspondence of the wake shear layer. The analysis of the profiles of turbulence in each location (Figures 19–21) will help highlight the sensible differences in the two wakes. In the first location in Figures 19–21, the WT wake exhibits a peak of radial fluctuations intensity $TI_y$ which is 33% larger than the peak of fluctuations in the axial direction $TI_x$. Coherently with previous literature studies from (Cotroni et al., 2000), it has been found out that the radial fluctuations are the predominant ones. The out-of-plane fluctuations show a more uniform distribution in space, with a value which is roughly 50% of the $TI_x$ peak. In the second location, the persistence of strong tip vortices keeps the peak of fluctuations in the $x$- and $y$-directions equal to their initial values. In the fourth and fifth locations, after the tip-vortex breakdown, the fluctuations in the radial direction collapse and the wake turbulence assumes rather isotropic characteristics, with similar values in $TI_x$, $TI_y$, and $TI_z$. In the out-of-plane direction, the fluctuation intensity keeps on increasing in the shear layer region from the first to the fifth locations. In the shear layer of the AD wake, the peak of turbulence intensity remains constant from the second location to the fifth location, with a value of the out-of-plane fluctuations always two times larger than the one in the $x$- and $y$-directions. The largest differences between WT and
AD wake turbulence appear within 1.8D from the model, where the peak of radial fluctuations in the WT wake is two to four times larger than the one in the AD wake. This behaviour is attributed to the convected tip-vortex in the WT wake. As a matter of fact, in the time-averaging process the tip vortex is considered as a turbulent fluctuation in the stream-wise and
FIG. 19. Profiles of turbulence intensity in the axial direction ($x$-direction) at five different locations in the wake of the AD and of the WT.

FIG. 20. Profiles of turbulence intensity in the radial direction ($y$-direction) at five different locations in the wake of the AD and of the WT.

FIG. 21. Profiles of turbulence intensity in the out-of-plane direction ($z$-direction) at five different locations in the wake of the AD and of the WT.
radial directions (Lignarolo et al., 2015a), which dissipates and diffuses after the instability and is not present in the AD wake. In the inner region of the wake, the presence of the WT blades turbulence is prominent. As a matter of fact, the WT wake is characterised by a turbulence intensity which is always higher than the AD one. The fine metal mesh in the AD generates turbulence characterised by smaller-scale structures that decay very quickly (Batchelor and Townsend, 1947; 1948a; and 1948b) and almost completely dissipate within one rotor radius, while the blade root generates vortex structures, which are more self-sustaining. Differences between WT and AD wake turbulence vanish downstream, after \( x/D = 1.8 \) (Lignarolo et al., 2014b).

F. Wake mixing

Although the turbulence intensity could intuitively be associated with the flow mixing, it has been demonstrated that the Reynolds shear stresses \( \bar{u}\bar{v} \), \( \bar{u}\bar{w} \), and \( \bar{v}\bar{w} \) are responsible of the flow kinetic energy transport (Antonia et al., 1986; Cal et al., 2010; Cantwell and Coles, 1983; Escudié and Liné, 2003; Hussain, 1983; and Reynolds and Hussain, 1972) and that as such they must be taken into consideration for evaluating the turbulent mixing in a particular region of the flow. For this reason, the last term of Equation (2), which represents the spatial gradients of the flux of mean-flow kinetic energy, has been evaluated in the \( x-y \) plane as \( \overline{\Phi} = -\overline{u'(\overline{u'}v')} \) (streamwise mean-flow kinetic energy flux in the radial direction). As explained in Sec. II F, this term represents the entrainment of kinetic energy in the inner part of the wake. The schematic impression in Figure 22 shows the regions where the flux \( \Phi \) has been calculated, indicated by the green squares. The locations are in the near wake and in the transition wake, respectively, centred at \( x/D = 0.95 \) and \( x/D = 1.83 \). The first location is before the tip-vortex instability and the second is right after the beginning of the instability. In these locations, a large number of samples has been used for obtaining a good convergence of the Reynolds stresses \( \bar{u}\bar{v} \) (1000 for the AD and 5000 for the WT). Figure 23 shows the radial profiles of the mean-flow kinetic energy fluxes towards the inner part of the wake as described in Sec. II F. The AD wake shear layer is characterised by a solely positive flux of mean-flow kinetic energy, whereas in the WT wake shear layer the more coherent flow fluctuations give rise to both positive and negative fluxes. In contrast with what expected after observing the strong peak of fluctuations intensity in Figures 19–21, where the WT exhibits a \( TI \) peak two to four times larger than the AD one, the WT wake shear layer does not show the same peak in mean-flow kinetic energy entrainment in the near wake region (0 < \( x/D < 1.8 \)). On the contrary, the value of the entrainment in the two wakes is comparable, with the AD one involving a larger portion of the flow. In the WT wake both random fluctuations and periodic vortices are accounted for as turbulence, as mentioned in Sec. III E. Lignarolo et al. (2015a) have shown that the periodic vortical fluctuations do not lead to a net positive transport of mean-flow kinetic-energy (and therefore entrainment of energy in the WT wake). The entrainment in the AD wake shear layer is relatively stable, preserving the same intensity from the very near wake until the end of the measured field. On the contrary, the WT wake shear is characterised by pronounced variations of mean-flow kinetic energy flux. In particular in the transition wake, the magnitude of the entrainment collapses to a strong negative value within a distance smaller than 0.2D and reaches again positive values after 0.2D. This behaviour was also observed by Lignarolo et al. (2014a) in the analysis of the Reynolds shear stresses. The sudden collapse to negative values is caused by the tip-vortex pairs changing orientation during the leapfrogging process, passing from a negative to a positive \( u'\cdot v' \) (see Hussain, 1983). This latter topic is subject of current investigation. The subsequent low positive value of entrainment is caused by the vortex breakdown, which leads to the disappearance of the strong coherent vortical fluctuations and gives start to a new mixing process only dominated by random turbulent fluctuations. At \( x/D = 2.04 \), the flux intensity is roughly just 50% of the one in the AD wake, despite the WT \( TI \) is equal or slightly larger than the AD one as seen in Figures 19–21. This is the sign that turbulence intensity alone is not enough for analysing the mixing phenomenon.
IV. CONCLUSIONS

The stereo particle image velocimetry technique has been adopted for studying the turbulent velocity field in the wake of two-bladed wind-turbine model and of a porous disc. The analysis has shown that the two models produce remarkably similar wake expansion and energy extraction, within 4% difference for both quantities, by matching the diameter and thrust coefficient. Larger differences (locally up to 20%) are observed in the pressure field at the blade-tip and root region; however, the global pressure field produces the same total axial force on the disc and turbine. Observation of the second order flow statistics shows that both wakes are characterised by anisotropic fluctuations. More evident anisotropy in the WT wake fluctuations, with higher magnitude in the radial direction, confirms the findings of previous studies. The stronger fluctuations in the WT wake are due to the presence of concentrated tip vortices. These are normally accounted for in the calculation of the added turbulence (Lignarolo et al., 2015a). The latter one represents the flow turbulence caused by the presence of the turbine, which is added to the ambient turbulence as explained by Crespo et al. (1999) and includes both coherent periodic structures, as the tip-vortices, and random velocity fluctuations, which are not separated in the classical double Reynolds decomposition applied in this work. This leads to the well-known peaks of turbulence intensity close to the rotor at the blade-tip location. However, despite the so-calculated total turbulence intensity in the near wake of the WT is considerably larger than the one in the AD wake (two to four times), both wakes exhibit the same levels of mean-flow kinetic-energy transport in the shear layer, which then collapses to 50% of its original value after the breakdown of the WT tip-vortices after the leapfrogging. This demonstrates how the physics governing the turbulent mixing in the two wakes are intrinsically

FIG. 22. Schematic impression of the measurement locations of the mean flow kinetic energy transport. The green areas represent the FOV (AD in the top image and WT in the lower image). Distances and dimensions are indicated by the blue lines.
different and, as hypothesised by Medici (2005) and Lignarolo et al. (2014b) that the presence of strong coherent fluctuations in the near wake does not enhance the wake mixing. The study has been conducted at low turbulence intensity in order to separate the problems of the flow mixing caused by the external flow fluctuations and the one caused by the turbulence induced directly by the AD or the WT presence. The analysis, as such, showed the intrinsic differences and similarities between the flow in the two wakes, solely due to the wake-induced flow, with no influence of external flow fluctuation, differently from most of the studies on similar subjects, which have been performed in presence of high wind tunnel turbulence or simulated atmospheric boundary layers (and atmospheric turbulence). Our next step in this research will be to perform similar experiments with increased inflow turbulence and analyse the sensitivity of the wake system to the freestream flow fluctuations. In the presence of higher ambient turbulence, as shown by Ivanell (2009), the external flow fluctuations would introduce additional perturbations which would trigger an earlier tip-vortex spiral instability, causing the leapfrogging to move upstream. The method adopted in the present work would still be valid for highlighting the different mixing process characterising the two wakes and, in particular, the influence of the tip-vortex pairing and breakdown. The study has shown that even in the absence of inflow turbulence the velocity fields in the AD and WT wakes are very well comparable, despite the fact that the turbulent mixing is very different. This seems to contradict statements affirming that results from actuator disc simulations are valid only after 5 diameters downstream the disc (Schepers, 2012). The results suggest the possibility to extend the use of the actuator disc model in numerical simulation until the very near wake, provided that the turbulent mixing is correctly represented.
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APPENDIX: STEREO PIV UNCERTAINTY

Measurement uncertainties on the stereo PIV velocity data contain random components, primarily caused by random oscillation of the drive motor rotational frequency, random delays in the triggering systems of the stereo PIV set up, cross-correlation uncertainty, and turbulent fluctuations. The first two sources of uncertainty are considered negligible compared to the others, due to the high-accuracy devices adopted in the present setup. Due to the statistical convergence, the effect of the components due to cross-correlation and flow fluctuations scales with $1/\sqrt{N}$ (with $N > 200$ in the present analysis). For the cross-correlation uncertainty on the vector fields, a typical value of 0.1 pixels on the axial and radial velocity components and 0.2 pixels on the out-of-plane component is expected (Elsinga et al., 2005 and Westerweel, 1993). In this analysis, the method presented by Wieneke (2015) is used for calculating the cross-correlation uncertainty on each instantaneous velocity field and Equation (A1) is used for calculating the uncertainty on the mean values

$$e_u = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (u_{i} - \bar{u})^2}, \quad e_{u'u'} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (u_{i}' - \bar{u}')^2},$$

respectively, for the time-average velocity and the time-average Reynolds stresses, where $e_u$ and $e_{u'u'}$ are the errors on the single instantaneous SPIV snapshot on the velocity and turbulent fluctuations, respectively:

$$e_{u'u'} = 2(u - \bar{u})\sqrt{\bar{u}^2 - \bar{u}_u^2},$$

which derives from applying the equation of the error propagation (Taylor, 1997) to the $u'u'$ equation. The overall relative uncertainty on the mean velocity due to random components is presented in Table V. A second source of uncertainty of the mean flow properties is related to the limited size of the averaging ensemble, namely, the number of SPIV instantaneous fields. In order to estimate the magnitude of the uncertainty, the relative difference between the flow statistics calculated at 200 samples and the one obtained with 5000 samples has been evaluated. Results are presented in Table V, where the flow is characterized by a negligible vorticity (e.g., free stream and inner wake, excluding the shear layer region), the steady Bernoulli equation can be used to retrieve pressure and the pressure uncertainty is a function of the velocity uncertainty. The former can be estimated from a linear propagation analysis of the Bernoulli equation. The estimation for the pressure uncertainty is reported in Table V. The pressure in the vortical regions is obtained by a second-order Poisson algorithm with potential boundary conditions as explained in Section III B. Because of the relatively well-resolved velocity fields, it can be assumed that the pressure solver keeps the uncertainty on the pressure of the order of the Bernoulli values, as stated by Ragni et al. (2014).

<table>
<thead>
<tr>
<th>TABLE V. Maximum cross-correlation and convergence uncertainty for the mean velocity, Reynolds stresses and pressure.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantity</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>$\bar{u}$</td>
</tr>
<tr>
<td>$\bar{v}$</td>
</tr>
<tr>
<td>$\bar{w}$</td>
</tr>
<tr>
<td>$\bar{u}'\bar{u}'$</td>
</tr>
<tr>
<td>$\bar{v}'\bar{v}'$</td>
</tr>
<tr>
<td>$\bar{w}'\bar{w}'$</td>
</tr>
<tr>
<td>$\bar{\rho}$</td>
</tr>
</tbody>
</table>
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