About the author

Prasanth Venugopal was born in Salem, India, on April 7, 1989. He received his Bachelor’s degree in Electrical and Electronics Engineering (B. Tech, silver medal) from Amrita Vishwa Vidyapeetham University, Tamil Nadu, India, in 2010. He graduated with an MSc. degree (cum laude) in Electrical Power Engineering at the Delft University of Technology (TU Delft), the Netherlands in 2012. His study was partially financed by a JN TATA scholarship. His MSc. thesis, “Wireless Power Transfer for E-Mobility” was awarded a Ufd Cofely Energy Efficiency Award in 2013. After a brief stint as a researcher in the EPP group, TU Delft, he continued with his Ph.D. (Dec 2012 - Dec 2016) in the DC Systems Energy Conversion and Storage group at the faculty of Electrical Engineering, Mathematics and Computer Science. He joined Qualcomm Halo, Munich as a Senior Electrical Engineer from November 2016.

ISBN:9789461869241

Magnetic Energy Transfer in Roads

Prasanth Venugopal

Invitation

It is my pleasure to invite you to attend the public defense of my dissertation on Friday, May 4th, 2018.

The defense will take place at 10:00 hrs at the Aula Congress Centrum, Delft University of Technology, (Mekelweg 5, 2628 CC Delft, the Netherlands).

Preceding the defense is a short presentation of my research at 9:30 hrs. You are welcome to attend the defense.

Prasanth Venugopal
Magnetic Energy Transfer in Roads

Proefschrift

ter verkrijging van de graad van doctor
aan de Technische Universiteit Delft,
op gezag van de Rector Magnificus prof. ir. T.H.J.J. van der Hagen;
voorzitter van het College voor Promoties,
in het openbaar te verdedigen op
Vrijdag 4 mei 2018 om 10:00 uur

door

Prasanth VENUGOPAL

elektrotechnisch ingenieur,
Technische Universiteit Delft, Nederland,
geboren te Salem, India
Acknowledgements

My journey as a Ph.D. researcher has been both memorable and a deeply gifting experience. This long and sometimes tough period, has been marked by the support of many people, who have left a deep impression in my life.

Firstly, I express my gratefulness to professors Pavol Bauer and Braham Ferreira for granting me an opportunity to pursue a Ph.D. at the Delft University of Technology in the DCE&S group. Prof. Pavol is a visionary researcher and is always looking to make a mark. His door is open any time for new/crazy ideas and for interesting discussions, including history. Prof. Braham is a meticulous researcher with a scientific and critical mind. This approach coupled with a deep love for magnetics meant discussion were very fruitful. I am deeply grateful to both of you.

My doctoral defense examination committee consisting of Prof.dr.ir.A.H.M. Smets, Prof.dr. E.Lomonova (despite your difficult travel!), Prof.dr.ir.H.E.J.G. Schlangen, Prof.dr.ir.A.V.D. Bossche and dr.ir.Henk Polinder for being my examiners. Thank you for taking time off your schedules for reading my work and for your valuable feedback that has improved the quality of my manuscript.

From TU Delft EWI, I thank every teacher who taught me and with whom I have had productive meetings. Special thanks to Henk, an excellent teacher who taught me several brilliant MSc. courses. Sjoerd, who corrected a couple of my MSc. thesis chapters which helped me improve my writing a lot. Jelena, whose compassionate nature reflects in her projects, especially for developing countries. Mark, who is a great inspiration and a senior Ph.D. researcher. Emile, with whom I had good discussions especially in magnetics. Swagat, with whom I worked during his MSc. thesis. Laura, a new and enthusiastic staff of my group. Also, I would like to thank all the new lecturers at DCE&S, staff at PVMD and IEPG. From the technical support of power electronics: Bart, Harrie, Joris, Rob and Kasper. The secretariat - Sharmila, Ellen and Ilona, Laura and Veby, earlier. The department manager - Diane. Thank you so much for all your effort, love and kindness. I also acknowledge TNO for developing solar roads and Erik Schlangen (CiTG) for his work on inductive healing asphalt.
Acknowledgements

MSc. students - Vangelis, Dionisis, Gautham, Ralino, Erwin, Ashwathi, Remco and Georgios worked with me. Vangelis worked on optimizing three phase distributed IPT systems. Together with Dionisis, a bidirectional IPT system is realised. I am happy that you are pursuing your Ph.D. at Thrace. Gautham, after working on tap changing transformers (TU Delft + GE, Munich), you chose to become a Ph.D. colleague and we had so many memorable discussions and fun. Together with Georgios, we worked hard and realised a 10 kW inverter for IPT systems. Ralino and Ashwathi worked on an innovative multi-frequency IPT idea. Together with Erwin, inductive healing asphalt is modelled. Aditya, together we worked with TNO on solar roads and economics, thank you so much for our enthusiasm and hard work. Soumya, your knowledge transfer of M.O.O is deeply acknowledged, we discuss IPT a lot and I am really happy that you carry forward this research. Udai, I had memorable discussions and lab demonstrations with you. All of you are very special and I learnt so much, more than what you have from me. My senior Ph.D. colleagues - Anoop Jassal, Ghanshyam Shrestha, Ilijia Peceil, Jianing Wang, Johan Wolmarans, Marcelo Alcaraz, Martin v.d. Geest (thesis template also!), Milos Acanski, Rick van Kessel, Rodrigo T. Pinto, Samuel Ani, Silvio F. Rodrigues, Todor Todorcevic, Wenbo Wang, Xun Gong and Yeh Ting. My colleagues: Andreas, Dong, Tsegay and Xuezhou. Juniors: Allesandro, Faisal, Gillmero, Jiayang, Laurens, Minos, Mladen, Nils, Nishant, Pavel and Victor. Thank you!

Apart from work, life in Delft was made merrier by Abhijith, Anjana, Arun (M&J), Aswin Chandarr, Mr./Mrs. Bharadwaj, Divya, Freddy, Gunjan, JK (Senior/Junior), Jishnu, Kamakshi, Manu, Minu, Ranjani, Shreyas, Mr./Mrs. Sriram Raghav, Shyam and Syam. I sincerely thank my housemate Seshanji, for his brotherly advice. Syam and Ranjani, over the years we are like a family. Special thanks to Joop and Ria for arranging a cosy accommodation at Bagijnhof. Thank you, Dutch people, the kingdom of Netherlands, Germany and the E.U. at large. India gave me wings, you taught me to fly high.

My MSc. study at TU Delft was partially funded by a JN TATA scholarship, this gave me confidence as well as economic freedom. After my Ph.D. contract, I shifted to Qualcomm Halo to work in their R&D division. I wish to thank Gregorz, Thomas for giving me this opportunity. I sincerely thank SALT team headed by Stefan Raabe and my team mates - Martin Pavlovsky (TU Delft senior), Roman and Zack. Martin is my mentor/guru at Qualcomm, Joyce my yoga teacher and they are the closest to a family (with Sophie, Tsechum and Trappola) at Munich. All teams at Qualcomm Halo have gifted individuals. Also, I sincerely thank Rajagopal, Abhishek, Diwakar and Kalyan.

Most importantly, I wish to thank my family- father, mother and brother. They have been there with me through thick and thin. Their prayers, love, support and dedication is responsible for everything. Next, my aunt and family - Rani, Jithu and Ammu whose house is a second home for me and whose support, monumental. Calls from Nandu uncle always made me positive and enthusiastic. I acknowledge him and family for their care and support. All siblings of my parents and their families have been affectionate. In addition, I wish to acknowledge all warm hearted members of the larger families of Manghat and Vilayil Madhom, especially uncle Gopi and aunty Prema. Memories of my grand uncle - Prof.
K.A.V. Pandalai and his student, Prof. A.P.J. Abdul Kalam (former president of India) kept me motivated and focused.

Thank you, Mata Amritanandamayi (Amma) for being a true example of selfless service, compassion and motherly love. Heartfelt thanks to all teachers at Amrita Vishwavidyapeetham for teaching me. Professors from bachelor’s especially- T.N.P. Nambiar, K.K. Sasi and K.P. Soman. Prof. Sasi taught my batch renewable energy conversion and this served as an inspiration to work in this area. Prof. Soman inspired me to go the extra mile to publish my first conference paper in RFID technology. This opened the doors of academic research. Thank you, teachers and friends from institutions I have studied in. Thank you, life for teaching me to loose gracefully, but with a spirit to fight toward a more important, larger goal. Every moment of difficulty has been a great learning.
This book is dedicated to my late grandparents - Bhageerathy Kovilamma, M.T.G. Nedungadi, K.M.V. Pandalai and Saraswathy Kovilamma.
# Contents

**Acknowledgements** v

**Summary** xiii

**uw Samenvatting** xv

**Glossary** xvii

## 1 Introduction

1.1 Magnetic Fields for Power Transfer of EVs - State of Art . . . . . . . . . . . . 2
  1.1.1 Systems for Inductive Power Transfer . . . . . . . . . . . . . . . . . . 3
  1.1.2 Compensation in IPT Systems . . . . . . . . . . . . . . . . . . . . . . 5
  1.1.3 Designing the primary compensation . . . . . . . . . . . . . . . . . . 7
1.2 System Performance Measures . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Features of IPT Charge-pad . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 Magnetic Fields for Self-Healing Roads . . . . . . . . . . . . . . . . . . . . . 11
  1.4.1 Research Question . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
  1.4.2 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

## 2 Analytical and Semi-Analytical Techniques for Coil Design of IPT Systems - An Overview

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Background History . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Generalized n-Coupled Coil System . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 Analytical and Semi-Analytical Methods to Evaluate Magnetic Parameters . 24
  2.4.1 Field Modelling Techniques . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5 Electromagnetic Standards for Safety and Shielding Techniques . . . . . . . 37
  2.5.1 Shielding Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.6 Design of Inductive Power Transfer Systems . . . . . . . . . . . . . . . . . . . 40
2.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

## 3 Analytical Modelling and Study of Shapes for IPT Systems

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 Partial Inductances-Single Turn Rectangular Charge-Pad . . . . . . . . . . . . 46
3.3 Partial Inductance due to Arbitrary Current Segments . . . . . . . . . . . . . 48
3.4 Multi-Turn Charge-Pad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
  3.4.1 Sectional Partial Inductances . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5 Mutual Inductance between Rectangular Coils . . . . . . . . . . . . . . . . . . 54
3.6 Analytical Computations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
Contents

3.7 Circular Coils ........................................ 57
3.8 Extension to Multi-Coil Charge Pads .................. 59
3.9 Validation of Analytical Model ....................... 61
3.10 Shape and Performance of Air Couplers ............. 64
3.11 Conclusion ........................................... 68

4 Study of Misalignment in IPT Systems ................. 71
4.1 Introduction ........................................... 72
4.2 Analytical Computation of Misalignment ............. 73
  4.2.1 Perfect Alignment at the Center of the Loop .......... 73
  4.2.2 Longitudinal Misalignment ........................ 74
  4.2.3 Lateral Misalignment ............................ 76
4.3 System Description of the Experimental Setup ....... 78
  4.3.1 Choice of the Core and the Pick-up ............... 78
  4.3.2 Consideration of Tracks and Pick-up .............. 79
  4.3.3 Experimental Study of Misalignment ............... 80
  4.3.4 Pick-up with Horizontal Coil and Study of Lateral Misalignment 81
  4.3.5 Pickup with Horizontal Coil and Study of Longitudinal Misalignment 82
  4.3.6 Edge Effects ..................................... 83
4.4 Discussion ............................................ 84

5 Multi-Objective Optimisation and Experimental Analysis of a DR IPT System for Light EVs ................. 87
5.1 Introduction ............................................ 88
5.2 Light EV IPT charging System ....................... 89
  5.2.1 Equivalent Circuit & Load Modelling ............... 90
  5.2.2 Charge-pad Layout .............................. 91
5.3 FE Modelling of IPT Coils ............................ 92
  5.3.1 3D Finite Element Modelling ........................ 92
  5.3.2 Computation of Losses .......................... 93
  5.3.3 IPT System Analysis ............................ 94
5.4 $\eta - \alpha - w$ Optimisation ........................ 94
  5.4.1 Particle Swarm Optimisation ........................ 95
  5.4.2 Optimisation Targets, Variables, Constraints ....... 95
  5.4.3 Results of Optimisation .......................... 97
5.5 Experimental Analysis ................................ 99
  5.5.1 Experimental Validation of FEM Modelling ........ 99
  5.5.2 DR Charge-pad Design ............................ 100
  5.5.3 Reflected Reactance .............................. 101
  5.5.4 Inverter and Rectifier ............................ 103
  5.5.5 Experimental Set-up ............................. 105
  5.5.6 Validation of Magnetic Losses .................... 109
5.6 Conclusion ............................................ 112
6 Economic Analysis of IPT Systems - A case study

6.1 Introduction .......................................................... 114
6.2 Generic Methodology for Driving Range Estimation ......................... 116
  6.2.1 State of Charge Estimation of the Battery-Alone System ................. 117
  6.2.2 Driving Range Extension with the Static Inductive Power Transfer System ........................................ 122
  6.2.3 Driving Range Extension with the Dynamic Inductive Power Transfer System ........................................ 123
  6.2.4 Impact of Battery Weight ........................................ 124
  6.2.5 Estimation Error ................................................ 125
6.3 Economic Analysis for the On-Road Inductive Power Transfer Charging System: Case Study ........................................ 126
  6.3.1 System Description ................................................ 126
  6.3.2 $\Delta$SoC Deficit Removal with the Static Inductive Power Transfer Charging System ........................................ 127
  6.3.3 $\Delta$SoC Deficit Removal with the Dynamic Inductive Power Transfer Charging System ........................................ 128
  6.3.4 Bill of System Components - Costing ................................ 129
6.4 Second Order Economic Considerations .................................... 131
  6.4.1 Running Schedule ................................................ 131
  6.4.2 On-Board Battery Capacity ....................................... 132
6.5 Conclusions ................................................................ 135

7 Challenges and Interdependencies of Future Sustainable Roads 137

7.1 Introduction ................................................................ 138
  7.1.1 Electric Vehicles and More Autonomous Vehicles ....................... 139
7.2 Combining Self-Healing Roads with IPT .................................. 140
  7.2.1 Thermal Modelling of Self-Healing Roads ............................... 140
  7.2.2 Transformer Loss Model ............................................ 143
  7.2.3 Numerical Analysis .................................................. 145
  7.2.4 Experimental Verification ............................................ 147
  7.2.5 Renewable Energy Technologies ..................................... 150
7.3 Integration of Solar Roads with IPT ........................................ 153
  7.3.1 Discussion ............................................................ 156
7.4 Case-study of a Future Highway ........................................... 157
  7.4.1 Design of IPT system for A12 ........................................ 157
  7.4.2 Powering the IPT System using Renewables ............................ 158
7.5 Conclusion .................................................................. 161

8 Conclusion .................................................................. 163

References .................................................................. 167
Contents

List of publications 179
Summary

This thesis deals with the modelling and application of magnetic fields in roads. The back-bone technology being inductive power transfer (IPT) for electric vehicles. The magnetics for energy transfer in vehicles, can be adapted for heating steel fibres in roads, referred to as self-healing and modelling this is a second aspect of this thesis.

The first sections of this thesis is dedicated to an overview of modelling techniques for coil design of IPT systems using both analytical and semi-analytical tools. A detailed literature review of techniques is followed by a comparison highlighting the strengths and weakness of techniques in terms of ease of use, computational efficiency, application to material interfaces etc. Analytical modelling of single and multi-coil configurations of IPT systems is carried out subsequently. The theory of partial inductance is used to model these geometries, to assess the impact of system parameters such as coupling, power transferred and magnetic efficiency with shapes of couplers and misalignment. Next, the problem of misalignment is highlighted by considering a distributed IPT system. The analytical modelling and experimental analysis of misalignment - lateral and longitudinal is performed. Edge effect is observed and experimentally validated.

The second part of this thesis is dedicated to a multi-objective optimization based on the results of the developed analytical model. The goal being the development of a prototype IPT system for powering light EVs. The double rectangular (DR) coupler is chosen as the geometry for power transfer. Several geometry parameters - turns, ferrites (number, dimensions), gap between ferrites etc. are considered as design variables. Efficiency, area related power density and weight are considered as the optimization targets. Pareto fronts are developed and a particle is chosen for the development of a prototype. An experimental set-up is built consisting of a 85 kHz inverter, compensated charge-pads, rectifier and resistive load. The inverter is based on SiC MOSFETS and SiC Schottky anti-parallel diodes, the rectifier made from the same diodes. Phase shift control of the inverter legs is used to control power flow. An experimental analysis to validate the magnetic models is also developed.

The third part of this thesis deals with system level economic analysis of IPT technology. A case study of bus fleet is considered and a generic methodology is developed to determine driving range as a function of mass and frontal area of the EV. The economic analysis is performed also identifying the trade-offs between road coverage of IPT, efficiency and battery size. Finally, the thesis culminates with a vision toward a future highway. Such a highway is expected to undergo a functional upgrade to handle electrification of transportation. This evolves around the integration of IPT systems, with low maintenance inductive healing asphalt roadways and renewable energy generation. The modelling challenges to such an integration is studied both using simulations and experiments. A case study for sizing renewable energy in a highway (A12) in the Netherlands using IPT is detailed.
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De eerste sectie van dit proefschrift heeft betrekking op een overzicht van modelleretechnieken voor het ontwerpen van spoelen van IPT-systemen door het gebruiken van zowel analytische als semi-analytische hulpmiddelen. Een gedetailleerde literatuur evaluatie van de technologie wordt gevolgd door een vergelijking tussen de sterke en zwakke punten van de technologie op basis eigenschappen zoals gebruiksgemak, reken efficiëntie, toepassing op materiaal interfaces enzovoorts.

Achteraf is een analytische modellering uitgevoerd van enkele en meervoudige spoel configuraties van IPT-systemen. De theorie van ‘gedeeltelijke inductie’ is gebruikt voor het modelleren van geometriëen om de impact van systeemparameters te beoordelen op eigenschappen zoals koppeling, vermogensoverdracht en magnetische efficiëntie door koppelingen en uitlijnfouten. Vervolgens wordt het probleem geanalyseerd van verkeerde uitlijning in IPT-systemen. De analytische modellering en experimentele analyse van foutieve uitlijning wordt lateraal en longitudinaal uitgevoerd. Randeffecten worden waargenomen en experimenteel gevalideerd.

Het tweede deel van dit proefschrift is gewijd aan multi-objectieve optimalisatie op basis van de resultaten van het ontwikkelde analytische model. Het doel is de ontwikkeling van een prototype van het IPT-systeem voor het aansturen van lichte EV’s. De dubbele rechthoekige (DR) koppeling is hiervoor de gekozen geometrie voor energie overdracht. Verschillende geometrie parameters zoals aantal windingen, ferrieten (aantal en dimensies), de afstand tussen ferrieten enzovoorts, worden beschouwd als ontwerpvariabelen. Efficiëntie, gebied gerelateerde vermogens dichtheid en gewicht worden beschouwd als optimalisatie doelen. Pareto fronten worden ontwikkeld en een deeltje wordt gekozen voor de ontwikkeling van een prototype. Een experimentele set-up is gebouwd bestaande uit een 85 kHz omvormer, gecompenseerde lading-pads, gelijkrichter en resistieve belasting. De omvormer is gebaseerd op SiC MOSFETS en SiC Schottky anti-parallele diodes, de rectifier is gemaakt van dezelfde diodes. Met fase verschuivings besturing van de poten van de omvormer wordt de stroomsterkte geregeld. Ook is een experimentele analyse ontwikkeld om de magnetische modellen te valideren.

Het derde deel van dit proefschrift behandelt de economische analyse van IPT-technologie op systeemniveau. Een case study van een busvloot ontwikkelt een generieke methode om
uw Samenvatting

de te behalen rij afstand te bepalen als functie van de massa en het frontale oppervlak van het voertuig. De economische analyse identificeert ook de wisselwerking tussen de weg bedekking van IPT systemen, efficientie en de grootte van de batterij. Het proefschrift sluit af met een visie van de snelweg van de toekomst. Zo’n snelweg zal naar verwachting een functionele upgrade ondergaan om elektrisch opladen van het transport aan te kunnen. Deze evolueert rond de integratie van IPT-systemen, inductief te herstellen asfaltwegen en hernieuwbare energieopwekking. De modellering is uitgedaagd om deze integratie te bestuderen, zowel met behulp van simulaties als ook met experimenten. Een dergelijke case study voor integratie van hernieuwbare energie op een snelweg (A12) in Nederland met behulp van IPT is gedetailleerd uitgevoerd.
## Glossary

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>basic restrictions</td>
</tr>
<tr>
<td>BS</td>
<td>Biot-Savart’s law</td>
</tr>
<tr>
<td>DR/Circ</td>
<td>double rectangle/circle</td>
</tr>
<tr>
<td>EM</td>
<td>electromagnetic</td>
</tr>
<tr>
<td>EV</td>
<td>electric vehicle</td>
</tr>
<tr>
<td>FE(M)</td>
<td>finite element (method/model)</td>
</tr>
<tr>
<td>FOM</td>
<td>figure of merit</td>
</tr>
<tr>
<td>GMD</td>
<td>geometric mean distance</td>
</tr>
<tr>
<td>ICNIRP</td>
<td>International Commission on Non-Ionizing Radiation</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>IHA</td>
<td>inductive healing asphalt</td>
</tr>
<tr>
<td>IPT</td>
<td>inductive power transfer</td>
</tr>
<tr>
<td>ITF</td>
<td>international transport forum</td>
</tr>
<tr>
<td>KNMI</td>
<td>Koninklijk Nederlands Meteorologisch Instituut</td>
</tr>
<tr>
<td>LMNZ</td>
<td>longitudinal mu-near-zero</td>
</tr>
<tr>
<td>MNZ</td>
<td>mu-near-zero</td>
</tr>
<tr>
<td>MPE</td>
<td>maximum permissible exposure</td>
</tr>
<tr>
<td>NI</td>
<td>Neumann’s integral</td>
</tr>
<tr>
<td>ORNL</td>
<td>Oak Ridge National Laboratory</td>
</tr>
<tr>
<td>PCB</td>
<td>printed circuit board</td>
</tr>
<tr>
<td>PDE</td>
<td>partial differential equation</td>
</tr>
<tr>
<td>PEEC</td>
<td>partial element equivalent circuit</td>
</tr>
<tr>
<td>PI</td>
<td>partial inductance</td>
</tr>
<tr>
<td>PM</td>
<td>permanent magnet (machine)</td>
</tr>
<tr>
<td>PP</td>
<td>parallel-parallel</td>
</tr>
<tr>
<td>PS</td>
<td>parallel-series</td>
</tr>
<tr>
<td>PSO</td>
<td>particle swarm optimization</td>
</tr>
<tr>
<td>Quad</td>
<td>quadrature</td>
</tr>
<tr>
<td>RFID</td>
<td>radio-frequency identification</td>
</tr>
<tr>
<td>SAE</td>
<td>Society of Automotive Engineers</td>
</tr>
<tr>
<td>SAR</td>
<td>specific absorption rate</td>
</tr>
<tr>
<td>SCT</td>
<td>Schwarz Christoffel transformation</td>
</tr>
<tr>
<td>SP</td>
<td>series-parallel</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>SS</td>
<td>series-series</td>
</tr>
<tr>
<td>TI</td>
<td>theory of images</td>
</tr>
<tr>
<td>TNO</td>
<td>Nederlandse Organisatie voor Toegepast Natuurwetenschappelijk Onderzoek</td>
</tr>
<tr>
<td>u.p.f</td>
<td>unity power factor</td>
</tr>
<tr>
<td>VA</td>
<td>volt-ampere</td>
</tr>
<tr>
<td>VLF/LF/UHF</td>
<td>very low frequency/low frequency/ultra high frequency</td>
</tr>
<tr>
<td>VRM</td>
<td>variable reluctance machine (motor)</td>
</tr>
<tr>
<td>WEVC</td>
<td>wireless electric vehicle charging</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Traditional utilization of fossil fuels propelled the industrialization of world and created an era of economic and human prosperity. However, the fact that fossil fuels are getting depleted at a very fast rate and its impact on the environment - global warming, climate change, pollution and resulting ecological destruction demands a shift to alternative modes of energy generation and utilization [1]. According to ITF (International Transport Forum) 2010 statistics, transportation accounted for 23% of the total \( CO_2 \) emissions and 30% of OECD \( CO_2 \) emissions [2]. Also, it is reported to account for about 15% of the total GHG emissions. Thus, an urgent transition to a cleaner alternative is imperative to create a sustainable planet for future generations.

Electrification of road transportation is becoming an important step toward solving the problems of anthropogenic climate change as well as for controlling pollution. The development of Electric Vehicles (EVs) as a transitory technology that has a low carbon footprint is plagued with challenges including limited driving range, limited battery size, high cost and lack of charging infrastructure. Also, galvanic/conductive charging which is the most straightforward replacement to gasoline stations, pose the risk of electrocution at unfavorable weather due to handling. Hence, decoupling the EV users from the mode of charging led to development of contactless/wireless power transfer.

Inductive Power Transfer (IPT) is a mode of wireless power transfer where magnetic fields act as the energy carrier medium. Encouraging developments in the field of IPT for both stationary and on-road dynamic powering is expected to help alleviate the problems of range extension and user-charger decoupling. Another persuasive development in future roadway technology is the concept of self-healing roads that use induction healing to remove the potholes in roads. This thesis is centred around the utilization of magnetic fields as a source of energy transfer in EVs in the road and for inductive healing of low maintenance self-healing asphalt.

Magnetic fields that emanate from a charge-pad or coil carrying alternating currents are also
alternating in nature. This fluctuating magnetic field when inductively coupled to another charge-pad can create power transfer. Alternatively, conductive materials placed close to an alternating field can create eddy currents through them resulting in heating of the same. These two effects of magnetic fields - electrical energy transfer and eddy current heating are the basis of inductive power transfer and inductive heating/healing. A combination of these roadway electrification technologies that will see independent implementation in the future, can pose coexistence roadblocks during integration. This thesis also bridges this gap by modelling and finding interdependencies that pose challenges and proposes viable alternatives for all technologies to be combined together. These two applications of magnetic fields are introduced in Section 1.1 and Section 1.4.

1.1 Magnetic Fields for Power Transfer of EVs - State of Art

There are three developments in the electromagnetic power transfer for EV charging. They are stationary charging, semi-dynamic charging and on-road/dynamic charging. In case of stationary/static charging, parking lots can be upgraded to charge EVs with the comfort of not plugging in any charging cables. Static wireless charging is expected to improve the charging experience by preventing hazards due to tripping on the cable or even electrocution. Such systems can be buried or flush-mount, thereby not affecting the façade of a city and being safe from vandalism and unfavourable weather conditions [3]. Practical examples of stationary charging include bus based wireless electric vehicle charging systems (WEVC). Such systems have helped in reducing the weight of on-board batteries and have improved efficiency. For eg: Conduix-Wamplfler’s WEVC in buses at Torino, Geneo and s’Hertogenbosch in the Netherlands [4]. Efficiencies of more than 90% are reported at 60, 120 or 180 kW [4]. WAVE IPT, a spin-off from Utah State University is working on 50 kW IPT systems achieving more than 90% efficiency [5]. They are expecting to install IPT systems with 250 kW charging [5]. OLEV, a spin-off from Korean Advanced Institute of Science and Technology (KAIST) developed a third generation of wireless power transfer in with a power transfer efficiency of 83% at a 20-cm air gap [3]. Companies like Witricity, Qualcomm Halo, Conductix-Wampfler, Bombardier, Momentum Dynamics, HEVO Power etc. are building market ready charge-pads for electric vehicles charging using IPT systems [3], [12]. Witricity that started out of Massachusetts Institute of Technology, have developed systems that deliver 91 – 93% efficiency at 11 kW power transfer [13]. HaloIPT that started out as a spin-off from the University of Auckland, works extensively in a patented “Double D” magnetic structure for power transfer [3], [14]. Qualcomm acquired Halo in 2011 and they are involved in developing systems from 3.3 kW to 20 kW with > 90% efficiency [14]. Semi-dynamic charging can be useful to deliver energy back to battery during an opportune stop moment during a trip or during slow moving instances eg: stop lights, taxi-ranks etc [7]. This is a hybrid situation between fully static EVs and being fully dynamic. They are
expected to be installed in the roads in the mid-term future as more EVs populate the road. In published work, it is shown that the on-road wireless charging can be used to power the EVs at stop lights in a semi-dynamic fashion in [8].

Dynamic charging is the concept of charging the battery of EV or even using it for traction when the vehicle is in motion. This is usually achieved by having sectional IPT systems/repeated charge-pads on the road. An example of dynamic charging IPT systems on the road as demonstrated at Oak Ridge National Laboratory (ORNL) is shown in Fig. 1.1. Dynamic charging can enhance battery life by charging with small packets of energy while nullifying range anxiety in long trips caused due to limited battery size. Dynamic charging as researched in [9], concludes that for an EV with a battery of 24 kWh, 500 km range can be achieved by IPT system of 25 kW with 40% road coverage. In a related study in California, the combination of dynamic and static charging is shown as cost effective compared to gasoline vehicles fuelled at $2.50 and $4 per gallon [10].

![Dynamic charging IPT systems on the road as demonstrated at ORNL](image1.jpg)

**Figure 1.1:** Repeated circular charge-pads for the in-motion dynamic charging of EVs as demonstrated at ORNL [11].

### 1.1.1 Systems for Inductive Power Transfer

Inductive Power Transfer involves the transfer of power from a coil to another displaced over an air-gap. The operating principle involves the generation of an alternating magnetic field from an ac supply (*Ampere’s law*). Such an alternating field when linked with another coil induces an emf (*Faraday-Lenz law of induction*). The disadvantage of an incipient large air-gap is the large reluctance it adds to the magnetic path. Thus, compensating capacitors are added to both the coils which are then tuned to resonance so as to nullify the reactive
power [17]. This technology that eliminates wired power transfer is called Wireless Power Transfer. A typical IPT system integrated to an EV is shown in Fig. 1.2.

Figure 1.2: A typical IPT system with a 3-phase power source that drives an EV with a PMSM machine. Different configurations can have a 1-phase ac, 3-phase ac or even a dc power input source. Also, depending on the EV, the e-Powertrain is subjected to change.

IPT has a number of advantages such as elimination of messy cords, reduced wear and tear and hence the maintenance requirement, increased reliability, ability to be used in dangerous and difficult terrains such as explosive environments, underwater power delivery due to the non-contact nature of magnetic fields, massive reduction of battery size and range extension in case of electric vehicles (EVs) [18], [19]. There are a number of essential system requirements for an IPT system, they are [20]:

- **Coil magnetics**: A pair of coils that can transfer power from the ground to EV. Usually, a coil based on copper, ferrites (field shaping) and magnetic shield (Al) forms the charge pad (concentrated IPT system) or it can be in the form of long tracks for distributed IPT systems.

- **Power inverter**, where ac is generated in the VLF (3 – 30 kHz)/LF (30 – 300 kHz) frequency range with embedded primary power-control.

- **Energy Management**, typically consisting of a dc/dc converter with control so as to perform secondary power-control to the vehicle battery.

Near-field inductively coupled systems consist of two coils separated from each other by an air gap with the magnetic flux created by the exciting coil/primary inducing an emf onto the
pickup/secondary. Conventionally, such an air-cored transformer results in low efficiency and low power transfer due to the large leakage fields associated with both the primary and secondary. Typically, the coupling coefficient of such transformers are low ($k = 0.01–0.5$, loosely coupled), while iron-core transformers operate at close to unity (tightly coupled) [18]. Now, when the entire system is made to resonate, these problems can be circumvented. This is done by connecting capacitors suitably (either in series or parallel or a combination) to both the primary and secondary, with the entire system operating at a single resonant frequency.

### 1.1.2 Compensation in IPT Systems

An uncompensated IPT System transfers energy between two loosely coupled coils, the primary inductor of inductance $L_1$ and the secondary, $L_2$ and as shown in Fig. 1.3. The mutual inductance between the primary inductor and the secondary inductor is $M$.

![Figure 1.3: Equivalent Circuit of a loosely coupled coil-pair](image)

The emf induced in the secondary coil due to primary current $i_1$ when excited by an alternating current of frequency $\omega$ is given by

$$e_2 = j\omega M i_1 \quad (1.1)$$

and the emf induced onto the primary coil due the secondary current $i_2$ is

$$e_1 = j\omega M i_2 \quad (1.2)$$

The large reluctance associated with the air-gap in loosely coupled coils results in poor efficiency and large leakage reactance. It is hence necessary to perform reactive power compensation by adding capacitors to the primary and secondary coils. This system of double-resonating coils acts as a band-pass filter effectively allowing only power at resonant frequency to be transferred to load at high efficiency.

Depending on the connection of the capacitors to the coils there are four basic compensation strategies: Series - Series (SS), Series - Parallel (SP), Parallel - Series (PS) and Parallel - Parallel
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(PP) as shown in Figure 1.4. The source voltage is denoted by \( v_1 \) and the load is ideally represented as \( R_L \). The transmitting side inductances and capacitances are denoted by \( L_1 \) and \( C_1 \) respectively while the receiving side parameters are \( L_2 \) and \( C_2 \) respectively. \( R_1 \) and \( R_2 \) are the winding resistances of the two coils. \( M \) is the mutual inductance between the primary and secondary inductors.

![Figure 1.4: Basic IPT compensation topologies](image)

To determine the compensation capacitance values, the secondary capacitance, \( C_2 \), is designed to resonate with the secondary inductance, \( L_2 \). This ensures that the power delivery to the load via the secondary circuit is maximized. Finally, primary capacitance, \( C_1 \), is chosen so as to nullify the reflected reactive loading of the primary coil. In ideal conditions, this would imply both maximum active power delivery and operation at u.p.f.

The secondary compensation \( C_2 \), for all the compensation topologies is given by:

\[
C_2 = \frac{1}{\omega_0^2 L_2} \tag{1.3}
\]

where \( \omega_0 \) is the resonant frequency of the IPT system. To calculate primary compensation, \( C_1 \), the total impedance, \( Z \) of Figure 1.4 needs to be calculated for all topologies as reflected to the primary side. \( C_1 \) is then determined by nullifying the imaginary part of \( Z_1 \) to zero. The source voltage, \( v_1 \), can therefore be represented by:

\[
v_1 = i_1 Z_T \tag{1.4}
\]

The impedance of the receiver side is calculated as a lumped impedance, \( Z_2 \) as represented
as

\[
Z_2 = \begin{cases} 
R_2 + j \left( \omega L_2 - \frac{1}{\omega C_2} \right) + R_L & \text{secondary series compensation} \\
R_2 + j\omega L_2 + \frac{R_L}{1 + j\omega C_2 R_L} & \text{secondary parallel compensation}
\end{cases}
\]  

(1.5)

### 1.1.3 Designing the primary compensation

The primary compensation capacitance, \(C_1\), is designed by equating the reactance of \(Z_T\) for the respective topology to zero. This ensures both high power factor and also maximum power transfer. The expressions for \(C_1\), determined using (1.5) and total impedance are tabulated in Table 1.1. The winding resistances of the primary and secondary coils are neglected as they are usually small.

<table>
<thead>
<tr>
<th>Type</th>
<th>(C_1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS</td>
<td>(\frac{1}{\omega_0^3 L_1})</td>
</tr>
<tr>
<td>SP</td>
<td>(\frac{1}{\omega_0^2 \left( L_1 - \frac{M^2}{L_2} \right)})</td>
</tr>
<tr>
<td>PS</td>
<td>(\frac{L_1}{\omega_0^2 L_1^2 + \left( \frac{\omega_0^2 M^2}{R_L} \right)^2})</td>
</tr>
<tr>
<td>PP</td>
<td>(\frac{L_1 - \frac{M^2}{L_2}}{\omega_0^2 \left( L_1 - \frac{M^2}{L_2} \right)^2 + \left( \frac{R_L M^2}{L_2^2} \right)^2})</td>
</tr>
</tbody>
</table>

From the expressions of \(C_1\) tabulated in Table 1.1, it can be observed that \(C_1\) is load independent in the SS and SP topologies. However, there is a load dependence in the primary parallel topologies. Hence, load variations can result in detuning in parallel primary topologies and hence are not considered in this thesis. Also, the SS topology is the only one wherein \(C_1\) is independent of the mutual inductance, \(M\), between the primary and the
secondary. In addition, for distributed IPT systems, where a track feeds multiple pick-up circuits, the primary series topologies offer the advantage that impact of loading/unloading on tuning variations is minimal. Literature also includes work on LCL compensation and LCC compensation [20], [21]. These topologies have the advantage that distributed elements can share the VA. However, the multiple roots of their characteristic impedance implies that a variable frequency system can make the system operate in an unstable operating point [21].

1.2 System Performance Measures

Two useful systems parameters that can be defined for IPT systems is the power transferred and the magnetic efficiency of the system. The system parameters will be derived in the following paragraphs. The maximum voltage that can be induced onto a pick-up is referred to as open circuit voltage. From (1.1), open circuited voltage \( v_{oc} \), of the coupled system is given by:

\[
v_{oc} = j\omega M i_1
\]

The maximum current that can be sourced by a pick-up is referred to as short circuit current, \( i_{sc} \), is given as follows:

\[
i_{sc} = \frac{v_{oc}}{j\omega L_2} = \frac{M i_1}{L_2}
\]

The uncompensated power transferred to the load is related to \( v_{oc} \) and \( i_{sc} \) is referred to as \( P_{su} \). It represents the maximum VA rating of the pick-up

\[
P_{su} = v_{oc} i_{sc} = \frac{\omega M^2 i_1^2}{L_2}
\]

Now, the output power, \( P_o \), can be calculated, by ignoring power dissipation in the winding of the pick-up as follows:

\[
P_o = \frac{v_2^2}{R_L} = \frac{e_2^2}{R_L} = \frac{(\omega M i_1)^2}{R_L} = \left( \frac{\omega M^2 i_1^2}{L_2} \right) \left( \frac{\omega L_2}{R_L} \right) = \frac{\omega M^2 i_1^2}{L_2} Q_2, L
\]
From (1.8) and (1.10)

\[ P_o = P_{su}Q_{2,L} \quad (1.11) \]

Where, \( Q_{2,L} \) is the loaded quality factor of the tuned secondary, \( Q_{2,L} = \frac{\omega L_2}{R_2 + R_L} \approx \frac{\omega L_2}{R_L} \) as \( R_L \gg R_2 \). It is important to consider the distinction that the quality factor of the coil (native/intrinsic quality factor) is defined considering the winding resistance as \( Q_2 = \frac{\omega L_2}{R_2} \).

Another, alternative way of writing the output power equation (1.11) [20] is

\[ P_o = \frac{\omega M^2 i_1^2}{L_2} Q_{2,L} \]
\[ = \omega L_1 i_1 \times i_1 \times \frac{M^2}{L_1 L_2} \times Q_{2,L} \]
\[ = v_1 i_1 k^2 Q_{2,L} \quad (1.12) \]

The output power in (1.12), suggests that the IPT system scales the input VA by the square of coupling and loaded quality factor of the secondary. This further exemplifies the effect of a magnetic design which enhances the power exponentially. The effect of frequency is contained with the voltage expression of the primary indicating that the frequency can increases the power transfer until maximum VA limit is reached. For a given frequency, the NI product of the magnetics can be increased so as to enhance power transfer until maximum VA rating is hit.

The output power equations are derived here for a series tuned pick-up, but they are conserved for a parallel tuned pick-up with the difference that loaded quality factor is given as \( Q_{2,L} = \frac{R_2 + R_L}{\omega L_2} \).

Power losses occur in the magnetics in copper losses and eddy losses (skin and proximity) in the coil resistances, iron losses in the ferrites and eddy losses in Al shield. Also, in the compensation network, ESR of the capacitors result in power losses. Finally, the semiconductors used in the various power conversion stages of IPT systems also contribute to inefficiency.

From (1.5) and further analysis, assuming that the resonant angular frequency is \( \omega_0 \), the magnetic efficiency, \( \eta_{SS} \), of a SS IPT topology is given by

\[ \eta_{mag} = \frac{i_1^2 R_L}{i_1^2 R_1 + i_2^2 R_2 + i_2^2 R_L} \]
\[ \eta_{mag} = \frac{R_L}{(R_L + R_2) \left( 1 + R_1 \frac{(R_2 + R_L)}{\omega_0^2 M^2} \right)} \quad (1.13) \]
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It is evident that the efficiency increases with decrease in resistance of charge-pads. Also, \( \eta_{mag} \) increases with an increase in \( (\omega_0 M) \). In order to maximize the power transfer efficiency, a figure of merit (FOM) has been derived for IPT systems in [22] as

\[
FOM = kQ
\]

where \( k \) is the coupling coefficient, \( k = M/\sqrt{L_1 L_2} \) and \( Q = \sqrt{Q_1 Q_2} \). \( Q_1 = (\omega L_1)/R_1 \) and \( Q_2 = (\omega L_2)/R_2 \) are the intrinsic quality factors of the primary and secondary coils. This FOM is used for optimization of IPT magnetics and emphasises that the efficiency of an IPT system can be maximised with \( (\omega_0 M) \) and/or reduction in the series resistances of the charge-pads.

1.3 Features of IPT Charge-pad

IPT charge pads particularly for EV charging applications have a number of distinct features and they are discussed below:

- **Charge-pad nomenclature**
  A number of different classifications of charge pads are presented in literature. This section covers some important distinctions.
  Lumped IPT systems usually employ a concentrated coil in a charge-pad design. However, distributed IPT systems consist of a large track that can power one or more pick-ups. As expected, lumped systems have higher coupling (typically \( 0.1 < k < 0.5 \)) than distributed systems (typically \( k < 0.1 \)).
  Single sided-charge pads have magnetic flux that is restricted to a plane above the charge-pad. However, in case of a double-sided charge-pad, magnetic flux path is also present below the charge-pad. Double-sided pads create undesirable leakage flux that doesn’t couple with a pick-up. Hence, a polarised charge-pad is usually considered in IPT systems.
  A multi-coil (segmented) charge-pad is composed of multiple single coils that usually run currents in opposite direction (\( \phi = 180^\circ \)). This creates a flux pattern (horizontal flux) that is directionally oriented from one coil to the other. Such a charge-pad is also called as a polarised charge-pad. A quadrature coil is one that runs a current in quadrature (\( \phi = 90^\circ \)) such that the flux from it doesn’t couple with the flux from a non-quadrature coil in its vicinity.

- **Misalignment tolerant design**
  IPT systems for EV charging need tolerance to alignment for charging at required power levels at high efficiency. Misalignment tolerant IPT designs are of importance for applications including material handling involving distributed IPT systems (long wires/tracks). Also, for stationary EV charging (typically \( \pm 100 \text{ mm} \)) and dynamic
powering of EVs using lumped charge-pads, misalignment tolerance is an important criterion. This work studies the effect of misalignment and also performs magnetic modelling of its effect using coil shapes.

- **Electromagnetic safety**
  The leakage fields that permeate the space around the charge-pad can impact both the health of a living entity in close proximity. It can also result in unwanted heating of foreign objects that are closeby. Different regulating bodies have published standards for limiting exposure - ICNIRP (International Commission on Non-Ionizing Radiation Protection), IEEE etc. The frequency dependence of these limits for time-varying alternating fields is set as a limit for optimization in this thesis. However, circuitry and control strategies for foreign object detection and living object protection is beyond the scope of this thesis.

- **Interoperability**
  For a new technology like IPT for EVs to be developed where there exists a large number of design variants including magnetic topology, frequency of operation, power levels, z-gaps and safety related detection circuitry, standards are required to create consensus on several dimensions. The SAE (Society of Automotive Engineers) is working on an upcoming standard J2954. A small band of frequency around 85 kHz (81.39 – 90 kHz) is being allocated for light EV IPT wireless charging for four power classes (3.7, 7.7, 11, 22 kW) [23]. It is expected that in the future different designs for charge-pads will be interoperable with each other, leading to seamless power delivery between asymmetrical charge-pads

- **Power density of charge-pads**
  Compact charge-pads are the demand of EV manufacturers. Thus, optimization of magnetics keeping power-density as high, while reducing weight of the charge-pad is an important requirement in practical systems.

### 1.4 Magnetic Fields for Self-Healing Roads

Typically roads are made of porous asphalt concrete in the Netherlands. Porous asphalt concrete has advantages over dense graded asphalt concrete with respect to noise reduction and water drainage. However the porous structure does not benefit from the durability of asphalt and will cause premature raveling of the road [24]. Asphalt concrete is a self-healing material [25]. Micro cracks are formed in the material when it is exposed to a sufficiently large stress or strain. The self-healing (molecular rearrangement) process will start after the load that generated the damage has been removed.
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The heating can be done using different methods, but induction heating is preferred over other methods because it does not contaminate the asphalt, can provide a good distribution of the heating power inside the asphalt and it is possible to properly control the amount of heat generated [27]. For the asphalt to be heated by means of induction it first needs to be conductive. Thus, eddy currents are induced in the asphalt by mixing additives in the asphalt, like graphite or steel wool. Asphalt which is treated with such additives is referred to as inductive healing asphalt (IHA). The most effective form of IHA researched in [28] consists of an equal distribution of 3.2, 6.4, and 9.5 mm of grade 00 steel wool. This porous asphalt concrete when heated to 85 °C and rested for a period of 3 to 6 hours could recover 70 % to 85 % of their original strength [28]. A description of induction heating for self-healing is indicated in Fig. 1.5.

Figure 1.5: The process of induction heating of self-healing roads and the resulting increase in life span of the roads.
1.4.1 Research Question

Transportation based on EVs powered by clean electricity can become feasible if the cost of EV comes down drastically. A major burden for EV acceptance is the large battery size which adds cost, volume and weight to the vehicle. Magnetic energy transfer using IPT offers a reliable alternative by pumping small packets of energy from the road to EV while driving, which can then be used for charging the battery and/or for the propulsion drive train. In addition, a barrier to this development is the burden of infrastructure that has been designed to be applied to ICE based vehicles.

A novel technology for upgrading the road infrastructure is the low maintenance self-healing roads. These twin applications of magnetic fields in conjuncture with renewable energy utilization is expected to hasten the roadway transition to EVs in a smooth manner. However, each individual technology as a standalone development is usually being researched analysed and improved. Thus, a combination of these technologies can pose integration challenges due to interdependencies and this thesis tries to model them and also propose viable solutions to combine them. In this context, the following question forms the basis of this research thesis:

*How to model and apply magnetic fields in the future roads to make energy transfer and low maintenance roads a reality?*

While this is a broad objective, this thesis does try to understand and open doors of several issues specific to magnetics in a future roadway where several technologies will amalgamate. It is meant to serve as a mature treatment of inductive energy transfer and as an opening into the area of combined inductive energy/healing roadways. The background of the field of inductive healing asphalt is material sciences. The electrical engineering treatment of this subject and the multi-disciplinary nature of this objective means that some results are being used to optimize materials in a quest for better performance.

It is difficult to predict if these technologies will certainly be implemented in the future. However, some attempt has been made to understand the benefits of their combination and also to bridge the gap between research and industrial implementation also by raising genuine cautions and suggesting viable alternatives.

**Thesis Objectives**

The following are the main goals of this thesis as summarized from the research question:

- Identify, classify and evaluate analytical and semi-analytical techniques for magnetic energy transfer charge-pads.

- Make a classification using a selected analytical technique of several coupler shapes and use performance based figures of merit to identify misalignment-tolerant couplers.
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- Mathematically model, classify and perform experiments on the effect of magnetic fields due to misalignment.
- Perform a multi-objective optimization to select a particle that fulfils the application selected and perform experiments on a lab-scale demonstrator for energy transfer using magnetic fields. In addition, perform validation of magnetic models developed.
- Study the economic implications of inductive power transfer systems.
- Model the losses in inductive healing asphalt and propose an integrated technology roadway combining magnetic fields for energy transfer, healing and renewable energy utilization.

1.4.2 Thesis Outline

The objective of this thesis is in the modelling and application of magnetic fields in the road for power transfer using IPT and for healing potholes using induction heating. IPT being the backbone technology, this thesis develops a fundamental analytical model to describe the effect of shapes of couplers on the system performance during energy transfer. An important scientific contribution being the development of analytical models for single-coil IPT air-cored couplers and their extension to multi-coil couplers. Based on this initial shape optimization, the chosen coupler is then used to perform a detailed optimization. An important problem that affects systems that transfer magnetic fields as the energy source is that of misalignment, this problem has been mathematically analysed, experimented and classified as lateral and longitudinal. Misalignment impacts power transfer and edge effects are exacerbated in applications involving distributed IPT systems.

Any engineering problem where several targets need to be met would mean that an optimization is necessary to establish trade-offs. Multi-objective optimization based on Particle Swarm Optimization (PSO) is used in this thesis to perform an efficiency ($\eta$), weight ($w$) and area-power density ($\alpha$) pareto analysis of a 1kW prototype IPT system. The power electronic system is designed with wide-bandgap devices to perform operational testing. Finally, two highway based case studies, one involving the technical challenges in integrating the various technologies for future roadways and another involving the economic feasibility of IPT systems is carried out.

The various chapters that are part of this thesis are visualised in Fig. 1.6 and listed below:

- **Chapter 2: Analytical and Semi-Analytical Techniques for Coil Design of IPT Systems - An Overview**
  A historical approach of outlining significant milestones in the area of inductance and mutual inductance computations is carried out in this chapter. The extraction of magnetic parameters is classified as field evaluation techniques and their analysis as circuit evaluation techniques. Field evaluation has been considered with general magnetic problems and problems involving different media in focus. Applications of field
evaluation techniques considered are Biot-Savart Law, Neumann’s integral, Schwarz-Christoffel mapping, Partial Inductance and Method of Images. Circuit evaluation techniques involving both electric circuit and magnetic circuits are presented.

• **Chapter 3 : Analytical Modelling and Study of Shapes for IPT Systems**
The focus of this chapter is to apply electromagnetic analysis in order to compute inductances and mutual inductances and extract the coupling from the same. Neumann’s integral is a powerful technique so as to calculate these parameters. The computation has been carried out for air-cored coils considering a number of coil shapes in mind. The concept of linearity is explored to extend the discussion to multi-coil geometries. The results obtained can be used for comparing various coil shapes for utilization in IPT applications. This step yields a coil shape that is subsequently used for a detailed optimization.

• **Chapter 4 : Study of Misalignment in Sectional IPT Systems**
This chapter deals with distributed IPT systems. Specifically, it deals with variation of mutual inductance referred to as misalignment. Biot-Savart’s law is used to perform analytical computation of mutual inductance subjected to both x-directional and y-directional misalignment. These misalignment characteristics are referred to as lateral and longitudinal misalignment. Conventional sectional tracks are subjected to unsymmetrical misalignment at their ends. This is as a result of edge effect and is experimentally verified and a design that offsets this problem is suggested.

• **Chapter 5 : Multi-Objective Optimisation and Experimental Analysis of a DR IPT System for Light EVs**
This chapter looks into the 3-D magnetic evaluation of IPT systems. The various materials present in an IPT charge pad- copper coils, ferrites for field shaping and Al shield are considered in this study. The multi-objective optimization of a DR charge-pad for a 1kW IPT system keeping targets of maximizing efficiency and area-power
density, while minimizing weight \((\eta - \alpha - w)\). A lab scale prototype is built and experimented using a SiC H bridge inverter.

- **Chapter 6 : Economic Analysis of IPT Systems : A Case Study**
  This chapter considers the economic implications of IPT systems particularly with regard to a bus fleet. A generic methodology is described to determine the driving range of any EV with variable gross mass and frontal area. A dynamic power consumption model is developed for the EV, also exploring the trade-offs between percentage road coverage, transport efficiency and change in on-board storage with economics as the backbone.

- **Chapter 7 : Challenges and Interdependencies of Future Sustainable Roads**
  Road based technologies like electric vehicles (EVs), driving range enhancing contactless charging, lifetime time enhancing self-healing roads and in-situ energy generating elements are considered in this chapter. The technical challenges of integrating different emerging on-road technologies are analytically and experimentally researched. Finally, case study of a future highway and with these technologies are considered as an example.
Analytical and Semi-Analytical Techniques for Coil Design of IPT Systems - An Overview

The rising applications in the field of Inductive Power Transfer prompts a look at various analytical tools to perform magnetic design. This chapter aims to classify, evaluate and apply different analytical techniques for magnetic modelling of inductively coupled air-cored power transfer systems. To model such a system, magnetic parameters - \( L, M, k \) etc. need to be computed and this is referred to as field evaluation. Next, the circuit modelling techniques to evaluate efficiency, losses and power transfer include both electric circuit and magnetic circuit analysis. An application example of self-inductance by analytical computations is considered and validated using FEM simulations and by performing experiments. Modelling challenges for multi-coil design is elaborated, discussing leakage constraints and an IPT design methodology.

Based on

2.1 Introduction

Magnetically coupled coils transfer energy by means of an alternating magnetic field between a source and load that are not placed in contact. This technique of wireless or contactless energy transfer that relies on induction is also referred to as Inductive Power Transfer (IPT) [18], [29]. Wireless inductive power can be propagated over a short distance as well as over large distances in vacuum or in a media. In case of far-field applications, electromagnetic waves propagate in an omnidirectional manner with the transmitter and receiver designated as an antenna [30]. Here, power can be transferred to distances several times the dimensions of the antenna [30]. Typical examples of this technique include UHF RFID [30] and Microwave Power Transfer in Space Solar Power [31].

In case of near-field IPT systems, energy is transferred to short distances which is typically an order of the dimension of coil [32]. Whether far-field or near-field, wireless IPT operates on Tesla’s concept of tuned resonances for both transmitter and receiver [32], resulting in nullification of reactive power demand and enhancing the active power flow to the load.

To model a system of magnetically coupled coils, a preliminary assessment is presented in [33]. The field parameters (magnetic field intensities, magnetic flux densities, self and mutual inductances, coupling coefficients) are calculated as a first step in the magnetic modelling. The analytical techniques that can be used to evaluate these field parameters are classified as field modelling techniques. Once the field model is described, circuit parameters such as currents, voltages, power, energy and efficiency need to be computed. This can be carried out by using the circuit modelling techniques. The field and circuit modelling techniques are classified in Fig. 2.1. The various analytical techniques applied have been derived from first principles.
2.2 Background History

The two distinct branches of magnetism and electricity merged into unison with the discovery by Ørsted that electric currents create magnetism in 1820. With Ampère’s (1826) discovery of the attraction of electric conductors and Faraday’s experiments (1831) subsequently leading to the understanding of magnetic fields as lines of force, there was an increased focus in the field of electromagnetism. Both these along with Gauss’s law on magnetism and electricity were presented mathematically by Maxwell (1873) in his seminal work – “A treatise on Electricity and Magnetism” and henceforth these equations were referred to as Maxwell’s equations [34]. Induction coils, influenced by the work of Faraday, Henry and Page, were first developed by Callan (1836) who used dc from a galvanic cell through an interrupter (Callan’s repeater) to produce rate of change of magnetic flux and demonstrated induction between coils [35], [37]. They are shown in Fig. 2.2. Following this, a number of induction coils were developed including that of Ruhmkorff [35]. The first transformer was invented by Zipernowski, Blâthy and Déri (ZBD Transformer) and patented in 1885. Following this, Westinghouse and Stanley improved the design made it...
Figure 2.2: Callan’s induction coils, produced sparks up to 15 inches (38.1 cm) and helped Callan recognize that induction depended on the rate of interrupting the circuit. This achievement was unchallenged till 1890 [35], [36].

possible to manufacture the same in a commercially viable and easy manner in the United States [37]. Westinghouse also had firm faith in the applications of alternating current and obtained exclusive rights to Nikola Tesla’s patents for the polyphase system of alternating current (1888) [38]. In the period between 1890 – 1910, Tesla experimented with resonant coils, referred to popularly as Tesla Coils and even unsuccessfully tried sending power in space leading to the eventual decommissioning of the famous Wardenclyff Tower in 1917 [39].

Since the time of Ørsted, inductance has played an important role so as to quantify the magnetic fields associated with the flow of electric currents. Inductances of circular geometries classically have been addressed by Kirchhoff, Rayleigh, Lorentz, Maxwell [41] etc. From the early 1900s, published works including those of Butterworth who studied the self and mutual inductance of various coils and also studied eddy currents and skin effect [42], [43]. A large bibliography of references covering inductances are available in Hak’s “Eisenlose Drosselspulen” (1938) and Grover’s “Inductance Calculations” (1946) [44]. Wheeler (1958) treated a pair of coaxial and coplanar spherical coils as an antenna and also studied its self-resonance [45]. Grover’s tabulation method involving calculating GMD (Geometric Mean Distance) as defined by Maxwell is used rather extensively even today [46]. However, zeroth and first order calculations are only considered accurate with loosely coupled coils and short coils considered inaccurate [35] – [38]. Also, GMD being approximate and only valid for infinitely long structures makes the tabulation method inaccurate for finite length computations [47]. In case of physical measurements of mutual inductance, Campbell working at the National Physical Laboratory (1907) made the measurement standard for both inductances and mutual inductances [48]. It was made of two layers of coils, 75 turns each and made of bare wires in the form of a helix that served as the primary and wound over marble. The marble was cylindrical of 30 cm diameter. The secondary consists of 488
2.3 – Generalized n-Coupled Coil System

It is useful to think of a multi-coil system so as to define and evaluate its magnetic parameters. A three coil system \((n = 3)\) and its flux linkage is represented in Fig. 2.4. When a pure sinusoidal voltage is applied to coil 1, according to Faraday’s law the induced emf, \(e_1\) is related to the time-rate of change of magnetic flux linkage, \(\psi_1\) as [52].

\[
e_1 = \frac{d\psi_1}{dt} = \frac{d}{dt} \int_{S_1} \mathbf{B}_1 \cdot d\mathbf{S} = \frac{d}{dt} \oint_{C_1} \mathbf{A}_1 \cdot d\mathbf{l} = d \left( \frac{L_1 i_1}{dt} \right) \tag{2.1}
\]

In the above equation, \(S_1\) is the surface enclosed by the wire, \(d\mathbf{S}\) is an elementary surface, \(C_1\) is the contour along the length of the wire in the direction of current flow and \(d\mathbf{l}\) is its elementary length. Now, when the other two coils are brought closer, the current

Figure 2.3: Campbell’s mutual inductance standard [40]. It still serves as the primary standard in many metrology laboratories across the world.
Figure 2.4: Flux linkage in a three coil system. An excitation current in the circuit applied to coil 1 can be quantitatively represented in terms of a volume density \( (Jdv) \) or surface density \( (JdS) \) or a median line current \( (idl) \). Also, the magnetic vector potential due to current \( i_n \) in \( n^{th} \) coil is ‘\( A_n \)’ that results in a flux density ‘\( B_n \)’. The flux lines due to exciting current in the coil 1 acting independently is shown in the above figure and the coupling between the coils are represented as \( k_{12}, k_{13} \) and \( k_{23} \).

Flowing through one of them can induce a voltage onto the other. This ability to transfer energy between magnetically coupled coils is measured with mutual inductance. For a linear circuit, the total energy stored in the magnetic field \( U_m \) can be written in terms of the self-inductance \( (L_{mm}, m = 1 - 3) \) and mutual inductances \( (L_{mn}, m \neq n) \) as

\[
U_m = \frac{1}{2} L_{11} i_1^2 + \frac{1}{2} L_{22} i_2^2 + \frac{1}{2} L_{33} i_3^2 + L_{12} i_1 i_2 + L_{23} i_2 i_3 + L_{13} i_1 i_3
\]  

(2.2)

Now, the total voltage in coil 1 is given as

\[
v_1 = i_1 R_1 + L_{11} \frac{di_1}{dt} + L_{12} \frac{di_2}{dt} + L_{13} \frac{di_3}{dt}
\]  

(2.3)

Or, the induced voltage in the primary inductor is given by
\[ e_1 = L_{11} \frac{di_1}{dt} + L_{12} \frac{di_2}{dt} + L_{13} \frac{di_3}{dt} \]  

(2.4)

Here, \( L_{11} \) is the self-inductance of coil 1 and \( L_{12}, L_{13} \) are the mutual inductance between coil 1 & coil 2 and coil 1 & coil 3 respectively. They are mathematically defined in terms of magnetic flux densities as

\[ L_{11} = \frac{1}{i_1} \int_{S_1} \overrightarrow{B}_1 \cdot d\overrightarrow{S} \]
\[ L_{12} = \frac{1}{i_1} \int_{S_2} \overrightarrow{B}_1 \cdot d\overrightarrow{S} = \frac{1}{i_2} \int_{S_1} \overrightarrow{B}_2 \cdot d\overrightarrow{S} \]  

(2.5)
\[ L_{13} = \frac{1}{i_1} \int_{S_3} \overrightarrow{B}_1 \cdot d\overrightarrow{S} = \frac{1}{i_3} \int_{S_1} \overrightarrow{B}_3 \cdot d\overrightarrow{S} \]

For a general case, the induced emf in the \( n^{th} \) coil can be written as

\[ e_n = L_{n1} \frac{di_1}{dt} + L_{n2} \frac{di_2}{dt} + ... + L_{nn} \frac{di_n}{dt} \]  

(2.6)

For a system of \( n \)–coupled windings, the coupling coefficient between the \( i^{th} \) coil and \( j^{th} \) coil can be defined as

\[ k_{ij} = \frac{M_{ij}}{\sqrt{L_iL_j}} \]  

(2.7)

Finally, the voltage equation for the system can be written as

\[
\begin{bmatrix}
    v_1 \\
    v_2 \\
    \vdots \\
    v_n
\end{bmatrix} =
\begin{bmatrix}
    R_1 & 0 & \cdots & 0 \\
    0 & R_2 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & R_n
\end{bmatrix}
\begin{bmatrix}
    i_1 \\
    i_2 \\
    \vdots \\
    i_n
\end{bmatrix}
+ \begin{bmatrix}
    L_{11} & L_{12} & \cdots & L_{1n} \\
    L_{21} & L_{22} & \cdots & L_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    L_{n1} & L_{n2} & \cdots & L_{nn}
\end{bmatrix}
\begin{bmatrix}
    \frac{di_1}{dt} \\
    \frac{di_2}{dt} \\
    \vdots \\
    \frac{di_n}{dt}
\end{bmatrix}
+ \begin{bmatrix}
    \frac{di_1}{dt} \\
    \frac{di_2}{dt} \\
    \vdots \\
    \frac{di_n}{dt}
\end{bmatrix}
\]

(2.8)
2. Analytical and Semi-Analytical Techniques for Coil Design of IPT Systems - An Overview

2.4 Analytical and Semi-Analytical Methods to Evaluate Magnetic Parameters

Electromagnetic problems can be solved for inductive parameters analytically by starting with field extractions from Maxwell’s equations. In case of analytical techniques, exact solutions are derived by solving the PDEs. However, analytical techniques can be applied only to certain class of problems due to complexity of calculations. While in case of numerical techniques, numerically approximate steps are performed to arrive at a solution to an electromagnetic problem. The accuracy of such solutions depends on the modelling - discretization and computational resource available. Semi-analytical techniques combine both analytical and numerical solutions to a problem.

2.4.1 Field Modelling Techniques

Field modelling techniques form the first step in magnetic modelling. Here, the field parameters are evaluated using the magnetic field definitions and inductance definitions presented in Section 2.3 and can be further used to calculate coupling.

Application of Biot-Savart law

\[
\mathbf{B} = \frac{k}{4\pi} \int \frac{\mathbf{I} \times \mathbf{r}}{r^3} \, dl
\]

Figure 2.5: Application of Biot-Savart law at a point \( P \) due to current element \( id \). The flux density at any point is perpendicular to both the current element and the position vector of that point.
The flux density $\mathbf{dB}$ at any point due to a current element $id \mathbf{l}$ and displaced by $\mathbf{r}$ with the unit vector along its direction, $\hat{r}$ is given by applying Biot-Savart law as shown in Fig. 2.5. This vector is perpendicular to both $d \mathbf{l}$ as well as $\mathbf{r}$.

$$d \mathbf{B} = \frac{\mu_0}{4\pi} \frac{id \mathbf{l} \times \hat{r}}{r^2} \quad (2.9)$$

By applying the principle of superposition, the flux density can be obtained as a line integral in the direction of conventional current along the contour $C$.

$$\mathbf{B} = \frac{\mu_0}{4\pi} \int_C \frac{id \mathbf{l} \times \hat{r}}{r^2} \quad (2.10)$$

Now, this flux density can be used to calculate the self and mutual inductance by defining the magnetic flux linkages of coil 1 ($\psi_1$) and that linking coil 2 due to current in coil 1 ($\psi_{12}$) as

$$L_1 = \frac{\psi_1}{i_1} = \frac{1}{i_1} \iint_{S_1} \mathbf{B}_1 \cdot d\mathbf{S}$$

$$L_{12} = M = \frac{\psi_{12}}{i_1} = \frac{1}{i_1} \iint_{S_2} \mathbf{B}_1 \cdot d\mathbf{S} \quad (2.11)$$

The coupling can then be obtained from (2.7). Closed form expression for various shapes are presented in [53], [54]. In published work, code that takes the complex geometry as a combination of circular loops, helix and straight lines are presented in [55]. For an analytical expression of a rectangular cross sectional wire using elliptical integrals, the work in [56] presents a detailed analysis. The inductances of air-gap generators is presented in [57]. In [58], the analytical expressions for curved conductors are derived. Also, as an extension to the work, in [59], rectangular busbars and annular arc-shaped conductors are analysed. Analytical results for both self and mutual inductances are presented in the form of complete elliptical integrals of the first and second kind and by use of Heuman’s Lambda function in [47]. Also, in the field of Inductive Power Transfer (IPT) that is seeing a flurry of applications utilizing loosely coupled coils, coils with circular and square geometries are compared using Biot-Savart law in [60]. Finally, in case of distributed IPT systems for on-road dynamic power transfer, a coil misalignment model and the concept of edge effect is introduced in [17].
Figure 2.6: Defining the Neumann integral by considering two current loops with the contours \(C_1, C_2\) along the boundary of any surface \(S_1, S_2\) [61].

**Application of Neumann’s integral**

To derive the Neumann’s integral equation, consider two circuit loops \(C_1\) and \(C_2\), with current \(i_1\) flowing through \(C_1\) as shown in Fig. 2.6. This current creates a potential in \(C_2\) which in turn runs a current \(i_2\) through \(C_2\). In such a case, the mutual inductance \(L_{12}\) of the first coil can be written from (2.5) in terms of the magnetic vector potential, \(\mathbf{A}\) as

\[
M = L_{12} = \frac{\psi_{12}}{i_1} = \frac{1}{i_1} \oint_{S_2} \mathbf{B}_1 \cdot d\mathbf{S} = \frac{1}{i_1} \oint_{C_2} \mathbf{A}_1 \cdot d\mathbf{l}_2 \quad (2.12)
\]

Since \(\mathbf{A}_1\) is created due to \(i_1\) flowing through \(C_1\), the flux linkage in circuit \(C_2\) is given by defining \(r_{12}\) as the distance between the current elements in \(C_1\) and in \(C_2\) as
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\[ A_1 = \frac{\mu_0}{4\pi} \oint_{c_1} \frac{i_1 d\vec{l}_1}{r_{12}} \]  

(2.13)

Now, the mutual inductance between the two loops can be written as [44], [61]

\[ M = L_{12} = \frac{\psi_{12}}{i_1} = \frac{\mu_0}{4\pi} \oint_{c_1} \oint_{c_2} \frac{d\vec{l}_1 \cdot d\vec{l}_2}{r_{12}} \]  

(2.14)

Hence, the mutual inductance is dependent on the geometry of the two coils as well as the permeability of the media containing them. Also, the integral in (2.14) is order independent and hence proves the symmetrical nature of \( L_{12} \) and \( L_{21} \) \( (L_{12} = L_{21}) \) for a linear magnetic system of coils. On the other hand, the self-inductance of \( C_1 \) in Fig. 2.6 can be obtained by evaluating the double integral in (2.14) with contours \( C_1 \) and \( C_1' \) such that \( C_1 \) is along the interior edge of the wire and \( C_1' \) is along the filamentary current along the center of the wire [44].

\[ L_{11} = \frac{\psi_1}{i_1} = \frac{\mu_0}{4\pi} \oint_{C_2} \oint_{S_2} \frac{d\vec{l}_1 \cdot d\vec{l}_2}{r_{11'}} \]  

(2.15)

This integral has been solved for linear conductors in [54], [62]. This techniques has been applied to calculate inductances of spiral geometries [63], end winding leakage inductance [64], [65], partial mutual inductance of on-chip interconnects [66], in planar PCB mutual inductance calculations [67], in magnetic resonant coupling [68] among many others.

**Application of Partial Inductance**

A powerful tool to compute the magnetic parameters of complicated geometry is that of the method of partial inductances. This technique as conceptualized through the works of Grover [44], Kaden [69] and Ruehli [70] on PEEC (Partial Element Equivalent Circuit) involves the consideration of inductances of sections of a closed loop of wire which on summing up gives the total inductance of the closed circuit. The form of such an inductance is based on (2.15) and is written as a summation of self and mutual partial-inductances given by

\[ L_{11} = \frac{\psi_1}{i_1} = \frac{1}{i_1} \oint_{C_2} \vec{A}_1 \cdot d\vec{l}_2 = \frac{1}{i_1} \int_{S_2} \vec{B}_1 \cdot d\vec{S} = \frac{1}{i_1} \left[ \sum_{i=1}^{n} \oint_{C_i} \vec{A}_i \cdot d\vec{l} \right] \]  

(2.16)

According to [61], the self partial inductance of the \( i^{th} \) loop is given as \( L_{pi} = \frac{1}{i_1} \oint_{C_i} \vec{A}_1 \cdot d\vec{l} \) and is physically defined as the ratio of magnetic flux through a surface bounded by infinity
Figure 2.7: a) A rectangular loop with the self partial inductances and the mutual partial inductances defined b) The physical definitions of self and mutual partial inductances by considering a contour extending to infinity enclosing a surface where the flux is considered [61].

and the conductor itself to the current through the segment. Also, the mutual partial inductance between two current carrying segments (of same or different conductors) is defined in [61] as the ratio of that magnetic flux created by the first segment that links the surface bounded between the second conductor and infinity. The definition of partial inductances (self and mutual) is shown in case of a rectangular conductor as in Fig. 2.7. The mutual partial inductance is given as

\[ M_{pij} = \frac{1}{i_{i}} \oint_{C_{i}} A_{ij} \cdot d\vec{l} = \frac{\mu_{0}}{4\pi} \oint_{c_{i}} \oint_{c_{j}} \frac{d\vec{I}_{1} \cdot d\vec{I}_{2}}{r_{12}} \]  

(2.17)

It is possible to construct both self and mutual inductance matrices from (2.16) and (2.17) and extract coupling from (2.7). This has been investigated in [71]. Partial Inductances are used to analyze signal integrity caused due to parasitic in PCB tracks [72]. They have also been used in RFID studies where self-inductances are separately computed using PEEC and magnetic coupling is obtained using a filamentary mutual inductance computation [73]. Analytical integration and quadrature formula has been used to find the equivalent
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Inductance and resistance matrices of a three-dimensional multiconductor structure in [74].

Application of Conformal Mapping - Schwarz-Christoffel Transformation

Conformal mapping can be applied to magnetic problems having boundary between different materials. It involves transformation of a contour bounded domain into a relatively simple polygon in a complex plane such as rectangle, triangle etc. The theory of S-C mapping is stated as reproduced from [75]. Let \( P \) be the interior of a polygon \( \Gamma \) having \( n \) vertices \( w_1, w_2...w_n \), and the interior angles \( \alpha_1\pi, \alpha_2\pi...\alpha_n\pi \), in counterclockwise order. Let \( f \) be any conformal map from the upper half-plane \( H^+ \) to \( P \) with \( f(\infty) = w_n \). Then,

\[
w = f(z) = A + C \int \frac{1}{z_0} \prod_{k=1}^{n-1} (\zeta - z_k)^{\alpha_k-1} d\zeta
\]

(2.18)

For some complex constants \( A \) and \( C \), where \( w_k = f(z_k) \) for \( k = 1, 2, \cdots n - 1 \).

Here, \( z = x + jy \) and \( w = u + jv \) are complex numbers in the \( z- \) and \( w- \) planes, respectively. The transformation is indicated in Fig. 2.8. The transformation \( w = f(z) \) is conformal at a point only if \( f(z) \) is analytical there. Thus, the Cauchy-Riemann Conditions need to be satisfied by \( f(z) \) [76].

![Figure 2.8](image-url)

Figure 2.8: The \( z- \)plane and \( w- \)plane of the S-C mapping theorem with the upper half-plane \( H^+ \) mapped to the interior \( P \), of a four sided polygon, \( \Gamma \). Variations of this formula can map different canonical domains (triangle, rectangle, disk, strip etc.) to a polygon [75].
Cauchy Riemann Conditions If the stream function or the field-lines function is given by $\zeta(x, y)$ and the potential function that is orthogonal to the stream function is given by $\phi(x, y)$. In the $z-$plane, both these functions satisfy the Laplace's equation.

\[
\begin{align*}
\nabla^2 \phi &= \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} = 0 \\
\nabla^2 \zeta &= \frac{\partial^2 \zeta}{\partial x^2} + \frac{\partial^2 \zeta}{\partial y^2} = 0
\end{align*}
\]

The Cauchy Riemann Conditions that must necessarily be satisfied for a function to be analytical with the real and imaginary parts of $w(z)$ given as

\[
\begin{align*}
\frac{\partial \zeta}{\partial x} &= \frac{\partial \phi}{\partial y} \\
\frac{\partial \zeta}{\partial y} &= -\frac{\partial \phi}{\partial x}
\end{align*}
\]

This mapping being conformal preserves the angle between curves although the transformed curves in the $w$-plane may have no resemblance to the original curve. In the context of electro-magnetics, the orthogonality between the fields and potential is maintained and the calculated energy in the transformed plane is the same as that in the original plane. To calculate the magnetic coupling by using S-C technique, the following steps are involved:

1. Obtaining the parameters $z_k$ which are the prevertices in the $z-$plane as the magnetic system forms the polygon in the $w-$plane. In other words, the inverse transformation needs to be applied to convert the points in the target polygon back to the canonical domain. This is also called the “parameter problem” transforming the geometry to that of a parallel plate capacitor, so as to enable the simple computation of the capacitance transformation [77].

2. Performing the S-C Transformation. Analytical computation is easy for a maximum of three vertices. For more vertices, Numerical evaluation only yields viable results.

3. Utilization of capacitance-reluctance analogy as given by [78]

\[
\mathcal{R} = \frac{l}{\mu_0 A} = \frac{\epsilon}{\mu_0 C}
\]

4. Obtaining coupling by calculating the inductances using reluctance and the mutual inductance with any other previously described method.
A limitation of this method is that it can be applied to only 2D problems, usually with infinite permeability of core [79]. In [76], inductances of 2D magnetic cores are solved analytically using the technique presented in [80]. An extension of this method has been considered in [78] to calculate 3D air-gap reluctances, by considering two 2D planes, thereby accounting for all three spatial dimensions. In the area of electromagnetic field analysis of electric machines, a number of research papers have been presented. In [81], a surface PM motor has been analysed. In [77], an 8/8 VRM is analysed and compared with the solutions from FEA. In [82], an actuator has been designed based on the transformation. Other machine topologies include: Tubular PM actuator [83], Inset and surface-mounted PM machines [84], Flux-switching PM machines [85], Linear switched flux PM machines [86] etc.

Application of Method of Images

Lord Kelvin first introduced the ‘Method of Images’ to solve electrostatic problems with a boundary between two media in 1848 [87]. He showed that in front of a conducting sheet, the field of an electric charge can be represented as a summation of the field of the original charge and a charge located at the position of its mirror image. Maxwell further extended this treatment to all combinations of conducting spheres and planes in his treatise [87]. This theory has been extended to electromagnetic fields and some of the earliest work in this domain is attributed to Dr. G.F.C. Searle [88]. The problem of Searle as described by Hague is reproduced in Fig. 2.9 [88].

The problem in Fig. 2.9 can be simplified into a general problem statement involving two media with different permeability as shown in Fig. 2.10. To derive the conditions for applying the method of images, \( i \) is the current of a wire whose optical image at \( Y \) is carrying a virtual current of \( m i \) (flowing opposite to \( i \)) considering the entire region has a single media of permeability \( \mu_1 \).

In such a situation, the magnetic flux density at \( P \) which is originally a point in the interface between the two media is given by Biot-Savart Law as

\[
\vec{B}_i = \frac{\mu_1 i}{2\pi r}, \quad \vec{B}_{mi} = \frac{\mu_1 mi}{2\pi r}
\]

(2.22)

The resultant normal component of flux density, \( \vec{B}_{1p,n} \) and tangential component, \( \vec{H}_{1p,t} \) of the field at point \( P \) can be written for the condition in Fig. 2.10 as

\[
\vec{B}_{1p,n} = \vec{B}_i \cos \theta + \vec{B}_{mi} \cos \theta = \frac{\mu_1 i}{2\pi r} (1 + m) \cos \theta
\]

\[
\vec{H}_{1p,t} = \frac{i}{2\pi r} (1 - m) \sin \theta
\]

(2.23)
Figure 2.9: Theory of images applied to an electromagnetic problem involving coils embedded in iron of permeability \((\mu_0, \mu_r)\) as in a) and for coils outside a block of iron as in b) [88].

Now, considering the whole region of permeability \(\mu_2\) and assuming that a current \((1 + n)i\) is flowing at the point O (taken in the same direction of \(m_i\)). Then,

\[
\overrightarrow{B_{2p,n}} = \frac{\mu_2i}{2\pi r}(1 + n) \cos \theta \\
\overrightarrow{H_{2p,t}} = \frac{i}{2\pi r}(1 + n) \sin \theta
\] (2.24)

Finally, considering the inter-facial boundary conditions,

\[
\overrightarrow{B_{1p,n}} = \overrightarrow{B_{2p,n}}, \overrightarrow{H_{1p,t}} = \overrightarrow{H_{2p,t}}
\] (2.25)

We can relate the image currents as a function of permeability as

\[
m = \frac{\mu_2 - \mu_1}{\mu_2 + \mu_1}, \quad n = \frac{\mu_1 - \mu_2}{\mu_2 + \mu_1}
\] (2.26)

Finally, the solution to Searle’s problem in Fig. 2.9 a) can be summed up for iron with relative permeability \((\mu)\) and air \((1)\). If the entire media is made up of iron, the magnetic field at \(P\)
Figure 2.10: Electromagnetic image for the solution to the Searle’s problem, considering generalized parameters for both the media [89].

is due to \( i \) at \( O \) and \(-\left(\frac{\mu - 1}{\mu + 1} \times i\right)\) (note that the sign change is because the image current is in the opposite direction) at \( Y \). Now, if the entire media is air, the field is due to current \( \left(\frac{2\mu}{\mu + 1} \times i\right)\) at \( O \). In case of Fig. 2.9 b), with wire in air and image in iron, if air fills the entire domain, the magnetic field at \( P \) is due to \( i \) at \( O \) and \( \left(\frac{\mu - 1}{\mu + 1} \times i\right)\) (Here, the image current is in the same direction of the current in the wire). Also, when iron fills the entire media, the field is due to current \( \left(\frac{2\mu}{\mu + 1} \times i\right)\) at \( Y \). An alternative derivation of the image currents using Poisson’s equation is presented in [90]. The method of images has been applied to end-winding fields in [91]. The leakage inductances of low frequency transformers have been investigated in [92].

The various features and comparisons of the different field evaluation techniques is presented in Table 2.1.

Lumped electric circuits evolved with the historical work of Park [94], Kron [95], Schwinger [96] among others who generalized the work of Ohm, Henry, Faraday and Kirchoff [97]. The validity of these circuits is restricted to those problems in electromagnetics where the wavelength of the fields, \( \lambda \) is large compared to the dimensions of the apparatus, \( l(\lambda \gg l) \) [97]. Historically, the development of circuit theory was independent and preceded in development to that of Maxwell’s equations [97]. However, Maxwell’s equations will yield the circuit equations when the length condition is applied as an approximation [97], [98].
Table 2.1: Comparison of field evaluation techniques

<table>
<thead>
<tr>
<th>Technique</th>
<th>Features</th>
</tr>
</thead>
</table>
| Biot-Savart’s Law       | 1. Straight forward procedure and is simple for simple geometries like circular coils, rectangle etc [54].  
                            2. For complicated geometries, elliptical integrals need to be solved [56].  
                            3. Can take into high frequency (HF) effects like current crowding (skin effect, proximity effect) by using a current-density formulation.  
                            4. Needs boundary conditions to solve problems with interfaces.                                                                                     |
| Neumann’s Integral      | 1. Assumed that current flows in thin filamentary circuits [44].  
                            2. The expressions formed are easier to integrate due to use of $\vec{A}$.  
                            3. It is difficult to include HF effects and it is difficult for complicated geometries.  
                            4. Needs boundary conditions to solve problems with interfaces.                                                                                      |
                               2. The expressions formed are easier to integrate due to use of $\vec{A}$ as well as summation.  
                               3. It is difficult to include HF effects.  
                               4. It can handle complicated geometry by resolving various sections and calculating the various partial inductances [70].  
                               5. Needs boundary conditions to solve problems with interfaces.                                                                                       |
| Method of Images        | 1. Mostly suitable for sources close to boundary, compared to thickness of other material [79].  
                               2. Takes into account finite permeability of different materials.  
                               3. For complex boundaries, infinite number of images need to be present [79].  
                               4. This technique is suited for interfaces.                                                                                                                                 |
| Schwarz Christoffel Transformation | 1. Limited to 2D problems [79].  
                                            2. Usually considers infinite permeability of cores.  
                                            3. Can’t determine the field in the material which is replaced by images [93].  
                                            4. Numerical computational issues like more computation time for complicated problems, crowding, elongation [93].  
                                            5. This technique can handle boundaries directly.                                                                                                         |

The electrical circuit description of a system of two magnetically coupled coils by considering the mutual inductance ($M = L_{12} = L_{21}$). In such a case, the circuit that represents these equations can be modelled as in Fig. 2.11.

However, the electric circuit theory description based on the mutual inductance has limita-
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Figure 2.11: Electrical circuit description of a pair of mutually coupled coils with primary inductance $L_1$ and secondary inductance $L_2$, with mutual inductance $M$, connected to a resistive load, $R_L$.

Figure 2.12: Electrical circuit description of a primary transposed transformer with turns ratio $a = \left( \frac{n_1}{n_2} \right)$. The primary has inductance $L_1$, carries current $i_1$ and secondary, $L_2$ and $i_2$. The mutual inductance of the circuit is $M$, connected to a resistive load, $R_L$.

In case of magnetic circuits, they are the topological dual of electric circuits. The principle of topological duality as shown by Cauer (1934) was extended between the electric circuit and magnetic circuit by Cherry (1948) and further improved by Slemon (1953) [100], [101]. The magnetic equivalent circuit has been modelled traditionally with reluctance models [102]. However, the reluctance-resistance analogy has a number of limitations [103], [104]:

1. Magnetic reluctances due to the resistance analogy seem to dissipate power, while in reality magnetic components store energy.

2. This technique is limited to planar networks. In case of nonplanar networks that contain crossovers, this procedure is not valid. This is easily ascertained from elementary graph theory as such networks don’t have duals. In magnetics, any magnetic component with more than three windings is nonplanar with all couplings considered.

3. Modelling energy dissipation in the core material with inductors is less intuitive.
4. In case of a generalized electrical, mechanical or hydraulic system, the product of flow (through variable’s) and effort variable’s (across) is power. However, in case of the traditional magnetic circuit, it is energy and hence loses the consistency as illustrated below:

\[ v \times i = V \times A = W \]  \hspace{1cm} (2.27)

\[ F \times \phi = A \times Wb = J \]  \hspace{1cm} (2.28)

5. Non-linear magnetics generate differential-algebraic equations (DAE) which can’t be solved using ordinary differential equation (ODE) solvers.

6. For closely coupled magnetic interfaces, the equations are stiff.

Thus, an alternative representation to solve the aforesaid problems resulted in the permeance-capacitance analogy as proposed by Buntenbach in the late 1960’s [103], [105]. Through the work of Blanken [106] and Hamill [104], [107] it has seen a recent resurgence of interest. Here, the network is modelled in terms of permeances with the effort variable, the rate-of-change of magnetic flux (\( \dot{\phi} \)). This would fix power as the product of the effort and flow variables. The relationships between magnetic and electric parameters that model this behaviour is listed in Table 2.2.

Table 2.2: Analogy between electric circuits and magnetic circuits based on permeance model

<table>
<thead>
<tr>
<th>Magnetic circuit</th>
<th>Electric circuit</th>
</tr>
</thead>
<tbody>
<tr>
<td>parameter</td>
<td>symbol</td>
</tr>
<tr>
<td>MMF</td>
<td>( F )</td>
</tr>
<tr>
<td>Rate of change of flux</td>
<td>( \dot{\phi} )</td>
</tr>
<tr>
<td>Permeance</td>
<td>( \varphi )</td>
</tr>
<tr>
<td>Flux</td>
<td>( \phi = \int \dot{\phi} dt )</td>
</tr>
<tr>
<td>Permeability</td>
<td>( \mu = \mu_0 \mu_r )</td>
</tr>
<tr>
<td>Power</td>
<td>( P = F \dot{\phi} )</td>
</tr>
<tr>
<td>Energy</td>
<td>( E = \int F \phi )</td>
</tr>
</tbody>
</table>

In the resulting model, in order to link the electric and magnetic circuits based on the permeance model, the gyrator-capacitor network is used [107]. A gyrator is an ideal two-port circuit element that operates like a ‘dualizer’ [107]. In other words, it reflects the dual of an impedance from one port to the other. If \( G \) is the gyration resistance, the \( v - i \) characteristic of the gyrator is given in the form below

The sign convention used in the above equation is different from that used in two-port networks, however it is considered to be useful in this network particularly for energy
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considerations [107]. The MEC based on the gyrator-capacitor network is shown from the traditional reluctance model in Fig. 2.13.

![Magnetic circuit of a leaky two winding transformer](image)

![Gyrator-capacitor model of the two winding transformer](image)

Figure 2.13: a) Magnetic circuit of a leaky two winding transformer b) Gyrator-capacitor model of the two winding transformer [104].

In recent literature, this model has also been expanded by addition of a resistance term so as to model the core losses, making it the Gyrator Re-Cap model that models the core losses using the resistances [108], [109]. This brought about a fast and revolutionary core modelling tool. Subsequently, a number of work revolves around integrated magnetics. In [110], the model is used to characterize the magnetic fields in a toroid with gap. In [111], to model the non-linearity of the magnetic core. This model has been further simplified with the removal of the gyrator as proposed in [112], calling it the capacitive modelling approach and used subsequently in [113], [114]. These models have also been used in designing the magnetics of a magnetic arm-switch technique for operating inverters both in parallel and series for current and voltage correction [115]. An integrated PPIBC (primary parallel isolated boost converter) is designed using this model in [116].

2.5 Electromagnetic Standards for Safety and Shielding Techniques

A complete design of magnetics of IPT systems must also consider constraints imposed by electromagnetic fields around coils. The leakage fields that permeate the space around
inductive power coils are a source of both electromagnetic noise for nearby electronic devices as well as a health hazard for humans and animals. A number of regulating bodies throughout the world are involved in establishing codes that regulate the exposure to harmful fields, efficient utilization of the electromagnetic spectrum as well as limiting EMC (electromagnetic compatibility) [117]. Regulations for wireless power transfer (both near and far-field) are dependent on frequency of the spectrum and signalling method (in-band or out-of-band, uni or bi-directional) [117]. For workers exposed to EM leakage fields (upto 300 GHz) as well as for the general public, safety guidelines are presented by the International Commission on Non-Ionizing Radiation Protection – ICNIRP 1998 [118] and 2010 [119]. Also, the Institute for Electrical and Electronics Engineers (IEEE C95.1-2005) [120] provides a set of guidelines for exposure limits. The frequency dependent parameters used to quantify the EM effects include maximum field strengths - electric and magnetic and densities, maximum contact current, specific absorption rate (SAR) of energy etc. The ICNIRP guidelines from 1998 to 2010 have undergone changes particularly in the low frequency time-varying electric and magnetic field are due to [121]:

- A replacement of induced current density by induced internal electric field due to sufficient experimental and published data with this metric.

- Computer simulations based on detailed anatomical human models than simple geometrical models for dosimetry.

Thus, the reference levels in ICNIRP 2010, due to improved modelling, results in revised magnetic field limits to be less conservative while electric fields (bearing exceptions) remain largely unchanged [121]. Reference levels for occupational exposure and that of general public to spatial averages of electric and magnetic fields from ICNIRP 2010 is presented in Table 2.3. It is generally observed that the guidelines become stringent for higher frequencies. Also, the corresponding levels from the IEEE standards are presented in Table 2.4.

Table 2.3: Health exposure limits for electric and magnetic fields as prescribed by ICNIRP 2010 [119]

<table>
<thead>
<tr>
<th>Freq range (Hz)</th>
<th>Occupational Exposure</th>
<th>General Public Exposure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E (kV/m)</td>
<td>H (A/m)</td>
</tr>
<tr>
<td>3k - 10M</td>
<td>1.7 × 10⁻¹</td>
<td>80</td>
</tr>
</tbody>
</table>

The standards from IEEE define Basic Restrictions (BR) as well as Maximum Permissible Exposure (MPE). The basic restrictions consider the safety risk factors and are expressed depending on the frequency range as in-situ electric field (3 kHz to 5 MHz), specific absorption rate (100 kHz to 3 GHz), or incident power density (3 GHz to 300 GHz). More specific permissible limits to head, limbs, torso etc. are also defined and tabulated in [120], with \( f \) being frequency in kHz.
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Table 2.4: IEEE MPE and BR for whole body and localised exposure [120]

<table>
<thead>
<tr>
<th>Freq. (MHz)</th>
<th>Condition</th>
<th>Parameter</th>
<th>General Public</th>
<th>Control Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>3–100 kHz</td>
<td>Whole body exposure</td>
<td>MPE $E_{\text{rms}}$ (V/m)</td>
<td>614</td>
<td>1842</td>
</tr>
<tr>
<td></td>
<td>Both feet</td>
<td>MPE RMS induced current (mA)</td>
<td>0.90$f$</td>
<td>2$f$</td>
</tr>
<tr>
<td></td>
<td>Each foot</td>
<td>MPE RMS induced current (mA)</td>
<td>0.45$f$</td>
<td>1$f$</td>
</tr>
<tr>
<td></td>
<td>Grasp contact</td>
<td>MPE RMS induced current (mA)</td>
<td>N.A.</td>
<td>1$f$</td>
</tr>
<tr>
<td></td>
<td>Touch contact</td>
<td>MPE RMS induced current (mA)</td>
<td>0.167$f$</td>
<td>0.5$f$</td>
</tr>
<tr>
<td>100 kHz-3 GHz</td>
<td>Whole body exposure</td>
<td>BR SAR (W/kg)</td>
<td>0.08</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>Localized exposure</td>
<td>BR SAR peak-spatial avg (W/kg)</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Localized exposure</td>
<td>BR SAR Extremities (W/kg)</td>
<td>4</td>
<td>20</td>
</tr>
</tbody>
</table>

### 2.5.1 Shielding Techniques

Shielding refers to the process of cancellation or complete nullification of unintended EMF that are present in a certain region of space. It is enough in many applications to reduce the EMF below levels prescribed by the standards and regulations. Shielding achieved without expediting additional energy sources is referred to as passive shielding. Active shielding involves additional circuitry so as to reduce/nullify the EMF. Passive shielding can be achieved by utilizing soft magnetic materials (eg: ferrite with high permeability and low conductivity typically $\mu_r > 1000$ and $\sigma << 100$ S/m) that guide and confine the flux through them and shape it in such a manner that leakage fields are minimized [122]. In a coupled coil system, this technique can also improve mutual inductance and hence power transferred and efficiency of power transfer (due to reduced leakage losses). However, hysteresis losses in the magnetic material which depends on the frequency and magnitude of the field can create losses [122]. Another type of passive shielding (metallic) involves the nullification of EMF due to the creation of *eddy currents* on a metallic surface (eg: Aluminium, Copper etc.) as per Faraday-Lenz law. This magnetic field opposes the original field and results in reduction of leakage fields. The efficacy of this method is also limited by frequency and hence thickness of the metallic conductor must be greater than the skin depth. Novel research in material engineering focused on enhancing coupling of Inductive Power Transfer systems using metamaterials also report that mu-near-zero (MNZ) metamaterials and longitudinal mu-near-zero metamaterials (LMNZ) have enhanced shielding effects as absorber and field reflector respectively [123]. In the future, it is expected that metamaterials will be used in the design of high-coupling coils as well as for EMI/EMC shielding. The different types of passive and active shielding is illustrated in Fig. 2.14.
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Figure 2.14: The different types of shielding - passive eddy current based metallic shielding and active shielding based on power electronics circuitry.

2.6 Design of Inductive Power Transfer Systems

The starting point of a design methodology for any application of inductively powered systems involves the understanding of system specifications. This incorporates system requirements such as output power, frequency, dimensions, weight, air-gap length, input voltage (current) etc. Since varied applications have different specifications, the result of magnetic design for each set of specification is a novel magnetic system. An observable trend in IPT systems in general, is a push for higher frequencies, realising high power-densities and at high efficiency. At VLF (3 – 30) kHz, ferrite based IPT systems with aluminium shields (for making the flux uni-directional) that achieve high coupling and power transfer are observed in literature. The applications are mainly in charging electric vehicles, induction cooking and mining operations [124]. However, transferring high power at high frequency results in increased switching losses in the semiconductor devices, high ac losses in the coils and high dielectric losses in the capacitor. Hence, low power applications (RFID, consumer electronics etc.) are typically operated at much higher frequencies, (10’s – 100’s) MHz and air-cored coils are often used as the coupler (to nullify high frequency core losses in ferrites) [33]. The choice of high frequency power transfer results in high power density (due to reduced passive component sizes) with an improvement in transient response [125].

A detailed design methodology for IPT systems is presented in Fig. 2.15. For designing the magnetics of such a system, the first step involves making a choice of the various materials and functionalities that need to be present in the system - conductors, magnetic flux channelling and shielding. Conductors such as copper litz wire, foil conductors etc. carry the current, the magnetic flux of which is channelled by high permeability materials like ferrite $\mu_r > 1000$. The magnetic leakages at undesirable positions in space are shielded by magnetic shields. Any analytical technique can be used to estimate the magnetic parameters of such a system. Often in IPT systems, several magnetic designs can achieve a desired power transfer and hence it is essential to enlist the various constraints that need to be met.
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Figure 2.15: Design methodology for IPT systems incorporating the magnetic design, magnetic optimization followed by design and optimization of power electronics. A feedback from the output of power electronics optimization can input further refinement in magnetic design with an economic model and impact assessment as the final step.

to pick an effective design. Several constraints including maximum bounds on geometric dimensions, weight, volume, magnetic efficiency, cost etc. can be identified and a multi-objective optimization can be performed to choose a certain geometry that performs well within the defined bounds. In some applications such as EVs, misalignment tolerance for
stationary charging (atleast ±10 cm from centre) as well as maximum leakage tolerances from ICNIRP/IEEE are constraints. While meeting the leakage constraints, it is possible at high leakage fields that passive/active shielding might be necessary. The frequency dependent losses in the magnetics such as eddy current losses - skin and proximity in the conductors etc. all contribute to inefficiency and temperature rise in the coils. Thus, coupling to a thermal model can yield requirements for cooling if necessary. A detailed thermal model is presented in [126].

The power electronics design including the primary side rectifier, inverter and EMI filter design (if operated from ac grid) then follows through the compensation strategies. Each compensation strategy can yield a voltage/current sourced primary/secondary. Hence, passive components such as an additional inductor to yield a current source to a parallel resonant topology is important (LCL compensation). Often, square wave switching PWM is used and varying the frequency to achieve soft switching is an important target to yield low losses during inverter switching. The pickup stage often includes a rectifier and a dc/dc converter which feeds power into the battery for various applications. The power electronics can be further optimized keeping efficiency, power density and costs as objectives [127]. A feedback loop also considering outputs of the power electronics that influence the magnetic design for eg: having an integrated magnetic charge-pad and power converter so as to further improve power density by having a shared cooling stage yields a compact IPT system. Finally, the designed system must also perform well in terms of both economic considerations as well as the impact of technology to the environment and safety of people. The design cycle is completed with such an economic analysis and environmental assessment of technology.

### 2.7 Discussion

In this chapter, review of magnetic modelling of loosely coupled air-cored coils to aid the design of IPT system is considered. The magnetic parameters of the system have been defined and the analytical and semi-analytical techniques for magnetics modelling are classified as field and circuit modelling techniques respectively. An effective coil design follows through the two techniques.

Field modelling techniques considered for general problems are applicable to all coils. However, boundary conditions need to be applied at the interface of different materials. For general problems, Biot-Savart’s law and Neuman’s integral are considered keeping the calculation of the mutual inductance and magnetic coupling between circuits in mind. Theory of partial inductance can be used to model the inductances of complicated geometries by breaking the structures into appropriate sections. In case of problems with a boundary, conformal mapping and method of images provide valuable insight.

Circuit modelling techniques include both electric circuit and magnetic circuit analysis.
Circuit theory translates the electromagnetic phenomena in action from magnetic fields to currents, voltages and their derivatives. Traditional circuit theory has limitations which have been considered and some adaptations such as the Gyrator-Capacitor model of magnetic circuits which better model the magnetics has been considered. Any coil design technique that is resorted to must also finally respect the limitations imposed by EM fields that permeate the space nearby. The limitations are dependent on frequency and a number of standards including IEEE and ICNIRP-1998 and 2010 have been discussed. Shielding techniques are introduced and elaborated. The problem of field leakage is exacerbated by demands of high power transfer at higher frequencies where the constraints are more stringent. However, developments in fast-switching wide-bandgap semiconductors and meta-materials for shielding are expected to push this technology further. Finally, a design methodology taking into consideration a multi-objective design and optimization oriented magnetics and power electronics design is undertaken in this work.
Chapter 3

Analytical Modelling and Study of Shapes for IPT Systems

To study the effect of shapes on magnetic fields due to air-cored coils— the theory of partial inductances is detailed in this chapter. The self & mutual inductance, coupling computation of air-cored coils is carried out here. A multi-turn sectional inductance matrix is considered for the evaluation. Air gap, turns and dimensions are considered in the derivation and its evaluation. In this context, a number of basic shapes such as rectangle, circular, square etc. can be compared and the result can be evaluated so as to determine the parameters of various geometries. A combination of simple shapes lead to multi-coil pads. This chapter proposes an extension to a multi-coil system of coils using the principle of linearity. The multi-coil geometries analyzed include double rectangular (DR), double circular (DCirc) along with a coil in quadrature (Quad). This analysis forms the basis for a shape evaluation of magnetic fields and is the basis of further optimization.

Based on
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3.1 Introduction

In literature, coil optimization and magnetic parameter estimation \((L_1, L_2, M, k)\) are performed relying on EM field solvers and/or combining with evolutionary algorithms [128], [20]-[130]. In other work, numerical techniques (solving look-up tables (book of Grover [131]), solving Bessel functions [132], solving elliptical integrals [133] ) and PEEC solvers [134]-[137] are used to achieve the same. In the book of Grover, there is available closed-form expressions for self-inductance of a number of polygonal shapes. However, all the equations are developed for a single-turn inductor which exclude the effect of the air-gap and the resulting reduction in fill factor. In a previous work [17], analytical study of 2D misalignment of rectangular conductors has been carried out. The results could be extended to 3D by considering two 2D planes. However, an analytical coil design technique has not been considered. In this chapter, this gap for coil design is bridged by proposing a sectional self-inductance matrix for multi-turn inductors with the effect of air-gap and hence fill factor in the equations. Closed form expressions of \(L\) and \(M\) are derived and the analytical computation of \(k\) is carried out. The calculations can be easily implemented and thereby reduces the dependence on expensive FEM and PEEC software.

The developed equations are used in the design and optimization of shapes of transmitter and receiver that is to be used for IPT systems in EV applications. This chapter deals with the electromagnetic analysis and design of these coils of various shapes.

3.2 Partial Inductances-Single Turn Rectangular Charge-Pad

Assuming currents to be in line filaments (neglecting eddy current losses) and that the effects of retardation (radiation) are neglected, the mutual inductance \(L_{12}\) of a coupled circuit can be written as [138]

\[
L_{12} = \frac{\lambda_2}{i_1} = \frac{\mu_0}{4\pi} \times \oint_{c_1} \oint_{c_2} \frac{d\mathbf{l}_1 \cdot d\mathbf{l}_2}{r_{12}}
\]

(3.1)

In (3.1), \(c_1\) is the contour along the median line of the current carrying conductor of the primary while \(c_2\) is the contour of median line of the secondary/pickup, with \(r_{12}\) as the distance between corresponding current elements. The self-inductance of a coil can be written in the same manner, except that the contours are along the median line and the inner edge of the wire. For a first consideration, it is useful to think of a single turn rectangular coil as in Fig. 3.1. A rectangular structure can be split into four sections \((dl_1', dl_2', ..dl_4')\), each of which refer to conductors in the top, bottom, left and right respectively. In such a case, (3.1) can be written in terms of the various sections of the coil as
Figure 3.1: Definition of the contour of the elementary inner edge of a single turn rectangular coil $dl$ and the various sections of the contour of the elementary line along the centre of the wire ($dl_1', dl_2', ..dl_4'$). For further evaluation, the contour of $dl$ can be split at the top, right, bottom and left sections as ($dl_1, dl_2, ..dl_4$).

\[ L_e = \frac{\mu_0}{4\pi} \times \left[ \oint_{l_1'} \oint_{l_1} \frac{dl_1'}{r_{11'}} \oint_{l_1} \frac{dl_1}{r_{11}} + \oint_{l_2'} \oint_{l_1} \frac{dl_2'}{r_{22'}} + \oint_{l_3'} \oint_{l_1} \frac{dl_3'}{r_{33'}} + \oint_{l_4'} \oint_{l_1} \frac{dl_4'}{r_{44'}} \right] \]  

(3.2)

This can be written as a matrix in the form where the rows represent the section of the conductor that carries the current (section of the contour of the centre) and columns represent the section on which the inductance contribution is considered. Each element of the matrix is a partial inductance (self partial inductance ($i = j$) and mutual partial inductance ($i \neq j$)).

\[ M = \frac{\mu_0}{4\pi} \times \begin{bmatrix} \frac{dl_1'}{r_{11'}} & \frac{dl_1'}{r_{11'}} & \frac{dl_1'}{r_{11'}} & \ldots & \frac{dl_1'}{r_{11'}} & \frac{dl_1'}{r_{11'}} \\ \frac{dl_2'}{r_{22'}} & \frac{dl_2'}{r_{22'}} & \frac{dl_2'}{r_{22'}} & \ldots & \frac{dl_2'}{r_{22'}} & \frac{dl_2'}{r_{22'}} \\ \frac{dl_3'}{r_{33'}} & \frac{dl_3'}{r_{33'}} & \frac{dl_3'}{r_{33'}} & \ldots & \frac{dl_3'}{r_{33'}} & \frac{dl_3'}{r_{33'}} \\ \frac{dl_4'}{r_{44'}} & \frac{dl_4'}{r_{44'}} & \frac{dl_4'}{r_{44'}} & \ldots & \frac{dl_4'}{r_{44'}} & \frac{dl_4'}{r_{44'}} \end{bmatrix} \]  

(3.3)
The net external self-inductance can be written as

\[ L_e = \sum_{i=1}^{4} \sum_{j=1}^{4} L_{ij} \]  

(3.4)

The orthogonality of the vector dot product makes the odd-even \( L(i, j) \) and even-odd \( L(i, j) \) pair of terms in the matrix of \( L_{ij} \) to vanish to zero. For eg: \( (\vec{dl}_1 \cdot \vec{dl}_2 = dx_1 \hat{i} dy_1 = 0) \).

\[
L_{ijkl} = \begin{bmatrix}
L_{11} & 0 & L_{13} & 0 \\
0 & L_{22} & 0 & L_{24} \\
L_{31} & 0 & L_{33} & 0 \\
0 & L_{42} & 0 & L_{44}
\end{bmatrix}
\]  

(3.5)

Thus, the total external self-inductance can be written in terms of \( L_a = L_{11} = L_{33}, L_b = L_{22} = L_{44}, M_a = L_{13} = L_{31}, M_b = L_{24} = L_{42} \) as

\[ L_e = 2(L_a + L_b - M_a - M_b) \]  

(3.6)

Where, the self-partial inductances \( (L_a, L_b = L_{(a=b)}) \) are given by

\[
L_a = \frac{\mu_0}{4\pi} \times \left[ \int_{-\frac{a}{2}}^{\frac{a}{2}} dx_1 \int_{-\frac{b}{2}}^{\frac{b}{2}} \frac{dx_2}{\sqrt{(x_2 - x_1)^2 + r^2}} \right]
\]

\[
L_a = (a - r) \ln \left( \frac{-a + r + \sqrt{r^2 + (a - r)^2}}{-a + r + \sqrt{r^2 + (-a + r)^2}} \right) + r \ln \left( \frac{-r + \sqrt{2r}}{r + \sqrt{2r}} \right) + 2\sqrt{2r} - \sqrt{(r^2 + (a - r)^2) - \sqrt{(r^2 + (-a + r)^2)}} \]  

(3.7)

Also, the mutual partial inductances \( (M_a, M_b = M_{(a=b)}) \) are given as

\[
M_a = \frac{\mu_0}{4\pi} \times \left[ \int_{-\frac{a}{2}}^{\frac{b}{2}} dx_3 \int_{-\frac{a}{2}}^{\frac{b}{2}} \frac{dx_2}{\sqrt{(x_2 - x_3)^2 + (b - r)^2}} \right]
\]

(3.8)

### 3.3 Partial Inductance due to Arbitrary Current Segments

To further expand the theory to two arbitrarily place current carrying segments as shown in Fig. 3.2. The displacement vectors of the two segments are \( \vec{l}_1 \) and \( \vec{l}_2 \)
Figure 3.2: Two arbitrary current carrying segments in the xy plane.

They are represented using the slope-intercept formulae as:

\[ y_1 = m_1 x_1 + c_1 \]  \hspace{1cm} (3.9)
\[ y_2 = m_2 x_2 + c_2 \]  \hspace{1cm} (3.10)

Where, the slopes and intercepts with \((i = 1, 2)\) are written as

\[ m_i = \frac{d_i - b_i}{c_i - a_i} \]
\[ c_i = \frac{b_i (c_i - a_i) - a_i (d_i - b_i)}{c_i - a_i} \]  \hspace{1cm} (3.11)

The Neumann’s integral for the inductance contribution is given as

\[ L_{12} = \frac{\lambda_2}{i_1} = \frac{\mu_0}{4\pi} \oint_{c_1} \oint_{c_2} \frac{\vec{d}l_1 \cdot \vec{d}l_2}{r_{12}} \]  \hspace{1cm} (3.12)

Now, the line segments can be written as

\[ \vec{l}_1 = m_1 \vec{x}_1 + c_1 \]  \hspace{1cm} (3.13)
\[ \vec{l}_2 = m_2 \vec{x}_2 + c_2 \]  \hspace{1cm} (3.14)

Now, the vector dot product can be further written as

\[ d\vec{l}_1 \cdot d\vec{l}_2 = m_1 m_2 dx_1 dx_2 \]  \hspace{1cm} (3.15)

Also, the displacement vector between the line segments is written as

\[ r_{12} = \sqrt{(x_2 - x_1)^2 + (m_1 x_1 - m_2 x_2 + k_1 - k_2)^2} \]  \hspace{1cm} (3.16)
Finally, the inductance contribution can be written as

\[ L_{12} = \frac{\lambda_2}{i_1} = \frac{\mu_0}{4\pi} \int_{x_1=a_1}^{c_1} \int_{x_2=a_2}^{c_2} \frac{(1 + m_1 m_2) dx_1 dx_2}{\sqrt{(x_2 - x_1)^2 + (m_1 x_1 - m_2 x_2 + k_1 - k_2)^2}} \] (3.17)

The equation (3.17) is useful to characterize angular couplers for e.g.: triangular couplers.

### 3.4 Multi-Turn Charge-Pad

The analysis of the total inductance of a multi-turn rectangular coil is performed also considering the air-gap between the turns. Consider the per-turn inductance written as \( L_{ijkl} \) which represents the partial inductance contribution due to current flowing through \( i^{th} \) turn, \( j^{th} \) section on the \( l^{th} \) turn, \( k^{th} \) section. In such a case, it is important to derive the expressions of the mutual partial inductances considering that the dimensions of the coil change with corresponding change in number of turns. It is useful to list the vertices of the extremes of the contour along the center of the wire as well as along the inner edge of the wire for the \( N^{th} \) winding. A multi-turn inductor is shown in Fig. 3.3.

![Multi-turn inductor diagram](image)

**Figure 3.3:** A multi turn inductor with dimensions defined from the centre of a wire of circular section with radius \( r \) and wound in a manner such that air gap is uniform \( (l_g) \) and the center contour of the wire has vertices \( P_{\alpha} = (-a/2, b/2), P_{\beta} = (a/2, b/2), P_{\gamma} = (a/2, -b/2), P_{\delta} = (-a/2, -b/2) \).
The vertices along the inner edge can be written as

\[ P_{N\alpha} = \left[ -\frac{a}{2} - (N - 1)(2r + l_g), \frac{b}{2} + (N - 1)(2r + l_g) \right] \]
\[ P_{N\beta} = \left[ \frac{a}{2} + (N - 1)(2r + l_g), \frac{b}{2} + (N - 1)(2r + l_g) \right] \]
\[ P_{N\gamma} = \left[ \frac{a}{2} + (N - 1)(2r + l_g), -\frac{b}{2} - (N - 1)(2r + l_g) \right] \]
\[ P_{N\delta} = \left[ -\frac{a}{2} - (N - 1)(2r + l_g), -\frac{b}{2} + (N - 1)(2r + l_g) \right] \]

The vertices along the middle edge can be written as

\[ P_{N\alpha_i} = \left[ \left(-\frac{a}{2} + r\right) - (N - 1)(2r + l_g), \left(\frac{b}{2} - r\right) + (N - 1)(2r + l_g) \right] \]
\[ P_{N\beta_i} = \left[ \left(\frac{a}{2} - r\right) + (N - 1)(2r + l_g), \left(\frac{b}{2} - r\right) + (N - 1)(2r + l_g) \right] \]
\[ P_{N\gamma_i} = \left[ \left(\frac{a}{2} - r\right) + (N - 1)(2r + l_g), \left(-\frac{b}{2} + r\right) - (N - 1)(2r + l_g) \right] \]
\[ P_{N\delta_i} = \left[ \left(-\frac{a}{2} + r\right) - (N - 1)(2r + l_g), \left(-\frac{b}{2} + r\right) - (N - 1)(2r + l_g) \right] \]

The partial self-inductance of the \(N^{th}\) turn (due to the 1st section) can be derived as

\[ L_{N1N1} = \frac{\mu_0}{4\pi} \times \left[ \int_{k_1}^{k_2} dx_1 \int_{\alpha}^{\beta} \frac{dx_2}{\sqrt{(x_2 - x_1)^2 + r^2}} \right] \]

Where,

\[ k_1 = \left(-\frac{a}{2} + r\right) - (N - 1)(2r + l_g), k_2 = \left(\frac{a}{2} - r\right) + (N - 1)(2r + l_g) \]
\[ \alpha = -\frac{a}{2} - (N - 1)(2r + l_g), \beta = \frac{a}{2} + (N - 1)(2r + l_g) \]

The result of such an integration is

\[ \frac{\mu_0}{4\pi} \times \left[ I(C = \beta) - I(C = \alpha) \right] \]
Where,

\[
I(C) = \sqrt{r^2 + (C - k_2)^2} - \sqrt{r^2 + (C - k_1)^2} + \ln \left( \frac{\sqrt{r^2 + (C - k_1)^2} + (C - k_1)}{\sqrt{r^2 + (C - k_2)^2} + (C - k_2)} \right)^{(C-k_2)} - (C-k_1)
\]

(3.23)

The per-turn self-inductance matrix can be written as

\[
L_{ijlk} = \frac{\mu_0}{4\pi} \times \begin{bmatrix}
\sum_{i=1}^{N} \sum_{l=1}^{N} L_{i1l1} & 0 & -\sum_{i=1}^{N} \sum_{l=1}^{N} L_{i1l3} & 0 \\
0 & \sum_{i=1}^{N} \sum_{l=1}^{N} L_{i2l2} & 0 & -\sum_{i=1}^{N} \sum_{l=1}^{N} L_{i2l4}
\end{bmatrix}
\]

(3.24)

The diagonal terms in the above matrix are the sectional partial self-inductance and the off-diagonal terms are the sectional partial mutual inductance. Note that the signs of sectional self-inductance are positive and sectional partial mutual inductance are negative for rectangular structures. The summation terms can be evaluated by calculating some general matrices like \( L_{N1k1} \), \( L_{N1k3} \). The inductance contributions of \( L_{N2k2} \), \( L_{N2k4} \) can be obtained by inverting \( a \times b \) in the previous set of general expressions. The net external self-inductance can then be written as

\[
L_e = \sum_{i=1}^{N} \sum_{j=1}^{4} \sum_{l=1}^{N} \sum_{k=1}^{4} L_{ijlk}
\]

(3.25)

This can also be extended to a number of polygonal shapes. For eg: In case of a triangle, the sectional mutual inductance matrix can be written generally as in (3.26). However if sections are orthogonal as in a right angled triangle, the orthogonal sections contribute to no partial inductance terms.
3.4.1 Sectional Partial Inductances

The sectional partial self-inductance is defined as the sum of the partial self and partial mutual inductance contributions of current in a particular section on the same section on all possible turns. The sectional partial mutual self-inductance is defined as the sum of the partial mutual inductance contributions of current in a particular section on a different section for all combinations of possible turns. Following the previous procedures, the partial self-inductance due to current in the $N^{th}$ turn first section on the $k^{th}$ turn first section is given by

$$
L_{N1k1} = \frac{\mu_0}{4\pi} \times \left[ \sum_{i=1}^{N} \sum_{l=1}^{N} L_{i1l1} + \sum_{i=1}^{N} \sum_{l=1}^{N} L_{i1l2} + \sum_{i=1}^{N} \sum_{l=1}^{N} L_{i1l3} - \sum_{i=1}^{N} \sum_{l=1}^{N} L_{i2l1} - \sum_{i=1}^{N} \sum_{l=1}^{N} L_{i2l2} - \sum_{i=1}^{N} \sum_{l=1}^{N} L_{i2l3} - \sum_{i=1}^{N} \sum_{l=1}^{N} L_{i3l1} - \sum_{i=1}^{N} \sum_{l=1}^{N} L_{i3l2} - \sum_{i=1}^{N} \sum_{l=1}^{N} L_{i3l3} \right] \quad (3.26)
$$

Symbols:

$$
k_1 = \left(-\frac{a}{2} + r\right) - (k-1)(2r + l_g), k_2 = \left(\frac{a}{2} - r\right) + (k-1)(2r + l_g)
$$

$$
\alpha = -\frac{a}{2} - (N-1)(2r + l_g), \beta = \frac{a}{2} + (N-1)(2r + l_g)
$$

The result of this integration is the same as (3.22) with $I(C)$ defined as

$$
I(C) = \sqrt{(r + (N-k)(2r + l_g))^2 + (C - k_2)^2} - \sqrt{(r + (N-k)(2r + l_g))^2 + (C - k_1)^2} + \ln \left| \frac{\left(\sqrt{(r + (N-k)(2r + l_g))^2 + (C - k_1)^2} + (C - k_1)\right)^{(C-k_1)}}{\left(\sqrt{(r + (N-k)(2r + l_g))^2 + (C - k_2)^2} + (C - k_2)\right)^{(C-k_2)}} \right| \quad (3.28)
$$
Similarly, the partial mutual self-inductance can be written as

\[
L_{N1k3} = \frac{\mu_0}{4\pi} \times \left[ \int_{k_1}^{k_2} dx_1 \int_{\alpha}^{\beta} \frac{dx_2}{\sqrt{(x_2 - x_1)^2 + ((b - r) + (2r + l_g)(N + k - 2))^2}} \right]
\]

Symbols:

\[
k_1 = \left( -\frac{a}{2} + r \right) - (k - 1)(2r + l_g), \quad k_2 = \left( \frac{a}{2} - r \right) + (k - 1)(2r + l_g)
\]

\[
\alpha = -\frac{a}{2} - (N - 1)(2r + l_g), \quad \beta = \frac{a}{2} + (N - 1)(2r + l_g)
\]

Again, the result of this integration is the same as (3.22) with \( I(C) \) defined as

\[
I(C) = \sqrt{((N + k - 2)(2r + l_g) + (b - r))^2 + (C - k_2)^2}
\]

\[
- \sqrt{((N + k - 2)(2r + l_g) + (b - r))^2 + (C - k_1)^2}
\]

\[
+ \ln \left| \frac{\sqrt{((N + k - 2)(2r + l_g) + (b - r))^2 + (C - k_1)^2 + (C - k_1)^3}}{(C - k_2)^3} \right|
\]

(3.30)

3.5 Mutual Inductance between Rectangular Coils

A simple description of the mutual inductance scenario of a single turn primary and a single turn secondary is depicted in Fig. 3.4. As an extension of the theory previously developed, the mutual inductance for a multi-turn and/or multi-layer rectangular coil can be written in terms of the contributions due to current flowing through \( i^{th} \) turn, \( j^{th} \) section of the primary on the \( l^{th} \) turn, \( k^{th} \) section on the secondary. The sectional mutual inductance matrix can be written as
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\[
M_{ijk} = \frac{\mu_0}{4\pi} \times \begin{bmatrix}
\sum_{i=1}^{N} \sum_{l=1}^{N} M_{i1l1} & 0 & -\sum_{i=1}^{N} \sum_{l=1}^{N} M_{i1l3} & 0 \\
0 & \sum_{i=1}^{N} \sum_{l=1}^{N} M_{i2l2} & 0 & -\sum_{i=1}^{N} \sum_{l=1}^{N} M_{i2l4} \\
-\sum_{i=1}^{N} \sum_{l=1}^{N} M_{i3l1} & 0 & \sum_{i=1}^{N} \sum_{l=1}^{N} M_{i3l3} & 0 \\
0 & -\sum_{i=1}^{N} \sum_{l=1}^{N} M_{i4l2} & 0 & \sum_{i=1}^{N} \sum_{l=1}^{N} M_{i4l4}
\end{bmatrix}
\]

(3.31)

Figure 3.4: Mutual inductance between a general single turn primary and a single turn secondary. The length and breadth of the primary are \((a, b)\) while that of the secondary are \((c, d)\). The vertical displacement between the primary and secondary is \(h\).
3.6 Analytical Computations

The generality of this theory developed makes it possible to analyse rectangular shapes of variable turns, air-gaps and sectional lengths. In the analysis, the dimensions of coils used in the primary and secondary are listed in Table 3.1.

Table 3.1: The dimensions of the primary and secondary rectangular coils for analysis

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>r</th>
<th>r_s</th>
<th>h</th>
<th>N_1</th>
<th>N_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 cm</td>
<td>15 cm</td>
<td>5 cm</td>
<td>8 cm</td>
<td>1 mm</td>
<td>1 mm</td>
<td>13.3 cm</td>
<td>10</td>
<td>6</td>
</tr>
</tbody>
</table>

The normalized self-inductance of the rectangular coils as in Fig. 3.5, suggests that the intermediate turns contribute better to self-inductance than smaller and larger turns.

Thus, the distributed leakage picture of the coils, in terms of the per-turn contributions to self-inductance and leakage can be extracted based on the information presented. Also, the trends of normalized mutual inductance as in Fig. 3.6 suggests that the larger turns contribute more to the coupling and hence the mutual inductance.

The distribution of leakages as indicated in Fig. 3.7 shows that there is a high contribution to overall leakage for intermediate turns.

For a dimensionally large primary \((a \times b)\) compared to the secondary, as in Fig. 3.8, the effect...
3.7 Circular Coils

In the case of a circular coil, the application of Neumann’s integral as in (3.1), the two contours $c_1$ and $c_2$ represent the contour of current filaments assumed to be in the middle of primary and secondary. However, in case of self-inductance, the same equation can
be used with the two contours taken as the mid-current and inner edge contour of the same conductor. Now, consider the case of a misaligned circular coil pair, such a coil pair is indicated in Fig. 3.10. The inner radius of the $i^{th}$ turn of the primary and $j^{th}$ turn of

$$R_i = R_p + (i - 1)(2r + l_g), R_j = R_s + (j - 1)(2r + l_g)$$ respectively. In such a case, the partial mutual inductance is written in terms of azimuths, $\phi_i$ and $\phi_j$ of the respective coils as

$$M_{ij} = \frac{\mu_0}{4\pi} \times \left[ \int_{\phi_i=0}^{2\pi} \int_{\phi_j=0}^{2\pi} \frac{I d\phi_i d\phi_j}{\sqrt{(R_i \cos \phi_i - (x_0 + R_j \cos \phi_j))^2 + (R_i \sin \phi_i - (y_0 + R_j \sin \phi_j))^2}} \right]$$

(3.32)

Where $I, R_i, R_j$ are defined as

$$I = \frac{R_i R_j \sin \phi_i \sin \phi_j + R_i R_j \cos \phi_i \cos \phi_j}{\sqrt{(R_i \cos \phi_i - (x_0 + R_j \cos \phi_j))^2 + (R_i \sin \phi_i - (y_0 + R_j \sin \phi_j))^2}}$$

(3.33)

The final mutual inductance can be defined for primary having '$n'$ turns and secondary with '$k'$ turns as

$$M = \sum_{i=1}^{n} \sum_{j=1}^{k} L_{ij}$$

(3.34)
The self-inductances can be extracted similarly from (3.34) by defining the radius of of the middle edge and the inner edge of each turn. Also, in case of an IPT system based on multiple coils, the magnetic and resistive parameters can be evaluated from (3.37).

3.8 Extension to Multi-Coil Charge Pads

Consider a linear magnetic system excited by a pure sinusoidal (non-harmonic) voltage consisting of a primary and pickup composed of several segmented coils as shown in Fig. 3.11. The coils can be individually connected serially or in parallel to compose the multi-coil charge-pad. Let the primary be composed of \( n' \) coils, \((1, 2, \ldots, n)\) and pickup with \( m - n' \) coils, \((n + 1, n + 2, \ldots, m, (m > n))\). Consequently, the voltage matrix, \([V]\) for all the coils can be written as a in terms of currents, \([i]\) and time-derivative of currents, \([\frac{di}{dt}]\)

\[
 [V] = [L] \times \left[\frac{di}{dt}\right] + [R] \times [i] \tag{3.35}
\]

Where the matrices are defined as

---

**Figure 3.11:** Defining a IPT system with primary and secondary composed of multiple coils with self-inductances as \((L_{ij}, i = j)\) and mutual inductances as \((L_{ij}, i \neq j)\).
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\[
\begin{bmatrix}
v_1 \\
v_2 \\
\vdots \\
v_n \\
v_{n+1} \\
v_{n+2} \\
\vdots \\
v_m 
\end{bmatrix} \frac{d}{dt} \begin{bmatrix} i'_1 \\ i'_2 \\
\vdots \\
i'_n \\
i'_{n+1} \\
i'_{n+2} \\
\vdots \\
i'_m 
\end{bmatrix} = \begin{bmatrix} \dot{i}_1 \\ \dot{i}_2 \\
\vdots \\
i_n \\
i_{n+1} \\
i_{n+2} \\
\vdots \\
i_m 
\end{bmatrix}
\]

\[
[L] = \begin{bmatrix}
L_{11} & L_{12} & \cdots & L_{1n} & L_{1(n+1)} & L_{1(n+2)} & \cdots & L_{1(m)} \\
L_{21} & L_{22} & \cdots & L_{2n} & L_{2(n+1)} & L_{2(n+2)} & \cdots & L_{2(m)} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
L_{n1} & L_{n2} & \cdots & L_{nn} & L_{n(n+1)} & L_{n(n+2)} & \cdots & L_{n(m)} \\
L_{(n+1)1} & L_{(n+1)2} & \cdots & L_{(n+1)n} & 0 & 0 & \cdots & 0 \\
L_{(n+2)1} & L_{(n+2)2} & \cdots & L_{(n+2)n} & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
L_{m1} & L_{m2} & \cdots & L_{mn} & 0 & 0 & \cdots & 0
\end{bmatrix}
\]

The series and parallel combination can now be decomposed from this multi-coil combination. In case of a series connected set of coils, \(i_p = i_1 = i_2 = \cdots = i_n\) and \(i_s = i_{n+1} = i_{n+2} = \cdots = i_m\). Also, in case of the parallel set of coils, \(i_p = i_1 + i_2 + \cdots + i_n\) and \(i_s = i_{n+1} + i_{n+2} + \cdots + i_m\). After such a transformation, it becomes easy to reduce such a system of parallel or series coils into a single coil-pair. In such a system, for both series and parallel system of coils, it can be easy to prove that

\[
\begin{bmatrix} \sum_{i=1}^{n} v_i \\ \sum_{j=n+1}^{m} v_j \end{bmatrix} = \begin{bmatrix} \sum_{i=1}^{n} \sum_{j=1}^{n} L_{ij} \\ \sum_{i=n+1}^{m} \sum_{j=1}^{n} L_{ij} \end{bmatrix} + \begin{bmatrix} \sum_{i=1}^{n} R_i \\ 0 \end{bmatrix} \times \begin{bmatrix} \dot{i}_p \\ \dot{i}_s \end{bmatrix}
\]

The Equation (3.37) indicates that it is possible to convert a linear magnetic system with multi-coil into a system of a single coil pair by calculating the individual contributions. Such a equivalent coil system is shown in Fig. 3.12. Such a transposition makes it easy to analytically model multi-coil linear magnetic systems by using the principles of single coils already developed previously.
3.9 Validation of Analytical Model

To validate the analytical models that are developed in previous sections, FEM simulation and experimentation are carried out. Circular and rectangular shapes are compared. The physical properties of the coils are tabulated in Table 3.2. To show the efficacy of analytical expressions, a reduced fill factor was employed for rectangular coils by maintaining an air-gap of 0.6 cm between the turns.

Table 3.2: Properties of the compared circular and rectangular coils

<table>
<thead>
<tr>
<th>Type of coil</th>
<th>a (cm)</th>
<th>b (cm)</th>
<th>l_g (cm)</th>
<th>N (turns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectangular (R1)</td>
<td>4</td>
<td>2</td>
<td>0.6</td>
<td>9</td>
</tr>
<tr>
<td>Rectangular (R2)</td>
<td>6</td>
<td>4</td>
<td>0.6</td>
<td>15</td>
</tr>
<tr>
<td>Circular (C)</td>
<td>inner diameter = 5.5 cm</td>
<td>14</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

litz wire used | 600 × 0.071 mm, 2.1 mm dia overall

The constructed coils are shown in Fig. 3.13. The measurements, analysis and simulations are carried out at variable z-gaps between the coils and also at several misaligned positions. The z-gaps are simulated at 3, 5, 7 and 9 cms of coil displacements in the z-direction, taking vertical misalignment in consideration. In case of lateral misalignment, perfect alignment, 75%, 50% and 25% alignments are chosen along x-axis. The results along y-axis for symmetrical shapes follows the same trend as the x-axis and hence are not considered.

Measurements are made by using Agilent 4294A impedance analyser. The mutual inductances are extracted from self-inductances by carrying out a constructive and destructive flux measurement by connecting the coils serially from one end to the other and then swapping.
one of the ends \( (L_{\text{const}}, L_{\text{des}}) \). The expressions used for extracting the mutual inductance and coupling are

\[
M = \frac{L_{\text{const}} - L_{\text{des}}}{4} \tag{3.38}
\]

\[
k = \frac{M}{\sqrt{L_1 L_2}} \tag{3.39}
\]

The analytical expressions for circular coils are calculated from (2.12) – (3.34). Also, for rectangular coils, (3.20) – (3.31) are computed. MATLAB scripts are written separately for each of the computation and a software tool for self, mutual and coupling computations is developed for air-cored coils. A comparison of coupling obtained analytically and by making measurements for circular coils is presented in Fig. 3.14.

The results show a large degree of agreement between the analytical expressions and the measured results. Mismatch in the results are due to the dimensional tolerances of litz wire in the experiments (unlike a solid conductor used in the analysis) that are not considered in the analytical expressions. Some instrumental accuracy limitations also add to this error. The trends lines match while there is an increasing error at large z-gaps (upto 30%). This is caused due to the inaccuracy in the estimation of rather small mutual inductance at larger offsets, the error of which is more pronounced.

FEM models were created and simulated so as to perform numerical evaluation of the coils considered. The FEM models developed are presented in Fig. 3.15.

The coupling and self-inductances of circular and rectangular coils are compared analytically, using FEM simulations and experimentation. The results are presented in Fig. 3.16, the
Figure 3.14: The analytical and experimental comparison of coupling coefficient of circular coils with z-gaps of 3, 5, 7 and 9 cms with coils of parameters as tabulated in Table 3.2.

Figure 3.15: FEM simulation models of the rectangular coil (top-left), circular coil (top-right) and the rectangular coil (bottom) couple. The rectangular coils are modelled in a 3D domain while the circular coils due to their rotational symmetry are modelled in the 2D domain.

coupling being recorded at perfect alignment and variable z-gaps while self-inductances measured for all variable shapes. All measurements show the same trend and there is a close match between analytical observations, FEM simulations and measurements.
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Figure 3.16: Coupling coefficient of rectangular pads at various z-gaps and self-inductances of air-cored charge pads of various shapes. The coupling is measured at various z-gaps at the best aligned point. The parameters of the coils are as presented in Table 3.2.

3.10 Shape and Performance of Air Couplers

The effect of shapes in IPT systems can be analysed for air-cored couplers based on the mathematical analysis that has been derived previously. To make such a comparison, a few performance parameters are considered. They are the open circuit voltage $v_{oc}$, short circuit current $i_{sc}$, maximum output power, $S_{max}$ and maximum efficiency, $\eta_{max}$. Open circuit voltage is the maximum voltage that the IPT system can source and short circuit current is the maximum current that the same can deliver.

For a coupled charge-pad, if $L_1$ and $L_2$ are the self-inductances of the two couplers with $M'$ as the mutual inductance and operated at angular frequency $\omega$, creating current $i_1$ through the primary, the open-circuit voltage is defined as $v_{oc} = j\omega M i_1$ and during short-circuit if $i_{sc}$ is the current flowing in the pickup, $i_{sc} = \frac{v_{oc}}{j\omega L_2} = \frac{M i_1}{L_2}$. Now, the maximum output power is defined in terms of loaded quality factor of pickup, $Q_{2L} = (\omega \times L_2)/(R_L + R_2)$, where $R_L$ is the load resistance and $R_2$ is the ac-resistance of the pickup charge-pad as

$$S_{max} = v_{oc} \times i_{sc} = \frac{(i_1^2 M^2 Q_{2L}) \omega}{L_2}$$ (3.40)

The above equation quantifies the maximum output power that such an air-cored coupler can source. Also, the maximum efficiency of IPT systems have been derived independent of
compensation applied and load present in terms of native quality factors of the primary \((Q_1)\) and pickup \((Q_2)\) as [139]

\[
\eta_{max} = \frac{k \sqrt{Q_1 Q_2}}{2 + k \sqrt{Q_1 Q_2}}
\]  

(3.41)

These parameters have been used to compare a number of differently shaped air-cored charge-pads. All shapes considered have been analyzed keeping area conserved. This way, generalizations of the behavior of fields and hence coupling, power transferred and other parameters are possible. Several analysis were also carried out keeping perimeter conserved and multi-turns with similar results. In addition, these results also correspond and can be generalized to charge-pads with flux-enhancing materials such as Ferrite. This as enhanced coupling is obtained by placing Ferrites along the natural direction of flux lines. Hence, the basic tendency of the shape in terms of coupling and its gradient is similar in all IPT applications. The compared shapes are listed in Table 3.3. All considered shapes have been simulated with a one turn coil and a z-gap of 1 cm. This so that the effect of shapes are more enhanced.

<table>
<thead>
<tr>
<th>Considered Shape</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectangle dim.(mm)</td>
<td>650 \times 400</td>
</tr>
<tr>
<td>Square dim.(mm)</td>
<td>509.9 \times 509.9</td>
</tr>
<tr>
<td>Circle rad.(mm)</td>
<td>287.6</td>
</tr>
<tr>
<td>Double Circle (DCirc) dim.(mm)</td>
<td>203.4</td>
</tr>
<tr>
<td>Double Rectangle (DR) symmetric dim.(mm)</td>
<td>459.6 \times 282.8</td>
</tr>
<tr>
<td>Double Rectangle + Quadrature symmetric dim.(mm) (DR+Quad)</td>
<td>375.3 \times 230.9</td>
</tr>
<tr>
<td>Area ((m^2))</td>
<td>0.2600</td>
</tr>
</tbody>
</table>

The multi-coil shapes are composed of multiple symmetric coils that are placed close to each other with the coils carrying currents in opposite direction. The mutual inductance and coupling of these charge-pads are obtained by analyzing (3.37) and using the mathematical analysis of single coils. A study of coupling by misaligning the coils along x-direction (lateral displacement) is presented in Figure 3.17.

It can be inferred that circle and four sided shapes differ in the tolerance to coupling variations when subjected to lateral misalignment. The coupling of rectangular and square coils tend to decay gradually, while the circular shape sees a more sharper drop with misalignment. Circular shape due to the fact that it has the highest area for a given perimeter among closed shapes, has the highest coupling at the best aligned point. The double coils also share the same feature but with a larger extension of the power profile. It is important to note that in this analysis, since area is kept conserved, the perimeter varies between the shapes and hence it is important to keep trends in mind, rather than absolute values. Null-coupling points in DR and DCirc coils, occur at positions where a pick-up coil is
confronted with opposing flux of equal magnitude from the primary charge-pad. Among the double coils, the DCirc geometry has greater best-aligned coupling than that of DR geometry. However, the misalignment profile for DR coils is broader than that of DCirc coils and hence it is well suited to applications where larger misalignment behaviour is expected, for eg: EVs. When such an analysis was broadened to include the behaviour of a DR primary and a DR Quad pick-up, the Quad picking up flux emanating from a DR primary behaves best at the misaligned points, while is the worst at the best-aligned point. On the contrary, the DR pick-up behaves complementary to the Quad pick-up with a DR primary.

Power transferred to the pick-up is evaluated from (3.40). The uncompensated power calculated when subjected to lateral misalignment is shown in Figure 3.18. Among single coils, the circular coil has a sharp misalignment band while the four sided shapes have greater tolerance. The double shapes follow the features of their single equivalents, with the difference that there is a misalignment point when a single coil among both the primary and pick-up receives power. This creates two more zones of power transfer apart from the best aligned point. In these points, the power is reduced to $\leq 25\%$ as the pick-up voltage is reduced to half, which in turn halves the pick-up current. However, these double shapes suffer from a no-power zone created at the null coupling points. These null power points can be eliminated by using a quadrature coil, the coupling of which is complementary to the main coils and hence an addition of power from the quadrature coils removes these null zones. It is important to note that in an actual implementation, the magnitudes of these curves will depend on the number of turns of each coil, materials present, the source characteristic - voltage/current, resonant behaviour etc.

The maximum efficiency as presented in (3.41) has dependence on quality factor which
in-turn depend on the ac resistances of the coils. The ac-resistances for the litz wire used is extracted from a tabulation technique as presented in [140]. The calculated ac resistance factor including both skin and proximity effects for litz wire indicated in Table 3.2 is $\frac{R_{ac}}{R_{dc}} = 1.029$. The result of maximum efficiency computation when subjected to variable coupling during misalignment is shown in Figure 3.19. This plot represents the theoretical maximum efficiency that can be expected at various misaligned points for various shapes. The efficiency values floor at the power null points as expected.

Figure 3.18: Uncompensated power analysed on the basis of a unit current flowing through various shapes of single turn and equal area as indicated in Table 3.3. The misalignment is considered along x-direction.

Figure 3.19: Maximum efficiency tracking of single and multi-coil shapes with x-directional misalignment of coils in Table 3.3. Each curve envelops the contour of peak expectation of efficiency analysed from (3.41)
3. Analytical Modelling and Study of Shapes for IPT Systems

3.11 Conclusion

In this chapter, a generic analytical tool that is useful to model the magnetics of single and multi coil geometries is developed. The analytical equations developed can be extended to polygonal shapes and can be used to model n-multi coil geometries as well. The analytical expressions have the strength that they are computational efficient eg: computation of inductances and coupling of a single turn rectangular charge-pad takes 0.653 s (2.2 GHz Intel i3-processor and 4 GB RAM). In case of FEM analysis, each individual calculation takes several seconds. This difference gets exaggerated for multi-coil IPT systems and analytical formulation yields accurate and fast results. This is a first step in magnetic design, wherein the fundamental magnetics can be evaluated.

Such an analytical approach can yield the variation in magnetic parameters due to coupler geometry. Now, different applications of IPT systems can have different objectives: minimization of gradient of coupling in highly misalignment tolerant EV IPT systems \( \min(\frac{\partial k}{\partial x}, \frac{\partial k}{\partial y}) \), elimination of power null points in power sensitive applications \( (P_{x,y} \neq 0) \). Thus, different strategies can be evolved based on the spatial variation of coupling, efficiency and/or power transfer. This chapter can empower this decision making before going in for a detailed multi-objective optimization after fixing a geometry suited to the application.

However, a limitation that this approach has is that the principle of superposition holds for linear magnetic systems. Thus, non-linearities in the system such as saturation are neglected in the study. This is a valid assumption for air-cored geometries and hence the study yields good results. However, interfaces of different materials in high power IPT systems such as ferrites and shielding materials (aluminium) need to respect boundary conditions to compute magnetic parameters. Thus, the equations need to be adapted for boundaries and this extension is beyond the scope of this chapter. In related work, an analytical LCL filter design where interfaces are modelled by using method of images is presented in [141]. Image method can be applied to the analysis in this chapter to model parameters of couplers with several material interfaces. Additionally, the effect of frequency on inductances (due to eddy currents) is not considered in this chapter.

A detailed numerical optimization based on the inputs from this study so as to optimize ferrite, aluminium and other materials that may be present in charge-pads is the next step. Such a FEM optimisation is considered in Chapter 5. Some useful results obtained from the analysis are:

1. The analysis, compared with FEM and experiments have a good match. Almost all observations have an error less than 10%. This is acceptable for magnetic analysis.

2. The coupling of single coils are such that circular coils have the best coupling at the well-aligned point and the four sided coils have a larger misalignment tolerant band. Thus, rectangular coils can be used for more misalignment tolerant designs and circular for well-aligned applications.
3. The coupling behaviour of multi-coil geometries follow the trend of single-coil shapes but have null-coupling points. By designing a quadrature coil located between the mid points of the single-coils, flux can be captured at the null-coupling points.

4. The quadrature and double rectangle pickup have complementary coupling-misalignment behaviour. At the best aligned point, the quadrature coil picks up no flux and at a misalignment point (null-coupling) of double rectangle pickup, the quadrature coil picks up maximum flux.

5. The double rectangular and double circular shapes can effectively extend the range of power transfer to larger misaligned positions. The addition of quadrature coil to the pickup can remove null-coupling points from the power profile. This is a good solution for constant power applications, with optimized magnetics.

6. The total enclosed area of the shapes has been kept constant to make a fair comparison. However, it is possible to influence the turns in the quadrature coils in double rectangle quadrature pads and this impacts the peaks obtained in the misalignment points.
Chapter 4

Study of Misalignment in IPT Systems

This chapter looks into the problem of misalignment in distributed IPT systems. The idea of varying mutual inductance longitudinally referred to as longitudinal misalignment is introduced here. The analytical expressions for both lateral and longitudinal misalignment are derived. Experimental validation of the theory developed is also performed. In case of conventional rectangular coils, the vertical sections are not symmetrical. This was observed in the mutual inductance profile experimentally and the concept of “Edge Effect” was introduced to explain the same. An inductor with symmetrical ends was constructed to tackle this problem.

Based on
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4.1 Introduction

In this chapter, the power of analytical expressions is used to study the effect of misalignment in distributed IPT systems. Distributed IPT systems consist of long tracks which is energized by a power inverter. Typically, the tracks don’t have ferrites or use minimal ferrites.

Distributed IPT systems are typically applied in the fields of monorails, automatically guided vehicles (AGV) and also in polyphase IPT systems for road transport. The distributed systems for monorails typically have a pick-up that is in close proximity to the track and in some cases surround the track. Several pick-up designs of monorail based distributed IPT system are present in literature. Examples include E-shaped pick-up, S shaped pick-up, coaxial pick-up [144].

AGV based IPT systems unlike monorails have more freedom to move and hence the pick-up is not in close proximity to the primary. Here, different pick-ups have been researched, including flat pick-up, flat-E pick-up etc [144]. A geometry that is considered for utilization in such systems is shown in Fig. 4.1.

Figure 4.1: a) Typical loops that form the primary of distributed inductive power transfer systems b) Magnetic system consisting of an E core as pick-up typically used in AGV systems.
4.2 Analytical Computation of Misalignment

Misalignment, in case of a bipolar distributed IPT system as shown in Fig. 4.1, can be approximated by considering the primary as a system of two parallel conductors. Consider these two parallel conductors carrying the same current, \( i \), but in opposite directions (bipolar) as shown diagrammatically in Fig. 4.2. The length of each conductor is taken as \( 2L \), with \( O \) and \( O' \) being the midpoint. The coordinates of the origin \( O \) is \((0, 0)\).

Figure 4.2: Calculating the flux density at a point \( P \) which is at the midpoint of the symmetrical conductors of length \( 2L \) and located symmetrically at the midpoint of the lateral displacement of \( 2a \) between the conductors in the \( XY \) plane.

4.2.1 Perfect Alignment at the Center of the Loop

Let there be a point \( P \) as in Fig. 4.2, at a distance \( a \) from either conductor. This situation is similar to the well aligned primary of the IPT system, when the pick-up (represented by \( P \)) is in the middle of the loop. It will be proved in this section that the flux density \( B \) due to these conductors for the locus of \( P \) along the lateral and longitudinal axis will vary as a function of the angles it subtends at the two extreme ends of each conductor \((\theta_1, \theta_2)\).

The flux density at any point due to a current element \( id \hat{r} \) and displaced by \( \hat{r} \) with the unit vector along its direction, \( \hat{r} \) is given by applying Biot-Savart law as in (2.9).

Now, in the situation in Fig. 4.2, by the principle of superposition applied to the point \( P \) by considering \( AA' \) and \( BB' \) separately as:

\[
\overrightarrow{B} = \overrightarrow{B}_{AA'} + \overrightarrow{B}_{BB'} \tag{4.1}
\]
It is easy to ascertain that the flux densities add each other in between the conductors as the currents are in the opposite direction. Now, consider the conductor $AA'$

$$d\vec{B}_{AA'} = \frac{\mu_0 i d\vec{l}}{4\pi} \times \hat{r} \quad (4.2)$$

Consider the following transformations, $a = r \sin \theta$ and $l = a \cot \theta$. Thus,

$$d\vec{B}_{AA'} = \frac{\mu_0 i}{4\pi} \times \left(-\frac{(a \csc^2 \theta d\theta) \sin \theta}{(a \csc \theta)^2}\right) \quad (4.3)$$

Finally, it can be obtained that

$$\vec{B}_{AA'} = -\frac{\mu_0 i}{4\pi a} \times \int_{-\theta_1}^{\theta_2} \sin \theta d\theta = \frac{\mu_0 i}{4\pi a} (\cos \theta_2 + \cos \theta_1) \quad (4.4)$$

As a result of the symmetry of point $P$, with the y coordinate at the midpoint, $-\theta_1 = \theta_2 = \alpha$

$$\vec{B}_{AA'} = \frac{\mu_0 i}{2\pi a} \times \cos \alpha = \frac{\mu_0 i}{2\pi a} \frac{L}{\sqrt{(L^2 + a^2)}} \quad (4.5)$$

Also, the situation being symmetrical for both conductors, $\vec{B}_{AA'} = \vec{B}_{BB'}$ and using (4.1), it can be obtained that

$$\vec{B}_{P(a,0)} = \frac{\mu_0 i}{\pi a} \times \cos \alpha = \frac{\mu_0 i}{\pi a} \frac{L}{\sqrt{(L^2 + a^2)}} \quad (4.6)$$

This represents the vertical component of flux density when the point $P$ is located at the midpoint of the perpendicular bisector of the two conductors.

### 4.2.2 Longitudinal Misalignment

Now, if the point $P$ is located at one of the extremes but at perfect lateral alignment, the situation is shown in Fig. 4.3.

In this case, (4.4) can be rewritten with $\theta_1 = \alpha$ and $\theta_2 = \frac{\pi}{2}$ as

$$\vec{B}_{AA'} = \frac{\mu_0 i}{4\pi a} \times (\cos \frac{\pi}{2} + \cos \alpha) = \frac{\mu_0 i}{4\pi a} \times \frac{2L}{\sqrt{(2L^2 + a^2)}} \quad (4.7)$$
Thus, following the course of (4.1)

$$\mathbf{B} = \frac{\mu_0 i}{2\pi a^2} \times \frac{2L}{\sqrt{(2L)^2 + a^2}}$$

(4.8)

Now, since length of the conductor is large

$$2L \gg a$$

(4.9)

Comparing (4.9) and (4.6), it can be obtained that

$$\mathbf{B}_{P(a, -L)} = \frac{\mathbf{B}_{mid}}{2} \times \frac{L}{\sqrt{L^2 + a^2}}$$

(4.10)

Thus, it can be inferred that the flux density at the laterally aligned state of the pick-up at the ends of the primary is lower than in the middle. This can be reasoned out by the fact that when the pick-up moves longitudinally away from the middle of the primary loop, it has minimal flux contributions from the current elements of that extreme end of the primary from where it is far away and as it reaches the extreme end, it has negligible contributions from the other end. This effect is essential to be considered for distributed systems as it can play a major role in determining the optimal length so as to transfer constant power.

Now, for the system of \(N_1\) parallel conductors carrying current \(i_1\) with the condition that

small angle \(< \theta_2 < \frac{\pi}{2}\) and \(\frac{\pi}{2} < \theta_1 < \text{small angle}\), the flux density at longitudinal points along the perfectly aligned lateral state is

$$\mathbf{B}_{AA'} = \frac{\mu_0 N_1 i_1}{2\pi a^2} \times (\cos \theta_2 + \cos \theta_1)$$

(4.11)

If \(\phi_{21}\) represents the mutual flux, \(A\) is the area of cross-section of that part of the core that houses the pick-up windings, in terms of mutual inductance

$$M = \frac{N_2 \phi_{21}}{i_1} = \frac{N_2}{i_1} \int \mathbf{B} \cdot d\mathbf{A} = \frac{\mu_0 N_1 N_2 A}{2\pi a^2} (\cos \theta_2 + \cos \theta_1) = M_0 (\cos \theta_2 + \cos \theta_1)$$

(4.12)

The result of (4.12) has been simulated in Fig. 4.4 with angular bounds with small angle defined as \(0^\circ\) and this yields the fact that if we consider a finitely long track, at perfect lateral alignment, the flux density and hence the mutual inductance will vary as a sinusoidal-like distribution as the pick-up moves longitudinally.
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Figure 4.4: Simulation of longitudinal misalignment assuming \((0 < \theta_2 < \frac{\pi}{2})\) and \((\frac{\pi}{2} < \theta_1 < 0)\).

4.2.3 Lateral Misalignment

Consider the case of lateral misalignment taking place along the perpendicular bisector \(OO'\) as shown in Fig. 4.5.

In this case, (4.4) can be rewritten for \(AA'\) and \(BB'\) as

\[
\vec{B}_{AA'} = \frac{\mu_0 i}{4\pi a} (\cos(\theta_2 - \sigma) + \cos(\theta_1 - \sigma)) \quad (4.13)
\]

Also for the conductor \(BB'\),

\[
\vec{B}_{BB'} = \frac{\mu_0 i}{4\pi a} (\cos(\theta_2 + \sigma) + \cos(\theta_1 + \sigma)) \quad (4.14)
\]

Now, due to the symmetry of the perpendicular bisector, the angles \((\theta_1 - \sigma) = (\theta_2 - \sigma) = \beta\) and \((\theta_1 + \sigma) = (\theta_2 + \sigma) = \gamma\) and hence by the principle of superposition

\[
\vec{B} = \frac{\mu_0 i}{4\pi a} (\cos \beta + \cos \alpha) \quad (4.15)
\]
A special case of this condition is when the point \( P \) coincides with the point \( O \) on the Y axis. Then, \( \beta = 0 \) and \( \cos \gamma = \frac{L}{\sqrt{L^2 + (2a)^2}} < 1 \)

\[
\vec{B}_{P(0,0)} = \frac{\mu_0 i}{2\pi a} \left( 1 + \frac{L}{\sqrt{L^2 + (2a)^2}} \right)
\] (4.16)

Comparing (4.16) and (4.6), it is obvious that the flux density increases laterally from the extremes to the middle, where it peaks and it then again decays to a lower value on moving further away. Also, in terms of mutual inductance, (4.16) may be written as

\[
M = \frac{\mu_0 N_1 N_2 A}{2\pi a} (\cos \beta + \cos \gamma) = M_0 (\cos \beta + \cos \gamma)
\] (4.17)

Now, it is possible to move the pick-up beyond the lateral spacing between the conductors, in such a case, \( \vec{B}_{AA'} \) and \( \vec{B}_{BB'} \) components oppose each other and the mutual inductance for all the possibilities is represented by

\[
M = \begin{cases} 
M_0 (\cos \beta - \cos \gamma), & P_x < 0 \\
M_0 (\cos \beta + \cos \gamma), & 0 < P_x < 2a \\
M_0 (\cos \gamma - \cos \beta), & P_x > 2a 
\end{cases}
\] (4.18)

Also, the two angles are related as

\[
\tan \beta + \tan \gamma = \frac{2a}{L}
\] (4.19)

The simulation of (4.18) yields the Gaussian curve of lateral misalignment as shown in Fig. 4.6 with mutual inductance dying down to zero at both ends when displaced further away from the two conductors on either side.
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![Graph showing normalized mutual inductance with lateral position.](image)

Figure 4.6: Simulation of lateral misalignment assuming \((0 < \gamma < \frac{\pi}{2})\) and \((\frac{\pi}{2} < \beta < 0)\) and setting the negative values of mutual inductances at the extremes to zero as higher angles are unrealistic.

4.3 System Description of the Experimental Setup

Before the actual experimentation procedure of the study on misalignment is dealt with, it is useful to consider a number of design choices which will be explained in the following subsections.

4.3.1 Choice of the Core and the Pick-up

In studies at the University of Auckland [145], in order to decouple the effect of the length of the distributed IPT systems and size of the pick-up, a new concept of magnetic efficiency \((k_\phi)\) was introduced and it was measured as a constant for different ferrite shapes with E pick-ups \((k_\phi \approx 0.65)\) having higher magnetic efficiency compared to flat pick-ups \((k_\phi \approx 0.35)\). It was therefore considered to utilize the E core. Such cores are commercially available in various sizes. For ease of laboratory experimentation and availability, a scaled down model of the IPT system based on Ferroxcube E80/38/20 core of the grade 3C90 was used. This core has a distance between the center of the two \(C\) sections as 4 cm. Thus, the primary loops designed for this displacement, sits in perfect alignment below this.
4.3 – System Description of the Experimental Setup

Table 4.1: Physical properties of the track that forms the primary

<table>
<thead>
<tr>
<th>S/No.</th>
<th>Property of tracks</th>
<th>Specification of the property</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Selected type of wire</td>
<td><em>litz</em> wire – 600 (Strnd. No.) × 0.071mm (Dia of each strand)</td>
</tr>
<tr>
<td>2.</td>
<td>Length of rectangular loop (m)</td>
<td>1</td>
</tr>
<tr>
<td>3.</td>
<td>Width of rectangular loop (cm)</td>
<td>4</td>
</tr>
</tbody>
</table>

4.3.2 Consideration of Tracks and Pick-up

In this study, single phase primary systems were considered. In order to create an extensive study of the effect of the primary on the power transferred via IPT, four different configurations of the primary were constructed with a single turn, double turn, four turns and five turns. The physical properties of the tracks are tabulated in Table 4.1. The resistances and inductances of the primary as measured with the precision impedance analyser Agilent 4294 A (at 100 kHz) is tabulated in Table 4.2.

Figure 4.7: Unipolar inductor with double turn, four turn conventional inductor and five turn conventional inductor for dynamic powering.

One of the constructed inductors is shown in Fig. 4.7. In conventional primary inductor loops, the longitudinal sections of the loops carry currents in opposite directions. The unipolar inductors are a design in which currents were forced in the same direction with the
pick-up over such a configuration. This would lead to a better core utilization. The unipolar design is not considered further in this thesis.

Table 4.2: Physical properties of the track that forms the primary

<table>
<thead>
<tr>
<th>S/No.</th>
<th>No. of turns</th>
<th>$L_1 (\mu H)$</th>
<th>$R_1 (m\Omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Single turn</td>
<td>2.1</td>
<td>19.7</td>
</tr>
<tr>
<td>2.</td>
<td>Double turn</td>
<td>5.6</td>
<td>35</td>
</tr>
<tr>
<td>3.</td>
<td>Four turn</td>
<td>18.9</td>
<td>66</td>
</tr>
<tr>
<td>4.</td>
<td>Five turn</td>
<td>27.5</td>
<td>81</td>
</tr>
</tbody>
</table>

The pick-up based on E core consisted of windings along the vertical axis used in the central limb. This winding referred to as the horizontal winding can capture the flux that is perpendicular to it, the vertical flux. The pick-up was composed of a double layer of windings of the same litz wire with an inductance $L_2 = 52.5 \mu H$.

### 4.3.3 Experimental Study of Misalignment

In case of lateral misalignment, the mutual inductance between the primary and the pick-up are noted at several displaced positions of the pick-up w.r.t the primary. In order to calculate the mutual inductance, the primary loop inductor was connected serially with the pick-up and the equivalent inductance for both constructive flux superposition, $L_{eq,c}$ and destructive flux superposition, $L_{eq,d}$ was noted. The following equations were used to calculate the same:

$$L_{(eq+c,d)} = L_p + L_s \pm 2M$$
$$M = \left( \frac{L_{(eq,c)} - L_{(eq,d)}}{4} \right)$$

(4.20)

Measurements were made in the laboratory by using RLC meter. The parameters that represent the various dimensions of the IPT system are presented in Table 4.3.

Table 4.3: Physical properties of the track that forms the primary

<table>
<thead>
<tr>
<th>S/No.</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Height (h, cm)</td>
<td>5</td>
</tr>
<tr>
<td>2.</td>
<td>Points along lateral displacement (cm)</td>
<td>2</td>
</tr>
<tr>
<td>3.</td>
<td>Points in the longitudinal direction (m)</td>
<td>0, 0.25, 0.5, 0.75, 1</td>
</tr>
</tbody>
</table>
4.3.4 Pick-up with Horizontal Coil and Study of Lateral Misalignment

The pick-up was displaced 2cm from its reference position to two new points along the left as well as the right of the x-axis and the variation in the mutual inductance was measured. The results are shown in Fig. 4.8 such that the points indicate the actual measured data and the dotted lines, the fitted curve obtained by a Gaussian fitting function that computes the average of various data points for the best fit.

![Figure 4.8: Variation of mutual inductance at several positions laterally.](image)

The mismatch between the experimental results and the averaged fit is because of errors introduced in the measurements due to additional wires needed to measure misalignment particularly at points away from the extremes. These wires are needed to connect the serially combined primary track and pick-up coil to the RLC meter so as to measure M. The effect of these additional wires are minimized by using equal lengths of wires that introduce equal inductances which are then cancelled by making a differential measurement as in (4.20). Also, these wires were twisted so as to reduce the loop area enclosed and hence additional inductance.

The results of Fig. 4.8 indicate that the variation in mutual inductance and hence the variation in power transferred over the air gap will be in such a manner that the most perfectly aligned point would be at the middle with maximum power transferred at that point. Also, if the primary loop with maximum number of turns is selected, it would have much better mutual inductance at all possible points of observation and hence higher power transfer. This trend shows a very good agreement with the analytical results as simulated in Fig. 4.6.
4.3.5 Pickup with Horizontal Coil and Study of Longitudinal Misalignment

In order to study longitudinal misalignment, various points were selected in the primary loop at variable distances from the reference and mutual inductance was plotted as a function of longitudinal distance for the point of perfect alignment laterally and is shown in Fig. 4.9.

In case of longitudinal misalignment, it was observed that there is a variation in mutual inductance even for the perfectly aligned state of the pick-up. This variation is sinusoidal as expected from Fig. 4.4 and the peak mutual inductance occurs when the pick-up is in the center of the loop. This can be explained as in the center, the pick-up is coupled to flux from current elements from both ends of the conductors. However, as the pick-up moves away from the center, it picks up flux minimally from the end that is farther away. What was surprising, however was that the mutual inductance at the sending end of the inductor is not symmetric with the value at the terminal end. This behavior is not as expected and it can result in detuning of system when the pick-up has to traverse from one section to another.

Figure 4.9: Variation of mutual inductance at several positions laterally.
4.3.6 Edge Effects

In order to explain the unsymmetrical nature of mutual inductance as observed at the sending end and the terminal end of the inductor due to longitudinal misalignment, it is useful to consider the orientation of the magnetic fields particularly at the two ends. This is shown in Fig. 4.10.

![Diagram showing orientation of magnetic fields at various sections of the inductor.]

Figure 4.10: Orientation of the magnetic fields at the various sections of the inductor.

\[
\mathbf{B}_P = \mathbf{B}_{P,L} + \mathbf{B}_{P,V} \tag{4.21}
\]

It is safe to assume that the effect of vertical sections would not play a major role for longitudinal distances beyond 2a from the edges. Using (12) and for the condition of P on the midpoint of the vertical section, the resultant flux density

\[
\mathbf{B} = \frac{\mu_0 N_1 i_1}{2\pi a} + \frac{\mu_0 (N_1 - 1) i_1}{2\pi a} \tag{4.22}
\]

The second term in the previous expression is the flux density due to the vertical section. The mutual inductance combining the contributions of longitudinal and vertical sections, if \(a_1\) and \(a_2\) are the pick-up clearance w.r.t the horizontal and vertical sections respectively, can be written as

\[
M_P = \frac{N_2 \phi_{21}}{i_1} = \frac{\mu_0 N_1 N_2 A}{2\pi a_1} + \frac{\mu_0 (N_1 - 1) N_2 A}{2\pi a_2} \tag{4.23}
\]

However, if the pick-up were at the other extreme end,

\[
M_P = \frac{N_2 \phi_{21}}{i_1} = \frac{\mu_0 N_1 N_2 A}{2\pi a_1} + \frac{\mu_0 N_1 N_2 A}{2\pi a_2} \tag{4.24}
\]

Thus, the magnetic fields that are caused due to the vertical sections of the rectangle superimpose with the field due to the longitudinal sections which creates additive components at
either end but by different magnitude. This difference in magnitude is created due to the fact that conventional inductors have unequal number of vertical sections as shown in Fig. 4.10.

Hence, the mutual inductance at one end of the inductor will be higher than that of the other. Since the cause of edge effect was the difference in number of the vertical sections, a new primary, called as symmetrically ended inductor was constructed as shown in Fig. 4.11. It was observed that this design resulted in a symmetrical distribution of mutual inductance at either ends. The results are similar to Fig. 4.9, with a sinusoidal-like distribution but with the edges having similar values of mutual inductance.

4.4 Discussion

In this chapter, analytical expressions for both lateral and longitudinal misalignment for RPEVs were derived from Biot-Savart law. The new concept of longitudinal misalignment for finitely long tracks yielded the result that the mutual inductance at the middle of the primary loop for a well-aligned pick-up is much higher than that at the extremes. However, this effect was ignored in studies thus far assuming conductors to be infinitely long with 2D FEM results also assuming the same. This derivation, however did not take into account the effect of vertical sections.
Experimental studies matched the trends as observed analytically. However, in case of longitudinal misalignment, the edges created unsymmetrical coupling at the two extremes. This was referred to as “Edge Effect” and was due to the unequal number of vertical sections at either ends. This effect was mathematically considered and a new inductor called symmetrically ended inductor was proposed and it showed similar values of mutual inductance at the ends.

The edges of sectional tracks can result in detuning when the pick-up is moving between sections and hence while designing sectional tracks, care is required to make a smooth transition of power transfer between the neighboring tracks.
Multi-Objective Optimisation and Experimental Analysis of a DR IPT System for Light EVs

Inductive power transfer (IPT) systems for charging of electric vehicles (EVs) must employ charge-pads with minimal copper and ferrite core material for improving coupling and field shaping without sacrificing power transfer efficiency across the air gap. This chapter details the multi-objective optimisation of IPT coil systems with respect to efficiency of power transfer ($\eta$), material weight or cost ($w$), and area-power density ($\alpha$) as required in EV applications. A combination of detailed analytical calculations and experimentally verified 3D finite element models is used to analyse performance of IPT systems with double rectangular pads (DR), I-shaped ferrite cores for field shaping and aluminium plates to reduce stray or leakage magnetic fields. A multi-objective pareto optimisation using Particle Swarm algorithm of a scaled 1kW prototype system with a 15 cm air-gap is presented. Experimental analysis of the system with SiC inverter with bridge angle control and operate at all switching modes.

Based on

- S. Bandyopadhyay, V. Prasanth, P. Bauer, and J. A. Ferreira, “Multi-objective optimisation of a 1-kW wireless IPT systems for charging of electric vehicles,” in IEEE Transportation Electrification Conference and Expo (ITEC), 2016, Dearborn, MI, pp. 1-7; and
5. Multi-Objective Optimisation and Experimental Analysis of a DR IPT System for Light EVs

5.1 Introduction

Designing a lumped IPT system for the use in an EV/HEV, a number of constraints like space of the pick-up coil in the underfloor of the vehicle and the allowable weight and cost of the components used in both the primary and the secondary exists. The power transfer efficiency should be high as possible for simple thermal management of the system. In addition to that, another design constraint arises from the limitation of the magnetic stray field in the vicinity of the IPT coils by well-defined International Commission on Non-Ionizing Radiation Protection (ICNIRP) standards [119].

The magnetic design of the transmission coils is of paramount importance in order to satisfy the mutually conflicting targets like efficiency, area-related power density and weight of copper and ferrite materials. In literature, it is shown that a Figure of Merit (FOM) = \( kQ \) given by the product of the magnetic coupling of the IPT coils and the inductor quality factor limits the maximum efficiency of power transfer [146]. To achieve high power transfer efficiency, large coils can be used at the cost of power density and charge pad weight. A high power density and light charge pad can be similarly designed at the cost of low power transfer efficiency and possibly thermal problems. In this chapter, it is shown how the three performance indices efficiency (\( \eta \)), power density (\( \alpha \)) and material weight (\( w \)) are related and that a trade-off is encountered in the design optimisation of charge pad design in IPT systems, similar to other power electronic systems and in design of electric machines [147].

Nowadays, with higher computational resources, accurate Finite Element (FE) charge-pad models combined with multi-objective evolutionary algorithms are be used to design high performance IPT systems. The goal of this chapter is to present a systematic multi-objective framework for design optimisation of 1kW, 85 kHz IPT systems to realise the trade off between targets and to draw general design guidelines based on that. A multi-objective PSO algorithm combined with 3D FE charge-pad models is used to optimise the IPT system to generate pareto optimal fronts [148], [149]. The coil topology used in design of the IPT systems is the multi-coil polarized DR charge-pad, mainly due to its high tolerance to misalignment which is necessary for dynamic charging of EVs. To improve coupling and proper field shaping I-shaped ferrite bars are used. To reduce stray or leakage fields around the IPT pads, aluminium sheets in both primary and secondary charge-pads are used.

The trade-offs in the optimization is realized with the help of pareto fronts which is a physical performance boundary consisting of a set of system designs for which an increase of the performance indices result in the decrease in another [150].

Finally, in this chapter experimental demonstration of a 1 kW light EV IPT system is carried out. A 85 kHz SiC inverter is constructed to deliver power to a DR IPT system that is series compensated.
5.2 Light EV IPT charging System

The specifications of an IPT system typically include the output power $P_2$ needed to charge the battery of the traction motor, the frequency of operation, the air gap, $(l_g)$ across which the output power must be transferred and maximum dimensions of the pads. The air-gap and the maximum coil dimensions are dependent on the geometrical constraints and cannot be altered during the design process. Based on this an example prototype of an IPT system based is shown in Table 5.1. To incorporate the size constraint, maximum dimensions of width and length of the coils are fixed at 200 mm and 220 mm respectively. These constraints are carefully selected considering the air gap of 150 mm to highlight the tradeoffs encountered during charge pad design.

Table 5.1: Specifications of the Prototype Light EV IPT system

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$</td>
<td>85 kHz</td>
<td>Frequency of operation</td>
</tr>
<tr>
<td>$P_2$</td>
<td>1000 W</td>
<td>Power output</td>
</tr>
<tr>
<td>$l_g$</td>
<td>0.15 m</td>
<td>Air-gap</td>
</tr>
<tr>
<td>$U_{bat}$</td>
<td>40 V</td>
<td>Battery voltage</td>
</tr>
<tr>
<td>$U_2$</td>
<td>100 V</td>
<td>Receiver side dc-link voltage</td>
</tr>
<tr>
<td>$W_{coil}$</td>
<td>0.2 m</td>
<td>Maximum coil width</td>
</tr>
<tr>
<td>$L_{coil}$</td>
<td>0.22 m</td>
<td>Maximum coil length</td>
</tr>
</tbody>
</table>

A generic lumped IPT system is comprised of three components: a power supply, charge-pads and a pick up circuit. A block diagram of the system is shown in Fig. 5.1. A rectified dc power supply is followed by a single-phase square wave inverter operating at 85 kHz. The IPT system consists of resonant compensation networks for the transmitter and receiver coils along with a rectifier followed by a buck converter in the pick up side. A series-series compensation [146] is considered in this chapter. The choice is motivated mainly by the main advantages of series-series compensation technique, for example, independence of the compensation capacitors from the magnetic coupling of the coils and consequently, high tolerance of the system to coil misalignment. A rectifier followed by a dc-dc buck converter...
is used in the pick-up circuitry to charge the traction battery.

![Equivalent circuit diagrams of a series-series compensated IPT system with a capacitive output filter](image)

Figure 5.2: Equivalent circuit diagrams of a series-series compensated IPT system with a capacitive output filter

Before proceeding to modelling and optimisation, as the next step to design and analysis of IPT system performance the equivalent circuit and modelling the pick up circuit with the load and rectifier.

### 5.2.1 Equivalent Circuit & Load Modelling

Fig. 5.3 shows the equivalent circuit of the magnetically coupled IPT coils which is similar to the equivalent circuit of a transformer model. M denotes the mutual inductance between the two IPT coils and is defined as $M = k \sqrt{L_1 L_2}$, where $k$ is the magnetic coupling coefficient of the IPT coils and $L_1$, $L_2$ are the self-inductances. The value of $C_1$ and $C_2$ are chosen to according to series-series compensation topology [146] in order to achieve maximum transmission efficiency.

![Transformer equivalent circuit of an IPT system with series-compensated capacitors on the primary and the pick up](image)

Figure 5.3: Transformer equivalent circuit of an IPT system with series-compensated capacitors on the primary and the pick up. The series resistances of the coils are $R_1$ and $R_2$. 
Based on the analysis presented in [151], the load circuit of the pick-up or receiver side is modelled as an equivalent load resistance of a series-series compensated IPT system as shown in Fig. 5.4. The equivalent load resistance is calculated in the following equations.

\[ R_L = \frac{V_{dc}^2}{P_i} \]

**Figure 5.4: Equivalent resistance modelling of the rectifier and the load. The load resistance is modelled as** \( R_L = \frac{V_{dc}^2}{P_i} \). The input of the rectifier for series-series compensation is modelled as a current source. \( i_2 \) is the ac-current induced in the compensated pick up coil. \( I_o \) is the rectified output of the sinusoidal current \( i_2 \).

First, the pick-up current, \( i_2 \) is related to the rectified current, \( I_o \) as:

\[ i_2 = \frac{i_{2,p}}{\sqrt{2}} = \frac{\pi}{2\sqrt{2}} I_o \tag{5.1} \]

Next, the pick-up voltage \( v_2 \) is related to output voltage of dc-link after rectification, \( E_o \) as

\[ v_2 = \frac{2\sqrt{2}}{\pi} E_o \tag{5.2} \]

Finally, the equivalent load resistance is obtained in terms of the rectifier efficiency \( \eta \) as

\[ R_{ac} = \frac{v_2}{\eta i_2} = \frac{8}{\pi^2 \eta} R_L \tag{5.3} \]

### 5.2.2 Charge-pad Layout

The coil layout used in this chapter as shown in Fig. 5.5 is a polarized single sided charge pad also known as DR coil topology. The main motivation of choosing this coil design is their relatively higher tolerance to misalignment and high fundamental flux path compared to conventional circular pads [152]. To improve magnetic coupling and shaping of the I-shaped field ferrite bars are used below the charge pads. The aluminium (Al) sheet is used to provide structural rigidity to the pad and shields any leakage stray fields generated to satisfy the ICNIRP guidelines of maximum leakage magnetic fields in IPT systems.
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Figure 5.5: Layout of primary and secondary DR charge pads. Ferroxcube I-shaped ferrite bars 3C-90 are used to improve magnetic coupling. Aluminium plates are used behind both primary and pick up charge pads (not shown in figure) for shielding purposes.

5.3 FE Modelling of IPT Coils

In this section, the theoretical design considerations are taken into account and are extended to detailed 3D FE models for frequency domain analysis. The calculations of the copper losses, core losses and the aluminium losses are discussed here. The FE model built in this section is used for the subsequent $\eta - \alpha - \omega$ optimisation discussed in Section 5.4.

5.3.1 3D Finite Element Modelling

A 3D FE model is developed in this section for calculation of the IPT system parameters. Fig. 5.6 shows the sectional 2D plot of the simulation model using commercially available software COMSOL. The *litz* wire DR winding is modelled as a rectangular multi-turn coil domain in the model with uniform current density in the cross section. This reduces the computational load since the it will not compute the eddy current losses in the winding. This approximations are valid in this model since the *litz* wire strand diameter is chosen lower than the skin depth of copper at the operating frequency 85 kHz.

To increase the magnetic coupling of the coils, ferrite bars are added to the design as already shown in Fig. 5.6. The core is modelled with a linear or constant relative permeability of $\mu_r = 2400$ to resemble that of material 3C-90. The conductivity of the core material is low ($\sigma = 0.2$ S/m) and therefore eddy currents in the core are neglected unlike the aluminium shields.

The unbounded space around the coils is bounded by a sphere with radius equal to five times the length of the charge pads, so that the accuracy of the simulations is independent of the size of the sphere. Magnetic shielding boundary condition is applied to the bordering
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Figure 5.6: Plot of magnetic flux density in the simulated model. For better visualization, a section 2D plot of the 3D model is presented here.

surfaces of the sphere. Physics based automated meshing techniques are used to mesh the entire geometry. For accurate computation of the eddy currents and the stray fields, dense meshing is used in the aluminium shields with a maximum mesh size of one-third of thickness of the aluminium shield.

5.3.2 Computation of Losses

The type of losses incurred in the above IPT system are mainly: a) dc copper losses, b) ac losses in litz wire (skin and proximity losses), c) core losses in ferrite bars and d) Aluminium eddy current losses. Detailed analysis of ac-losses of litz wire winding is not considered in this chapter. Therefore, only the dc copper losses are considered. The core losses are calculated by integrating the core loss density according to the Steinmetz equation:

\[ p_{\text{core}} = \kappa f_{0}^{\alpha} B^{\beta} \]  

over the volume of the ferrite cores. The Steinmetz parameters of the core material 3C-90 are \( \kappa = 3.2 \times 10^{-3} \), \( \alpha = 1.46 \) and \( \beta = 2.75 \).

The skin depth of aluminium at an operating frequency of 85 kHz is 0.28 mm which is quite small compared to the dimensions of the aluminium shields. An Impedance Boundary condition is used in the FE model which essentially sets the skin depth to zero, making all induced currents flow on the surface of the conductors. Mathematically, the relation between the magnetic (\( \vec{H} \)) and electric field (\( \vec{E} \)) at the boundary reads:

\[ \hat{n} \times \vec{H} + \sqrt{\frac{\epsilon - j \sigma / \omega}{\mu}} \hat{n} \times (\vec{E} \times \hat{n}) = 0 \]  

(5.5)
The distribution of the dissipated power, $P_d$ (SI unit: W/m$^2$) can be calculated from:

$$
P_d = \frac{1}{2}(\mathbf{J}_S \cdot \mathbf{E}^*)
$$

(5.6)

where $\mathbf{J}_S$ is the induced surface current density, and the asterisk (*) denotes the complex conjugate. The overall aluminium eddy losses ($P_{al}$) are computed by an area integral of the dissipated power ($P_d$) over the surface of the aluminium shield.

### 5.3.3 IPT System Analysis

The numerical analysis of IPT is performed by a combination of MATLAB to create and postprocess the FE models and COMSOL to solve the FE models. To save time a minimum number of preferably static simulations is executed and IPT system characteristics are obtained by post-processing the results. The analysis of a single IPT design is comprised of the following steps:

- Simulation of primary and secondary DR coils to determine $L_p, R_p$ and $L_s, R_s$.
- Simulation of total IPT system with primary excited and secondary open circuited. The open circuit voltage ($v_{oc}$) is used to compute the mutual inductance $M = \frac{v_{oc}}{j\omega i_p}$ where $i_p$ is the primary current.
- Computation of coupling coefficient $k$ using the formula $k = \frac{M}{\sqrt{L_p L_s}}$.
- Circuit simulation using $L_p, R_p, L_s, R_s, M, Z_{load}$ to extract primary current based on a fixed load or secondary current.
- Calculation of overall transfer efficiency of the IPT system in terms of losses in core ($P_{core}$), winding ($P_{cu}$) and shield ($P_{al}$), $\eta = \frac{P_{out}}{P_{out} + P_{core} + P_{cu} + P_{al}}$.

### 5.4 $\eta - \alpha - w$ Optimisation

A comparison between IPT design types is only fair if the designs under consideration are designed optimally for the requirements, so an optimisation approach is required. Any engineering related optimisation approach consists of two parts: models to describe the problem and an algorithm to control the optimisation. The models used here are all based on 3D FE computations, which allows a simple comparison of completely different IPT system designs. Non-linearity of ferrite cores can also be taken into account, however the flux levels seen from preliminary investigation shows the operating values are well below the saturation limit of the ferrite material used.
5.4.1 Particle Swarm Optimisation

The optimisation algorithm used is particle swarm algorithm, an evolutionary gradient free method based on the movement of birds or insects in a swarm. This algorithm was selected because it is gradient free and potentially requires very few function calls [153].

1) Multi-Objective PSO: A modified version of the original algorithm is used here to work with multiple targets simultaneously, which allows the pareto optimal fronts [148] to be computed. This is accomplished by storing all pareto optimal solutions in a repository and picking the global best target randomly from this repository.

2) Solution Space and Constraint handling: To prevent unnecessary exploration of uninteresting design regions and save computing time, the global targets are confined to more promising parts of the solution space, such as high efficiency or low weight designs. To ensure variable values within constraints, velocity reduction techniques on particles are used.

5.4.2 Optimisation Targets, Variables, Constraints

![Graphical representation of optimisation variables](image.png)

Figure 5.7: Graphical representation of optimisation variables. Inter-ferrite relative airgap is defined as $p_{ag} = \frac{l_{fe,ag}}{(W_{coil}/2 - w_{fe})}$. Relative length of ferrites is defined as $p_{fe} = \frac{L_{fe}}{L_{coil}}$. Number of turns in the coil layout determines the coil coverage or the coil width as shown in the figure.

The setup of the optimisation consists of specifying variables, constants, constraints and targets. Considering a theoretical 1-kW, 15 cm air-gap lumped IPT system for dynamic charging of EVs, the following global optimisation targets are chosen:

- Maximize power transfer efficiency
- Maximize area-power density of EV pick up
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- Minimize active weight of the IPT charge pads

Fig. 5.7 shows the major design variables. The optimisation variables are all geometrical in nature and their ranges are presented in Table 5.2. The effect of the chosen variables on the magnetic properties of the IPT systems are briefly discussed here.

Table 5.2: Range of optimisation variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Expression</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of turns</td>
<td>$N$</td>
<td>$15 \leq N \leq 40$</td>
</tr>
<tr>
<td>Number of ferrites</td>
<td>$n$</td>
<td>$3$</td>
</tr>
<tr>
<td>Width of ferrites (mm)</td>
<td>$w_{fe}$</td>
<td>$10 \leq w_{fe} \leq 25$</td>
</tr>
<tr>
<td>Thickness of ferrites (mm)</td>
<td>$h_{fe}$</td>
<td>$5 \leq h_{fe} \leq 12$</td>
</tr>
<tr>
<td>Inter-ferrite relative air-gap (%)</td>
<td>$p_{ag}$</td>
<td>$0 \leq p_{ag} \leq 60$</td>
</tr>
<tr>
<td>Relative length of ferrites (%)</td>
<td>$p_{fe}$</td>
<td>$50 \leq p_{fe} \leq 100$</td>
</tr>
<tr>
<td>Thickness of aluminium (mm)</td>
<td>$t_{al}$</td>
<td>$5 \leq t_{al} \leq 10$</td>
</tr>
</tbody>
</table>

Figure 5.8: Placement strategy based variation of coupling coefficient with length of ferrite bars.

The number of turns ($N$) of the coils is an important design variable since the resistance, inductance and coil coverage is dependent on that. The choice of ferrite dimensions and optimal placement strategy is an interesting study undertaken in this research. A review of literature indicates that there is not sufficient work on the effect of ferrite dimensions and placement on IPT performance. Fig. 5.8 presents the results of the variation of coupling coefficient with ferrite length and Fig. 5.9 that of airgap between the bars. Stray or leakage
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The results obtained from optimization should be carefully analysed before drawing scientific conclusions based on it. The optimization procedure generates a lot of data and a significant time must be devoted into post-processing those results to investigate possibilities of errors. Fig. 5.11 and Fig. 5.12 shows the 2D pareto fronts of the global optimisation targets. To gain more insight into the optimization process some secondary plots derived from the main pareto fronts are presented in Fig 5.13. After careful consideration of the results the following observations are made:

- Fig. 5.11 shows the plot of maximum power transfer efficiency of the optimal IPT designs with the active weight of the design. The trend shows increasing efficiency with heavier designs. It can be explained by increased weight of copper (higher number of turns) and ferrite bars leading to higher coupling coefficient ($k$) and quality.
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Figure 5.10: Graphical representation of the decay of the stray field (µT) from the charge pads at different placement strategies of the ferrite core. Thickness of aluminium shield ($t_{al}$) is 3 mm.

factor ($Q$) of the coils. This can be verified with plot of FOM ($kQ$) with weight in Fig. 5.13.

• Fig. 5.11 shows the pareto plot of the power transfer efficiency with area-related power density of the pick up charge-pad. With higher power density or with lower area coverage of the coils, mutual inductance between the coils decreases leading to lower coupling factors leading to low efficiencies.

Figure 5.11: Plot of maximum efficiency versus system weight of the IPT system.

Figure 5.12: $\eta - \alpha$ Pareto front of optimal efficiencies with increasing area-power density of the designs.
5.5 Experimental Analysis

5.5.1 Experimental Validation of FEM Modelling

In this section, the 3D modelling procedure discussed in Section 5.3 will be validated using experimental results. In this chapter, a co-planar DR coil configuration is considered for FE modelling and further optimisation. However, for experimental validation instead of a DR configuration, a square coil shape with core as both primary and secondary pick up is used. The geometrical layout remains the same as that of DR coil configuration. Details of the coils are presented in Table 5.3. The self-inductance of the coils as measured by an LCR

Table 5.3: Design details of the experimental setup

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_p$</td>
<td>26</td>
<td>Primary number of turns</td>
</tr>
<tr>
<td>$N_s$</td>
<td>16</td>
<td>Secondary number of turns</td>
</tr>
<tr>
<td>$r_w$</td>
<td>1.2 mm</td>
<td>Radius of litz wire</td>
</tr>
<tr>
<td>$L_p \times W_p$</td>
<td>20 cm × 20 cm</td>
<td>Dimensions of primary coil</td>
</tr>
<tr>
<td>$L_s \times W_s$</td>
<td>10 cm × 10 cm</td>
<td>Dimensions of secondary coil</td>
</tr>
<tr>
<td>$w_{core}$</td>
<td>3 mm</td>
<td>Width of core</td>
</tr>
<tr>
<td>$h_{core}$</td>
<td>2.75 mm</td>
<td>Height or thickness of core</td>
</tr>
<tr>
<td>$l_{ag}$</td>
<td>20 mm</td>
<td>Airgap between coils</td>
</tr>
</tbody>
</table>

meter are $117 \mu H$ and $16 \mu H$ respectively, which are quite close to the FE results, $111 \mu H$ and $15.2 \mu H$. The comparative results of coupling of the two coils with presence or absence of cores and placement strategy of the ferrite bars are shown in Fig. 5.14 and Fig. 5.15.

The above graphs show good agreement between them with percentage error ranging from 5.5 – Experimental Analysis

Figure 5.13: Plot of FOM of optimal IPT designs versus weight of IPT system. With heavier designs the coupling coefficient and quality factor of the coils increase leading to higher FOM ($kQ$). This leads to higher efficiencies in heavier designs.
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Following the optimization, a particle (solution) was chosen at the knee point of the pareto front of the efficiency and weight. The particle was used to construct an optimized DR pad with dimensions as tabulated in Table 5.4. The measured inductances of the charge-pads are $199.8 \mu H$ and $198.6 \mu H$ respectively of the primary and pick-up (Agilent 4294A Precision Impedance Analyzer). The charge-pads that are constructed in the lab are shown in Fig. 5.16.

The strand diameter of the *litz* wire is calculated by calculating the skin depth at the resonant frequency - $85$ kHz for copper. The skin depth is related to the angular frequency of the imposing electromagnetic field $\omega$, permeability $\mu$ of the media and conductivity of the material $\sigma$ as

$$\delta = \sqrt{\frac{2}{\omega \mu \sigma}} \quad (5.7)$$

The skin depth of copper at $85$ kHz corresponds to $223.62 \mu m$ and that of aluminium is $281.27 \mu m$. The *litz* wire therefore chosen is from a $600 \times 0.071 \text{ mm}$ spool with a strand diameter less than the skin depth to utilize the copper completely for conduction. The ac-resistance of the primary and pick-up at $85$ kHz is measured as $454 \text{ m}\Omega$ and $412 \text{ m}\Omega$ respectively.

The coupling coefficient variation with z-gap between the charge-pads is shown in Fig. 5.17. The coupling is between $19\%$ and $7\%$ in the variation of z-gap between $10$ cm to $15$ cm.

1-4 % approximately, thus validating the model.

5.5.2 DR Charge-pad Design

The coupling coefficient variation with number of ferrite bars used in the charge pads.
Table 5.4: Mechanical dimensions of DR charge-pad

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Litz</em> wire diameter</td>
<td>2 mm</td>
</tr>
<tr>
<td>Inner width of D half-pad</td>
<td>5 mm</td>
</tr>
<tr>
<td>Inner length of D half-pad</td>
<td>15 mm</td>
</tr>
<tr>
<td>Number of turns (∘N)</td>
<td>29</td>
</tr>
<tr>
<td>Length of ferrite core</td>
<td>242 mm</td>
</tr>
<tr>
<td>Width of ferrite core</td>
<td>22 mm</td>
</tr>
<tr>
<td>Thickness of ferrite core</td>
<td>8 mm</td>
</tr>
<tr>
<td>Width of Al plate</td>
<td>211 mm</td>
</tr>
<tr>
<td>Length of Al plate</td>
<td>362 mm</td>
</tr>
<tr>
<td>Thickness of Al plate</td>
<td>50 mm</td>
</tr>
</tbody>
</table>

Figure 5.16: Constructed 1kW optimized DR-IPT charge-pads.

5.5.3 Reflected Reactance

Modelling magnetics becomes more challenging in IPT systems particularly in the presence of magnetic and conductive materials. In such a case, flux modifications due to a charge-pad in the vicinity influences magnetic parameters of the other charge-pad. Consider the example of a secondary charge-pad that moves close to a primary, the primary inductance gets enhanced due to the high permeability offered by the ferrite in the secondary and vice-versa. This further means that the magnetic parameters are not fixed for 3D movement of the charge-pads, further influencing the resonant behaviour. Fig. 5.18 shows the effect that a charge-pad of free space self-inductance 198.6 µH has due to the effect of a 199.8 µH charge-pad (with 5mm Al and ferrites of P material of Magnetics). The second charge-pad was considered without Al and then without ferrite to observe the individual material effects. As observed from Fig. 5.18, the effect of addition of ferrite results in enhanced self-inductance, the effect of which is reduced slightly due to eddy currents in Al shield. However, the result of inductance variations in air-cored coils is in comparison negligible. Therefore, in situations of flux modifying materials, it becomes imperative to have 3D
inductance and coupling variation charts that use adaptive electric and magnetic circuits to accurately model misalignment behaviour.

Another challenge in modelling IPT systems is the reflected reactive impedance of all additional components in the system. Traditional modelling methods where resonant capacitors are selected to compensate the inductive reactance of magnetic coils alone results in detuning considering real-life systems. A situation being detuning caused by the filter capacitors of the rectifier in the pick-up power supply. Fig. 5.19 considers the differences in resonant behaviour (bifurcation) caused due to the addition of parallel filter capacitor (27.2 \( \mu F \)) in the rectifier network. The parameters of the IPT system is primary inductance \( L_1 = 199.8 \, \mu H \), secondary inductance \( L_2 = 198.6 \, \mu H \), resonant at 85 kHz. The measurements were made with Agilent 4294A impedance analyzer. The reactive loading in the primary supply caused due to the filter capacitor increases the order of the network, thereby creating an additional pole and zero. Similar results with the frequency shifting of the resonant points were observed when z-gap was varied. In a variable frequency system, the parallel resonant point for a system designed for SS compensation can lead to unstable behaviour. It is also important to note that the reflected reactive impedance from various elements connected to the secondary also depends on the compensation type and misalignment. In conclusion, a circuit model that analyses the system in entirety (with 3D inductance variations) is important to calculate system parameters and resonant condition to quantify real life-effects including misalignment and secondary reactive reflections.

Figure 5.17: Variation of coupling coefficient of DR charge-pads with varying z-gaps.
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Figure 5.18: a) A constructed DR charge-pad (362 mm × 211 mm) based IPT system with ferrite and Al. b) Experimental variation in self-inductance when another charge-pad with different material properties is positioned at varying z-gaps.

5.5.4 Inverter and Rectifier

A h-bridge inverter as a part of a larger project for supplying 11 kW processing solar PV power is the background of this section. The project also detailed a harmonic filter based IPT system for EMI reduction [154]. For the sake of brevity, only relevant details related to the experimentation for the light EV is mentioned in the following paragraphs.

The inverter that feeds power to the primary pad is based on a full bridge topology based on SiC power MOSFETs - 1200V, 80mΩ Cree C2M0080120D. The anti-parallel diodes are SiC Schottky diodes - Cree C4D40120D. The constructed rectifier and inverter is shown in Fig. 5.21 and Fig. 5.22.
Figure 5.19: a) Measured impedance and phase plot of a series compensated IPT system based on DR charge-pads of Fig. 5.18 with SS compensation without considering the influence of a parallel filter capacitor of rectifier. b) Measured impedance also considering filter capacitor. $S_{1.2} =$ series resonance (72.57 and 81.65 kHz) and $P_1 =$ parallel resonance (93.45 kHz).

Figure 5.20: Defining the bridge angle $\alpha$ in a voltage cancellation/ phase-shifted control of a full bridge inverter.

The control of the bridge is performed using phase-shift control/ magnitude cancellation [155]. In this technique, the switching pattern of the two inverter legs are shifted by a time
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Figure 5.21: Constructed rectifier for folding the 85 kHz pick-up power and delivering it to charge the battery.

period, so as to create zero voltage periods that controls the power flow out of the bridge. The bridge conduction angle is $\alpha$ and the voltage waveform is represented in Fig. 5.20. The voltage output of this converter, performed using fourier series expansion of the signal and is obtained as [155].

$$v_1 = \frac{2\sqrt{2}}{\pi} V_{1,dc} \sin \frac{\alpha}{2} \quad (5.8)$$

Similarly, the secondary voltage when rectified and directly charging the EV battery $U_{bat}$ is

$$v_2 = \frac{2\sqrt{2}}{\pi} U_{bat} \quad (5.9)$$

Using (1.2) and (1.1), the currents can be obtained from the voltages. Power output of secondary of IPT system is obtained in terms of a function of duty cycle $f(D)$ as

$$P_2 = \Re\{v_2 \times i_2\} = f(D) \frac{8}{\pi^2} \frac{V_{1,dc} U_{bat}}{\omega M} \sin \frac{\alpha}{2} \quad (5.10)$$

5.5.5 Experimental Set-up

The experimental set-up consists of the 85 kHz power inverter feeding power to a SS compensated DR charge-pad system. The output power of the system is rectified and supplied to a load modelled as a resistor. The system is shown in Fig. 5.23. This load modelling is as per the industrial case study and is selected as battery internal resistance at 50% SoC. The system parameters is tabulated in Table 5.5.
The experimental performance is considered using both variable frequency and phase shift control. The three modes of load - resonant, inductive and capacitive operation of the
5.5 – Experimental Analysis

SS resonant system is experimentally verified by variable frequency operation. In case of a series resonant converter, ZVS is possible by controlling it at a slightly inductive load (super-resonant operation). This corresponds to the best overall efficiency point of operation due to optimal switching losses, even though the bridge is delivering reactive power due to the slightly lagging power factor. On the other hand, the resonant operation of the bridge delivers only real power, but the hard switching of the switches affects the overall operation and this point is not considered fruitful. The details of experimentation, with the load resistor current $I_{o,dc}$, load voltage $V_{o,dc}$ and efficiencies of the inverter $\eta_{inv}$ and dc-dc efficiency $\eta_{\text{total}}$ is considered in Table 5.6. The waveform showing the inductive mode of operation with switching frequency set to 88.3 kHz is shown in Fig. 5.24. The total system efficiency as obtained in the various operating points is compared in Fig. 5.25.

![Figure 5.24: Inductive operation of inverter feeding power to a DR IPT system. The bridge angle is set as $\frac{\pi}{2}$.](image)

![Figure 5.25: Comparison of system efficiency $\eta_{\text{sys}}$ at various bridge angles ($\alpha = \pi, \frac{\pi}{2}$) and loads - resistive(resonant), inductive and capacitive.](image)
Table 5.6: Experimental results of the DR IPT System

<table>
<thead>
<tr>
<th>Input settings</th>
<th>V_{dc} (V)</th>
<th>I_{dc} (A)</th>
<th>P_{dc} (W)</th>
<th>v_{1} (V)</th>
<th>i_{1} (A)</th>
<th>\phi_{1} (\degree)</th>
<th>P_{1} (W)</th>
<th>\eta_{dc} (%)</th>
<th>V_{dc} (V)</th>
<th>I_{dc} (A)</th>
<th>P_{dc} (W)</th>
<th>\eta_{total} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacitive (\pi)</td>
<td>5.3 k</td>
<td>100</td>
<td>3.72</td>
<td>372</td>
<td>86.7</td>
<td>4.3</td>
<td>15</td>
<td>360.2</td>
<td>96.8</td>
<td>87.4</td>
<td>3.79</td>
<td>331.4</td>
</tr>
<tr>
<td>Capacitive (\alpha/2)</td>
<td>5.3 k</td>
<td>100</td>
<td>1.64</td>
<td>164</td>
<td>60.7</td>
<td>2.6</td>
<td>19</td>
<td>149.2</td>
<td>90.98</td>
<td>57.58</td>
<td>2.49</td>
<td>143.3</td>
</tr>
<tr>
<td>Resonant (\pi)</td>
<td>87.3 k</td>
<td>100</td>
<td>4.74</td>
<td>474</td>
<td>86.7</td>
<td>5.2</td>
<td>10</td>
<td>340.7</td>
<td>95.1</td>
<td>98.52</td>
<td>4.31</td>
<td>424.6</td>
</tr>
<tr>
<td>Resonant (\alpha/2)</td>
<td>87.3 k</td>
<td>100</td>
<td>2.18</td>
<td>218</td>
<td>60.7</td>
<td>3.47</td>
<td>3</td>
<td>210.37</td>
<td>96.5</td>
<td>66.64</td>
<td>2.68</td>
<td>178.6</td>
</tr>
<tr>
<td>Inductive (\pi)</td>
<td>88.3 k</td>
<td>97.5</td>
<td>4.9</td>
<td>477.8</td>
<td>86</td>
<td>5.72</td>
<td>19</td>
<td>149.1</td>
<td>98.2</td>
<td>99.61</td>
<td>4.36</td>
<td>434.4</td>
</tr>
<tr>
<td>Inductive (\alpha/2)</td>
<td>88.3 k</td>
<td>97.5</td>
<td>2.36</td>
<td>230.1</td>
<td>60</td>
<td>3.99</td>
<td>22</td>
<td>224.6</td>
<td>97.6</td>
<td>68.39</td>
<td>2.96</td>
<td>202.4</td>
</tr>
</tbody>
</table>

Table 5.7: Higher power testing at resonant mode of DR IPT system

<table>
<thead>
<tr>
<th>V_{dc} (V)</th>
<th>I_{dc} (A)</th>
<th>v_{1} (V)</th>
<th>i_{1} (A)</th>
<th>f (Hz)</th>
<th>R_{L} (\Omega)</th>
<th>P_{dc} (W)</th>
<th>p_{1} (W)</th>
<th>p_{2} (W)</th>
<th>P_{loss} (W)</th>
<th>\eta_{mag} (%)</th>
<th>\eta_{dc-ac} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>172</td>
<td>13</td>
<td>154.14</td>
<td>14.44</td>
<td>85.7</td>
<td>11.04</td>
<td>16.78</td>
<td>2236</td>
<td>2225.78</td>
<td>2047.0</td>
<td>178.8</td>
<td>91.97</td>
</tr>
<tr>
<td>158</td>
<td>10.3</td>
<td>141.2</td>
<td>13.2</td>
<td>85.7</td>
<td>10.13</td>
<td>16.78</td>
<td>1880.2</td>
<td>1865.2</td>
<td>1721.9</td>
<td>143.2</td>
<td>92.3</td>
</tr>
<tr>
<td>136</td>
<td>10.3</td>
<td>121.85</td>
<td>11.38</td>
<td>85.7</td>
<td>8.7</td>
<td>16.78</td>
<td>1400.8</td>
<td>1387.4</td>
<td>1273</td>
<td>114.4</td>
<td>91.75</td>
</tr>
<tr>
<td>110</td>
<td>8.3</td>
<td>99.05</td>
<td>9.18</td>
<td>85.7</td>
<td>7.06</td>
<td>16.78</td>
<td>913</td>
<td>909.28</td>
<td>835.4</td>
<td>73.9</td>
<td>91.9</td>
</tr>
<tr>
<td>92</td>
<td>6.9</td>
<td>82.76</td>
<td>7.7</td>
<td>85.7</td>
<td>5.92</td>
<td>16.78</td>
<td>634.8</td>
<td>636.42</td>
<td>588.1</td>
<td>48.3</td>
<td>92.40</td>
</tr>
<tr>
<td>79</td>
<td>6</td>
<td>70.75</td>
<td>6.59</td>
<td>85.7</td>
<td>5.06</td>
<td>16.78</td>
<td>474</td>
<td>466.24</td>
<td>430.1</td>
<td>36.1</td>
<td>92.26</td>
</tr>
<tr>
<td>66</td>
<td>5</td>
<td>59.08</td>
<td>5.5</td>
<td>85.7</td>
<td>4.21</td>
<td>16.78</td>
<td>330</td>
<td>324.58</td>
<td>297.8</td>
<td>26.8</td>
<td>91.76</td>
</tr>
<tr>
<td>53</td>
<td>4</td>
<td>47.6</td>
<td>4.42</td>
<td>85.7</td>
<td>3.4</td>
<td>16.78</td>
<td>212</td>
<td>210.4</td>
<td>194.0</td>
<td>16.4</td>
<td>92.20</td>
</tr>
</tbody>
</table>

Table 5.8: Loss distribution in resonant mode operation of DR IPT system

<table>
<thead>
<tr>
<th>Copper loss dc (W)</th>
<th>Copper loss ac (W)</th>
<th>Core loss (W)</th>
<th>Capacitor (W)</th>
<th>Aluminium (W)</th>
<th>Total Losses (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>Pick-up</td>
<td>Primary</td>
<td>Pick-up</td>
<td>Primary</td>
<td>Pick-up</td>
</tr>
<tr>
<td>21.72</td>
<td>12.7</td>
<td>10.81</td>
<td>6.32</td>
<td>35.55</td>
<td>12.25</td>
</tr>
<tr>
<td>18.18</td>
<td>10.69</td>
<td>9.05</td>
<td>5.32</td>
<td>27.53</td>
<td>9.59</td>
</tr>
<tr>
<td>13.52</td>
<td>7.9</td>
<td>6.73</td>
<td>3.93</td>
<td>18.04</td>
<td>6.21</td>
</tr>
<tr>
<td>8.78</td>
<td>5.19</td>
<td>4.37</td>
<td>2.58</td>
<td>9.71</td>
<td>3.42</td>
</tr>
<tr>
<td>6.16</td>
<td>3.65</td>
<td>3.06</td>
<td>1.82</td>
<td>5.85</td>
<td>2.07</td>
</tr>
<tr>
<td>4.52</td>
<td>2.67</td>
<td>2.25</td>
<td>1.33</td>
<td>3.76</td>
<td>1.32</td>
</tr>
<tr>
<td>3.15</td>
<td>1.84</td>
<td>1.57</td>
<td>0.91</td>
<td>2.25</td>
<td>0.77</td>
</tr>
</tbody>
</table>
5.5.6 Validation of Magnetic Losses

![Resonant operation of inverter feeding power to a DR IPT system. The bridge angle is set as \( \pi \).](image)

Further system testing is performed by pushing the IPT system to higher power 2 kW (this is within the tolerance of design). The testing is performed at a z-gap of 10 cm, with the bridge angle set at the highest (\( \pi \)), performed at resonant conditions with a load of 16.78 \( \Omega \). This study is motivated to validate losses in the magnetic system with experiments directly connecting the load to IPT system, without rectification. The experimental results are tabulated in Table 5.7. The highest power efficiency from dc-link to the secondary of IPT system is \( \eta_{dc-ac} = 92.6\% \). This despite resonant mode operation (one of the worst cases), where soft-switching is not guaranteed. One of the operating point experimental waveform is shown in Fig. 5.26.

The magnetic losses are further divided as: a) copper losses in litz wire (dc,ac), b) ferrite core losses, c) Al shield eddy losses and d) Dielectric losses in resonant capacitors. Loss models for ferrite core loss and shield loss have been introduced in Section 5.3.2. A semi-analytical combination of FEM and equations are used to estimate all these different losses. In the 3D FEM model developed previously, litz wire strands are not individually modelled to reduce computation time. However, this modelling technique is still fairly accurate since the litz wire diameter is chosen much lower than the skin depth of copper at 85 kHz frequency. Skin and proximity effects of a litz wire winding carrying peak sinusoidal current, \( i \) can be
calculated for a \( n \) strand winding of length \( l \), diameter \( d_i \) using [141]:

\[
P_s = n \times R_{dc} \times F_s(f) \times \left(\frac{\hat{i}}{n}\right)^2
\]

\[
P_p = n \times R_{dc} \times F_p(f) \times \left[H_e^2 + \left(\frac{\hat{i}}{\sqrt{2\pi d_i}}\right)^2\right]
\]

The **litz** wire dc strand resistance can be calculated as 
\( R_{dc} = \frac{4l}{\sigma \pi d_i^2} \). The external proximity field \( H_e \) needs computation of the fields due to all sources in the neighbourhood. For accurate loss estimation, \( H_e \) is extracted from a 2D FE simulation separately for each turn and summed over for all the \( N \) number of turns. The skin and proximity effect factors can be computed in terms of a simplifying variable \( q = \frac{d_i}{\sqrt{2\delta}} = \frac{\sqrt{\mu_0 \pi \sigma d_i^2}}{2} \) as

\[
F_s(f) = \frac{q}{4\sqrt{2}} \left(\frac{ber_0(q)bei_1(q) - ber_0(q)ber_1(q)}{ber_1(q)^2 + bei_1(q)^2} - \frac{bei_0(q)ber_1(q) + bei_0(q)bei_1(q)}{ber_1(q)^2 + bei_1(q)^2}\right)
\]

\[
F_p(f) = -\frac{q^2d_i^2}{2\sqrt{2}} \left(\frac{ber_2(q)ber_1(q) + ber_2(q)bei_1(q)}{ber_0(q)^2 + bei_0(q)^2} + \frac{bei_2(q)bei_1(q) - bei_2(q)ber_1(q)}{ber_0(q)^2 + bei_0(q)^2}\right)
\]

The equations - (5.13) and (5.14) rely on Bessel functions and an alternative simpler approximate solution for low frequency is presented in [142]. It is important to note that the Bessel function solution doesn’t consider the fields of the induced eddy currents in the conductor and hence is not accurate. For high-frequency magnetic problems, a more accurate solution considering the transverse, hyperbolic and own field (three field approximation) of the conductor is described in [142]. In addition, the resonating capacitors in the magnetic circuit undergo a frequency dependent power loss. This loss depends on the capacitance \( C \), resonant angular frequency \( \omega_0 \) and the dielectric \( \tan\delta \) (as indicated in the manufacturer’s datasheet). For KEMET polypropylene capacitors, the dielectric loss factor \( \tan\delta \) is chosen to be 0.1% at 100kHz.

\[
P(f_0) = \frac{\hat{i}^2}{2C\omega_0} \times \tan\delta(f_0)
\]

The magnetic loss distribution is computed using the semi-analytical technique and is tabulated in Table 5.8. The losses calculated from the semi-analytical formulation and those obtained experimentally (Table 5.8) are compared and is graphically obtained in Fig 5.27.
The results indicate that there is in general good agreement between the semi-analytical computation of losses and their experimental measurements. Most observations are within 10% error bounds. However, the differences are worse at lower powers, limited by the modelling inaccuracies (litz wire assumptions, experimental inaccuracies, proximity effect not modelled at a strand/bundle level) and experimental errors. The % loss in the magnetic system including the resonant capacitors is averaged for both the primary and pick-up and is represented in Fig. 5.28. It clearly shows that the resonant capacitors and the ferrite together contribute about 70% of the loss. Thus, improvements are important from the capacitor and ferrite distribution to minimize this loss in further iterations of the design.

Figure 5.27: Comparison of loss in the charge-pads (magnetic) as a function of the power transferred.

Figure 5.28: Pie-chart showing the percentage distribution of losses in an average charge-pad, capacitor resonant couple.
5.6 Conclusion

In this chapter, the framework for a multi-objective optimisation of a 1-kW, 15 cm airgap IPT system is presented. The FE modelling procedure is discussed in detail and experimentally verified. The optimisation targets, variables and constraints are chosen with detailed justification. From the results of the simulation it is seen that the dimensions, positioning of the ferrite cores with respect to each other influence the magnetic behaviour of the IPT system. From a parametric simulation, it is observed that the system achieves maximum coupling with ferrites that have dimensions, 80% of the respective dimension of coil. Also, having up to 20% of intra-core air-gap doesn’t affect coupling. It is seen that with decreasing air-gap between cores results in an increase of mutual inductance and coupling coefficient of the IPT coil systems at the cost of increasing stray fields. Trade-offs encountered in the $\eta - \alpha - w$ optimisation are discussed in detail with design guidelines showing the conditions to increase power transfer efficiency. Thermal management of IPT systems is not considered in this chapter. Future research, can, therefore address an optimisation of a system with detailed loss analysis coupled with integrated thermal model to determine the electro-thermal performance of high power IPT systems.

The shifting in resonance caused due to both the presence of flux modifying materials as well as due to reactive reflection of additional components to the pick-up has been discussed in this chapter. In a practical example, a charge-pad of self-inductance 198.6 $\mu$H experiences an increase by 33.5% due to a pad of inductance 199.8 $\mu$H at a 1.5 cm z-gap. Another example of bifurcation due to the effect of the rectifier parallel filter capacitor 27.2 nF in a series resonant IPT system, resulting in two zeroes and one pole, all frequency shifted is also explained. Holistic system level models considering 3D inductance variations, operating with a variable frequency IPT system is suggested to mitigate this problem.

Experimental analysis of the system is performed for various loads and bridge angles. The magnetic losses are validated by performing higher power testing and most observations have a maximum loss inaccuracy in the ballpark of 10%. The magnetic loss distribution is dominated by losses in the resonant capacitor bank and ferrite which contribute $\sim$ 70% loss. The highest total system efficiency measured for the light EV charging is close to 91%. 


The economic viability of on-road wireless charging of electric vehicles (EVs) strongly depends on the choice of the inductive power transfer (IPT) system configuration (static or dynamic charging), charging power level and the percentage of road coverage of dynamic charging. In this chapter, a case study is carried out to determine the expected investment costs involved in installing the on-road charging infrastructure for an electric bus fleet. Firstly, a generic methodology is described to determine the driving range of any EV (including electric buses) with any gross mass and frontal area. Further, the impact of different IPT system parameters on driving range is incorporated. Economic implications of a combination of different IPT system parameters are explored for achieving the required driving range of 400 km, and the cost optimized solution is presented for the case study of an electric bus fleet. The cost break-up of various system components of the on-road charging scheme is estimated, and the final project cost and parameters are summarized.

Based on

6.1 Introduction

Transition from over-utilized fossil fuels to cleaner, environment-friendly and more efficient electrical energy has propelled the proliferation of electric vehicles (EVs) in the market. Plug-in vehicles that use electric motors as prime movers have seen rapid mass production since 2011 [156]. The implications of the evolution and integration of electric vehicular technology and its associated charging aspects with smart grids and distribution networks has garnered growing interest [157].

Bulk energy consumers, like the transportation sector, if electrified, can yield a more sustainable planet. The direct effect of such an effort in the form of a reduction in the emission of greenhouse gases and a reduction of the dependence on fossil fuels is motivated in [158], in which a battery swappable smart electric bus system is described that is currently in pilot operation. The performance study of electric buses in terms of actual measurements of range and energy consumption for some test city driving cycles is presented in [159]. A comparative economic analysis of different charging solutions for the range extension of systems, such as a trolley system, battery swapping and hybrid vehicles, is presented in [160], [161].

Because of volume and especially the weight considerations, the amount of battery capacity used in a vehicle, such as a public transport bus, is limited, and consequently, the autonomous driving range of the bus is also limited. On some bus lines with limited driving distance per day, specific buses may have adequate range. However, more often, some sort of recharging of the batteries is necessary during the day. For medium and heavy use, recharging at a bus stop or at the turning point of the line (so-called opportunistic charging) may help enough to enable day-long operation.

For energy-intensive bus lines, like bus rapid transit with relatively high speed and high passenger occupancy, there is simply too little time available for getting the required energy into the bus with stationary solutions. In such scenarios, dynamic charging or battery swapping mechanisms need to be employed. Presently, several solutions are available to circumvent this problem.

- Trolley systems [160], [161]: efficient energy transfer from overhead wires and a small, if any, energy buffer are needed. However, significant infrastructural costs are involved; mechanical contacts make the system inflexible and cause wear and tear, as well as cluttering of the landscape.
- Battery swapping [158], [160]: the on-board battery is replaced at regular intervals at battery charging stations. The infrastructural costs and required battery capacity are high. While the transport efficiency is more due to a small on-board battery, the increase in required driving range leads to the increase in the number of battery swapping operations.
- Hybrid vehicles [160]: a combination of two or more energy sources are used. The
design is complicated, and the vehicle cost is high. Transport efficiency decreases with the increase in on-board energy buffer weight.

An inductive power transfer (IPT) system for on-road EV charging is an upcoming option for driving range extension [162], [17]. Wireless on-road charging systems for EVs can address several disadvantages associated with plugged-in vehicles related to safety, aesthetics and operational versatility in harsh weather conditions. Companies, like Bombardier Primove, Conductix Wamfler and Qualcomm Halo, are involved in pilot projects looking into the implementation of this technology. For example, Primove has successfully developed an electric route served by 12 m and 18 m e-buses with opportunity charging in Braunschweig, Germany [163]. During market research, the authors requested information on economic aspects from such companies. However, only ballpark figures were offered that were insufficient to carry out an independent viability study. Hence, the need was felt to develop a generalized economic viability study based on the technical knowledge [164], [165].

The contribution of this chapter is the development of a generalized economic viability study of employing a wireless on-road charging system for driving range extension. It is essential to describe how such dynamic charging systems measure up in terms of economics to other available charging solutions. However, since this technology is still in its nascent stage, historical data pertaining to economic considerations of the system are scanty. A literature survey provides some ballpark figures, but these do not indicate the dependence on charging power level and road coverage. For example, the PATH team [166] considers a baseline price assumption of 1.5 M€/km. The costs incurred for the on-line EV (OLEV) [167], [168], [169] for a 100 kW IPT system with four inverters/km and an I-type rail are estimated to be around 0.85 M$/km. Herein, the I-type rail refers to the structure of the magnetic core framework used in the rail at the primary side. A detailed analysis of the core structures used in the rails for shaping the magnetic fields is offered in [168]. In this, the cost estimate is given to be about 0.23 M$/km.

Economic viability, transport efficiency and initial infrastructural investment costs incurred are influenced by the charging power level of static and dynamic on-road charging, road coverage area and on-board battery capacity. This chapter presents a detailed case-study on the economic considerations concerning the on-road wireless charging system for an articulated electric bus fleet in the province of North Holland. The theory is structured in a way that it can be adapted in a generalized economic viability study. In particular, the chapter describes the choices designers must make in terms of static and dynamic charging power levels and the road coverage to develop the most economic on-road charging solution in order to achieve a given driving range and highlights the trends in incurred project cost by making specific choices. Further, the choice of on-board battery capacity based on the trade-off between savings due to efficient transport versus the extra incurred infrastructural costs for the IPT system is explored.
6.2 Generic Methodology for Driving Range Estimation

In order to account for the energy inflow and outflow, it is essential to develop a model for the dynamic power consumption of the EV. This consumption pattern is dependent on the vehicle’s specifications and the velocity profile. The dynamic power consumption is simulated for a reference vehicle with parameters [170] listed in Table 6.1.

Several standard driving cycles [171],[172], like the standardised on-road test cycles (SORT 1, SORT 2 and SORT 3), the urban dynamometer driving schedule (UDDS), the Braunschweig cycle and the highway fuel economy driving schedule (HWFET), have been simulated to establish the methodology. The simulation results for the SORT 3 cycle are presented, and the “driving cycle constants” defined in the subsequent section are provided for all aforementioned driving cycles.

Table 6.1: Reference parameters for simulating the dynamical consumption model of the electric vehicle (EV).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empty mass</td>
<td>13,300</td>
<td>kg</td>
</tr>
<tr>
<td>Gross mass</td>
<td>19,000</td>
<td>kg</td>
</tr>
<tr>
<td>Frontal area</td>
<td>8.568</td>
<td>m²</td>
</tr>
<tr>
<td>Coefficient of drag (assumed)</td>
<td>0.7</td>
<td>-</td>
</tr>
<tr>
<td>Coefficient of rolling resistance (assumed)</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>Battery capacity</td>
<td>600 (200×3)</td>
<td>Ah</td>
</tr>
<tr>
<td>Energy capacity</td>
<td>324</td>
<td>kWh</td>
</tr>
<tr>
<td>Nominal voltage</td>
<td>540</td>
<td>V</td>
</tr>
<tr>
<td>Battery type</td>
<td>lithium ion</td>
<td>-</td>
</tr>
<tr>
<td>Initial state of charge (SoC) (assumed)</td>
<td>95%</td>
<td>-</td>
</tr>
</tbody>
</table>

The physics of the vehicle power consumption [173] is governed by the following forces:

- Aerodynamic drag \( P_{\text{drag}} = 0.5\rho C_d |v|^3 A_f \) is the load due to resistance offered by the air. \( \rho \) is the density of air in \( \text{kg/m}^3 \); \( C_d \) is the coefficient of drag; \( v \) the instantaneous velocity; and \( A_f \) is the frontal area of the vehicle.

- Rolling resistance \( P_{\text{roll}} = C_r g M \cos(\theta) |v| \) is the frictional resistance offered by the road due to the motion of wheels. \( C_r \) is the coefficient of rolling resistance; \( M \) is the mass of the vehicle; \( g \) is the acceleration due to gravity; and \( \theta \) is the angle of inclination.

- Inertial load \( P_I = M a |v| \) is the change in the stored energy of the vehicle due to dynamic motion (acceleration/braking). It is important to consider here that some energy is recoverable through the regenerative braking.
• Gravitational load \( P_g = Mg \sin(\theta)|v| \) is due to the movement of the vehicle on an inclined road.

A dynamic power consumption model is developed based on the vehicle dynamics described by the above-mentioned equations depending on the power loss due to rolling resistance, power demand during acceleration, power lost during deceleration after, including regenerative braking, and power lost due to aerodynamic drag. The model involves the following assumptions:

• The overall average efficiency of the motor-drive system is assumed to be 80%. A corrective factor corresponding to the ratio of assumed average efficiency to actual average efficiency can be multiplied with the mass and area constant derived in the subsequent section to improve the accuracy of the model.

• Sixty percent of energy is recovered during regenerative braking.

• The angle of inclination of the road is zero.

• The auxiliary power \( P_{aux} \) will include heating, ventilation and air conditioning (HVAC), lighting, auxiliary services of vehicle, opening and closing of doors, route display screens, power steering and brakes. In the simulations to derive \( K_m \) and \( K_a \), 0 kW is considered in order to eliminate the dependence of SoC on \( P_{aux} \).

• Actual measurements were taken for the 12 m bus with a 324 kWh battery for SORT 1, 2 and 3 cycles. The specific consumption was measured to be 1.2 kWh/km for SORT 3 as compared to 1.3 kWh/km obtained from the simulation of our dynamic power consumption model under similar conditions. This increased the confidence on relying on the developed model for the economic viability study.

6.2.1 State of Charge Estimation of the Battery-Alone System

The impact of vehicle specifications, environmental factors and velocity profile on the SoC of the EV battery is simulated for a battery-alone system. Three Li-ion batteries are used in parallel (generic model available in matrix laboratory (MATLAB) software platform) with a nominal voltage of 540 V, a rated capacity of 200 Ah each and an initial SoC of 95%. Charge and discharge current flowing through this battery system are computed from the dynamic power flows and the nominal voltage of the system. The distance of 40 km is simulated to prove a linear dependence by regression analysis. A complete discharge of the battery up to the allowed depth of discharge (DoD) is not simulated for the regression analysis, implying that the dependence of internal battery resistance on the SoC is neglected in the derived constants of this section.
**Mass Constant \((K_m)\) of the Driving Cycle**

Fig. 6.1 and Fig. 6.2 shows the plots for SoC versus distance for different gross masses with the frontal area equal to zero and an ambient temperature of 20 °C for SORT 3 and the HWFET driving cycle. The auxiliary power demand of the EV is set to zero. The SoC, thus, in this case, depends only on the mass of the vehicle.

The linear regression yields a coefficient of determination \((R^2) > 0.99\). An \(R^2\) value close to one indicates a linear dependence of battery SoC on the distance traveled by the EV.

Fig. 6.3 and Fig. 6.4 shows the variation of the slope of the SoC vs. distance with respect to mass of the vehicle for the SORT 3 and HWFET driving cycles. Regression analysis yields \(R^2 > 0.99\), which indicates a linear dependence of final state of the charge of the battery on...
the vehicle mass. The slope, defined as the mass constant of the driving cycle \( K_m \), is equal to \( 1.9464 \times 10^{-7} \) for the SORT 3 driving cycle. In the case of the HWFET cycle, \( K_m \) is equal to \( 1.3371 \times 10^{-7} \).

![Figure 6.3: Slope of SoC versus distance w.r.t gross mass of vehicle - SORT 3.](image)

![Figure 6.4: Slope of SoC versus distance w.r.t gross mass of vehicle - HWFET.](image)

### Area Constant \((K_a)\) of the Driving Cycle

Fig. 6.5 and Fig. 6.6 shows the plots for SoC versus distance for different frontal areas with the gross mass equal to zero and an ambient temperature of 20 °C for the SORT 3 driving cycle. The auxiliary power demand of the EV is set to zero. The SoC, thus, in this case, depends only on the frontal area of the vehicle.

![Figure 6.5: SoC versus distance for different frontal area of vehicle - SORT 3.](image)
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Figure 6.6: SoC versus distance for different frontal area of vehicle - HWFET.

Fig. 6.7 and Fig. 6.8 shows the variation of the slope of the SoC vs. distance with respect to the product of the frontal area and drag coefficient of the vehicle. The linear regression yields $R^2 > 0.99$, which indicates a linear dependence of the final battery SoC on the frontal area of the vehicle. The slope, defined as the area constant of the driving cycle, $K_a = 8.9739 \times 10^{-5}$ for the SORT 3 driving cycle and $2.2176 \times 10^{-4}$ for HWFET driving cycle.

Figure 6.7: Slope of SoC Vs distance w.r.t frontal area x Cd of vehicle - SORT 3.

Figure 6.8: Slope of SoC Vs distance w.r.t frontal area x Cd of vehicle - HWFET.
6.2 – Generic Methodology for Driving Range Estimation

Equation for State of Charge Estimation of the Battery-Only System

Hence, from the above theory, the expression for SoC of the on-board battery as a linear function of distance traveled can be derived. The SoC for the battery-alone EV system for any distance traveled can be estimated using (6.1):

\[
    SoC_b = - \left( \frac{K_m}{K_b} M + \frac{K_a}{K_b} A_d C_d + \frac{P_{aux}}{U_{av} \eta_{dis} E_{bat}} \right) S + SoC(0)
\] (6.1)

A similar procedure was followed for different driving cycles to determine the velocity profile-dependent mass and area coefficients. Table 6.2 presents the mass and area constants of different driving cycles.

A clear increasing trend in area constant \( K_a \) with the average velocity of the driving cycle is observed, which is expected due to the increase in aerodynamic drag. On the other hand, the mass constant decreases despite increasing average velocity. This is because, while the mass-dependent vehicle power consumption is directly proportional to the instantaneous velocity, instantaneous power demand for acceleration is by far the dominant factor. Velocity profiles of driving cycles with a lower average velocity typically have higher acceleration and deceleration durations, resulting in a higher power consumption. Thus, \( K_m \) decreases with the increase in average velocity.

Table 6.2: Driving cycle constants. UDDS, Urban Dynamometer Driving Schedule.
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6.2.2 Driving Range Extension with the Static Inductive Power Transfer System

Static IPT charging is employed at scheduled stoppages of the driving cycle. For the same energy transfer per vehicle, the infrastructure cost involved in the static is less than the dynamic IPT system. The system is simulated with different static IPT charging power levels at scheduled stoppages of the SORT 3 driving cycle. Fig. 6.9 shows the plots for the final battery SoC versus the power level for different scenarios for traveled distances of 40 km and 20 km.

The final SoC of the battery linearly varies with the charging power level. The regression analysis yields an R-squared value of one. The generic equation for estimating the SoC of the battery for different static charging power levels is described by (6.2):

$$SoC_{\text{static}} = \left( \frac{t_{\text{stop}} \times \eta_c}{E_{\text{bat}}} \right) P_{\text{stat}} + SoC_b(s_{\text{tot}})$$  \hspace{1cm} (6.2)$$

The initial point $SoC_b(s_{\text{tot}})$ is the SoC of the battery-alone system that can be estimated using (6.1).
6.2.3 Driving Range Extension with the Dynamic Inductive Power Transfer System

Fig. 6.10 shows the simulation plots for the final battery SoC *versus* the percentage of the road coverage area for different power levels of dynamic IPT charging for a traveled distance of 40 km with the SORT 3 driving cycle at an ambient temperature of \(-15\, ^\circ\text{C}\) and 100% occupancy level. A static IPT system of 60 kW is considered to be installed in all cases.

![Simulation plots for final battery SoC versus road coverage area for different power levels of dynamic IPT charging.](image)

The following observations can be made:

- The final SoC linearly increases with road coverage area despite the randomness in the velocity profile. This is because the IPT system is also randomly distributed on the road track. Regression analysis yields \(R^2 > 0.99\), which indicates a strong correlation.
- The slope is directly proportional to the charging power level of the IPT system.
- SoC at the zero coverage area can be computed using (6.1) and (6.2) corresponding to the “static-only” charging system.

The battery SoC of the EV with dynamic on-road charging can be estimated using (6.3):

\[
SoC_{\text{dyn}} = SoC_{\text{static}} + \left( \frac{t_{\text{total}} - t_{\text{stop}} \eta_c P_{\text{dyn}}}{E_{\text{bat}}} \right) \frac{(C_{\text{road}}(\%))}{100} \tag{6.3}
\]
The driving range of the vehicle can be calculated from the SoC of the battery using (6.4):

$$DR = \frac{(DoD_{\text{max}} \times S)}{(SoC(0) - SoC_{\text{final}})}$$  \hspace{1cm} (6.4)

### 6.2.4 Impact of Battery Weight

In the previous section, the impact of IPT systems on the driving range of the EV was studied. In order to achieve the same driving range with the battery-alone system, a greater energy capacity is needed and, hence, a greater battery weight and volume, which has implications on not only the transport efficiency [175], but also on the feasibility of installing such a system. This section describes the method to estimate the required energy capacity of the battery in order to achieve the desired driving range and the subsequent impact of increased weight on specific consumption of the electric bus.

Rearranging (6.4), the final SoC of the battery ($SoC_{\text{req}}$) for the required driving range at the end of travel distance is described by (6.5):

$$SoC_{\text{req}} = SoC(0) - \frac{DoD_{\text{max}} \times S}{DR}$$  \hspace{1cm} (6.5)

Here, DR is the required driving range in km. Now, (6.1) can be modified to compute the battery weight-dependent SoC at end of the total traveled distance, as shown in (6.6):

$$SoC_b = -\left(\frac{K_m}{K_b} (M_{\text{ref}} - W_{\text{bat,ref}} (1 - k_b)) + \frac{K_a}{K_b} A_f C_d + \frac{P_{\text{aux}}}{U_{av} \eta_{\text{dis}} k_b E_{\text{bat,ref}}} \right) S + SoC(0)$$  \hspace{1cm} (6.6)

where $M_{\text{ref}}$ is the gross mass of the reference vehicle and $W_{\text{bat,ref}}$ is the weight of the reference vehicle battery in kg. The weight of the required battery is $K_b W_{\text{bat,ref}}$. Rearranging (6.6), it is possible to estimate the required battery capacity factor $K_b$ as per (6.7), such that the $SoC_{\text{final}}$ corresponding to the required driving range is equal to $SoC_b$ for a battery-alone system.

$$K_b = \frac{K_m (M_{\text{ref}} - W_{\text{bat,ref}}) + K_a A_f C_d + \left(\frac{P_{\text{aux}}}{U_{av} \eta_{\text{dis}} E_{\text{bat,ref}}} \right)}{\left(\frac{SoC(0) - SoC_{\text{ref}}}{S} \right) - K_m W_{\text{bat,ref}}}$$  \hspace{1cm} (6.7)

From the Ragone plot, the specific energy of a high-power Li-ion battery used in the reference e-bus is about 100 Wh/kg [176]. Hence, the weight of the reference vehicle ($W_{\text{bat,ref}}$) is \(\frac{1000 \times E_{\text{bat,ref}}}{100}\) = 3240 kg. Fig. 6.11 shows the increase in the capacity factor and the specific consumption of the electric bus with the required driving range for different loading scenarios for the SORT 3 driving cycle for the battery-alone system with no on-road charging in...
place. The simulated specific consumption of the reference electric bus used in this section is also marked.

![Graph](image)

Figure 6.11: Impact of driving range of the vehicle for the SORT 3 driving cycle without any on-road charging on the (a) Capacity factor $K_b$ (b) Specific consumption.

Finally, the impact of the increase in the battery weight on the specific consumption of the vehicle ($E_{\text{specific}}$ in kWh/km) can be estimated from (6.8):

$$E_{\text{specific}} = E_{\text{bat}} \times \left( K_m (M_{\text{ref}} - W_{\text{bat,ref}} (1 - K_b)) + K_a A_f C_d + \frac{P_{\text{aux}}}{U_{\text{av}} \eta_{\text{dis}} E_{\text{bat,ref}}} \right) \quad (6.8)$$

6.2.5 Estimation Error

In Fig. 6.12, the percentage of absolute error between the estimated value obtained from the derived equations and the simulated value of the battery SoC of the reference vehicle obtained from the dynamic power consumption model of the vehicle developed on MATLAB for a 40 km traveled distance with 60 kW static + 60 kW dynamic on-road charging is presented for different driving cycles.
For a 30% road coverage with 60 kW charging power level of both the static and dynamic IPT system, the error in estimated SoC is 2% with the corresponding error in estimated driving range being 6.69%. Hence, the driving range of any EV in different scenarios can be estimated using simple linear equations with known parameters and vehicle specifications with reasonable accuracy.

### 6.3 Economic Analysis for the On-Road Inductive Power Transfer Charging System: Case Study

#### 6.3.1 System Description

The economic aspects of on-road charging solution for a two-lane, 40 km-long bus line of Zuidtangent in the province of North Holland is explored. It should be noted that in this section, a larger articulated electric bus will be used for analysis with an empty weight of 20,000 kg and a 500 kWh on-board Li-ion battery pack with an additional weight of 5000 kg. The gross weight of the vehicle with 100% occupancy level is thus about 35,000 kg. The frontal area is 8.568 m²; the coefficient of drag is taken as 0.7; and the rolling resistance is taken as 0.01. Twenty five articulated buses run per day on average. Each bus is expected to drive 400 km per day. Five buses are kept as spare. The design of the IPT system involves the following considerations:

- The battery is charged to its full capacity during night hours when the bus is stationary.
- There are 24 scheduled stoppages of 20 s each and a 6 min stoppage at the start of each run.
• The UDDS [172] is used to emulate the velocity profile of the e-bus.
  ▶ The average velocity of the UDDS driving cycle is 31.53 km/h.
  ▶ From Table 6.2, the mass constant is $1.89 \times 10^{-7}$, and the area constant is $9.337 \times 10^{-5}$.

• The required driving range is 400 km (10 trips of 40 km each) in the worst case scenario of $-15^\circ$C, 100% occupancy.

• The climate model in [174] predicts that a normal bus would consume 167 kWh for HVAC in winter days for $-7^\circ$C in Netherlands for a 20 h operation. An articulated bus of almost double the length would consume double this (334 kWh). Correspondingly, 433 kWh will be consumed if the ambient temperature is $-15^\circ$C.

The total energy consumption of the auxiliary system, including HVAC, lighting, auxiliary services of the vehicle, opening and closing of doors, route display screens, power steering and brakes, during the worst winter condition is assumed to be 500 kWh for a 20 h operation. Therefore, the average $P_{aux}$ is assumed to be 25 kW.

The SoC for the battery-alone system can be estimated from (6.1). With an initial SoC of 95% at the start of the day by considering overnight charging of the on-board battery of the electric bus, the SoC at the end of a 40 km travel distance without any on-road charging is 68.66%. At the end of the traveled distance ($S = 40$ km), the final SoC of the battery corresponding to the desired driving range ($DR = 400$ km) is given by (6.5) to be 87%. The deficit, $\Delta$SoC = 18.34%, is removed using a combination of static and dynamic on-road charging.

$P_{stat}$, $P_{dyn}$ and $C_{road}(\%)$ are varied, such that $SoC_{dyn}$ at the end of traveled distance of 40 km is 87%. Several combinations can be used to achieve the required driving range, and the optimum values are chosen based on the minimum investment costs involved.

### 6.3.2 $\Delta$SoC Deficit Removal with the Static Inductive Power Transfer Charging System

Static charging pads are installed at the scheduled stoppages. The charging time with each pad is 20 s. For a similar amount of charging time on a single dynamic IPT segment of 1.05 m, the e-bus must have a velocity of 0.19 km/h. Hence, for better infrastructural usage and lower investment costs, it is desirable that the static charging power be as high as possible.

The slope of (6.2) corresponding to the stop time in the winter worst case scenario is 0.000453. Fig. 6.13 shows the variation in final battery SoC and driving range achieved for different on-road static charging power levels for different starting and halt times. Note that with increasing halt time, the total daily operating time of the bus increases, thereby marginally increasing the energy consumption of the auxiliary bus system. This is reflected in decreasing SoC of (6.1) due to decreasing average velocity ($U_{av}$).
With a 200 kW static charging power level, the driving range achieved is 185 km, and the battery SoC is 77.7%. The deficit has to be cleared by installing dynamic charging infrastructure.

6.3.3 \( \Delta \text{SoC Deficit Removal with the Dynamic Inductive Power Transfer Charging System} \)

With increasing power level, the percentage of road coverage to achieve the required driving range of 400 km decreases; however, the investment costs per km of installed on-road charging infrastructure increases, as shown in Fig. 6.14.
As shall be shown in the subsequent section, the investment costs incurred due to increasing the charging power level are outmatched by the decrease in infrastructural costs due to reducing road coverage. Hence, it is preferred to increase the charging power level from the economic point of view.

### 6.3.4 Bill of System Components - Costing

In this section, the investment costs incurred for different system components have been estimated. Since the technology is still in its nascent stage, market data are not available. Hence, the costs have been calculated from the design point of view. The following considerations have been observed to make the estimate:

- The total copper mass (in kg) in the air cored primary winding [177] based on the charging power level along with *litz* wire cost [8] of 35 €/kg are used to estimate the cost of a single IPT charging pad. An additional design cost of 50% is assumed.

- The cost of the power electronics [178] involved in the IPT supply system is considered to be 50 €/kW. Additional maintenance charges of 10% have been included.

- Corresponding to the operating frequency of 100 kHz, a minimum of 4 inverters per km are installed [179].
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- The road construction (digging, labor, installation of IPT system) costs of 0.1 M€/km for IPT road coverage are assumed.
- Discrete charging pads of 1.05 m [177] in length each have been considered for dynamic on-road charging. The total number of dynamic charging pads have been estimated for total road coverage, and the corresponding cost of air cored primary winding is calculated. An illustration of the on-road dynamic charging system with discrete pads [180] is shown in Fig. 6.15.

![Figure 6.15: Illustration of the discrete IPT charging pads for on-road dynamic charging.](image)

while the IPT system cost is 10.1 million Euros per lane of the Zuidtangent line. The specific cost is 1.2 M€/km/lane.

![Figure 6.16: Cost estimation of the IPT charging system components (a) Power Electronics (b) Road Construction (c) Primary IPT coils (d) Total System.](image)

Fig. 6.16 shows the total cost of different IPT system components for achieving a driving range of 400 km with a 200 kW static IPT charging at scheduled stoppages and different dynamic charging power levels. The overall cost incurred decreases with increasing dynamic charging power level, because of the decrease in the percentage of road coverage. With a 200 kW dynamic charging, the total road coverage required is 21%,
6.4 Second Order Economic Considerations

Several secondary factors influence the choice of system configuration. These include the following.

6.4.1 Running Schedule

![Graph showing the influence of scheduled stoppage time at the start of the 40 km run on the incurred investment cost of installing the IPT system for different battery capacities.]

Figure 6.17: Incurred IPT infrastructure cost with changing halt time at the start of the 40 km run.

In the beginning of each 40 km run, there is a six min scheduled stop that provides an opportunity for static charging. During the worst loading scenario, which occurs only for a few predictable days of a year, increasing this stoppage time can lead to significant infrastructural cost reduction for meeting the driving range. Extra buses may be employed to run in these conditions for meeting the time deficit. Note that with increasing halt time, the total daily operating time of the bus increases, thereby marginally increasing the energy consumption of the auxiliary bus system. This is reflected in the decreasing SoC of (6.1) due to decreasing average velocity ($U_{av}$).

Fig. 6.17 shows the influence of scheduled stoppage time at the start of the 40 km run on the incurred investment cost of installing the IPT system for different battery capacities.
As observed, the incurred investment costs of installing on-road charging infrastructure significantly decreases by increasing the halt time. Hence, by choosing a halt time of 12 min during the worst loading scenario, the IPT system cost decreases from 10.1 M€/lane to 6.45 M€/lane, because the required road coverage of dynamic on-road charging decreases from 21% to 13%.

### 6.4.2 On-Board Battery Capacity

1. The transport efficiency increases with decreasing battery capacity corresponding to the weight reduction. The energy savings becomes significant with a high lifetime travel distance and the number of running buses.

2. IPT charging infrastructure cost increases with decreasing battery capacity due to the additional road coverage requirement of the dynamic IPT system. This is shown in Fig. 6.17.

3. The price of the installed on-board battery decreases with decreasing capacity. This can be a significant investment factor with increasing the number of e-buses.

Fig. 6.18 shows the IPT charging infrastructure cost, on-board battery cost and the total project cost for a 25 average running +5 spare all-electric bus system with decreasing battery size. Recall here that the charging power delivered to the on-board battery by the IPT system is 200 kW. Both static charging at scheduled stoppages, as well as dynamic charging with 13% road coverage are employed to obtain a driving range of 400 km.

The Li-ion battery price is considered to be 700 €/kWh and can last for about 12 years before needing replacement [160]. This relatively high price level is caused by high quality requirements and limited market size for buses so far. In five to 10 years, the cost is predicted to drop to approximately 250 €/kWh [181].

The total incurred project investment cost slightly increases with decreasing battery size as a net effect of the increase in IPT infrastructure cost balanced by the decrease in total battery cost. For attaining higher transport efficiency, it is desirable that the on-board battery capacity is lower. Hence there is a trade-off in selecting the on-board battery capacity, which is now explored.
In this chapter, the derived linear equations reduce the optimization problem to a solution of two linear equations with known constants without dynamic terms, as shown in Fig. 6.19, as against optimization techniques used in prior literature [183]. The optimum solution can be reached quickly by solving for the savings based on the specific energy consumption using (6.8) with the single variable “$K_b$” that describes the battery capacity against the incurred minimum infrastructural costs for the desired driving range for that $K_b$, as described in the above sections.
Figure 6.19: Savings and change in initial investment for different battery sizes with respect to a 500 kWh on-board battery system.

From (6.8), the specific consumption of the electric bus in the average loading scenario (25 kW of auxiliary power consumption and 100% occupancy level) is estimated to be 2.84 kWh/km with a 500 kWh on-board battery and 2.66 kWh/km with a 200 kWh on-board battery with a battery-specific weight of 10 kg/kWh.

Savings achieved in 12 years of operation due to efficient transport with varying kWh on-board batteries for different average numbers of running buses is shown in Fig. 6.19. Ten percent additional losses corresponding to the IPT system transfer efficiency are assumed. Energy cost is considered to be 0.1 €/kWh, and each bus runs for an average of 400 km per day. The change in investment corresponding to the net effect of the increase in the IPT infrastructure cost and the decrease in the total on-board battery cost (“x” running buses) is also depicted.

Fig. 6.19 shows that the reduction of the on-board battery size from 500 kWh to 200 kWh is only viable if an average of 30 buses are running daily. The point of intersection of the savings trend and the extra infrastructure trend (same colored lines) gives the average number of buses running per day above which a reduction in the on-board battery capacity becomes a viable option. In our system (25 buses running on average per day), the extra incurred costs cannot be recovered by efficient transport in a 12 year lifetime for even a 500 kWh to 400 kWh battery size reduction. Hence, we conclude that 500 kWh is cost-wise the most optimum choice.
6.5 Conclusions

Hence, the economic analysis of installing the IPT system to achieve a driving range of 400 km in the worst loading scenario on the Zuidtangent bus lane in the province of North Holland was carried out. Table 6.3 summarizes the IPT system parameters in terms of the charging power level (200 kW), road coverage percentage (13%), inverter rating (200 kW) and battery capacity (500 kWh) for the system described. The resulting specific cost is estimated to be 1.2 M€/km/lane for a lifetime of 12 years.

In order to develop a generalized theory towards this study, an analytical methodology has been presented to estimate the extension in driving range of any EV with on-road contactless charging. The SoC of the battery is described as a linear function of the distance traveled and can be estimated for an EV of any gross mass and frontal area. The energy consumption dependent on the velocity profile is estimated by defining mass and area constants for several driving cycles. The increase in the SoC of the battery depending on different power levels and road coverage of the static and dynamic IPT system is described mathematically.

The presented theory describes how to minimize the infrastructural costs based on the IPT design parameters. The chapter depicts how the infrastructural costs of dynamic wireless charging systems decrease with increasing power level due to the reduction in road coverage area and, hence, suggests to the designers to realize as high a charging power as possible. Further, the scheduled stoppage time is increased during the worst weather/load conditions to achieve a more economically-viable system. This solution brings down the cost from 10.1 M€/lane to 6.45 M€/lane due to a reduction in road coverage of dynamic charging from 21% to 13%.

Another major contribution of this chapter is the optimization of on-board battery capacity as a trade-off between the savings achieved due to the increase in transport efficiency and the extra investment costs incurred due to the battery weight reduction. The derived linear equations in this chapter reduce the optimization problem to a solution of two linear equations with known constants. It is also shown how a 500 kWh on-board battery capacity is chosen as the most optimized option. It is depicted how increasing the number of average running buses in the system can make the battery weight reduction a viable option.

The so-called lifetime impact (including fabrication, use and scrappage) of an EV in terms of CO₂ emission is dependent on the source of electric energy. If the electricity used is purely from coal-fired power plants, there is only a limited reduction in overall CO₂ emissions compared to a diesel-fueled vehicle of identical proportions. If more sustainable sources are added to the electricity generation mix (partly from renewables, partly natural gas, etc., as is often the case), there is a clear reduction in lifetime CO₂ impact for the EV compared to the diesel-based vehicles [184].
Table 6.3: IPT system specifications.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-board battery capacity</td>
<td>500</td>
<td>kWh</td>
</tr>
<tr>
<td>Driving range in worst loading scenario</td>
<td>400</td>
<td>km</td>
</tr>
<tr>
<td>Driving range without on-road charging</td>
<td>119</td>
<td>km</td>
</tr>
<tr>
<td>Scheduled stoppage at start of each run (worst case)</td>
<td>12</td>
<td>min</td>
</tr>
<tr>
<td>Scheduled stoppage at start of each run (normal)</td>
<td>6</td>
<td>min</td>
</tr>
<tr>
<td>Number of buses (average running + spare)</td>
<td>25+5</td>
<td></td>
</tr>
<tr>
<td>Static charging power level</td>
<td>200</td>
<td>kW</td>
</tr>
<tr>
<td>Dynamic charging power level</td>
<td>200</td>
<td>kW</td>
</tr>
<tr>
<td>Dynamic IPT road coverage</td>
<td>13%</td>
<td></td>
</tr>
<tr>
<td>Power rating of inverter</td>
<td>200</td>
<td>kW</td>
</tr>
<tr>
<td>Total number of inverters</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Cost of primary winding</td>
<td>5.67</td>
<td>M€/lane</td>
</tr>
<tr>
<td>Cost of inverters</td>
<td>0.24</td>
<td>M€/lane</td>
</tr>
<tr>
<td>Total cost of IPT system</td>
<td>6.45</td>
<td>M€/lane</td>
</tr>
<tr>
<td>Specific cost</td>
<td>1.2</td>
<td>M€/km/lane</td>
</tr>
<tr>
<td>Battery cost for 30 buses</td>
<td>10.5</td>
<td>M€</td>
</tr>
<tr>
<td>Total project cost (M€/2 lanes/30 buses)</td>
<td>23.4</td>
<td></td>
</tr>
</tbody>
</table>

While IPT on-road charging of electric buses might offer an advantage over hybrid or completely diesel-based vehicles in terms of CO\(_2\) emission reduction, another research objective was to utilize this cost analysis as a comparative tool to evaluate how IPT charging systems measure up to other solutions for extending the driving range of such electric buses in terms of economics [161]. At present, the specific cost of 1.2 M€/km/lane for this system is higher as compared to 0.75 M€/km/lane of a conventional trolley system. However, it must be noted that a conservative battery price of €700/km is taken, which is expected to decrease with the future evolution of market forces in favor of such technologies.
Chapter 7

Challenges and Interdependencies of Future Sustainable Roads

A vision of future highways complementary to e-mobility is developed. Evolving technologies like (autonomous) electric vehicles (EVs), driving range enhancing contactless charging, lifetime time enhancing self-healing roads and in-situ energy generating elements are organically integrated. The infrastructure of inductive power transfer (IPT) and self-healing roads can be shared resulting in challenges. On the other hand, a sandwiched modular combination of energy generating solar roads and wireless EV charging maybe unfavourable. These technical implications of integrating different emerging on-road technologies are analytically and experimentally researched. Finally, case study of an integrated future highway is proposed for sizing of the required energy mix.

Based on

• V. Prasanth et al., “Green energy based inductive Self-Healing highways of the future,” in IEEE Transportation Electrification Conference and Expo (ITEC), 2016, , Dearborn, MI, pp. 1-8.; and

• V. Prasanth et al., “Modelling Challenges and Interdependencies of Future Green Highways with Integrated IPT Self-Healing, Solar Road and EVs,” in Applied Energy (Accepted)
7.1 Introduction

The highway of the future is expected to perform three major operations so as to accommodate a transitory scenario to full electric mobility. These functions include energy generation, energy transport to the electric vehicles (EV) with a large fleet of autonomous vehicles and low maintenance self-healing roads based on inductive heating. Such a highway based on renewable energy is shown in Fig. 7.1.

Figure 7.1: Future sustainable energy based highway integrating inductive coils for both inductive power transfer and induction heating, with green energy technologies for (autonomous) electric mobility

The four different technologies that can enable such a vision with power electronics, electromagnetic conversion and material sciences as the framework are:

- Electric Vehicle and More Autonomous Vehicles
• Wireless Inductive Power Transfer (IPT) for EVs
• Renewable Energy Technologies
• Self-Healing Material based low Maintenance Asphalt Roads

While these emerging on-road technologies individually enable a sustainable use of resources and energy towards the ease of introducing e-mobility, their organic integration with each other presents technical challenges. The research objectives that are addressed in this chapter are:

• Develop a thermal model to estimate the power density required to heat IHA and that can be considered non-detrimental to performance.
• Identifying the possibility of combining IHA based roadway with IPT and determining the increase in operating losses such an infrastructure sharing would incur.
• Establishing the impact of performance in IPT system sandwiching a solar road element and recommending a solution for integrating the two technologies,
• Designing a self-healing highway integrated with on-road dynamic charging and attaining energy neutrality using green resources like solar road, wind turbine and vortex.

7.1.1 Electric Vehicles and More Autonomous Vehicles

Among EU countries, Norway and the Netherlands are front runners in terms of sales of EVs in 2014 [6]. A major goal for the Netherlands is to add a million EVs by 2025 [6]. Another technological progress is the innovation toward autonomy of vehicles. This technology with wireless charging enabled is expected to make full autonomy possible. A description of the autonomy level and its introduction in the market is depicted in Fig. 7.2.

Figure 7.2: The different levels of automation. Level 1 to 3 are available for consumers. Level 4 is still in the test phase and the Dutch law does not allow consumers to drive around in this type of vehicle.

These different levels of autonomy to vehicles are defined by the NHTSA (National Highway Traffic Safety Administration) [15] as:
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- Level 1 *Function-Specific Automation*, control function that are specific such as cruise control, lane guidance and automated parallel parking.
- Level 2 *Combined Function Automation*, where multiple function specific control integrated such as adaptive cruise control with lane centering.
- Level 3 *Limited Self-Driving Automation*, where all safety critical functions are automated (steering wheel, throttle, brake). In such an implementation, drivers are not expected to constantly monitor the roadway.
- Level 4 *Full Self-Driving Automation*, all safety critical driving functions are automated and monitoring of roadway is also automated. In such a case, occupants may/may not know driving.

Level 0 is when there exists no autonomy at all. The expectation of automation technology is that in the Netherlands, among various scenarios of technology improvement and policy scenario, the levels of automated vehicles will vary from a conservative and optimistic expectation of 1 and 11% in 2030 and between 7% and 61% in 2050 [16]. In the future, autonomous charging will feature as an important part of autonomy of EVs. This further highlights the role that wireless charging will play in future automotive technologies.

### 7.2 Combining Self-Healing Roads with IPT

Induction coils used in both self-healing roads and IPT systems is a shared infrastructure and can be utilized for both inductive power transfer and induction healing. However, the various challenges and advantages of such an integration need to be highlighted.

#### 7.2.1 Thermal Modelling of Self-Healing Roads

If a homogeneous asphalt sample is required to be heated from 10 °C to 80 °C in 10 min then the desired heating rate is \( \frac{dT}{dt} = 0.133 \) K/s. The density of the asphalt is approximately \( \rho = 1950 \) kg/m\(^3\) and the specific heat capacity is \( C_p = 920 \) J/(kg K). Therefore the required power density is

\[
q = \rho C_p \frac{dT}{dt} = 1950 \times 920 \times 0.133 = 233 \text{ kW/m}^3.
\]  

(7.1)

This is a large power requirement but with limited utilization (once in 4-5 years). Thus, during healing, IPT system can transfer full/partial healing with the rest from external induction coils (currently only external heating is used).

A FEM analysis is performed to compare the estimated rise in temperature with the case when there are conduction and convection losses. The set-up used is shown in Fig. 7.3.
and Fig. 7.4. The simulation is performed on a solid slab of asphalt that has a size of 1 m $\times$ 1 m $\times$ 0.05 m. The slab is surrounded by a concrete hemisphere with a radius of 2 m. The material parameters that are used are listed in Table 7.1. The initial temperature of the setup is 10 °C for all objects. On the spherical boundary of the hemisphere a constant temperature boundary condition of 10 °C is applied. On the entire flat surface a convective heat flux is specified. The convective heat transfer coefficient $h_c$ is approximated with the formula

$$h_c = 7.4 + 6.39 \times W^{0.75},$$

(7.2)

where $W$ is the wind velocity at 2 m above the ground. For a wind velocity of 7 m/s the thermal convection coefficient is $h_c = 34.9$ W/(m$^2$ K). The heat source is defined to be homogeneously distributed through the asphalt with a value of 233 kW/m$^3$.

<table>
<thead>
<tr>
<th>Material</th>
<th>Density [kg/m$^3$]</th>
<th>Specific heat capacity [J/(kg K)]</th>
<th>Thermal conductivity [W/(m K)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asphalt</td>
<td>1950</td>
<td>920</td>
<td>1.8</td>
</tr>
<tr>
<td>Concrete</td>
<td>2300</td>
<td>880</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 7.1: Material parameters used for the thermal simulation.

The simulation is performed to calculate the temperature transient in the asphalt for the first 30 min of the heating. The temperature is evaluated at three points that are horizontally in the center of the asphalt. The vertical positions are the bottom, where the contact with the concrete is made, in the center and at the top, where the contact with the air is. The temperature transient of the three points is shown in the plot of Fig. 7.5. It can be seen that the center of the asphalt is heated to 80 °C in 620 s, which is very close to the expected 600 s. The top section is heated a bit slower, and takes 940 s to reach the desired temperature. This difference is due to the heat that is lost through the outgoing heat flux of the convection. The bottom part is heated the slowest, because of the conductive losses to the concrete surrounding the asphalt. It takes 1425 s for the bottom part to be heated to a temperature of 80 °C. In a real system the heat source will however not be distributed homogeneously through the whole material. The power dissipated in the asphalt will be higher at the

Figure 7.3: Cross section of the setup.  
Figure 7.4: Overview of the setup.
locations that are closer to the coils, because the flux densities will be higher in those regions. If the coils are located underneath the asphalt this would mean that the heat source near the bottom is higher, which will make the temperature distribution through the asphalt more constant. Inductive healing of the asphalt is expected to be necessary once every 4-5 years. This makes it possible to carefully plan the moment at which the induction heating is applied. In the summer, when the initial temperature is higher and the wind velocity is minimal a better temperature distribution can be achieved.

![Temperature of the poreus asphalt layer with a 233 kW/m³ source](image)

Figure 7.5: Plot of the temperatures of the asphalt.

However, repeated heating of IHA can lead to leakage of bitumen and ravelling of top layer. To estimate this, consider a piece of road of 1 m × 1 m. The thickness $x_a$ of the IHA layer is 0.05 m and underneath the top layer there is a layer of concrete with a thickness $x_c$ of 0.5 m. A heat source $Q_{in}$ uniformly distributed in the IHA layer is considered. The steady state thermal behavior can be described using a thermal circuit as shown in Fig. 7.6. The thermal resistances of the asphalt and the concrete can be calculated using the respective thickness, the thermal conductivity $k_a = 1.8 \text{ W/(m K)}$, $k_c = 0.9 \text{ W/(m K)}$ and the area $A$ as

\[
R_a = \frac{x_a}{Ak_a} \\
R_c = \frac{x_c}{Ak_c}
\]  

(7.3)

The thermal resistance from asphalt to concrete is approximated to be one half of the total resistance of the asphalt, because the heat source is distributed uniformly. The bottom of
the concrete is assumed to have a constant temperature equal to the ambient temperature. There is also a thermal resistance \( R_{am} \) from the top of the asphalt to the ambient, related to the convection coefficient \( h_c \) and area \( A \) as

\[
R_{am} = \frac{1}{Ah_c}
\]  

(7.4)

\[
\begin{align*}
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\end{align*}
\]

Figure 7.6: Thermal circuit describing the steady state temperatures of a highway that is considered to be combination of a top layer of IHA and bottom layer of concrete.

The expression for the temperature difference between the asphalt and the ambient based on the thermal circuit is

\[
T_{asphalt} = \frac{(\frac{1}{2}R_a + R_c)(\frac{1}{2}R_a + R_{am})}{R_a + R_c + R_{am}}Q_{in}.
\]  

(7.5)

This temperature difference is independent on the area \( A \) that is used. Therefore it is a useful characteristic for a highway where the thickness of the layers are defined. To set an upper limit for permissible heating of IHA, temperature difference between the ambient and the asphalt is set to be 5 °C then power density \( q_{in} \) in the IHA layer is

\[
Q_{in,max} = \frac{R_a + R_c + R_{am}}{(\frac{1}{2}R_a + R_c)(\frac{1}{2}R_a + R_{am})}T_{a,max}[W]
\]

\[
q_{in,max} = \frac{Q_{in,max}}{Ax_a}[W/m^3] = 2.38 \text{ kW/m}^3
\]  

(7.6)

### 7.2.2 Transformer Loss Model

In case of an IPT system, to transfer a large amount of power efficiently, capacitive compensation is carried out in both the primary and secondary. This technique nullifies reactive
power and enhances power delivered to a load. Many combinations of capacitors in series and parallel yield several IPT compensation topologies. Due to a lack of standard coil definitions for EV IPT studies thus far, researchers build coils of various shapes and sizes that suite their requirements. Hence, to obtain specific results in all experimentation, the authors have considered coupling coefficient (dimensionless parameter) as the base metric and all derived parameters such as power and efficiency are valid for the coupling range considered in the respective experiments. The advantage of this choice is the fact that such a coupling range can be obtained for multiple charge-pads and the derived parameters are accurate for all such combinations. A combined IPT and IHA system will have additional losses inside the asphalt due to the alternating magnetic field, which is represented in the equivalent circuit as a series resistance as shown in Fig. 7.7.

Figure 7.7: Equivalent circuit of an IPT system including associated IHA losses. Series capacitors are shown as an illustration of reactive power compensation.

Herein, the resistances \( R_{1,\text{field}}(\omega) \) and \( R_{2,\text{field}}(\omega) \) represent the frequency dependent induced losses inside the asphalt due to the fields created by the primary and secondary coils respectively, while resistance \( R_M \) represents the losses that are due to the combined field of the primary and secondary coils.

The linear system is mathematically represented by (7.7),

\[
[v] = \begin{bmatrix} R_1(\omega) & R_M(\omega) \\ R_M(\omega) & R_2(\omega) \end{bmatrix} [i] + j\omega \begin{bmatrix} L_1 & M \\ M & L_2 \end{bmatrix} [i] 
\]  

(7.7)

Where, \( L_1 \) and \( L_2 \) are self inductances of the primary and secondary coils, with \( M \) as mutual inductance respectively and the corresponding resistances \( R_1 \) and \( R_2 \), related to the dc coil resistances \( (R_{1,\text{coil}}, R_{2,\text{coil}}) \) and given by (7.8),

\[
R_1(\omega) = R_{1,\text{coil}} + R_{1,\text{field}}(\omega) \\
R_2(\omega) = R_{2,\text{coil}} + R_{2,\text{field}}(\omega) 
\]

(7.8)
System Performance

In order to compare the IPT system performance with and without IHA, the maximum possible efficiency $\eta_{\text{max}}$ and the coupling factor $k$ are used. The uncompensated power transfer (without capacitors) is used in this chapter to decouple the power transfer from different types of compensation that can be used. Furthermore, the addition of compensation only scales the uncompensated power by the loaded quality factor of the secondary further justifying the use of uncompensated power as a system parameter. The $\eta_{\text{max}}$ is derived from the maximum output apparent uncompensated power $S_{\text{out,max}}$ following the same logical evolution in [20] and is given by (7.9),

$$ S_{\text{out,max}} = v_{\text{out,oc}} \times i_{\text{out,sc}}^* $$ (7.9)

where, $v_{\text{out,oc}}$ is the open circuit output voltage and $i_{\text{out,sc}}$ is the short circuit output current. Now, the expression for $S_{\text{out,max}}$ is derived and given by (7.10)

$$ v_{\text{out,oc}} = (R_M + j\omega M)i_1 $$
$$ i_{\text{out,sc}} = \frac{(R_M + j\omega M)}{R_2}i_1 $$ (7.10)

$$ S_{\text{out,max}} = \frac{R_M^2 + \omega^2 M^2}{R_2}i_1^2 $$

The maximum output power is related to this uncompensated apparent power as, $P_{\text{out,max}} = S_{\text{out,max}}$. Also, the input power that drives this output is given by (7.11).

$$ P_{\text{in,min}} = R_1i_1^2 + P_{\text{out,max}} $$ (7.11)

From (7.10) and (7.11), maximum efficiency can be derived as (7.12),

$$ \eta_{\text{max}} = \frac{R_M^2 + \omega^2 M^2}{R_1 R_2 + R_M^2 + \omega^2 M^2}. $$ (7.12)

7.2.3 Numerical Analysis

FEM analysis of a combined IPT and IHA system is performed 2D with axis-symmetry in Comsol Multiphysics 5.1 over a range of frequencies from 1 kHz to 1 MHz. The geometry that is used has a circular primary coil of 26 turns with a wire diameter of 2.24 mm, an inner radius of 37 mm and an outer radius of 105 mm. The secondary is a circular coil of 16 turns with a wire radius of 1.1 mm, an inner radius of 12 mm and an outer radius of 53 mm. These dimensions are chosen to make a scaled down laboratory experimental setup that can be used with the sample of IHA made available. The vertical offset between the primary and the asphalt layer is 5 mm, and the offset between the asphalt and the secondary is 20 mm. The radius of the asphalt layer is 250 mm and the layer is 45 mm thick. The numerical model developed is shown in Fig. 7.8.
Figure 7.8: Developed 2D axis-symmetrical model and a 3D overview model of the combined IPT and IHA system.

**Parameter Extraction**

The parameters for the equivalent circuit of Fig. 7.7 are extracted from the results of the FEM analysis. For each coil the parameters are extracted using the coils emfs \([e]\), coil currents \([i]\) and power \(P\) from the simulations. The induced emf in the coils is given by

\[
e = j\omega \begin{bmatrix} L_1 & M \\ M & L_2 \end{bmatrix} [i]
\]  

(7.13)

First, the self-inductance of the primary coil \(L_1\) is calculated by exciting the coil while the secondary is simulated as an open circuit. The emf becomes

\[
\begin{bmatrix} e_1 \\ e_2 \end{bmatrix} = j\omega \begin{bmatrix} L_1 & M \\ M & L_2 \end{bmatrix} \begin{bmatrix} i_1 \\ 0 \end{bmatrix},
\]  

(7.14)

from this, \(L_1\) can be calculated as

\[
L_1 = \frac{e_1}{j\omega i_1}.
\]  

(7.15)
In the same way, the inductance of the secondary coil can be calculated. Now, to obtain the mutual inductance, the secondary coil is simulated as a short circuit while the primary is excited. Using the previously calculated self inductance $L_1$ and the current through secondary $i_2$, an expression for the mutual inductance $M = k\sqrt{(L_1L_2)}$ can be derived as

$$
e_1 = j\omega L_1 i_1 + j\omega M i_2$$

$$M = \frac{e_1 - j\omega L_1 i_1}{j\omega i_2}. \quad (7.16)$$

Also, the percent reduction in power transferred between the coils due to the addition of IHA to IPT system is obtained in terms of coupling with IHA $k_{IHA}$ and without IHA, $k$ as

$$\Delta P \% = \left[1 - \left(\frac{k_{IHA}}{k}\right)^2\right] \quad (7.17)$$

Results

From the numerical analysis, the circuit parameters are extracted and the performance of the system is analyzed with maximum power transfer and the magnetic coupling factor. The combined IPT and IHA system is compared with an air core system in Fig. 7.9. The frequency of interest - 85 kHz which is earmarked in the upcoming standard SAE J2954 for roadway IPT EV systems. At 85 kHz, the maximum efficiency of the combined system drops to 93 %. It can also be seen that the coupling factor is lower than that of air-cored coils and start decreasing rapidly from 100 kHz. The coupling regime for the experimental IPT system is $k = 0.113$ and IHA sample volume is $8.84 \times 10^{-3} m^3$. The coupling is now reduced to $k_{IHA} = 0.107$. This results in a reduction of power transferred by 10.3% from (7.17).

7.2.4 Experimental Verification

The numerical results developed previously are verified with an experimental setup. The circuit parameters are measured with the Agilent 4294A Precision Impedance Analyzer. The geometry is the same as the system analyzed in the numerical evaluation, except that sample of asphalt that was used is a square with sides of 200 mm. Therefore the numerical analysis is performed again with an asphalt layer radius of 113 mm, such that the volume of the cylindrical slab from the numerical evaluation is conserved as that of the experimental square block.
Figure 7.9: Performance of a combined IPT and IHA system compared with an air core system. (a) shows the maximum efficiency from the primary to the secondary and (b) shows the magnetic coupling factor between the primary and secondary.

Parameter Extraction

The circuit parameters are measured for a frequency range of 1 kHz to 1 MHz. For the mutual parameters, the primary and secondary coil are connected in series with a constructive flux addition (flux aiding). The measured impedance is then

\[ Z_c = (R_1 + R_2 + 2R_M) + j\omega(L_1 + L_2 + 2M). \]  
(7.18)

The measured impedance in destructive flux superposition is

\[ Z_d = (R_1 + R_2 - 2R_M) + j\omega(L_1 + L_2 - 2M). \]  
(7.19)

The mutual parameters can now be calculated as

\[ Z_m = \frac{Z_c - Z_d}{4} = R_M + j\omega M. \]  
(7.20)

Results

The measured circuit parameters are presented together with the numerical results in Fig. 7.11. The inductance values, and the simulations agree with the experimental results as shown in Fig. 7.11 (a). The small difference observed is due to interconnection wires leading to the impedance analyzer and minor differences between the real and the simulated coils.
The resistance values are presented in Fig. 7.11 (b). In the experimental system, the coil losses are higher and is variable with frequency. The frequency dependence is because of skin effect and proximity effect in the coils and due to stray fields (conductive parts below the table of the setup). The field losses due to the asphalt sample is calculated by subtracting the air core system resistances from the resistances measured with the asphalt sample in between. For the low frequency values, the expected losses are less than the accuracy (the limited resolution of the impedance analyzer), thus they do not match exactly with the simulations. From 20 kHz, the losses are accurately measured with the result that field losses are consistent with simulations. There is a minor offset noticeable, and this is due to the square geometry of experimental asphalt and cylindrical geometry of simulation.

Discussion

From the numerical analysis that was performed it is clear there will be a reduction in efficiency and power transferred when IPT is combined with IHA. The reduction in efficiency and power transferred by about 10 % in the coupling regime of $k = 0.113$ at 85 kHz can be a problem when the system operates at high power. This can lead to unintended asphalt heating. A further challenge is that the additional leakage in the system (due to IHA) can lead to variable tuning requirements for reactive power compensation. Further research is being carried out in material selection of IHA for asphalt roads wherein the healing process
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Figure 7.11: Measured circuit parameter values (solid line) plotted with respect to frequency and compared with the numerical results (dotted line).

doesn’t impact IPT while it serves IHA when required. This decoupling is beyond the scope of this thesis. Importantly, accurate modelling of the system is carried out.

7.2.5 Renewable Energy Technologies

In the Netherlands, solar and wind energy are considered the major sources for highway based energy generation [9]. While conventional technologies can be installed, in this chapter, two revolutionary technologies that have vast untapped potential is considered:

- Bladeless Vortex [186]
- SolaRoads [187]

Bladeless Vortex

Bladeless vortex is a Spanish technology startup that produces turbines without blades that harness the ‘vorticity’ of wind through the fibre glass and carbon fibre cylindrical structure [186]. Thus, the structure uses shear force of the wind that when falling onto the structure creates eddies [188]. This reciprocation is converted into electrical energy by cutting a magnetic field produced by magnets in the base. Due to the lack of blades, it has no friction and has no gears and hence reduced maintenance. Also, it is considerably cheaper. A figure showing a prototype of the same (Vortex Mini) and its performance characteristics is presented in Fig. 7.12 [186].
7.2 – Combining Self-Healing Roads with IPT

Figure 7.12: A 4-kW Vortex and its power-velocity profile, this turbine has a minimum safety distance of 13m from each other [186].

Some disadvantages of this technology include low efficiency, low power outputs thus far, viability for scaling up (stability of structure) and noise. However, the technology due to its cost-effective nature is a good solution for highways. This also considering places where land is limited for large sized classical propeller turbines due to existing infrastructure.

**Solaroads**

Solaroads is a Dutch innovation (TNO, Provence of Noord-Holland, Dynniq and Ooms Civiel) in which prefabricated concrete modules are laid on the ground [187]. On top of this, a layer of tempered glass that is translucent to light is used to absorb light and convert to electricity using crystalline silicon solar cells. A detailed analysis of Solaroads has been carried out in [189]. The maximum module efficiency attained from the study is 9.69%. Some important performance parameters are presented in Fig. 7.13.
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Figure 7.13: Estimated Operating Efficiency of the Solar Road in Year 2015, estimated dc power output in the same year and installed Solaroads in the bike lane in the village of Krommenie, North Holland [189].
7.3 Integration of Solar Roads with IPT Charging

The integrated system consists of an IPT system with solar road sandwiched in between. In order to obtain empirical understanding of the magnetic coupling between IPT coils sandwiching a solar road element in between, a lab scale prototype is tested.

![Experimental setup for solar road element in combination with IPT charging coils](image)

Figure 7.14: Experimental setup for solar road element in combination with IPT charging coils

Fig. 7.14 shows the experimental setup of the IPT coils with 17 cm air gap, Case (a) without solar cell in between, Case (b) with SR in between. Measurements for mutual inductance are conducted on IPT coils, first without, then with the solar cell following the methodology presented in Section 7.2.4. The frequency dependant mutual inductance is calculated from the measured values using (7.20) and converted to coupling. Fig. 7.15 shows the measured coupling between the IPT coils for different operating frequencies for each case.

It is observed the coupling starts decreasing linearly after 10 kHz on a logarithmic frequency scale. Considering that the desired operating frequency of the IPT system would be around 85 kHz, this decrease in coupling of \( \approx 50\% \) leads to reduction in efficiency as well as cost of charging infrastructure for the same power level. For frequencies higher than 10 kHz, the decrease in mutual inductance is hypothesized due to the eddy currents in the conductive parts of the solar road element. Specifically, in the frequency range of 85 kHz, the coupling
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As the frequency increases beyond 10 kHz, the eddy currents begin to dominate and coupling decays exponentially in case of solar road.

of the coils fall from $k = 0.022$ to $k = 0.0135$, this results in a reduction in power transfer by 62.3%. This translates to a large reduction in efficiency also.

To prove the validity of these inferences, numerical FEM analysis is carried out using COMSOL and the model developed is shown in Fig. 7.16. Both the coils are of 50 turns each with an air gap of 17 cm and radius of 0.5 m. The primary coil is energized with 1 A current for frequencies 1 Hz, 100 Hz, 1 kHz, 10 kHz and 100 kHz. In the simulations, a thicker 10 mm aluminium back surface is considered for the solar cell for adequate computational capability and removing the influence of skin effect, which come into effect at frequencies lower that 10 kHz. This frequency range is much lower than the operational regime of the IPT system.

Each solar cell is of 156x156 $mm^2$. A side view of the model is shown in Fig. 7.16 (b). The eddy currents will be generated mainly in the metallic back contact of the solar cell. 10 mm thick aluminium layer is defined while the semiconductor layers are neglected in the analysis (due to several order lower conductivity). The surface plot of induced eddy currents in the solar road when primary IPT coil is excited with 1 A current at 50 Hz is shown as an example in Fig. 7.17.

The red arrows depict the coil current direction while the black arrows show the direction of opposing induced currents. Apart from eddy current, a frequency dependant decrease

Figure 7.15: Measured coupling and frequency with the introduction of solar road element.
in the mutual inductance is observed. The mutual inductance between the IPT coils is calculated using (7.21).

\[
M = \left( \frac{N_{\text{primary}}}{N_{\text{pickup}}} \right) \left( \frac{v_{\text{pickup}}}{j\omega i_{\text{primary}}} \right)
\]  

(7.21)

In the model, the primary and pickup turns are 50, while the induced voltage in the pickup
coil \((v_{\text{pickup}})\) is simulated for different frequencies. The mutual inductance for different operating frequencies of IPT system with and without solar cell in between is shown in Fig. 7.18.

![Graph showing mutual inductance against frequency]

Figure 7.18: Decreasing mutual inductance between IPT coils as a function of operating frequency in the finite element model.

It can be observed that at the operating frequency increases, the mutual inductance decreases. The thickness of aluminium back contact is taken as 10 mm in this simulation. In actual practice, the solar road itself, and hence its back contact is a fraction of this thickness. Therefore, mutual inductance would start reducing only after 10 kHz due to skin effect, which plays a positive role in our application, as observed in experimental results of Fig. 7.15. Nevertheless, skin effect is not effective in limiting the eddy currents for IPT operating frequencies of 85-100 kHz. Therefore, the power transfer capability significantly reduces with lower mutual coupling. Further, the efficiency of IPT operation drops due to heating losses in the solar cell back contact due to these eddy currents.

7.3.1 Discussion

Based of the understanding derived from the theoretical and experimental study in this section, the following conclusions are drawn:

- It is recommended that the solar road be installed at the emergency lane of the highway. Not only will this avoid proximity with the on-road IPT charging, but also reduce dynamic shading of solar cell by passing vehicles. Also, emergency lanes usually have low occupancy and now, energy utilization is made feasible.
7.4 – Case-study of a Future Highway

If dynamic IPT charging is not required for complete highways coverage [191], a Mosaic on-road space sharing design instead of sandwiched structure can be used. From solar cell design point of view, an ultra-thin or meshed instead of sheet of metallic back contact could reduce the eddy current. Smaller unit cells could also be advantageous. However, these possibilities and their consequences on the solar road performance are beyond the scope of this chapter.

7.4 Case-study of a Future Highway

For the design and estimation of the economics of the future highway with IPT, green energy, solar road and self-healing properties, the A12 motorway in Netherlands is used as a test case, shown in Fig. 7.19. A12 highway is 165 km and connects the city of Hague and Arnhem in Netherlands. For the design, a Nissan Leaf EV with 24 kWh battery pack is used as a reference and is assumed that the battery has a 85% efficiency. Such a EV represents a worst-case scenario for driving range due to its limited battery capacity as compared to EV with much larger battery pack like the Tesla Model S with 85 kWh.

![A12 highway between Den Haag and Arnhem with IPT system installed over two sections - Part A for 20km and Part B for 30 km.](image)

7.4.1 Design of IPT system for A12

Of the total 165 km, it is assumed that the EV drives 10 km each at the beginning and end of the highway in the urban areas at 60 km/h and the remaining 145 km at the speed limit
of 120 km/h. The dynamics of the EV driving are simulated based on the model in [190]. The power demanded by the EV for driving is dependent on the speed of the EV. This can be linearly estimated as 5.6 kW when driving at a speed of 60 km/h and goes up to 24.1 kW for 120 km/h speed. Based on this, it has been estimated that the required energy for the Leaf to cover 165 km is 31 kWh [185]. This value is higher than the 24 kWh capacity of the Leaf even if it is assumed that the EV begins at 100% SOC and ends the journey at 0% SOC, which never occurs practically.

In order to ensure that the EV is able to comfortably complete the journey without having to stop, the IPT system is used to charge it en-route. The motive of the IPT system is that if an EV begins the journey with 80% SOC, it must complete the trip along A12 with at least a SOC of 20%. This corresponds to using $24 \text{ kWh} \times (80\% - 20\%) \times 85\% = 12.2 \text{ kWh}$ of the EV battery at 85% round trip efficiency. The remaining $(31-12.2)=18.8 \text{ kWh}$ has to be supplied by the IPT. To achieve this, a 50 kW IPT system with 85% efficiency is used. To meet the energy demand, the IPT system has to be installed over a length of 50 km[185]. This IPT is assumed to be installed in the busiest parts of the highway indicated as A and B in Fig. 7.19.

The SOC of battery along the highway as the EV drives from Hague to Arnhem is shown in Fig 7.20. Without an IPT system, the SOC reduces from 80% and EV runs out of energy by the time it has crossed 96 km. With the IPT system, the EV is able to fulfill the full length of 165 km with an SOC of 20-25% remaining. If the EV travels at an average speed lower than 120 km/h which happens most of the time in practice, then it finishes the journey with a higher SOC as shown in Fig 7.20 for speeds of 110 km/h and 100 km/h. This demonstrates the effectiveness of using IPT for on-road charging of EVs.

### 7.4.2 Powering the IPT System using Renewables

In 2030, 2.3 million EV are expected in the Netherlands which comprises about 40% of all cars. For calculations on the power demand, it is assumed that 10% of all EV will charge while driving using the IPT system. The combined power demand of the EV per hour for a round trip on A12 is shown in Fig. 7.21. The peak demand reaches 18 MW in the evening while the lowest demand is less than 1 MW in the early mornings.

To have a truly sustainable IPT system, this energy required by the EV must be powered from renewable sources. This can be achieved by the use of solar roads, wind turbines and vortex turbines along the A12 highway. Since there is variability in the renewable generation on a diurnal and seasonal basis, the motive here would be to supply the energy required by the IPT system on yearly basis an energy neutral manner. This means the grid is used as an energy buffer to manage the variability in generation.

The total length of these lanes on the A12 is 114 km. The surface of this lane on both sides of the road which can generate solar energy is $2 \times 114km \times 3.5m = 0.798 km^2$. The efficiency of the solar road is 9.69% [189]. The energy that can be generated per day using the solar
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Figure 7.20: The SOC of the battery along the A12 highway for different driving speeds. The average speed for urban driving remained the same for all three situations. A driving speed of 100 km/h is more energy efficient.

Figure 7.21: Seasonal dependence of power demand of IPT powered EVs per hour for a round trip on A12.

road for different months of the year has been estimated and shown in Fig. 7.22. It can be seen that the energy generation varies from 350 MWh in summer to 50 MWh in winter. The 114 km solar road can provide for 95% of the energy requirements of the IPT over the year with a surface of 0.789 km².

For harnessing wind power, two types of wind turbines are considered. First is a 2 MW
Figure 7.22: Calculated average energy generated per day by renewables to power the IPT system on A12. Both emergency lanes are replaced with a solar road and wind turbines and vortex are used to extract power from the wind.

Table 7.2: Energy Mix for Powering the IPT using Renewables

<table>
<thead>
<tr>
<th>Case</th>
<th>Vortex</th>
<th>WT</th>
<th>SR</th>
<th>Energy Neut.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4 kW</td>
<td>2 MW</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>SR</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>95.5</td>
</tr>
<tr>
<td>Vortex</td>
<td>14860</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>WT</td>
<td>0</td>
<td>107</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>SR+Vortex</td>
<td>7775</td>
<td>0</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>SR+WT</td>
<td>0</td>
<td>56</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>Power Neutral</td>
<td>0</td>
<td>64</td>
<td>42</td>
<td>100</td>
</tr>
</tbody>
</table>

conventional wind turbines with a minimum speed of 4 m/s. Second, a 4 kW Vortex mini wind turbines operating at a rated speed of 12 m/s and minimum speed of 2 m/s. The wind generation trend is opposite to solar road showing higher generation in winter and lesser in summer as shown in Fig 7.22. A more detailed modelling methodology is presented in [185].

Based on the operating characteristics of the two turbines and meteorological data from the KNMI, 14860 vortex or 107 wind turbines would be required to produce enough energy to 100% match with the energy requirements of the IPT as shown in Fig 7.22 and Table 7.2. In [193], it is obtained that a 40%-60% combination of solar and wind is most ideal in achieving power neutral generation in Netherlands where the higher generation of solar in
summer and in the day is balanced by the higher generation of wind in the night and in winter. It can be seen in Fig. 7.22, that the combination of wind and solar gives a generation that closely follows the IPT demand for different months of the year. However, it is important to mention that vortex is an early stage innovation with little field testing.

7.5 Conclusion

In this chapter, functional integration of different elements of future highways has been analyzed, along with a system level study of a real-highway implementation in the Netherlands. A number of results were obtained from this study:

- Sharing of infrastructure for both IPT and IHA is important for future highways. A thermal model with power density for healing and maximum permissible limit to prevent ravelling is proposed. A loss model that integrates eddy current losses by utilizing frequency dependent resistances is included in this chapter. The challenge in this integration is that up to a frequency of 100 kHz, the magnetic efficiency and power transfer of IPT systems drops to 90\% in the coupling regime of $k = 0.113$. Thus, direct integration can be lossy.

- Solar roads and IPT system, placed closeby would result in lower transmission losses due to in-situ energy generation and utilization. A sandwich approach couldn’t work due to eddy currents induced in the backplates of the solar roads. The coupling declined to $k = 0.0135$, a reduction of 38.6\% at operation close to 85 kHz. This results in a reduction in effective power transfer of 62.3\%. It was therefore considered to use emergency lanes of roads for solaroads operation.

- It is possible for a Nissan LEAF to complete its trip 80\% - 25\% SOC along A12 by on-road IPT system. The total IPT coverage (IPT efficiency = 85\%) in this highway is 30.3\%. This corresponds to a distance of 50 km in a highway of total length 165 km.

- In the Netherlands, due to the complementary distribution of wind-solar profiles (peaks in winter and summer respectively), the choice of solar and wind technologies must match with the overall availability of renewable energy. While vortex is cost-effective, it is still an experimental technology and hence an optimal mix of technologies would be the best techno-economic scenario.
Chapter 8

Conclusion

The primary goal of this thesis was to analyze and apply magnetic fields for energy transfer and self-healing roads. The thesis is focused on IPT systems for EV applications as one of the backbone technology in the transition from polluting carbon based transportation to electric. Analytical modelling and FEM based optimization with experimental validation of IPT systems is carried out. Several infrastructure changes including highway based green energy technologies and maintenance-free inductive roads are considered as a complementary development for this transition. Finally, economical evaluation of IPT system by taking a real life case scenario of a highway in Netherlands with electric buses is performed. The research goals with which this work began is briefly restated here:

- To identify magnetic field analysis techniques that can be used to design charge-pads.
- Perform comprehensive comparison of charge-pad concepts with variable coupler shapes.
- Model and analyze the problem of misalignment in distributed IPT systems.
- Perform a multi-objective optimization and build a lab-scale demonstrator, with validation of power transfer and magnetic models.
- Study the economic implications of IPT based energy transfer systems.
- Model the concept of inductive healing asphalt and to study the trade-offs and interdependencies in a combined technology roadway.

In the next paragraphs, the important results obtained from the thesis are listed. Here, research goals as originally envisioned are revisited. This comparison is performed to analyze the results obtained also in conjecture with the original goals of the thesis. Constructive results obtained are highlighted along with some drawbacks which open room for improvement and they are further captured in future work recommendations.

In Chapter 2, the analytical and semi-analytical coil design techniques are reviewed. Several field modelling techniques have been described with several comparative features: ease of
implementation, ability to solve boundary problems, 2D/3D problem formulations, ability to handle boundary conditions, etc. In case of distributed IPT systems, simple rectangular tracks can be modelled with Biot-Savart’s law and closed form expressions derived. For more complicated shapes, Biot-Savart’s law becomes cumbersome and closed form expressions become arduous. Here, theory of partial-inductance can be applied by breaking down such a structure into simpler sections and summing up individual contributions. The assumptions of thin filamentary currents and its operation of the magnetic vector potential improves the computational efficiency. In case of problems with a boundary, the theory of images and conformal mapping can be applied. Important limitations being the requirement of infinite images at complex boundaries (method of images) and limitations of 2D problem (conformal mapping). A discussion of standards that limit magnetic and electric field exposure is important so as to design IPT systems that are safe. ICNIRP 2010 limits general public exposure for B-fields at 27\(\mu\)H and H-fields at 21 Am\(^{-1}\) for power transfer at 3 kHz - 10 MHz. Designing such systems taking in multiple objectives, multiple constraints with staged iterations respecting magnetics and power electronics is described. This design flow apart from respecting the IPT system design also sets a stage for a technology and economic impact assessment. All these steps together make a complete design of the energy transfer system.

Another important contribution of this thesis lies in the development of an analytical model of charge-pads using the theory of partial inductances (Chapter 3). A sectional matrix method that is generic and can be applied to a single coil coupler is developed. An extension of this theory using the principle of superposition is carried out to model multi-coil couplers. The charge-pad shapes (circular, square, rectangular) of air-cored couplers - single coil and multi-coil (DR, DCirc, DR+Quad) have been analytically computed and verified with both FEM analysis and experimentation. Comparisons are made keeping area of coupler/perimeter conserved and it is observed that the circular couplers have better coupling at the best aligned point than four sided couplers. On the other hand, the four sided shapes have better tolerance to misalignment as they extend the range of power transfer. The power null point of multi-coil couplers can be eliminated by designing additional coils in quadrature. For constant power applications, DR Quad pads with optimized magnetics can deliver power but at the cost of more weight and complexity. In case of EV applications, odds of parking at the low power position (stationary charging)/ travelling along the power null point (dynamic powering) is negligible due to access to alignment information. Thus, DR (primary)-DR (pick-up) couplers are a good choice for both stationary and dynamic operations. This design choice is used to further develop a demonstrator in Chapter 5. Some limitations of this analytical tool as developed includes: inability to deal with non-linearities, high frequency effects and material interfaces.

Position tolerance of IPT systems is an important feature especially for applications involving movement (Chapter 4). 3D variations in coupling, mutual inductance etc. is not considered in traditional design. Also, variation in leakage inductances has implications on reactive power compensation. This problem is especially exacerbated in distributed IPT systems. An electromagnetic model of the fields created by the tracks is analytically derived using
Biot-Savart’s law. During misalignment of rectangular shaped tracks over the dimension of the edge, it is observed that there is a reduction of up to 40% in mutual inductance (at 100% edge length misalignment). The edge effects further exacerbate the mutual inductances as observed in the ends of the inductor.

In Chapter 5, the DR charge-pad is used for performing a M.O.O by considering efficiency ($\eta$), power density ($\alpha$), and material weight ($w$) as targets and by evolving a trade-off using these parameters. Before the optimization, a parametric study undertaken gave the result that the ferrite dimension need not cover the entire coil dimension to achieve maximum coupling (80% already yields maximum coupling). Also, an intra-core gap of up to 20% is acceptable for maximum coupling. A charge-pad of free space self-inductance of 198.6 $\mu$H experiences an increase in self-inductance by 33.5% due to a pad of inductance 199.8 $\mu$H at a 1.5 cm z-gap due to flux modifying materials in the other pad. Another example of bifurcation due to the effect of the rectifier parallel filter capacitor 27.2 nF in a series resonant IPT system, resulting in two zeroes and one pole, all frequency shifted is also explained. Holistic system level models considering 3D inductance variations, operating with a variable frequency IPT system is suggested to mitigate this problem. Experimental analysis of the system is performed using SiC MOSFETs for various loads and for various bridge angles. The highest total efficiency measured for the light EV charging is about 91%. The magnetic losses are validated by performing measurements up to 2kW. Simulations are made where a semi-analytical approach is used to estimate the losses. In comparison, most observations are quite accurate with $\leq$ 10% inaccuracy between estimated and measured. A notable exception being at very low powers, were they are offset by larger margins. Overwhelming percent losses in the magnetics ($\sim$ 70%) are observed in the resonant capacitors and ferrite.

Next, economic analysis (Chapter 6) is performed by proposing a generic analytical methodology for driving range of any EV with energy supplied from on-road IPT system. For a bus fleet of charging power level (200 kW), road coverage percentage (13%), inverter rating (200 kW) and battery capacity (500 kWh), the resulting specific cost of installing IPT is estimated to be 1.2 M€/km/lane for a lifetime of 12 years. At this moment, the project cost is expensive as compared to 0.75 M €/km/lane for a conventional trolley system. However, it is expected that volume economics will further push prices of IPT technology and battery down and the technology could be applied to scenario specific cases.

Finally, in Chapter 7, a vision of an upgraded infrastructure for future roadway electrification is evolved. Several integration challenges of IHA, solar roads are highlighted, modelling and loss analysis performed and possibilities are evolved for a combined technology highway. A thermal model with power density for healing and maximum permissible limit to prevent ravelling is proposed. The challenge in the integration of IPT and IHA is that up to a frequency of 100 kHz, the magnetic efficiency and power transfer of IPT systems drops to 90% in the coupling regime of $k = 0.113$. Thus, direct integration can be lossy. Sandwiched solar roads and IPT system couldn’t work due to eddy currents induced in the backplates of the solar roads. The coupling declined to $k = 0.0135$, a reduction of 38.6% at operation close to 85 kHz. In a case study of A12 highways, it was therefore considered to use emergency
lanes of roads for solar roads operation. It is possible for a Nissan LEAF to complete its trip (80% - 25%) SOC along A12 by on-road IPT system. The total IPT coverage (IPT efficiency = 85%) in this highway is 30.3%. This corresponds to a distance of 50 km in a highway of total length 165 km. In the Netherlands, due to the complementary distribution of wind-solar profiles (peaks in winter and summer respectively), the choice of solar and wind technologies must match with the overall availability of renewable energy. A technology mix for energy neutrality is established.

**Recommendations**

This thesis has presented a number of results that led to the successful development of a prototype IPT system. It also opened some research in the areas of self-healing roads and an integrated technology roadway. Several topics can trigger further research:

- The analytical matrix method based partial inductance model proposed in this thesis is currently applicable to air-cored couplers. The theory of images could be applied to model the effects of flux modifying materials such as ferrite and aluminium. An extended partial inductance based inductive parameter solver is a fast and relatively computational cheap alternative to FEM.

- Integrated magnetic and thermal model for IPT systems leads to better charge-pad designs especially considering the dual effect of large currents and heating which could lead to thermal runaway. Also, accurate computation of magnetic losses by improved loss models can lead to better optimization outputs and hence more efficient designs. This is especially important for high power IPT systems.

- Exposure to electromagnetic fields (fundamental and harmonic) in the vicinity of inductive power transfer systems present safety concerns for humans and animals. Foreign object and living object protection is an important feature for field implementation of these systems. Further work in the control of power transfer that can detect metal objects, animals in the vicinity is an important target for system safety. H-field and B-field measurements coupled with simulation must conform to standards before its release to general public use.

- Finally, the idea of integrating self-healing roads with IPT system presents a challenging area that needs to be tackled. Here, best practices and trade-offs also considering material properties and its optimization can yield a combined solution. An interdisciplinary team of electrical and material scientists can create a frequency selective magnetic switch that can result in unhindered powering of vehicles during IPT mode and healing when necessary.
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